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Abstract

The thesis at hand deals with the question of how to decide whether two integer
matrices are similar. To answer it, a module-theoretic approach will be pursued.
In the first part of the work, a one-to-one correspondence will be established
between classes of semisimple matrices and classes of modules which are defined
over certain orders. For two such modules it then has to be examined whether
they are isomorphic. In general, this problem can be solved by a principal ideal
test, where the ideal concerned is a right ideal of a typically noncommutative
matrix order. In a first approximation, the problem will be considered over
a maximal order. It is well known how to conduct the test in this situation.
Upon a positive outcome, it can be decided in a finite number of steps whether
the original ideal is principal. Under suitable conditions, this can be done by
methods for finite abelian groups. For instance, the ideal needs to be coprime
to the conductor of an extension of matrix orders. Among other things, it will
be shown how to ensure that this condition is satisfied.
The second part will deal with nilpotent elements of matrix orders. While the
close connection between matrices and modules will not persist in this case, it
will suffice to consider a finite family of modules to decide similarity. Combining
the methods of both parts will result in a complete algorithm.

—

Die vorliegende Arbeit beschäftigt sich mit der Frage, wie sich entscheiden lässt,
ob zwei ganzzahlige Matrizen ähnlich sind. Zu ihrer Beantwortung wird ein
modultheoretischer Ansatz verfolgt. Im ersten Teil der Arbeit wird eine Eins-
zu-eins-Korrespondenz hergeleitet zwischen Klassen halbeinfacher Matrizen und
Klassen von Moduln, die über bestimmten Ordnungen definiert sind. Für zwei
solcher Moduln muss anschließend untersucht werden, ob sie isomorph sind.
Im Allgemeinen lässt sich dieses Problem mithilfe eines Hauptidealtests lösen,
wobei das betreffende Ideal ein Rechtsideal einer typischerweise nicht kommuta-
tiven Matrizenordnung ist. Als erste Annäherung wird das Problem über einer
Maximalordnung betrachtet. Es ist wohlbekannt, wie sich der Test in dieser
Situation durchführen lässt. Bei einem positiven Ergebnis kann in endlich vie-
len Schritten entschieden werden, ob ursprünglich ein Hauptideal vorlag. Unter
geeigneten Bedingungen kann dies mit Methoden für endliche abelsche Gruppen
bewerkstelligt werden. Beispielsweise muss das Ideal koprim sein zum Führer
einer Erweiterung von Matrizenordnungen. Unter anderem wird gezeigt werden,
wie sich gewährleisten lässt, dass diese Bedingung erfüllt ist.
Der zweite Teil wird sich mit nilpotenten Elementen von Matrizenordnungen
beschäftigen. Zwar wird die enge Verbindung zwischen Matrizen und Moduln in
diesem Fall nicht bestehen bleiben, doch wird es genügen, eine endliche Familie
von Moduln zu betrachten, um Ähnlichkeit nachzuweisen. Die Kombination der
Methoden aus beiden Teilen wird einen vollständigen Algorithmus liefern.
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Introduction

The subject of the thesis at hand is the following problem: Given two integer
matrices A and B, decide whether they are similar, that is, decide whether there
is an invertible integer matrix C such that

CA = BC.

Our goal is to develop a method by which this question can be answered and
which computes a suitable matrix C if the outcome is positive.

Over a field, such as the rational numbers, it is well known that this problem can
be solved by comparing the (generalized) Jordan normal forms of both matrices.
For integer matrices, however, this is not true. In fact, there are matrices with
the same Jordan normal form over the rational numbers which are not similar
over the integers. To make things worse, it is uncertain how a canonical form
for similarity classes of integer matrices could look like; it seems rather unlikely
that such a form exists.

It was first shown, independently, by Sarkisjan (1979) and Grunewald (1980)
that the problem of integral similarity is decidable in computational terms.
In their papers, they actually proposed working algorithms, albeit not very
efficient ones. Some more work was done on matrices of the size 2 × 2 and
3×3, for instance by Applegate and Onishi (1981, 1982) and Behn and Van der
Merwe (2002), but their methods strongly rely on the given size and cannot be
generalized readily to higher dimensions. As a matter of fact, new difficulties
arise when dealing with matrices of the size 4× 4.

At the time of writing, there is no implemented algorithm which solves our
problem in general. In the computer algebra system Magma, there is a function
called IsGLZConjugate which works for matrices of finite order and matrices
of the size 2× 2. The first case is based on results by Opgenorth, Plesken and
Schulz (1998), the second case was implemented by the author as part of his
diploma thesis. As we will see, our method will reduce the computational effort
for matrices of finite order by a considerable amount.

The basic strategy of this work will be as follows. By the Jordan–Chevalley
theorem, we have unique decompositions

A = S +N and B = S′ +N ′

where S, S′ are semisimple and N , N ′ nilpotent matrices satisfying SN = NS
and S′N ′ = N ′S′. Without restriction we may assume that all matrices are
integral. Then, in a first step, we can examine whether S and S′ are similar.
Afterwards, we can pay attention to the nilpotent summands. Accordingly, our
work will be separated into two parts.
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For semisimple matrices, we will show that there is a one-to-one correspondence
between their similarity classes and the equivalence (or isomorphy) classes of
certain modules. To be more precise, if

µ = µ1 · · ·µs and χ = µn1
1 · · ·µ

ns
s

are the minimal and characteristic polynomials of the matrices at hand, we
consider the algebra

K = K1 ⊕ · · · ⊕ Ks where Kι = Q(ϑι) = Q[X]/(µι).

The similarity classes of our matrices then correspond to the classes of full O-
modules in Kn = Kn1

1 ⊕ · · · ⊕ Knss where O = Z[ϑ] = Z[ϑ1 ⊕ · · · ⊕ ϑs]. This
theorem was proved by Latimer and MacDuffee (1933) under the assumption
n1 = · · · = ns = 1, and we will prove its validity in the general case. Deciding
similarity of semisimple matrices will then be equivalent to deciding whether
two full modules are isomorphic.

If the modules are defined over the maximal order OK, it is well known how
to decide whether they are equivalent, namely by reducing the problem to a
principal ideal test in OK. However, this special case already illustrates that
deciding similarity has to be considered a hard problem, as principal ideal test-
ing certainly is. If the modules are defined over a nonmaximal order, further
difficulties should be expected, as the theory of finitely generated modules is
much less well understood in this case. For instance, the reduction indicated
over OK cannot be realized in general. As it turns out, any nonmaximal order
of K can occur in our context (as multiplier ring of a suitable module).

To find a solution in the nonmaximal case, we will need to decide whether a
right ideal C of a matrix order

Λ ⊂ M(n,K) =
s⊕
ι=1

M(nι,Kι)

is principal. Unless n1 = · · · = ns = 1, this order is of course noncommutative.
It is also nonmaximal unless its center is equal to OK. To decide whether C is
principal, we will devise an algorithm which will resemble an approach known
for ideals in number fields. First, we will examine whether CΛK is principal
for a suitable maximal order ΛK ⊃ Λ. This is obviously necessary for C to be
principal. If CΛK = ΓΛK, checking whether C is principal will become a finite
problem. Given that C is coprime to the conductor F of the extension Λ ⊂ ΛK,
we will have to check whether the residue class [Γ + F] belongs to the image of
the canonical map

Λ×K → (Λ/F)×\(ΛK/F)×.

In good cases, we will be able to solve this problem using standard methods for
finitely presented abelian groups, as it is actually a question about determinants.
However, as we will see in an example, det(Λ/F) does not have to be a ring.
Naturally, this will complicate things for us. Nevertheless, we can obtain an
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answer by searching the finite codomain of the map above. Unfortunately, it is
not a group in general.

Furthermore, we will explain why it is always possible to assume that C is
coprime to the conductor. Suppose O is the center of Λ and f the conductor of
the extension O ⊂ OK. Under the assumption that C is invertible (which has to
be met or else C cannot be principal), we will show that C can be made coprime
to F if and only if Cp is principal for all prime ideals p of O which contain f.
Here, Cp denotes the localization at the set

Sp = (O r p) ∩K×,

which coincides with the usual localization at p if K is a field. If C = c is an
invertible ideal of O, it can always be made coprime to f because cp is principal
for any full prime ideal p. Not so if C is an ideal of Λ. In this case, it is indeed
possible that Cp is not principal, so C cannot be made coprime to F. However, if
this situation occurs, C itself cannot be principal, leading to a negative answer
to our original question. Of course, we will also explain how to decide whether
Cp is principal and how to obtain a generator, if possible.

Having dealt with the semisimple parts, we may assume S = S′. We then need
to find an invertible matrix C such that

CN = N ′C while CS = SC.

SinceN andN ′ commute with S, they are uniquely related to nilpotent matrices
M , M ′ ∈ Λ. As we will see, the conditions above are met if and only if M and
M ′ are similar, that is, if there is a matrix Γ ∈ Λ× such that

ΓM = M ′Γ.

To treat this problem, another module theoretic approach will be discussed,
which mimics the strategy known for nilpotent matrices over a field. For the
modules concerned, we will introduce a new relation, the similarity of mod-
ules, which requires that certain bases are mapped onto each other. This will
constitute a stronger concept than equivalence.

Unfortunately, the close connection between classes of matrices and classes of
modules will break up in the nilpotent case; modules corresponding to the same
matrix might not be similar. This will pose an algorithmic problem, as we will
be forced to consider not just a pair but a whole family of modules. Yet even
deciding similarity for two modules will be hard in general. We will circumvent
this difficulty by focusing on free modules, an idea pursued in Grunewald’s
paper. Examining these modules more closely, we will be able to improve his
strategy significantly in two ways. First, if A ∈ Λ is nilpotent and S is the
module corresponding to the matrix S, we will show how to enumerate all free
A-modules of minimal index in S efficiently, that is, without repetition and
without encountering any other modules. Second, we will reduce the effort
for deciding similarity of modules by arguing that, essentially, we only need to
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consider a search area of a fairly restrictive structure. In both cases, though,
the number of steps can still grow exponentially fast.

Additionally, we will examine nilpotent matrices over the integer ring (which
corresponds to the situation S = 0). In this special case, we will establish a few
necessary conditions for similarity that can be checked easily. Moreover, we will
simplify the similarity test for certain matrices. For example, it will suffice to
solve a system of linear equations if the kernel of the matrices has dimension 1.

The arrangement of this thesis is as follows.

In the first chapter we will introduce orders and full modules, and we will prove
the theorem by Latimer and MacDuffee in the general setting outlined above.
After discussing how to decide equivalence of modules over a maximal order,
we will address the nonmaximal case. The problem will be reformulated as
a noncommutative principal ideal test. Making use of the conductor, we will
show that this is a finite problem. Also, we will explain how to benefit from
the situation where the ideal in question is coprime to the conductor. At the
end of the chapter, we will note some remarks about the number of module
classes. Most notably, we will give an example of a module class which cannot
be represented by a direct sum of ideals (a problem which does not emerge over
maximal orders).

The main goal of the second chapter will be to prove that ideals can always be
assumed to be coprime to the conductor (or else they cannot be principal). This
will be done with the help of localizations. We will establish a necessary and
sufficient condition for when an ideal can be made coprime to the conductor.
This will be possible if certain local ideals are principal. We will also explain
how to conduct these principal ideal tests. Additionally, we will establish a
decomposition of finite quotient rings into direct sums of smaller rings, also
using the concept of localization.

The third chapter will revolve around the question of how to execute the prin-
cipal ideal test described in the first chapter, provided that we can perform
the test over the maximal order succesfully and that the ideal is coprime to
the conductor. The commutative and the noncommutative case will be dis-
cussed separately. As we will see, the commutative case can be solved mainly
by standard methods for finitely presented abelian groups. In good cases, the
noncommutative test can be reduced to the commutative situation. Moreover,
we will briefly explain how to perform the test without the requirement that
the ideal is coprime to the conductor.

In the fourth chapter we will explain how to make use of the Jordan–Chevalley
decomposition and how to relate the nilpotent parts of our matrices to nilpotent
elements of a suitable matrix order. It will then suffice to decide similarity for
these elements. The concept of similarity will be introduced for modules, and we
will show how the similarity of matrices is connected to finding a pair of similar
modules. Afterwards we will explain how to decide similarity for certain free
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modules and how to enumerate all relevant modules of minimal index. Finally,
some aspects of nilpotent integer matrices will be discussed.

At the end of each chapter, we will outline the previously developed algorithms.
The thesis will be concluded with two detailed examples illustrating the strategy
of our method, accompanied by a few running time examples and an outlook
for further research.





Part I

Semisimple Matrices





1 Module-Theoretic Approach I

At the beginning of this chapter, we will introduce some basic objects, notations
and concepts, most notably the equivalence of full modules. In the second sec-
tion we will establish a one-to-one correspondence between the similarity classes
of semisimple matrices and the equivalence classes of full modules. Afterwards
we will briefly explain how to decide equivalence over maximal orders. To deal
with the problem of equivalence in the nonmaximal case, we will need to work
with matrix orders and their ideals. Primarily, we need to know how to de-
cide whether a full right ideal is principal. The conductor of a matrix order
will prove a helpful object in this context. Moreover, we will describe units of
matrix orders in terms of their determinants and we will make some remarks
about the number of module classes.

1.1 Full Modules over Orders

Let K be a finite-dimensional Q-algebra (possibly noncommutative). An order
of K is a subring O (with the same unit element as K) which is finitely generated
as Z-module and which satisfies

QO = K.

From the definition it follows that an order has a Z-basis of length dimQK. As
a subring of a Q-algebra, it is torsionfree and therefore free over Z. The fact
about the dimension is a consequence of the condition QO = K.

An element ϑ of a finite-dimensional Q-algebra is called integral if it is a root
of a monic integer polynomial. This is equivalent to the condition that the ring

Z[ϑ] = { f(ϑ) | f ∈ Z[X] }

is finitely generated as a Z-module.1 For this reason one easily verifies that all
elements of an order are integral.

The ring Z[ϑ] is a first example of an order of K, the so-called equation order
of ϑ, provided that ϑ is integral and K = Q[ϑ]. If d = dimQK, a Z-basis of Z[ϑ]
is given by 1, ϑ, . . . , ϑd−1.

In particular, we will be interested in the case where K is a number field. Then
the ring of all algebraic integers, denoted by OK, is an order of K, and it contains
every other order. It is therefore called the maximal order of K.

More generally, we will be interested in the situation where the algebra at hand
is a direct sum K = K1⊕ · · · ⊕Ks of several number fields.2 This is a ring with
1. Cf. Neukirch (1999), p. 6, (2.2).
2. Throughout this work, K will always have this meaning.
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componentwise addition and multiplication, and it becomes a Q-algebra via

ax = ax1 ⊕ · · · ⊕ axs for a ∈ Q and x = x1 ⊕ · · · ⊕ xs in K.

We may regard Q as a subset of K since we have the embedding a 7→ a⊕· · ·⊕a.
Likewise, Kι can be identified in K by means of the obvious injection Kι → K.

Suppose ϑ = ϑ1 ⊕ · · · ⊕ ϑs is an element of K such that Kι = Q(ϑι) for each ι.
Let µ1, . . . , µs be the minimal polynomials of ϑ1, . . . , ϑs. If the polynomials are
distinct, then K = Q[ϑ] because µ = µ1 · · ·µs is the minimal polynomial of ϑ
and

Q[X]/(µ) ' Q[X]/(µ1)⊕ · · · ⊕Q[X]/(µs).

As mentioned above, Z[ϑ] is an order of K precisely if ϑ is integral. In general,
though,

Z[ϑ] 6= Z[ϑ1]⊕ · · · ⊕ Z[ϑs].

For example, the order Z[i ⊕
√

2] does not contain the element 1 ⊕ 0, as one
easily verifies. In section 1.7 we will give a criterion for when equality holds.

An element of K is integral if and only if all of its components are integral.
Hence the order

OK = OK1 ⊕ · · · ⊕ OKs
consists of all integral elements of K. It is the maximal order of K.

Let n = (n1, . . . , ns) be a multi-index, that is, a tuple of nonnegative integers.
We define

Kn = Kn1
1 ⊕ · · · ⊕ K

ns
s

where K0
ι = 0. Like K, this is a vector space over Q. It is also a K-module via

xξ = x1ξ1 ⊕ · · · ⊕ xsξs

for x = x1 ⊕ · · · ⊕ xs in K and ξ = ξ1 ⊕ · · · ⊕ ξs in Kn.

Equipped with this scalar multiplication, we can now deal with modules in Kn.
A finitely generated O-module A in Kn is called full if it satisfies

Q · A = Kn.

Since every order is a finitely generated Z-module, the same is true for full O-
modules in Kn. As for orders we may conclude that every full O-module has a
Z-basis of length dimQ Kn.

If K is a number field, the full O-modules in K are the fractional ideals of O
(except for the zero ideal, of course). The situation is quite the same if O is an
order of K. In this case, the full O-modules in K are the fractional ideals of O
which contain a nonzerodivisor.1

1. Fractional ideals are of the form γa where a is an ideal of O and γ ∈ K×.
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As is well known, two fractional ideals a and b in a number field K are called
equivalent if there is a γ ∈ K× such that γa = b. We want to generalize this
concept to the case of full modules. Let

M(n,K) =
s⊕
ι=1

M(nι,Kι).

This is a matrix algebra acting on Kn via

Γξ = Γ1ξ1 ⊕ · · · ⊕ Γsξs for Γ = Γ1 ⊕ · · · ⊕ Γs in M(n,K).

Analogously, let

GL(n,K) =
s⊕
ι=1

GL(nι,Kι).

Two full O-modules A and B in Kn will be called equivalent if there is a
Γ ∈ GL(n,K) such that

ΓA = B.

In this case we will write A ∼ B.

Obviously, this condition defines an equivalence relation on the set of all full
O-modules in Kn. In reference to the term ideal class, the equivalence class of
a full module will be called its module class, which, in fact, coincides with its
isomorphy class.

(1.1) Proposition. All homomorphisms between two full O-modules A and B
are of the form

A→ B, ξ 7→ Γξ

where Γ is any matrix in M(n,K) with the property ΓA ⊂ B. The modules
are equivalent if and only if they are isomorphic.

Proof. Clearly, every Γ as above defines a homomorphism A→ B. Suppose

γ : A→ B

is an arbitrary homomorphism. First, we observe that γ can be extended
uniquely to a K-automorphism Kn → Kn because γ can be regarded as a ho-
momorphism between two free Z-modules. As such, it can be extended uniquely
to a Q-homomorphism QA → QB. Since QA = QB = Kn and QO = K, our
assertion follows.
Suppose e1, . . . , enι is the standard basis of Knιι . Write eιi for the image of
ei under the natural injection Knιι → Kn. For every eιi there are coefficients
γνij ∈ Kν such that

γ(eιi) =
s∑

ν=1

nν∑
j=1

γνije
ν
j .

Let 1ι be the unit element in Kι. Then 1ιeνi = δινe
ν
i where διν is the Kronecker

delta. Hence

γ(eιi) = γ(1ιeιi) = 1ιγ(eιi) = 1ι
s∑

ν=1

nν∑
j=1

γνije
ν
j =

s∑
ν=1

nν∑
j=1

γνij(1ιeνj ) =
nι∑
j=1

γιije
ι
j ,
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that is, γνij = 0 if ν 6= ι. Let Γι = [γιij ]tr. Then Γ = Γ1 ⊕ · · · ⊕ Γs belongs to
M(n,K). It satisfies γ(eιi) = Γeιi and therefore

ΓA = γ(A) ⊂ B.

Hence γ is of the desired form. Consequently, A ∼ B if and only if A ' B. �

In the next section we will see that the problem of deciding whether two semi-
simple integer matrices are similar can be translated into the problem of deciding
whether certain O-modules are equivalent. Before addressing this issue, we will
introduce the notion of a multiplier ring. By this we understand the set

O = {x ∈ K | xA ⊂ A }

where A ⊂ Kn can be any free Z-module of rank dimQ Kn.

(1.2) Proposition. The multiplier ring is an order of K.

Proof. Clearly, O is a subring of K containing 1. Let m = dimQ K and let
π : Kn → K be a surjective homomorphism. Then a = π(A) is a free Z-module
of rank m and it contains a nonzerodivisor a. It is also an O-module (since A
obviously is), so

aO ⊂ a.

Thereby we see that O is a free Z-module of rank at most m, as it is contained
in a−1a. On the other hand, let α1, . . . , αm be a Z-basis of a. Let x(i)

jk denote
the rational coefficients with

αiαj =
m∑
k=1

x
(i)
jkαk (1 ≤ i, j ≤ m).

Choose a nonzero integer c such that cx(i)
jk ∈ Z for all i, j and k. Then

(cαi)αj =
m∑
k=1

(cx(i)
jk )αk ∈ a for all i and j,

that is, cαi ∈ O for all i. Therefore ca ⊂ O, and O has rank at least m. �

As mentioned in the proof, if O is the multiplier ring of A, then A is a full O-
module. In fact, O is the largest order of K that constitutes a module structure
on A. Since we can always think of A to be defined over its multiplier ring, we
may simply speak of full modules in Kn without referring to a certain order.
Also, if there is no danger of confusion, we will simply speak of full modules
without mentioning Kn either.

We conclude this section with a statement that is easy to prove.

(1.3) Proposition. If A ∼ B, the modules have the same multiplier ring.
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1.2 The Theorem of Latimer and MacDuffee

In this section we will establish a connection between the similarity classes of
semisimple integer matrices and the equivalence classes of full modules in Kn.
Recall that a matrix is semisimple if and only if its minimal polynomial is
square-free. If n = (n1, . . . , ns) and d = (d1, . . . , ds) are multi-indices, we will
write

|n| = n1 + · · ·+ ns and d · n = d1n1 + · · ·+ dsns.

If dι = [Kι : Q] for each ι, then d · n is the dimension of Kn over Q. We may
imagine Kn as a subset of C|n| and M(n,K) as a subset of M(|n|,C) by iden-
tifying

ξ1 ⊕ · · · ⊕ ξn with


ξ1
...
ξs

 and Γ1 ⊕ · · · ⊕ Γs with


Γ1 0

. . .

0 Γs

.
If A is a full module in Kn, we therefore have a |n| × d ·n matrix Ξ such that

A = ΞZd·n,

that is, the columns of Ξ belong to Kn and they form a Z-basis of A.

(1.4) Theorem. Suppose O = Z[ϑ] and K = Q[ϑ] where ϑ = ϑ1 ⊕ · · · ⊕ ϑs
consists of algebraic integers with distinct minimal polynomials µ1, . . . , µs. Let

µ = µ1 · · ·µs, χ = µn1
1 · · ·µ

ns
s and n = (n1, . . . , ns)

with nι > 0. There is a one-to-one correspondence between

• the similarity classes of integer matrices with minimal polynomial µ and
characteristic polynomial χ, and

• the module classes of full O-modules in Kn.

This theorem is a generalization of a theorem by Latimer and MacDuffee (1933)
who considered the case χ = µ (that is, nι = 1 for all ι). Its proof is significantly
inspired by work of Taussky (1949). She dealt with the special case where χ is
irreducible.
The proof is divided into six lemmata. In the following, the requirements of (1.4)
will always hold. Moreover, Kι will be the field Q(ϑι) of degree dι = deg(µι) (so
that K = K1 ⊕ · · · ⊕ Ks), A and B will denote integer matrices with minimal
polynomial µ and characteristic polynomial χ, A and B will be full O-modules
in Kn, and m = d1n1 + · · ·+ dsns will be the dimension of Kn over Q.

(1.5) Lemma. For each ι, let xι1, . . . , xιnι ∈ K
m
ι be a Kι-Basis of Eig(A, ϑι).

Let
Ξ = [x1

1 . . . x1
n1 . . . . . . xs1 . . . xsns ]tr,

that is, the rows of Ξ consist of eigenvectors. Then A = ΞZm is a full O-module
in Kn.
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Proof. Since A is a semisimple matrix and ϑι an eigenvalue of multiplicity nι,
the dimension of Eig(A, ϑι) over Kι is in fact nι. Let Ξ and A be as described
above. Write xιh = [ xιh1 . . . xιhm ]tr. To show that A is a module over O = Z[ϑ],
it suffices to verify that ϑξi belongs to A for each column

ξi = [x1
1i . . . x

1
n1i . . . . . . x

s
1i . . . x

s
nsi ]tr of Ξ.

Since xιh is an eigenvector of A = [aij ] corresponding to ϑι, we have the relation

ϑιx
ι
hi =

m∑
j=1

aijx
ι
hj .

Therefore ϑξi = ∑
aijξj belongs to A.

It remains to show that A is full. Suppose this was not the case. Then the
columns of Ξ are linearly dependent over Z. Thus there is a C ∈ GL(m,Z)
such that ΞCtr = [Υ 0 ] where Υ = [ υ1 . . . υk ] consists of linearly independent
columns. Write

(yιh)tr = [ yιh1 . . . yιhk 0 . . . 0 ]
for the rows of [Υ 0 ] and put B = CAC−1. The vectors yιh = Cxιh then form a
Kι-basis of Eig(B, ϑι). Write B = [bij ]. For all ι and h and for i > k, we have

k∑
j=1

bijy
ι
hj = 0,

that is, ∑ bijυj = 0. Because of the linear independence, we conclude bij = 0
for j ≤ k < i. Hence we see that

B =
ñ
B′ ∗
0 ∗

ô
where B′ ∈ M(k,Z).

The truncated vectors [ yιh1 . . . y
ι
hk ]tr are eigenvectors of B′ corresponding to ϑι.

As the xιh, they are linearly independent over Kι, so ϑι is an eigenvalue of B′
of multiplicity at least nι. Therefore the characteristic polynomial of B′ has
degree at least d1n1 + · · ·+ dsns = m > k, a contradiction. �

(1.6) Definition. A module as in (1.5) will be said to correspond to A.

(1.7) Lemma. The module class of A does not depend on the choice of the
bases for the eigenspaces Eig(A, ϑι).

Proof. Let yι1, . . . , yιnι be another basis of Eig(A, ϑι) for each ι. Let Υ be the
matrix with columns

υi = [ y1
1i . . . y

1
n1i . . . . . . y

s
1i . . . y

s
nsi ]tr

and B = ΥZm. There are matrices Γι = [γιij ] in GL(nι,Kι) such that

yιi =
nι∑
j=1

γιijx
ι
j ,

so yιik = ∑
γιijx

ι
jk. Thus we see that υk = Γξk for all k where Γ = Γ1⊕· · ·⊕Γs.

In conclusion, ΓA = B. �
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(1.8) Lemma. If A and B are similar, their corresponding modules are equiv-
alent.

Proof. Suppose C = [cij ] in GL(n,Z) satisfies B = CAC−1. Let xι1, . . . , xιnι be
a Kι-basis of Eig(A, ϑι). If

yιh = Cxιh,

then yι1, . . . , yιnι forms a basis of Eig(B, ϑι). Let Ξ and Υ be as before. We have

yιhi =
∑

cijx
ι
hj ,

hence υi = ∑
cijξj . Therefore the modules A = ΞZm and B = ΥZm are in fact

equal. Choosing other bases would result in equivalent modules by the previous
lemma. �

(1.9) Lemma. Let A = ΞZm be a full O-module in Kn and let A = [aij ] be
the matrix in M(m,Z) with entries satisfying

ϑξi =
m∑
j=1

aijξj

where ξ1, . . . , ξm are the columns of Ξ. Then µ is the minimal and χ the
characteristic polynomial of A.

Proof. If (xιh)tr = [xιh1 . . . xιhm ] is the hth of the Kι-rows of Ξ, we have

ϑιx
ι
hi =

m∑
j=1

aijx
ι
hj ,

that is, ϑιxιh = Axιh. Thus xιh is an eigenvector of A corresponding to ϑι. The
vectors xι1, . . . , xιnι are linearly independent over Kι (otherwise there would be a
matrix Γ ∈ GL(n,K) such that the first Kι-row of ΓΞ were zero, so ΓA would
not be full). Hence the dimension of Eig(A, ϑι) over Kι is at least nι, so

χ = µn1
1 · · ·µ

ns
s

divides the characteristic polynomial of A. Since both polynomials have degree

m = d1n1 + · · ·+ dsns,

they must be equal. Therefore the geometric multiplicity of each eigenvalue is
equal to its algebraic multiplicity, implying that µ = µ1 · · ·µs is the minimal
polynomial of A. �

(1.10) Definition. A matrix as in (1.9) will be said to correspond to A.

(1.11) Lemma. The similarity class of A does not depend on the choice of a
Z-basis for A.
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Proof. Suppose Υ is another matrix satisfying A = ΥZm with columns

υi = [ y1
1i . . . y

1
n1i . . . . . . y

s
1i . . . y

s
nsi ]tr.

Then there is a matrix C = [cij ] in GL(m,Z) such that

υi =
m∑
j=1

cijξj .

Let B = CAC−1. The vectors yιi = [ yιi1 . . . yιim ]tr = Cxιi are eigenvectors of B
corresponding to ϑι. Therefore B = [bij ] is the matrix such that

ϑυi =
m∑
j=1

bijυj .

Of course, µ is the minimal and χ the characteristic polynomial of B. In con-
clusion, B corresponds to A. �

(1.12) Lemma. If A and B are equivalent, their corresponding matrices are
similar.

Proof. Let Γ ∈ GL(n,K) satisfy ΓA = B and let ξ1, . . . , ξm and υ1, . . . , υm
be Z-bases of A and B. Suppose C = [cij ] is the integer matrix with

Γξi =
∑

cijυj

and let A = [aij ] and B = [bij ] be the matrices corresponding to A and B. On
the one hand, we have

Γ (ϑξi) = Γ (
∑
j

aijξj) =
∑
j

aij(Γξj)

=
∑
j

aij
∑
k

cjkυk =
∑
k

(
∑
j

aijcjk)υk,

and on the other hand,

ϑ(Γξi) = ϑ
∑
j

cijυj =
∑
j

cij(ϑυj)

=
∑
j

cij
∑
k

bjkυk =
∑
k

(
∑
j

cijbjk)υk.

Therefore ∑
aijcjk = ∑

cijbjk for all i and k, so AC = CB. �

Not only does (1.4) state a correspondence between similarity and equivalence
classes, its proof also provides us with a strategy for deciding whether two
matrices are similar. Given two matrices A and B, we can compute their cor-
responding modules A and B with bases Ξ and Υ as described in (1.5). If
ΓA = B for some Γ ∈ GL(n,K), then AC = CB, where C is the matrix of the
Z-homomorphism

A→ B, ξ 7→ Γξ

with respect to the bases Ξ and Υ . Moreover, if A 6∼ B, then A and B are not
similar. Hence we need to examine how to decide whether two full modules are
equivalent. In the next section we will explain how this can be accomplished
over a maximal order.
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1.3 Equivalence over Maximal Orders

Let A and B be two full OK-modules in Kn. Our goal is to decide whether
the modules are equivalent. Since OK is a direct sum of maximal orders, every
OK-module is of the form A1 ⊕ · · · ⊕ As. Therefore

A ∼ B ⇔ Aι ∼ Bι for all ι.

Thus it suffices to assume that A and B are full OK-modules in Kn where K is
a number field. By a well-known result, A and B are equivalent to modules of
the form

a⊕ On−1
K and b⊕ On−1

K

where a and b are ideals of OK and

A ∼ B ⇔ a ∼ b.

In the following we will outline the main aspects for proving this theorem.1
To begin with, an O-module A is called projective if it satisfies the following
condition: Every exact sequence

0→ C→ B→ A→ 0

of O-modules is split, that is, B ' A⊕ C.

If a is an ideal of O, it is a projective module if and only if it is invertible. Hence
all nonzero ideals of a maximal order are projective modules. This observation
enables us to transform full OK-modules into direct sums of ideals. Suppose A
is a full OK-module in Kn. Without restriction we may assume that A ⊂ OnK.
Let

π1 : Kn → K

be the projection onto the first component and let a1 = π1(A). Then a1 is a
nonzero ideal of OK and there is an exact sequence

0→ A′ → A→ a1 → 0 where A′ = ker(π1).

Therefore
A ' a1 ⊕ A′.

Next, it is possible to embed A′ into Kn−1, and by induction we may assume
that A′ ' a2⊕· · ·⊕an, hence A ' a1⊕· · ·⊕an. By (1.1) modules are equivalent
precisely if they are isomorphic, thus we may write

A ∼ a1 ⊕ · · · ⊕ an.

In the case of a nonmaximal order, the situation is more complicated, as not all
nonzero ideals are invertible. In fact, as we will see at the end of this chapter,
there are full O-modules which cannot be transformed into direct sums of ideals.
However, if the transformation is possible, we have the following result.

1. Apart from (1.14) and (1.15), the results presented here are based on Narkiewicz (2004),
section 1.3.
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(1.13) Proposition. Let A = a1 ⊕ · · · ⊕ an and B = b1 ⊕ · · · ⊕ bn be two full
modules in Kn. If Γ ∈ GL(n,K) satisfies ΓA = B, then

det(Γ ) · a1 · · · an = b1 · · · bn,

that is, the products of the ideals are equivalent.

Proof. Write Γ = [γij ]. From ΓA = B we obtain

bi = γi1a1 + · · ·+ γinan for all i,

therefore

b1 · · · bn =
n∏
i=1

(γi1a1 + · · ·+ γinan) = det(Γ ) a1 · · · an + further products.

In particular,
det(Γ ) a1 · · · an ⊂ b1 · · · bn.

Conversely, we have Γ−1B = A, implying det(Γ )−1 b1 · · · bn ⊂ a1 · · · an. This
establishes the proposition. �

Next we will explain how an OK-module A = a1 ⊕ · · · ⊕ an can be simplified
to the form a ⊕ On−1

K where a = a1 · · · an. To achieve this, we will apply the
so-called Approximation Theorem.

(1.14) Approximation Theorem. Let P be a finite set of prime ideals of OK.
Let (νp)p∈P be a collection of integers and let vp denote the p-adic valuation.
Then there is an a ∈ K× such that

vp(a) = νp for p ∈ P and vp(a) ≥ 0 for p /∈ P.

Proof. We start by choosing elements

yp ∈ p−νp r p1−νp for p ∈ P with νp < 0.

By the Chinese Remainder Theorem, there is a y ∈ OK such that, for all p ∈ P,

y ≡
{
yp mod p if νp < 0,
1 mod p if νp ≥ 0.

In the same fashion we can choose elements

xp ∈ pνp r p1+νp for p ∈ P with νp ≥ 0

and
xp ∈ pvp(y) r p1+vp(y) for p /∈ P with vp(y) > 0.

Then there is an element x ∈ OK such that

x ≡


1 mod p if p ∈ P with νp < 0,
xp mod p if p ∈ P with νp ≥ 0,
xp mod p if p /∈ P with vp(y) > 0.

Put a = x/y. Then vp(a) = vp(x)− vp(y) has the desired properties. �
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(1.15) Corollary. Let a and b be two nonzero ideals of OK. Then there is a
γ ∈ K× such that γa + b = OK.

Proof. Write
a =

∏
p

pap and b =
∏
p

pbp

where p ranges over all maximal ideals of OK. By the Approximation Theorem
we can choose a γ ∈ K× such that

vp(γ) = −ap for all p with bp > 0 and vp(γ) ≥ 0 elsewhere.

Then vp(γa) ≥ 0 for all p, that is, γa ⊂ OK. More importantly, γa is not
contained in any prime ideal above b, therefore γa + b = OK. �

To prove that
a1 ⊕ · · · ⊕ an ∼ (a1 · · · an)⊕ On−1

K ,

it obviously suffices to consider the case n = 2. By (1.15) we may assume that

a1 + a2 = OK.

Then we have an exact sequence

0→ a1 ∩ a2 → a1 ⊕ a2 → OK → 0

where the second and third map are given by the rules

a 7→ a⊕ (−a) and a1 ⊕ a2 7→ a1 + a2.

We already know that the sequence is split, and since the ideals are coprime,
we have a1 ∩ a2 = a1a2. Therefore a1 ⊕ a2 ∼ a⊕ OK.

Again, the nonmaximal situation is less clear. For example, if f is the conductor
of the extension O ⊂ OK (i.e., the largest OK-ideal contained in O), then

f⊕ f 6∼ a⊕ O for all O-ideals a

because the multiplier ring of f⊕ f is OK, whereas it is O for a⊕ O. However, if
a1 +a2 = O, we can deduce a1⊕a2 ∼ a⊕O using the same arguments as before.
Consequently, our problem is that (1.15) cannot be formulated for all ideals of
a nonmaximal order.

Let us summarize our results for the case K = K1 ⊕ · · · ⊕ Ks.

(1.16) Theorem. Let A and B be two full OK-modules in Kn. Then there are
OK-ideals a = a1 ⊕ · · · ⊕ as and b = b1 ⊕ · · · ⊕ bs such that

A ∼
s⊕
ι=1

(aι ⊕ Onι−1
Kι ) and B ∼

s⊕
ι=1

(bι ⊕ Onι−1
Kι ).

Moreover, A ∼ B if and only if a ∼ b.
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To decide whether the ideals a and b are equivalent, we can apply a principal
ideal test to each component of

a−1b = (a−1
1 b1)⊕ · · · ⊕ (a−1

s bs ).

There are well-known algorithms to perform this task.1

Combining theorems (1.4) and (1.16), we see that deciding whether two semisim-
ple integer matrices are similar is equivalent to a series of principal ideal tests,
provided that O = Z[ϑ] is a maximal order. Since the best known algorithm for
principal ideal testing has subexponential running time2, testing similarity of
semisimple integer matrices has to be considered a hard problem. As our earlier
remarks suggest, there is little reason to be more optimistic in the nonmaximal
case. The remainder of the first part of this work will deal with this situation.

1.4 Matrix Orders

In the previous section we saw how to decide whether two full modules are
equivalent over a maximal order, namely by reducing the problem to a principal
ideal test. We will now see that the problem is closely connected to a principal
ideal test in general. For this we need to deal with orders of M(n,K). Such
orders will be called matrix orders.

Let Λ be a matrix order. A subset of M(n,K) is called a fractional right
ideal of Λ if it is a finitely generated right module over Λ. The term is defined
accordingly for left or two-sided ideals. Fractional ideals are called full if they
contain an element of GL(n,K).

Maximal matrix orders will be denoted by ΛK. Unlike K, the algebra M(n,K)
does not contain a unique maximal order. Instead, there are infinitely many, as
we will see shortly.

If A and B are two full modules in Kn, the set

(B : A) = {Γ ∈ M(n,K) | ΓA ⊂ B }

is called the multiplier ideal of A and B. Moreover, the set

Λ = (A : A)

is called the multiplier algebra of A. Typically, the matrix orders we will
encounter are given in this form.

(1.17) Proposition. With notations as above we observe the following.

(1) Λ is an order of M(n,K).

1. For example, see Buchmann (1987).
2. Cf. Cohen, Diaz y Diaz and Olivier (1997).



1.4 Matrix Orders 29

(2) (B : A) is a full fractional right ideal of Λ.

(3) The center of Λ is the multiplier ring of A.

(4) If A ∼ B, their multiplier algebras are isomorphic.

Proof. (1) Obviously, Λ is a subalgebra of M(n,K) containing the identity
matrix. Let

πι : Kn → Knιι and Πι : M(n,K)→ M(nι,Kι)

be the canonical projections. Let Aι = πι(A) and Λι = Πι(Λ). Then Aι is a free
Z-module and

ΛιAι = Aι.

Replacing A by cA for some rational number c (which does not change the
multiplier algebra), we may assume OnK ⊂ A, that is, Aι contains the standard
basis e1, . . . , enι of Knιι . Because of

Λιei ⊂ ΛιAι = Aι,

we see that Λιeι is a free Z-module. Hence Λι ⊂ Λιe1 + · · ·+ Λιenι is free, and
so is

Λ ⊂ Λ1 ⊕ · · · ⊕ Λs.
Let ξ1, . . . , ξm be a Z-basis of A and Γ1, . . . , Γd a Q-basis of M(n,K). There are
rational coefficients x(k)

ij such that

Γiξk =
∑
j

x
(k)
ij ξj .

Choose an integer λ such that λx(k)
ij ∈ Z for all i, j and k. Then

(λΓi)ξk =
∑
j

(λx(k)
ij )ξj ∈ A for all i and k,

that is, λΓ1, . . . , λΓd ∈ Λ. Therefore Λ is a free Z-module of rank at least

d = dimQ M(n,K).

Since Λ is a subset of M(n,K), its rank is exactly d, so Λ is an order of M(n,K).

(2) Clearly, (B : A) is a fractional right ideal of Λ. A slight modification of the
previous arguments shows that (B : A) has full rank.

(3) Since Λ has full rank, its center lies in the center of M(n,K), so it can
be identified with a subset of K. Therefore the center of Λ coincides with the
multiplier ring of A.

(4) Let Λ′ be the multiplier algebra of B and suppose Γ ∈ M(n,K) satisfies
ΓA = B. Then

Λ→ Λ′, X 7→ ΓXΓ−1

is an isomorphism. �
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Let us consider a first example of a multiplier algebra. If O is an order of a
number field K and A = a1 ⊕ · · · ⊕ an is a direct sum of ideals of O, then its
multiplier algebra is given by

Λ =


(a1 : a1) · · · (a1 : an)

...
. . .

...
(an : a1) · · · (an : an)

,
that is, Λ consists of all matrices whose (i, j)-entries belong to (ai : aj). Thus,
if A is an OK-module of the form a⊕ On−1

K , the multiplier algebra is given by

(1.18) ΛK =


OK a · · · a
a−1 OK · · · OK
...

...
. . .

...
a−1 OK · · · OK

.
More generally, if

A =
s⊕
ι=1

(aι ⊕ Onι−1
Kι ),

its multiplier algebra is a direct sum

ΛK = ΛK1 ⊕ · · · ⊕ ΛKs

of several matrix algebras as specified above. The next theorem states that ΛK
is indeed a maximal matrix order, as our notation already indicates. For the
proof, see Reiner (1975), p. 189, theorem (21.6).

(1.19) Theorem. Let Λ be a matrix order. Then Λ is a maximal order if and
only if it is the multiplier algebra of a full OK-module.

A maximal order as in (1.18) will be said to be of standard form. Notice that
we obtain a different maximal order if a is replaced by another ideal. Therefore
M(n,K) contains infinitely many maximal orders.1

Theorem (1.19) states that every maximal matrix order is the multiplier algebra
of a full OK-module A. Therefore, the center of ΛK is always OK. Since A is
equivalent to a module of the form ⊕(aι⊕Onι−1

Kι ), every maximal matrix order is
isomorphic to an order⊕ΛKι with components in standard form. Even more, as
seen in the proof of (1.17), the isomorphism is given by a matrix Γ ∈ GL(n,K)
which satisfies

ΓA =
s⊕
ι=1

(aι ⊕ Onι−1
Kι ).

This observation will enable us to assume, without loss of generality, that every
maximal matrix order is given in the simple form described above.

At the beginning of this section, we mentioned that our decision problem is
connected to a principal ideal test. Suppose that A, B ⊂ Kn are two full

1. Unless n = (1, . . . , 1), of course.
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modules. If there is a matrix Γ ∈ GL(n,K) such that ΓA = B, it belongs to
the multiplier ideal C = (B : A), and we observe that

CA = B

because B = ΓA ⊂ CA ⊂ B. Therefore it is reasonable to assume that C
satisfies the equation above. In this situation, A ∼ B is equivalent to C being a
principal ideal of Λ = (A : A).

(1.20) Proposition. Let A, B ⊂ Kn be two full modules. Suppose C = (B:A)
satisfies CA = B. Let Λ = (A : A) and Γ ∈ GL(n,K). Then

ΓA = B ⇔ C = ΓΛ.

Proof. Suppose ΓA = B. Then we have

C ∈ C ⇔ CA ⊂ ΓA ⇔ (Γ−1C)A ⊂ A

⇔ Γ−1C ∈ Λ ⇔ C ∈ ΓΛ.

Conversely, suppose C = ΓΛ. Then ΓA = (ΓΛ)A = CA = B. �

We are now left with the task of examining whether C is a principal ideal of Λ.
To decide this, we may first check if

CΛK = ΓΛK

where ΛK is the multiplier algebra of the OK-module AK = AOK. This is a
necessary condition since Λ is a subset of ΛK. The next proposition states that
this weaker condition can be decided by checking whether AK ∼ BK, using
methods from the previous section. This is a nontrivial observation because the
equality

CΛK = (BK : AK)

is not entirely obvious.

(1.21) Proposition. Let A, B ⊂ Kn be two full modules. Suppose C = (B:A)
satisfies CA = B. Let ΛK = (AK : AK) and suppose there is a Γ ∈ GL(n,K)
such that ΓAK = BK. Then

CΛK = ΓΛK.

Proof. From CA = B it follows that CAK = BK = ΓAK, so

(Γ−1CΛK)AK = Γ−1CAK = AK,

and we may conclude Γ−1CΛK = ΛK according to the following lemma. �

(1.22) Lemma. Let ΛK be the multiplier algebra of a full OK-module A in Kn

and suppose C is a full right ideal of ΛK satisfying CA = A. Then C = ΛK.
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Proof. Without loss of generality we may assume that K = K is a number
field because, being OK-modules, A and C must be direct sums. Furthermore,
we may assume that A is given in the form

A = a⊕ On−1
K ,

so ΛK is of the standard form (1.18). Let e1, . . . , en be the standard basis of
Kn and E11, E12, . . . , Enn the standard basis of M(n,K). Since e2, . . . , en ∈ A,
the condition CA = A implies the existence of elements Cj ∈ C and ξj ∈ A
satisfying ∑

Cjξj = ei for 2 ≤ i ≤ n.
Let Ξij = [ 0 . . . 0 ξj 0 . . . 0 ] be the matrix with ith column (i > 1) equal to
ξj . Then Ξij belongs to ΛK and∑

CjΞij = [ 0 . . . 0
∑

Cjξj 0 . . . 0 ] = [ 0 . . . 0 ei 0 . . . 0 ] = Eii.

Since C is a right ideal of ΛK, we have

Eii ∈ C for 2 ≤ i ≤ n.

Moreover, we have elements ai ∈ a and a′i ∈ a−1 such that ∑
ai a
′
i = 1, as well

as elements Cij ∈ C and ξij ∈ A with∑
j

Cijξij = aie1 for each i.

If Ξij = [ a′iξij 0 . . . 0 ], then

E11 =
∑
i

aia
′
iE11 =

∑
i

∑
j

CijΞij ∈ C.

In conclusion, I = E11 + · · ·+ Enn belongs to C. Therefore C = ΛK. �

From now on we always may assume that our ideal C satisfies CΛK = ΓΛK.
The following proposition gives us a first idea why this is of advantage.

(1.23) Proposition. Let C be a full right ideal of Λ such that CΛK = ΓΛK.
The following statements are equivalent.
(1) C is a principal ideal.

(2) There is a U ∈ Λ×K such that C = ΓUΛ.
If it exists, such a unit must be among any set of representatives for Λ×K/Λ×.

Proof. Suppose C = Γ ′Λ for some Γ ′ ∈ Λ. Then

Γ ′ΛK = CΛK = ΓΛK,

so U = Γ−1Γ ′ ∈ Λ×K and C = Γ ′Λ = ΓUΛ. The converse implication is trivial.
To prove the additional statement, suppose there is another U ′ ∈ Λ×K which
satisfies condition (2). Then

ΓU ′Λ = ΓUΛ ⇔ (U−1U ′)Λ = Λ
⇔ U−1U ′ ∈ Λ×

⇔ U ′ ∈ UΛ×. �
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In general, Λ×K/Λ× is not a group, but, as we shall see later, it is a finite set.
Therefore the question whether C is principal is decidable.

1.5 Units of Matrix Orders

The main goal of this section is to prove the following statement.

(1.24) Proposition. If Λ is the multiplier algebra of a full module in Kn and
ΛK a maximal order above Λ, then

Λ× = Λ×K ∩ Λ.

While the inclusion Λ× ⊂ Λ×K ∩ Λ is obvious, the converse direction requires a
little more effort. First, we need to clarify some notations. If we regard Kn as a
vector space over Q, the norm of Γ , denoted by N(Γ ), will be the determinant
of the homomorphism

Kn → Kn, ξ 7→ Γξ.

This defines a map

N : M(n,K)→ Q, Γ 7→ N(Γ ).

Moreover, we define the determinant of Γ = Γ1 ⊕ · · · ⊕ Γs as its image under
the map

det : M(n,K)→ K, det(Γ ) = det(Γ1)⊕ · · · ⊕ det(Γs)

where each summand is the usual determinant of a matrix over a number field.
If we identify a scalar x ∈ K with a direct sum of 1 × 1 matrices, we can also
speak of the norm of x and obtain the map

N : K→ Q, x 7→ N(x).

Obviously, all these maps are multiplicative. Finally, a matrix Γ ∈ M(n,K)
will be called nonsingular if each component Γι has full rank.

(1.25) Proposition. If Γ ∈ M(n,K), we have N(Γ ) = N(detΓ ).

Proof. The statement is clear if Γ is singular. It is also verified easily if one
Γι is an elementary or diagonal matrix while Γν = I for ν 6= ι. Since every
nonsingular component Γι is a product of elementary and diagonal matrices,
this proves the lemma. �

In the usual way for elements of an algebra, the characteristic polynomial of Γ
is defined as the characteristic polynomial of the homomorphism

Kn → Kn, ξ 7→ Γξ.

Accordingly, Γ is a root of its characteristic polynomial.
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(1.26) Lemma. If Γ ∈ Λ, its characteristic polynomial belongs to Z[X].1

Proof. Since Λ is the multiplier algebra of a full module A, we have ΓA ⊂ A.
If we choose a Z-basis of A as a Q-basis of Kn, we see that the matrix of the
homomorphism above is an integer matrix. �

(1.27) Corollary. If Γ ∈ Λ, the norm of Γ belongs to Z.

Proof. Up to sign, the norm is equal to the constant term of the characteristic
polynomial. �

(1.28) Lemma. If Γ ∈ Λ, then Γ is a unit of Λ if and only if N(Γ ) = ±1.

Proof. Suppose Γ is nonsingular, which is necessary in either case. If Γ is a
unit of Λ, we observe

1 = N(I) = N(ΓΓ−1) = N(Γ )N(Γ )−1,

so N(Γ ) = ±1 because the norm is an integer. For the other implication, let

χ = Xn + a1X
n−1 + · · ·+ an

be the characteristic polynomial of Γ . Then each ak is an integer and

N(Γ )Γ−1 = ±anΓ−1 = ∓(χ(Γ )− an)Γ−1

= ∓(Γn−1 + a1Γ
n−2 + · · ·+ an−1) ∈ Λ.

Since N(Γ ) = ±1, we see that Γ−1 ∈ Λ. �

Now we can complete the proof of (1.24). If Γ ∈ Λ×K ∩ Λ, we have N(Γ ) = ±1
because it is a unit of ΛK, but then it is already a unit of Λ by (1.28).

As an application we will obtain the theorem below. First notice the following:
If Γ ∈ ΛK, then

det(Γ ) ∈ OK.

Remember that ΛK is isomorphic to a matrix order where each component is
of the standard form (1.18). For such an order, the assertion is clear. Since the
isomorphism in the proof of (1.17) does not alter determinants, the statement
is true in general.

(1.29) Theorem. Let Λ be the multiplier algebra of a full module in Kn and
let Γ ∈ Λ. Then

Γ ∈ Λ× ⇔ det(Γ ) ∈ O×K.

Proof. Since Γ belongs to some maximal matrix order, we have det(Γ ) ∈ OK.
The assertion now follows from (1.25) and (1.28) because the equality

N(Γ ) = N(detΓ )

forbids that only one argument is a unit while the other is not. �

1. Results (1.26), (1.28) and (1.30) are based on statements by Borevich and Shafarevich
(1966); cf. p. 89, lemma 2 and theorem 4, and p. 126, theorem 2.
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At first glance, one might hope that the theorem could be revised to state the
equivalence

Γ ∈ Λ× ⇔ det(Γ ) ∈ O×

where O is the center of Λ, but in general this is not true. For example, suppose
O is a nonmaximal order of a number field K. Let f be the conductor of O ⊂ OK.
The multiplier algebra of the module f⊕ O is given by

Λ =
ñ
OK f

(O : f) O

ô
.

Then O is the center of Λ and it does not contain all determinants of matrices
in Λ.

The following results will be needed in chapter 4.

(1.30) Proposition. Let W be a full module in Kn where K is a number field.
Let A, B ⊂W be two Z-modules with ΓA = B for some Γ ∈ GL(n,K). Then

[W : B] = |N(Γ )| · [W : A].

Proof. The assertion is clear if the index of A and B is infinite. Suppose both
modules have finite index (a mixed case cannot occur since ΓA = B). If Ξ is a
Z-basis of A, then ΓΞ is a Z-basis of B. Since Ξ and ΓΞ are both Q-bases of
Kn, there is a rational matrix C such that

ΓΞ = ΞC.

By definition of the norm we have

N(Γ ) = det(C).

Let Υ be a Z-basis of W. Since W contains A and B, there are integer matrices
A and B such that

Ξ = ΥA and ΓΞ = ΥB.

Then we have the equalities [W :A] = |detA| and [W :B] = |detB|. Because of

ΥB = ΓΞ = ΞC = ΥAC,

we see that B = AC. In conclusion,

[W : B] = |detB| = |detA| · |detC| = [W : A] · |N(Γ )|. �

(1.31) Corollary. Let W be a full module in Kn where K is a number field.
Let O be an order of K and suppose that A, B ⊂ W are two free O-modules.
Let X ∈ M(n × m, K) be a matrix of rank m and U ∈ GL(m, K) such that
A = XOm and B = XUOm. Then

[W : B] = |N(U)| · [W : A].

Proof. If m < n, the statement is clear, so assume m = n (m > n is impossible
by our assumption about X). Let Γ = XUX−1. Then

B = XUOn = ΓXOn = ΓA.

The previous proposition yields [W :B] = |N(Γ )| · [W :A] and by (1.25) we have

N(Γ ) = N(detΓ ) = N(detXUX−1) = N(detU) = N(U). �
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1.6 The Conductor

As in the previous section, let C = (B : A) be the multiplier ideal of two full
modules in Kn. This is a right ideal of the multiplier algebra Λ = (A : A). Let
O denote the center of Λ. Our goal is to decide whether C is a principal ideal
and we assume that we already know that CΛK = ΓΛK where ΛK ⊃ Λ is the
multiplier algebra of AK = AOK. In section 1.4 we saw that we need to look
for a U ∈ Λ×K such that C = (ΓU)Λ, and we may restrict our search to a set
of representatives of Λ×K/Λ×. As mentioned before, this is a finite set, and to
prove this, we will use the conductor F of the extension Λ ⊂ ΛK. It is defined,
as for orders of K, as the largest two-sided ideal of ΛK contained in Λ, that is,

F = {X ∈ M(n,K) | ΛKXΛK ⊂ Λ }.

The conductor is a full ideal of Λ and ΛK because fΛK ⊂ Λ for some positive
integer f . Moreover, we have the equality

F = fΛK

where f is the conductor of O ⊂ OK. This is, in part, a consequence of the next
proposition.

(1.32) Proposition. All fractional two-sided ideals of ΛK are of the form cΛK
where c is a fractional ideal of OK.

Proof. It suffices to consider the case where K = K is a number field and
where ΛK is of the standard form (1.18), that is, ΛK is the multiplier algebra
of a⊕ On−1

K for some ideal a. Moreover, it suffices to examine ideals contained
in ΛK. Let C be a two-sided ideal and let c be the ideal of OK consisting of all
(1, 1)-entries of matrices in C, that is, c is given by the equation

cE11 = E11CE11.

Here, Eij denotes the matrix with 1 at position (i, j) and zeros elsewhere. For
any matrix C = [cij ] in M(n,K) and for a, a′ ∈ K we have

(aEij)C(a′Ek`) = (aa′cjk)Ei`.

If C ∈ C and aE1j , a′Ek1 ∈ ΛK, we therefore see that (aa′cjk)E11 ∈ C, that is,

aa′cjk ∈ c.

Choosing a and a′ to be 1 where possible and arbitrarily in a and a−1 otherwise,
we obtain

cjk ∈


c if j = 1, k = 1,
ca if j = 1, k > 1,
ca−1 if j > 1, k = 1.

Moreover, if j, k > 1, we may choose a1, . . . , ar ∈ a and a′1, . . . , a′r ∈ a−1 with∑
aia
′
i = 1. Then

cjkE11 =
∑

(aia′icjk)E11 ∈ C,
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so again cjk ∈ c. In conclusion, C ⊂ cΛK. Conversely, suppose that c ∈ c and
let C = [cij ] be a matrix in C with c11 = c. Then we observe that

(aa′c)Ei` = (a′Ei1)C(aE1`) ∈ C.

Arguing as above, we obtain

cEi` ⊂ C, acE1` ⊂ C and a−1cEi1 ⊂ C

with indices chosen suitably. In summary, cΛK ⊂ C. �

(1.33) Corollary. Let F be the conductor of Λ ⊂ ΛK and f the conductor of
O ⊂ OK where O is the center of Λ. Then

F = fΛK.

Proof. Again, Λ is assumed to be the multiplier algebra of a full module A, so
O is the multiplier ring of A. Because of

(fΛK)A = (fΛKOK)A = (fΛK)AK = fAK = (fOK)A = fA ⊂ OA = A,

we have fΛK ⊂ Λ. Since F is the largest two-sided ideal of ΛK inside Λ, we
obtain fΛK ⊂ F.
By (1.32) we know that F is of the form f′ΛK for some ideal f′ of OK. Since
F ⊂ Λ, this ideal must be contained in the center O. This implies f′ ⊂ f because
f is the largest ideal of OK inside O. In conclusion, F ⊂ fΛK. �

The following corollary and the subsequent lemma will be needed in the next
chapter.

(1.34) Corollary. Let C = [cij ] be a matrix of M(n,K) where K is a number
field. Let ΛK be of the standard form (1.18). If c is the fractional ideal of OK
satisfying cΛK = ΛKCΛK, then

c = c11OK +
∑
i,j>1

cijOK +
∑
i>1

ci1a +
∑
j>1

c1ja
−1.

Proof. As we have seen in the proof of (1.32), c consists of all (1, 1)-entries
of matrices in C = ΛKCΛK. Over OK, a set of generators of C is given by the
matrices

(aa′cjk)Ei` = (aEij)C(a′Ek`)

where a and a′ are chosen suitably in a, a−1 or OK. Therefore c is generated by
the elements

c11, acj1, a
′c1k, aa

′cjk (a ∈ a, a′ ∈ a−1, j, k > 1),

so the ideal is of the desired form. �

(1.35) Lemma. Let C, C ′ be matrices in ΛK and let q be a full ideal of OK.
If C ≡ C ′ mod qΛK, then

det(C) ≡ det(C ′) mod q.
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Proof. Again, it suffices to consider the situation where K = K is a number
field and ΛK is of the standard form (1.18), that is, ΛK is the multiplier algebra
of a⊕ On−1

K for some ideal a. If C = [cij ] and C ′ = [c′ij ], we have

cij , c
′
ij ∈


a if i = 1, j > 1,
a−1 if i > 1, j = 1,
OK otherwise.

The assumption C ≡ C ′ mod qΛK implies cij = c′ij + qij where

qij ∈


qa if i = 1, j > 1,
qa−1 if i > 1, j = 1,
q otherwise.

Let Ci and C ′i be the matrices that emerge if we remove the ith row and the
first column of C and C ′. The determinants of Ci and C ′i belong to OK and are
subject to the following congruences:

det(C1) ≡ det(C ′1) mod q,

det(Ci) ≡ det(C ′i) mod qa if i > 1,
det(Ci) ≡ det(C ′i) ≡ 0 mod a if i > 1.

This is true for 2 × 2 matrices, and the inductive step uses Laplace expansion
similar to the calculation below. Hence we can write

det(Ci) = det(C ′i) + qi where q1 ∈ q and q2, . . . , qn ∈ qa.

Expanding the determinant of C along the first column, we obtain

det(C) =
n∑
i=1

(−1)i+1ci1 det(Ci)

=
n∑
i=1

(−1)i+1(c′i1 + qi1)(det(C ′i) + qi)

= det(C ′) +
n∑
i=1

(−1)i+1(qic′i1 + qiqi1 + qi1 det(C ′i))

≡ det(C ′) mod q

because qic′i1, qiqi1 and qi1 det(C ′i) all belong to q. �

We will now see that the set Λ×K/Λ× is finite, as there is an embedding into
(Λ/F)×\(ΛK/F)×. In the proof of theorem (1.39) we will see why it is necessary
to switch from left to right cosets (and also why to take inverses as specified
below).

(1.36) Proposition. The map

Λ×K/Λ
× → (Λ/F)×\(ΛK/F)×, [U ] 7→ [U−1 + F]

is injective.
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Proof. Suppose

[U−1 + F] = [V −1 + F] for U, V ∈ Λ×K.

Then there is a residue class (E + F) ∈ (Λ/F)× such that

(U−1 + F) = (E + F)(V −1 + F).

Hence (U−1V + F) = (E + F), which implies

U−1V ∈ (E + F) ⊂ Λ.

Therefore U−1V belongs to Λ ∩ Λ×K = Λ×, where the equality is due to (1.24).
This proves our assertion because

U−1V ∈ Λ× ⇔ V ∈ UΛ× ⇔ [V ] = [U ]. �

Theoretically, we can now search Λ×K/Λ× in a finite number of steps to decide
whether it contains a coset represented by a matrix as in (1.23). Yet in practice,
it is quite likely that determining a complete set of representatives is anything
but easy. First of all, Λ×K/Λ× is not a group in general; just think of the usual
matrix groups over O and OK where K is a number field. Therefore it should
be no surprise if some difficulties arise. Besides, we need sufficient information
about Λ× and Λ×K to begin with; sets of generators for instance. But even for
GL(n,O) it is unknown in general how to determine a finite set of generators.1
In our setting, we can at least assume that each component of ΛK is given in the
standard form (1.18). But no such assumption can be made about Λ. As we will
see in the next section, Λ does not have to be a direct sum Λ1⊕· · ·⊕Λs. Even if
it is, not much can be said about the individual components. We know that Λι
is the multiplier algebra of a full module Aι, yet this module does not have to be
equivalent to a direct sum of ideals; again, see the next section for an example.
In this unfortunate case, it is not even clear which, if any, elementary matrices
belong to Λι. But when it comes to matrix groups, these are the elements one
typically would wish to include in a set of generators.

Given all these obstacles, we will make use of the injection (1.36) and will
examine (Λ/F)×\(ΛK/F)× instead. This has the advantage that the individual
groups are finite. In chapter 3 we will describe the group (ΛK/F)× as well as
the image of the canonical homomorphism

Λ×K → (ΛK/F)×.

Additionally, we will explain how to compute preimages under this map. Unfor-
tunately, just like Λ×, the group (Λ/F)× appears to elude an explicit description.
So the only strategy on offer seems to be searching (ΛK/F)× directly.

We will conclude this section by improving the statement of (1.23), provided
that the ideal C is coprime to the conductor, that is, C + F = Λ. In the next
chapter we will argue that this condition can always be met or else C cannot be
principal.
1. Swan (1971) and Vaserštĕın (1972) solved this problem for maximal orders and Liehl (1981)

dealt with a class of nonmaximal orders.
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(1.37) Lemma. If C ⊂ D are fractional right ideals of Λ, then

D ∩ (C + F) = C + (D ∩ F).

Proof. If C ∈ C and F ∈ F with C + F ∈ D, then F belongs to D because C
already does. Hence C + F ∈ C + (D ∩ F), that is, D ∩ (C + F) ⊂ C + (D ∩ F).
Conversely, C and D ∩ F both lie in D ∩ (C + F), so the same is true for their
sum. �

(1.38) Lemma. If C + F = Λ and CΛK = ΓΛK for some Γ ∈ GL(n,K), then

C = CΛK ∩ Λ.

Proof. First we prove that

CF = CΛK ∩ F.

The inclusion CF ⊂ CΛK ∩ F is trivial. Since CΛK = ΓΛK, any element of CΛK
is of the form ΓX with X ∈ ΛK. Let ΓX belong to CΛK ∩ F. In particular, we
have

ΓX ≡ 0 mod F.

Because of
ΓΛK + F = CΛK + F = (C + F)ΛK = ΛK,

we see that Γ is a unit modulo F. Consequently, X ≡ 0 mod F, so

ΓX ∈ ΓF = (ΓΛK)F = (CΛK)F = CF.

Using (1.37) and the just established equality, we obtain

CΛK ∩ Λ = CΛK ∩ (C + F) = C + (CΛK ∩ F) = C + CF = C. �

(1.39) Theorem. Let C be a full right ideal of Λ such that C + F = Λ and
CΛK = ΓΛK. Let [Γ + F] denote the right coset of Γ + F in (Λ/F)×\(ΛK/F)×.
The following statements are equivalent.

(1) C is a principal ideal.

(2) There is a U ∈ Λ×K such that [Γ + F] = [U−1 + F].

If such a unit exists, then C = ΓUΛ.

Proof. Let C be principal. By (1.23) there is a U ∈ Λ×K such that C = ΓUΛ.
Furthermore, (ΓU + F) belongs to (Λ/F)× because

ΓUΛ + F = C + F = Λ.

Hence (Γ +F) = (ΓU +F)(U−1 +F), implying [Γ +F] = [U−1 +F]. Conversely,
suppose [Γ + F] = [U−1 + F], that is,

(Γ + F) = (E + F)(U−1 + F) for some (E + F) ∈ (Λ/F)×.

Then (ΓU + F) ∈ (Λ/F)×, so ΓUΛ + F = Λ. Applying (1.38) twice, we obtain

C = CΛK ∩ Λ = ΓΛK ∩ Λ = ΓUΛK ∩ Λ = (ΓUΛ)ΛK ∩ Λ = ΓUΛ. �
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If compared to (1.23), the improvement of theorem (1.39) above may appear to
be a minor one. But in chapter 3 we will see that it can have major consequences.
For now, just consider the case where C = c is a fractional ideal of an order O.
If c + f = O and cOK = γOK, the theorem states that c is principal if and only
if the coset [γ + f], which is also a left coset, belongs to the image of

O×K → (OK/f)×/(O/f)×.

Since all groups involved are abelian, we will be able to actually compute the
image. In good cases it will also be possible to reduce the general problem to
this abelian situation.

1.7 Some Remarks on the Number of Module Classes

In section 1.3 we saw that each full module over a maximal order is equivalent
to a direct sum A1 ⊕ · · · ⊕ As where Aι is of the form aι ⊕ Onι−1

Kι . This yields
the following result.

(1.40) Proposition. Let hι be the class number of Kι. Then h1 · · ·hs is the
number of classes of full OK-modules in Kn.

As a consequence of (1.40), there are integer matrices with the same (general-
ized) Jordan normal form over the rational field which are not similar over the
integers. For example, suppose K = Q(ϑ) is a number field of class number
h > 1 such that OK = Z[ϑ] (think of the case ϑ =

√
−5). Let a and b be two

ideals of OK which are not equivalent. Furthermore, let

µ = Xd + cd−1X
d−1 + . . . c1X + c0

be the minimal polynomial of ϑ. If A and B are two integer matrices corre-
sponding to a and b, then they cannot be similar over the integers by (1.4).
Moreover, µ has to be the minimal and characteristic polynomial of A and B.
So over the rational numbers, A and B are both similar to the matrix

J =


0 · · · 0 −c0
1 0 −c1

. . .
...

0 1 −cd−1

,

the so-called companion matrix of µ.

We now want to focus on the number of module classes in the nonmaximal case.

(1.41) Proposition. Let O be an order of K. Let Oι be the image of O under
the projection K → Kι and let hι be the number of classes of full Oι-modules
in Knιι . Then the number of classes of full O-modules in Kn is at least h1 · · ·hs
and both values are equal if and only if O = O1 ⊕ · · · ⊕ Os.
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Proof. Let Aι be a full Oι-module for each ι. Then A = A1 ⊕ · · · ⊕As is a full
O-module, and it can only be equivalent to another direct sum because

ΓA = (Γ1A1)⊕ · · · ⊕ (ΓsAs) for Γ ∈ GL(n,K).

Moreover, A ∼ B if and only if Aι ∼ Bι. Thus the number of module classes is
at least h1 · · ·hs.
Suppose O = O1 ⊕ · · · ⊕ Os. Then each O-module is a direct sum as described
above (with Aι = 1ιA where 1ι is the unit element of Oι). Hence the number of
module classes is equal to h1 · · ·hs.
Now suppose O 6= O1 ⊕ · · · ⊕ Os and let

x11
...

. . .

xs1 · · · xss

 (xνι row vector of length dι = [Kι : Q])

be a matrix whose columns are a Z-basis of O.1 Then at least one xνι is nonzero
for ν > ι. We expand this matrix to the form

Ξ =



x11 0
. . .

0 x11

...
. . .

xs1 · · · 0 xss 0
...

... · · ·
. . .

0 · · · 0 0 xss


where xιι is repeated nι times and xνι is used exactly once if ν 6= ι. Then
A = ΞZd·n is a full O-module in Kn which is not a direct sum of Oι-modules. �

Because of theorem (1.4), we are particularly interested in the equivalence of
full modules over equation orders. The next proposition gives us a criterion for
when an equation order is a direct sum of orders (which then must be equation
orders themselves).2

(1.42) Proposition. Let ϑ1, . . . , ϑs be algebraic integers with distinct minimal
polynomials µ1, . . . , µs. Put ϑ = ϑ1 ⊕ · · · ⊕ ϑs and µ̂ι = (µ1 · · ·µs)/µι. Then

Z[ϑ] = Z[ϑ1]⊕ · · · ⊕ Z[ϑs]

if and only if µ̂ι(ϑι) is a unit of Z[ϑι] for each ι.

1. It is easy to see that such a basis can be computed with methods similar to the Hermite
normal form algorithm.

2. This criterion is mentioned without proof at the end of Latimer and MacDuffee (1933).
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Proof. Suppose Z[ϑ] = Z[ϑ1] ⊕ · · · ⊕ Z[ϑs]. Let 1ι be the unit element of Oι.
Making use of the natural embedding Kι → K, we may regard 1ι as an element
of Z[ϑ]. Hence there is an integer polynomial f such that f(ϑ) = 1ι. More
precisely, since f(ϑ) = f(ϑ1)⊕ · · · ⊕ f(ϑs), we have

f(ϑι) = 1ι and f(ϑν) = 0 for ν 6= ι.

Therefore f is divided by µ̂ι. Let g = f/µ̂ι. Then

1ι = f(ϑι) = g(ϑι)µ̂ι(ϑι),

so µ̂ι(ϑι) is a unit of Z[ϑι].
Now suppose µ̂ι(ϑι) is a unit of Z[ϑι] for a fixed ι. Because of µ̂ι(ϑι) = µ̂ι(ϑ),
it is contained in Z[ϑ]. Since the projection K → Kι can be restricted to a
surjection Z[ϑ]→ Z[ϑι], there is an x = x1⊕· · ·⊕xs in Z[ϑ] with xι = µ̂ι(ϑι)−1.
Then xµ̂ι(ϑι) = xιµ̂ι(ϑι) = 1ι and

µ̂ι(ϑι)Z[ϑ] ⊃ xµ̂ι(ϑι)Z[ϑ] = 1ιZ[ϑ] = Z[ϑι].

Hence Z[ϑ1]⊕ · · · ⊕Z[ϑs] ⊂ Z[ϑ] if each µ̂ι(ϑι) is a unit. The converse inclusion
is trivial. �

Having seen that the number of module classes is at least h1 · · ·hs, we now
want to examine the individual factors.1 Let O be an order of a number field K.
For each ideal class of O, we choose a representative ai (this includes classes of
noninvertible ideals). According to (1.13), the modules ai⊕On−1 define distinct
classes of O-modules in Kn. Suppose that O is not maximal and n > 1. Let f be
the conductor of O ⊂ OK and let f ⊕ · · · ⊕ f be the module where f is repeated
n times. Then

f⊕ · · · ⊕ f 6∼ ai ⊕ On−1 for all i
because the multiplier ring of the first module is OK, whereas it is O in the other
cases. So in the nonmaximal context, the number of module classes always
exceeds the number of ideal classes (except for n = 1, of course). To make
matters worse, not every module class must be given by a direct sum of ideals,
as the next extensive example illustrates.

Let ϑ be a root of the polynomial X3−X− 1. The maximal order of K = Q(ϑ)
is the equation order Z[ϑ]. It contains the order

O = Z + 2ϑZ + 2ϑ2Z.

We want to show that there is a full O-module in K2 which is not equivalent
to a direct sum of two ideals. First, let us determine all ideal classes of O. In
general, there is an exact sequence2

1→ O× → O×K → (OK/f)×/(O/f)× → Pic(O)→ ClK → 1

1. So far, we have not dealt with the question whether the number of full module classes is
finite. This looks very likely. Indeed, it should be possible to generalize the lattice-theoretic
considerations from chapter 2 in Borevich and Shafarevich (1966), but we have not checked
this rigorously.

2. Cf. Neukirch (1999), pp. 78–80, (12.9) and (12.11).
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where f is the conductor of O ⊂ OK, ClK is the class group of OK, and Pic(O) is
the Picard group of O, that is, the group of invertible ideals modulo principal
ideals. In our case, the class group is trivial; in fact, Minkowski’s bound1

MK = n!
nn

Å 4
π

ãs»
|DK| =

24
27π
√

23

is less than 2. Furthermore,
f = 2OK

is a prime ideal of OK because X3 −X − 1 is irreducible modulo 2.2 Thus it is
also a prime ideal of O. For the residue class fields we obtain

O/f ' F2 and OK/f ' F8.

Hence (OK/f)× is a cyclic group of order 7. Because of

ϑ(ϑ2 − 1) = 1 and ϑ 6≡ 1 mod f,

we see that ϑ is a unit of OK and its residue class generates (OK/f)×. Therefore
the first map in the segment

O×K → (OK/f)×/(O/f)× → Pic(O)→ ClK → 1

is an epimorphism, making the second trivial and the third injective. In con-
clusion, the Picard group is also trivial, so all invertible ideals of O are principal
and it remains to determine the classes of noninvertible ideals.
Since the extension F8/F2 admits no intermediate fields, there are no orders
between O and OK. Therefore the multiplier ring of a noninvertible ideal can
only be one of these two orders. If it is the maximal order, the ideal can be
regarded as an ideal of OK, thus being equivalent to OK. Since OK can be seen
as a fractional ideal of O, we conclude that there is only one class of ideals
with multiplier ring OK. Thus we can now focus on noninvertible ideals with
multiplier ring O.
Every ideal class of O contains a fractional ideal a above O such that the index
[a : O] is subject to another Minkowski bound3, namely

M = n!
nn

Å 4
π

ãs»
|D| = 24

27π
»
|D|

where D is the discriminant of O. In our example, D = −368, so M < 6. Hence
we have to determine fractional ideals a ⊃ O with

(a : a) = O and [a : O] = m for m = 2, 3, 4, 5.

For such an a we have a ⊃ O ⊃ ma and [O :ma] = m2. So instead of fractional
ideals, we may consider ideals a satisfying

(a : a) = O and [O : a] = m2 for m = 2, 3, 4, 5.

1. Ibid., p. 38, exercise 3. Here, n is the degree of K, 2s is the number of embeddings K → C
and DK is the discriminant of OK.

2. Ibid., pp. 47–48, (8.3).
3. Cf. Borevich and Shafarevich (1966), pp. 127–29, lemma 3, theorem 3 and problem 2.



1.7 Some Remarks on the Number of Module Classes 45

If the index is 9 or 25, each prime ideal above a must contain 3 or 5. Then a
is coprime to f = 2OK and therefore invertible by (2.30). So only the ideals of
index 4 or 16 are of interest. In order to determine them, we will first enumerate
all Z-modules of index m2 = 4 or m2 = 16. These are given by bases of the
form

a11,

a21 + a22(2ϑ),
a31 + a32(2ϑ) + a33(2ϑ2)

where the aij are nonnegative integers with a11a22a33 = m2 and aij < ajj , that
is, the matrices [aij ] run through all Hermite normal forms of determinant m2.
Moreover, a11, a21, a31 must be even so that the module is contained in f. These
conditions give us 7 + 155 = 162 submodules in total. But only eight of these
Z-modules are ideals of O, one with multiplier ring OK which can be discarded.1
The remaining seven ideals are

a1 = (2, 2ϑ, 4ϑ2), a2 = (4, 2ϑ, 2ϑ2), a3 = (4, 2 + 2ϑ, 2ϑ2),
a4 = (4, 2 + 2ϑ, 2 + 2ϑ2), a5 = (2, 4ϑ, 2ϑ+ 2ϑ2), a6 = (4, 2ϑ, 2 + 2ϑ2),
a7 = (2, 4ϑ, 2ϑ2).

They are all equivalent because ak+1 = ϑak for 1 ≤ k ≤ 6. In summary, there
are three ideal classes of O represented by

O, OK and a = (1, ϑ, 2ϑ2).

Now consider the module

A =
ñ
1 0 ϑ2

0 1 ϑ

ô
O3.

A Z-basis of A is given by

Ξ =
ñ
1 2ϑ ϑ2 0 0 0
0 0 ϑ 1 2ϑ 2ϑ2

ô
.

Suppose this module were equivalent to a direct sum of two ideals. Then there
is a Γ ∈ GL(2,K) such that

ΓA = a1 ⊕ a2 with ai ∈ {O, OK, a}.

Because of
ΓO2
K = ΓAOK = (a1 ⊕ a2)OK = O2

K,

we see that Γ ∈ GL(2,OK). Furthermore, A and a1⊕ a2 both contain f⊕ f. Let

Ā = A/(f⊕ f) and āi = ai/f.

1. Of course, this statement can be verified by a computer in no time, yet with a little effort,
this can also be done by hand. Taking into account that O must be the multiplier ring, the
number of possible ideals can be reduced further.
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These are vector spaces over F2 = O/f which are contained in F2
8 = (OK/f)2.

Let ϑ̄ be the image of ϑ in F8 and Γ̄ = [γ̄ij ] the image of Γ in GL(2,F8). Then

Γ̄ Ā = ā1 ⊕ ā2.

In particular, Ā and ā1 ⊕ ā2 are isomorphic over F2. Since

dim Ā = 3, dimF2 = 1, dimF8 = 3, dim ā = 2 (ā = a/f),

we may assume ā1 = F2 and ā2 = ā. The columns of the matricesñ
1 0 ϑ̄2

0 1 ϑ̄

ô
and

ñ
1 0 0
0 1 ϑ̄

ô
are F2-bases of Ā and ā1 ⊕ ā2. Therefore Γ̄ Ā = ā1 ⊕ ā2 is equivalent to

Γ̄

ñ
1 0 ϑ̄2

0 1 ϑ̄

ô
=
ñ
1 0 0
0 1 ϑ̄

ô
Ū for some Ū ∈ GL(3,F2).

The first row of the right-hand product solely consists of elements of F2, hence
the same must be true for the first row of

Γ̄

ñ
1 0 ϑ̄2

0 1 ϑ̄

ô
=
ñ
γ̄11 γ̄12 ∗
γ̄21 γ̄22 ∗

ô
.

But the (1, 3)-entry of this product is

γ̄11ϑ̄
2 + γ̄12ϑ̄

which does not belong to F2 because 1, ϑ̄, ϑ̄2 are linearly independent over F2.
Therefore Γ̄ Ā = ā1 ⊕ ā2 does not hold. In conclusion, A cannot be equivalent
to a direct sum of ideals.

1.8 Algorithms

(1.43) Algorithm — Corresponding Module

−I A semisimple integer matrix

J− A full module corresponding to A

Suppose that µ = µ1 · · ·µs is the minimal and χ = µn1
1 · · ·µnss the characteristic

polynomial of A and that ϑι is a root of µι. Let K = Q[ϑ] where ϑ = ϑ1⊕· · ·⊕ϑs.
The module A will be a subset of Kn where n = (n1, . . . , ns). Furthermore, let
m×m denote the size of A.

(1) For ι = 1, . . . , s, compute a Kι-basis xι1, . . . , xιnι ∈ K
m
ι of Eig(A, ϑι).

(2) Put Ξ := [x1
1 . . . x1

n1 . . . . . . xs1 . . . xsns ]tr.

(3) Return A = ΞZm.
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(1.44) Algorithm — Corresponding Matrix

−I A, B full modules corresp. to semisimple integer matrices A, B
Γ element of GL(n,K) satisfying ΓA = B

J− C invertible integer matrix satisfying CA = BC

A and B are given by Z-bases Ξ = [ ξ1 . . . ξm ] and Υ = [ υ1 . . . υm ].

(1) Compute the the matrix C−1 = [cij ] with entries given by Γξi =
∑

cijυj .

(2) Return C.

We will now describe how the multiplier ideal of two full modules A, B ⊂ Kn

can be computed. Let Ξ = [ξ1, . . . , ξm] and Υ = [υ1, . . . , υm] be Z-bases of A
and B, and let Γ1, . . . , Γ` be a Q-basis of M(n,K). For Γ ∈ M(n,K), we have
the equivalence

Γ ∈ (B : A) ⇔ Γξk ∈ B for all k.

Let B(k) = [b(k)
ij ] be the rational `×m matrix with

Γiξk =
∑

b
(k)
ij υj ,

and, for a fixed Γ , let ci denote the rational coefficients with Γ = ∑
ciΓi. Then

Γξk =
∑
i

ciΓiξk =
∑
i

ci
∑
j

b
(k)
ij υj =

∑
j

(
∑
i

cib
(k)
ij )υj ,

that is, Γ ∈ (B : A) precisely if ∑i cib
(k)
ij ∈ Z for all j and k. In other words,

Γ ∈ (B : A) ⇔ [ c1 . . . c` ][B(1) . . . B(m) ] ∈ Zm
2
.

Put c = [ c1 . . . c` ] and B = [B(1) . . . B(m) ]. There is an integer matrix B′
and a rational diagonal matrix D such that B = DB′. Choose U ∈ GL(m2,Z)
such that

B′U = [H 0 . . . 0 ]

where H is in column Hermite normal form. Then

cB ∈ Zm
2 ⇔ c(DH) ∈ Z` ⇔ c ∈ Z`(DH)−1.

Put S = (DH)−1. As we have seen, Γ = ∑
ciΓi belongs to (B : A) if and only

if c = [ c1 . . . c` ] is a Z-linear combination of the rows of S = [sij ]. Thus the
matrices

Mi =
∑

sijΓj (1 ≤ i ≤ `)

form a Z-basis of (B : A).
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(1.45) Algorithm — Multiplier Ideal

−I A, B full modules in Kn

J− (B : A) the multiplier ideal of A and B

A and B are given by Z-bases Ξ = [ ξ1 . . . ξm ] and Υ = [ υ1 . . . υm ]. The
multiplier ideal will also be given by a Z-basis.

(1) Choose a Q-basis Γ1, . . . , Γ` of M(n,K).

(2) For k = 1, . . . ,m, compute B(k) = [b(k)
ij ] given by Γiξk =

∑
b

(k)
ij υj .

(3) Put B := [B(1) . . . B(m) ].

(4) Choose a diagonal matrix D of full rank such that B′ := D−1B is an integer
matrix.

(5) Compute the column Hermite normal form [H 0 . . . 0 ] of B′.

(6) Put S = (DH)−1.

(7) Return M1, . . . ,M` where Mi = ∑
sijΓj .

Algorithm (1.45) can also be used to compute the conductor F of an extension
Λ ⊂ ΛK of matrix orders. First, the conductor f of O ⊂ OK can be computed as
the multiplier ideal (OK :O) because orders of K are full modules in K. Second,
if O is the center of Λ, then F = fΛK.



2 Localizations of Orders

To decide whether an ideal can be made coprime to the conductor, we will need
to consider localizations of the ideal in question. In the first section we will
specify the sets we intend to localize. As a first application, we will establish
a decomposition of finite quotient rings into direct sums. Afterwards, we will
characterize the units of local matrix orders in terms of determinants. Finally,
we will prove that an ideal can be made coprime to the conductor if and only
if certain local versions are principal. A principal ideal test for local ideals will
be provided, too.

2.1 Basic Properties

Let O be an order of K and let S be a subset of O ∩K× which contains 1 and
is closed under multiplication. The ring

OS = {xs−1 | x ∈ O, s ∈ S }

is called the localization of O at S. More generally, if M is a finitely generated
O-module contained in a K-algebra, the set

MS = {ms−1 | m ∈M, s ∈ S }

is called the localization of M at S. Obviously, this is a module over OS and
we have MS = MOS .

The modules we intend to localize will be matrix orders and their ideals. More-
over, we will solely examine localizations at sets of the form

Sp = (O r p) ∩K×

where p is a full prime ideal of O. We will write Mp for the localization at Sp
and will simply call this the localization of M at p. If K is a number field, this
coincides with the usual notation, but if K is a proper direct sum, it does not.1
Still, we will use p as index to keep notation simple.

We will now prove some statements which will be needed in this chapter. Notice
that, since K is the center of M(n,K), we can identify scalars as elements of
M(n,K). Therefore expressions like C ∩ O become meaningful.

(2.1) Proposition. Every full ideal of O is generated by its nonzerodivisors.

Proof. Let c be a full ideal of O and suppose c′ ⊂ c is generated by the nonze-
rodivisors of c. Let c be a zero- and c′ a nonzerodivisor of c. We have to show
1. Usually, the set Sp = O r p is considered where zerodivisors need special treatment.
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that c ∈ c′. Because of K× = K×1 ⊕· · ·⊕K×s , each component of c′ = c′1⊕· · ·⊕c′s
has to be nonzero. So for each ι, we have cι + rc′ι = 0 for at most one integer r.
Hence c + rc′ is a nonzerodivisor of c for a suitable choice of r. The definition
of c′ now implies c = (c+ rc′)− rc′ ∈ c′. �

(2.2) Corollary. If c is a full ideal of O with c 6⊂ p, then c ∩ Sp is not empty.

Proof. If c ∩ Sp were empty, all nonzerodivisors of c would belong to p, which
implies c ⊂ p by (2.1). �

(2.3) Proposition. Let Λ be a matrix order with center O and let C be a full
right ideal of Λ. Then c = C ∩ O is a full ideal of O.

Proof. As a full right ideal, C has finite index in Λ. Hence there is a positive
integer c such that cΛ ⊂ C. In particular, c ∈ C ∩ O, hence c is full. �

(2.4) Proposition. Every full prime ideal of O is a maximal ideal.

Proof. Let p be a full prime ideal of O. As a finite integral domain, O/p is a
field, and therefore p has to be maximal. �

(2.5) Proposition. Let p be a full prime ideal of O and let Q be the set of
prime ideals of OK containing p. Then

p = q ∩ O for all q ∈ Q.

In particular, the prime ideals above a full O-ideal c can be determined by first
factorizing cK = cOK and intersecting the prime factors with O afterwards.

Proof. Clearly, q ∩ O is a proper ideal above p, hence p = q ∩ O by (2.4). The
second statement follows immediately. �

(2.6) Proposition. Let O be an order of K and p a full prime ideal of O. Let
Q be the set of prime ideals of OK containing p. Then all nonzero prime ideals
of (OK)p are of the form qp with q ∈ Q.

Proof. There is a one-to-one correspondence between the prime ideals of (OK)p
and the prime ideals of OK not meeting Sp.1 Clearly, the prime ideals meeting
Sp cannot contain p because sO + p = O for all s ∈ Sp. �

(2.7) Proposition. Let O be an order of K and f the conductor of O ⊂ OK.
There is a one-to-one correspondence between

• the set I of ideals of O coprime to f and

• the set IK of ideals of OK coprime to f.

If p is a full prime ideal of O not containing f, then pOK is the only ideal of OK
above p, and therefore prime.2

1. Cf. Eisenbud (1995), p. 61, proposition 2.2.
2. Result (2.7) is based on propositions 7.20 and 7.22 by Cox (1989).
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Proof. If a ⊂ O is coprime to f, then so is aOK because

aOK + f = aOK + fOK = (a + f)OK = OK.

Conversely, if aK ⊂ OK is coprime to f, then

aK ∩ O + f = aK ∩ O + f ∩ O = (aK + f) ∩ O = O.

Consider the maps

I→ IK, a 7→ aOK and IK → I, aK → aK ∩ O.

We will show that they are inverse to each other. Let a ∈ I. Using (1.37), we
obtain

a ⊂ aOK ∩ O = aOK ∩ (a + f) = (aOK ∩ a) + (aOK ∩ f) = a + (aOK ∩ f),

and since, in any ring, the intersection of coprime ideals is equal to their product,
we have

a + (aOK ∩ f) = a + (aOK)f = a + af = a.

Taken together, we see that aOK ∩ O = a. Now let aK ∈ IK. Then

(aK ∩ O)OK = (aK ∩ O)(aK + f)
= (aK ∩ O)aK + (aK ∩ O)f
= (aK ∩ O)aK + (aK ∩ O) ∩ f

= (aK ∩ O)aK + aK ∩ f

= (aK ∩ O)aK + aKf

= aK(aK ∩ O + f)
= aK((aK + f) ∩ O) = aK(OK ∩ O) = aK,

again using (1.37) at the end. Applying these maps to full prime ideals, we see
that the last assertion is also correct. �

2.2 Decomposition of Quotient Rings

In section 1.6 we realized that we need to closer examine the unit group of Λ/F
where F is the conductor of some extension Λ ⊂ ΛK. From a computational
point of view, it would therefore be desirable to decompose Λ/F into a direct
sum of smaller rings using the Chinese Remainder Theorem, which also holds
for noncommutative rings.

(2.8) Chinese Remainder Theorem. Let C1, . . . ,Cn be pairwise coprime
two-sided ideals of Λ. Then

Λ/
n⋂
i=1

Ci '
n⊕
i=1

Λ/Ci.
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For instance, if we regard F as an ideal of ΛK, the Chinese Remainder Theorem
yields

ΛK/F = ΛK/fΛK '
⊕
q

ΛK/q
eqΛK.

Here, f is the conductor of O ⊂ OK with factorization ∏
q q

eq where q runs over
the full prime ideals of OK. Recall that, by (1.32), the two-sided ideals of ΛK
correspond to the ideals of OK. Therefore

(
∏
q

qeq)ΛK =
⋂
q

(qeqΛK).

Unfortunately, we cannot expect F to be a product of prime powers as an ideal
of Λ. In general, this is already false for f. However, we will be able to prove
the existence of sufficiently large exponents νp such that

Λ/F '
⊕
p

Λ/(F + pνpΛ)

where p runs over the full prime ideals of O. Since fΛ ⊂ fΛK = F, the quotients
on the right-hand side are trivial for p 6⊃ f.

While it is obvious that the ideals F + pνpΛ are coprime for distinct primes p,
the equality

F =
⋂
p

(F + pνpΛ)

is less straightforward. Eventually, it will be a consequence of the following
theorem, which employs the concept of localization.

(2.9) Theorem. Let C be a full two-sided ideal of Λ. Then

Λ/C '
⊕
p

Λp/Cp

where p runs over all full prime ideals of O. If p does not contain c = C ∩ O,
then Λp/Cp is trivial.1

This theorem is somewhat similar to the Chinese Remainder Theorem, espe-
cially if you consider the next statement.

(2.10) Proposition. Let C be a right ideal of Λ. Then

C =
⋂
p

Cp

where p runs over all full prime ideals of O.

Proof. The inclusion C ⊂ ⋂
p Cp is clear. Let C ∈ ⋂

p Cp. For every p, there is
an sp ∈ Sp such that spC ∈ C. Therefore the set

s = { s ∈ O | sC ∈ C }

is a full ideal of O which is not contained in any prime ideal. Hence s = O.
Taking s = 1, we obtain C = sC ∈ C. �

1. Results (2.9) and (2.10) are generalizations of statements by Neukirch (1999); cf. (12.3) on
p. 74 and the proof of (11.5) on p. 68.
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Before we can prove (2.9), we need to provide a few lemmata.

(2.11) Lemma. Each s ∈ Sp is a unit modulo cp ∩ O.

For the proof, see Eisenbud (1995), p. 61, proposition 2.2 (keep in mind that
O/(cp ∩ O) is a finite ring, therefore each nonzerodivisor is already a unit). We
want to generalize this lemma slightly.

(2.12) Lemma. Each s ∈ Sp is a unit modulo Cp∩Λ. Its inverse is represented
by an element of O.

Proof. Consider the composition of the canonical maps

O→ Λ→ Λ/(Cp ∩ Λ).

The kernel is cp ∩O, for if a belongs to (Cp ∩Λ)∩O = Cp ∩O, there is an s ∈ Sp
such that sa ∈ C ∩ O = c. Hence a ∈ cp ∩ O. Therefore we have an injection

O/(cp ∩ O)→ Λ/(Cp ∩ Λ).

By (2.11) there is an s′ ∈ O for every s ∈ Sp such that ss′ ≡ 1 mod cp ∩ O.
Because of the embedding above, this congruence also holds modulo Cp∩Λ. �

The next two lemmata are about prime ideals of Λ. Since Λ is noncommutative
(unless Λ = O, of course), a prime ideal of Λ is defined to be a proper two-sided
ideal P satisfying the condition

AB ⊂ P ⇒ A ⊂ P or B ⊂ P

where A and B are two-sided ideals of Λ. Equivalently, one can require

AΛB ⊂ P ⇒ A ∈ P or B ∈ P for all A, B ∈ Λ.1

Trying to define primality as in the commutative case would not prove successful,
though. For example, all ideals of Λ = M(2,O) contain the product

î
1 0
0 0
óî

0 0
0 1
ó
,

but each factor generates Λ as a two-sided ideal.
Maximal two-sided ideals, however, are defined as in the commutative case, and
they are always prime, for if A and B both are not contained in the maximal
ideal M, the inclusion

Λ = (A + M)(B + M) = M2 + AM + MB + AB ⊂M + AB

implies AB 6⊂M.

(2.13) Lemma. Let P be a full prime ideal of Λ. Then p = P ∩ O is a full
prime ideal of O.

Proof. By (2.3) we know that p is a full ideal of O. If a, b ∈ O with ab ∈ p, we
have aΛb = abΛ ⊂ P, hence a or b belongs to P ∩ O = p. �

1. Cf. Lam (2001), p. 155, proposition (10.2).
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(2.14) Lemma. Let P be a prime ideal above Cp ∩ Λ. Then P ∩ O = p.

Proof. Since P lies above Cp ∩ Λ, it is full. By (2.13), q = P ∩ O is a full
prime ideal of O. Suppose q 6= p. Choose s ∈ Sp ∩ q, which is possible by (2.2).
According to (2.12), there is an s′ ∈ O such that ss′ ≡ 1 mod Cp ∩ Λ. Then

1 = ss′ + (1− ss′) ∈ P + (Cp ∩ Λ)
and Cp ∩ Λ 6⊂ P, a contradiction. Therefore P ∩ O = p. �

Proof of (2.9). First, suppose p does not contain c = C ∩ O. Then Sp ∩ c is
not empty by (2.2), so Cp contains a unit of Λp. Therefore Λp/Cp can only be
nontrivial if p is one of the finitely many prime ideals above c.
For p ⊃ c, consider the composition of the canonical homomorphisms

Λ→ Λp → Λp/Cp.

It is surjective because if X ∈ Λp, we may choose an s ∈ Sp with sX ∈ Λ and,
by (2.12), an s′ ∈ O with ss′ ≡ 1 mod Cp ∩Λ. The matrix ss′X is mapped onto
the residue class X + Cp, therefore we have Λ/(Cp ∩ Λ) ' Λp/Cp.
Moreover, Cp ∩ Λ and Cq ∩ Λ are coprime for p 6= q; otherwise their sum were
contained in a maximal two-sided ideal, a contradiction to (2.14). By (2.10) we
have

C = C ∩ Λ = (
⋂
p

Cp) ∩ Λ =
⋂
p

(Cp ∩ Λ).

Using this, the Chinese Remainder Theorem and the just established isomorphy,
we obtain

Λ/C = Λ/
⋂
p

(Cp ∩ Λ) '
⊕
p

Λ/(Cp ∩ Λ) '
⊕
p

Λp/Cp. �

(2.15) Corollary. For every p, let νp be an integer with p
νp
p ⊂ cp. Then

Λ/C '
⊕
p

Λ/(C + pνpΛ).

Proof. Since p is the only prime ideal above c + pνp = (C + pνpΛ)∩ O, we have
Λ/C '

⊕
p

Λp/Cp =
⊕
p

Λp/(Cp + p
νp
p Λp) '

⊕
p

Λ/(C + pνpΛ)

where (2.9) is applied twice. �

We are now left with the task of proving the existence of exponents as in (2.15).
The next proposition and the subsequent corollary will give us two lower bounds
for each νp, the second one potentially larger but easier to compute. Afterwards,
we will discuss how to obtain the smallest exponent possible.

(2.16) Proposition. Let c be a full ideal and p a full prime ideal of O. Let p
be the characteristic of the field O/p and let ν be an integer satisfying

ν ≥ vp[Op : cp]
vp[Op : pp]

where vp denotes the p-adic valuation. Then pνp ⊂ cp.1

1. Result (2.16) is based on proposition 4.2 by Klüners and Pauli (2005).
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Proof. First, if c 6⊂ p, then cp = Op, and the assertion is obvious. So for the
rest of the proof assume c ⊂ p.
By (2.9) the quotient ring Op/cp is finite. As an Op-module it is annihilated by
some power of pp,1 hence pnp ⊂ cp for a suitable n. Choose n as small as possible
and consider the sequence

(2.17) Op/cp ⊃ (cp + pp)/cp ⊃ (cp + p2
p)/cp ⊃ · · · ⊃ (cp + pnp )/cp = 0.

We will show that each quotient

(cp + pk−1
p )/cp

(cp + pkp)/cp
'

cp + pk−1
p

cp + pkp
(k ≤ n)

is nontrivial. By our choice of n, this is clear for k = n. For the remaining
quotients (i.e., if n > 1), we reduce all modules in (2.17) by (cp + pn−1

p )/cp,
obtaining

Op/(cp + pn−1
p ) ⊃ (cp + pp)/(cp + pn−1

p ) ⊃ · · · ⊃ (cp + pn−1
p )/(cp + pn−1

p ) = 0.

This is essentially sequence (2.17) where cp is replaced by cp + pn−1
p because

cp + pkp = (cp + pn−1
p ) + pkp for k < n.

Notice that the new sequence contains one module less. Moreover, n− 1 is the
smallest integer such that pn−1

p ⊂ cp + pn−1
p . So by induction we may assume

that each quotient

(cp + pk−1
p )/(cp + pn−1

p )
(cp + pkp)/(cp + pn−1

p )
'

cp + pk−1
p

cp + pkp
(k < n)

is nontrivial, establishing our statement.
We will now refine our original sequence to a composition series

Op/cp = m0 ⊃ m1 ⊃ · · · ⊃ mν = 0,

that is, each module in (2.17) is equal to some mi and the quotients mi−1/mi

are simple nonzero Op-modules. Since the modules in (2.17) are all distinct, we
have ν ≥ n and therefore pνp ⊂ cp.
To complete the proof, we will show that ν is equal to the stated lower bound.
Since Op is a local ring, the only nontrivial simple Op-module is Op/pp, so

mi−1/mi ' Op/pp for 1 ≤ i ≤ ν.

Applying vp to the left- and right-hand side of

[Op : cp] = [m0 : m1] · · · [mν−1 : mν ] = [Op : pp]ν ,

we obtain vp[Op : cp] = ν · vp[Op : pp]. �

1. Cf. Eisenbud (1995), p. 77, corollary 2.17.
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(2.18) Corollary. If ν ≥ vp[O : c]/vp[O : p], then pνp ⊂ cp.1

Proof. Since O/p ' Op/pp by (2.9), we see that vp[O : p] = vp[Op : pp]. So by
(2.16) it suffices to show that vp[O : c] ≥ vp[Op : cp]. Let ν be any integer with
pνp ⊂ cp. As p is the only prime ideal above c + pν , (2.9) yields

O/(c + pν) ' Op/(cp + pνp) = Op/cp.

Therefore [Op : cp] divides [O : c] = [O : c + pν ][c + pν : c]. �

(2.19) Proposition. Let n be any integer with pnp ⊂ cp and let ν be the
smallest integer with pν ⊂ c + pn. Then ν is the smallest integer with pνp ⊂ cp.

Proof. First, let ν be any integer not surpassing n. If pν ⊂ c + pn, then
pνp ⊂ cp + pnp = cp. Conversely, let pνp ⊂ cp. Since pνp and cp both contain pnp , we
have the inclusion

pνp/p
n
p ⊂ cp/p

n
p = (cp + pnp )/pnp .

By (2.9) we know that the canonical map O/pn → Op/p
n
p is an isomorphism,

hence
pν/pn ⊂ (c + pn)/pn,

which implies pν ⊂ c + pn.
In conclusion, if ν is the smallest integer with pν ⊂ c + pn, it is also minimal
under the condition pνp ⊂ cp, and vice versa. �

Using (2.18) and (2.19), we can compute the smallest exponent ν satisfying
pνp ⊂ cp. The next proposition exhibits an alternative approach, provided that
c has the property

cOK ∩ O = c.

Clearly, the conductor satisfies this condition, and so do all ideals coprime to f
by (2.7).

(2.20) Proposition. Let c be a full ideal of O such that cOK ∩O = c. Let p be
a full prime ideal of O and let Q be the set of prime ideals of OK containing p.
Let

pOK =
∏
q∈Q

qeq and cOK = (
∏
q∈Q

qνq)c′

where c′ is not divided by any q ∈ Q. Then ν = maxqdνq/eqe is the smallest
integer satisfying pνp ⊂ cp.

Proof. For all q ∈ Q, we have

νeq ≥ dνq/eqeeq ≥ (νq/eq)eq = νq,

and therefore
pν ⊂ pνOK =

∏
q

qνeq ⊂
∏
q

qνq .

1. Results (2.18) and (2.20) are based on statements 4.2 and 7.4 by Klüners and Pauli (2005).
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Furthermore, cp = (cOK)p ∩ Op, for if c ∈ (cOK)p ∩ Op, then sc ∈ (cOK) ∩ O = c
for a suitable s ∈ Sp, so c ∈ cp and (cOK)p ∩ Op ⊂ cp. The converse inclusion is
trivial.
Taken together, we obtain

cp = (cOK)p ∩ Op = (
∏
q

q
νq
p ) ∩ Op ⊃ pνp .

It remains to show that ν is minimal. Choose q ∈ Q such that ν = dνq/eqe.
Then

(ν − 1)eq = (dνq/eqe − 1)eq < (νq/eq)eq = νq,

so
(pν−1OK)p =

∏
q

q
(ν−1)eq
p 6⊂

∏
q

q
νq
p .

In conclusion, pν−1
p cannot be contained in (∏ q

νq
p ) ∩ Op = cp. �

2.3 Characterization of Units

At the the end of section 1.5, we characterized the units of a multiplier algebra
in terms of determinants. Our next goal is to obtain an analogous result for
localizations. Recall that the determinant of a matrix in M(n,K) is defined as
its image under the map

det : M(n,K)→ K, det(Γ ) = det(Γ1)⊕ · · · ⊕ det(Γs)

where each summand is the usual determinant of a matrix over a field. Also
remember that Γ is called nonsingular if each component has full rank.

As usual, Λ will be the multiplier algebra of a full module A. In complete
analogy to the definition in section 1.4, the set of all matrices Γ ∈ M(n,K)
with

ΓAp ⊂ Ap

will be called the multiplier algebra of Ap, which, in fact, coincides with Λp.

(2.21) Lemma. Let O be the center of Λ and let p be a full prime ideal of O.
Then Λp is the multiplier algebra of Ap. Moreover,

Γ ∈ Λ×p ⇔ ΓAp = Ap.

Proof. Suppose Γ ∈ M(n,K) satisfies ΓAp ⊂ Ap. Let ξ1, . . . , ξm be a set of
generators of A. These vectors also generate Ap as an Op-module, thus we have
coefficients γij ∈ Op with Γξi = ∑

γijξj . Choose s ∈ Sp such that sγij ∈ O for
all i and j. Then

sΓξi =
∑

(sγij)ξj ∈ A for all i,

so sΓ ∈ Λ and Γ ∈ Λp. Conversely, each Γ ∈ Λp satisfies ΓAp ⊂ Ap. Hence Λp

is the multiplier algebra of Ap.
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Now let Γ ∈ Λ×p . Then

Ap = ΓΓ−1Ap ⊂ ΓAp ⊂ Ap,

so ΓAp = Ap. On the other hand, if ΓAp = Ap, then Γ has to be nonsingular
due to Q · Ap = Kn. Thus we may conclude Γ−1Ap = Ap, so Γ and Γ−1 both
belong to Λp. �

(2.22) Theorem. Let Λ be the multiplier algebra of a full module A in Kn.
Let O be the center of Λ and let p be a full prime ideal of O. Then

Γ ∈ Λ×p ⇔ det(Γ ) ∈ (OK)×p .

Proof. We will prove that

Λ×p = Λp ∩ (ΛK)×p

where ΛK is the multiplier algebra of AK = AOK. From this the assertion will
follow immediately.
Without restriction we may assume that AK = AK1⊕· · ·⊕AKs is a subset of OnK
and that each component of is of the form aι ⊕ Onι−1

Kι . Applying (1.15) to each
aι, we further may assume that a = a1 ⊕ · · · ⊕ as is coprime to the product of
all prime ideals of OK containing p. By (2.6), ap is not contained in any prime
ideal of (OK)p. Write Õ = OK. Then

(AK)p = Õnp and (ΛK)p = M(n, Õp).

Let f be the conductor of O ⊂ Õ. Put

Ap = Ap/fAp.

Due to fAp = fÕAp = fÕnp , this is a subset of

Õnp /fÕ
n
p = (Õp/fp)n,

which is finite by (2.9). Obviously, (ΛK)×p = GL(n, Õp/fp) acts faithfully on
(Õp/fp)n via Γ̄ ξ̄ = Γξ. Let Γ ∈ Λp ∩ (ΛK)×p . Then

ΓAp ⊂ Ap.

Since Γ̄ represents a bijection of (Õp/fp)n, the sets ΓAp and Ap contain the
same number of elements, hence they are equal. Therefore

ΓAp + fÕnp = Ap + fÕnp = Ap,

and we conclude

ΓAp = Γ (Ap + fÕnp ) = ΓAp + f(Γ Õnp ) = ΓAp + fÕnp = Ap.

This implies Γ ∈ Λ×p by (2.21), so Λp ∩ (ΛK)×p ⊂ Λ×p . The converse inclusion is
trivial. �
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2.4 Making Ideals Coprime to the Conductor

In this section we will explain how to make ideals coprime to the conductor,
if possible. This is motivated by our considerations at the end of section 1.6.
Again, C = (B :A) will be the multiplier ideal of two full modules and F will be
the conductor of Λ ⊂ ΛK where Λ and ΛK are the multiplier algebras of A and
AK = AOK. Making C coprime to F means finding a Γ ∈ GL(n,K) such that

ΓC + F = Λ.

If no such Γ exists, C clearly cannot be principal. However, if C = ΓΛ, then
C′ = ΛΓ−1 is a full fractional left ideal of Λ and

C′C = Λ.

Hence it makes sense to say that C′ is an inverse of C. More generally, any full
right ideal C will be called invertible if there is a full fractional left ideal C′
such that C′C = Λ. Since we actually want to examine whether C is principal,
we may assume that C is invertible.

Unlike for ideals of orders of K, the inverse of a right ideal of a matrix order has
not to be unique. For example, let O be an order in a number field, c a proper
ideal of O and Λ = M(2,O). Then

C =
ñ
c c
O O

ô
is a full right ideal of Λ and

C′ =
ñ
(c : O) O
(c : O) O

ô
as well as C′′ = Λ

are inverses of C because both ideals contain I =
î

1 0
0 1
ó
and J =

î
0 1
1 0
ó
, and

IC + JC = Λ.

Nonetheless, if C is an invertible right ideal, we always have a largest inverse
(containing all the others), namely

C−1 = {Γ ∈ M(n,K) | ΓC ⊂ Λ }.

Therefore we can speak of the inverse of C in reference to C−1. In the example
above, C−1 = C′.

We now come to the main result of this section. As usual, f is the conductor
of O ⊂ OK where O is the center of Λ, so F = fΛK. In addition, p will always
denote a full prime ideal of O.

(2.23) Theorem. Let C be an invertible right ideal of Λ. Then C can be made
coprime to F if and only if Cp is a principal ideal for each p ⊃ f.
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To prove this theorem, we need to combine the statements (2.24), (2.26) and
(2.28) below. The first statement will translate the property C + F = Λ into
local terms.

(2.24) Proposition. An ideal C ⊂ Λ satisfies C + F = Λ if and only if

Cp = Λp for all p ⊃ f.

Proof. Let p be a prime ideal above f and suppose C is coprime to F. Then we
have a C ∈ C and an F ∈ F such that C + F = I, that is,

C ≡ I mod F.

Since F = fΛK, (1.35) yields

det(C) ≡ det(I) = 1 mod f.

Therefore det(C) is not contained in any prime ideal of OK containing f. In
particular, the determinant does not belong to any prime ideal above p. Hence
det(C) is a unit of (OK)p by (2.6), which implies C ∈ Λ×p by (2.22). Therefore

Cp = Λp for all p ⊃ f.

Conversely, suppose Cp = Λp for all p ⊃ f. Then, for every p ⊃ f, we can write

I = Cps
−1
p with Cp ∈ C and sp ∈ Sp.

Let c be the largest ideal of O with the property cΛ ⊂ C. Because of

spΛ = (spI)Λ = CpΛ ⊂ C,

we have sp ∈ c. Thus c cannot be contained in any prime ideal above f. From
this we conclude

C + F ⊃ cΛ + fΛ = (c + f)Λ = Λ,

that is, C is coprime to F. �

By (2.24), ΓC + F = Λ implies Cp = Γ−1Λp for each p ⊃ f, so one implication
of theorem (2.23) is established. The converse direction requires a little more
effort.

(2.25) Proposition. Let C, C ′ ∈ Λ be nonsingular matrices. Let p be a full
prime ideal of O and let Q be the set of prime ideals of OK containing p. For
q ∈ Q, let νq = vq(detC) where vq denotes the q-adic valuation. Choose ν large
enough so that pνΛp ⊂ CΛp and ν > νq for all q. If C ≡ C ′ mod pνΛ, then

CΛp = C ′Λp.

Proof. By our assumptions, there is a P ∈ pνΛ such that C ′ = C+P . Because
of pνΛp ⊂ CΛp, we have C ′ ∈ CΛp, so C ′ = CU for some nonsingular U ∈ Λp.
We want to show that U is a unit of Λp, for this will imply

C ′Λp = CUΛp = CΛp.
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Let q ∈ Q. Then C ′ ≡ C mod qνΛK. By (1.35), this implies

det(C) det(U) = det(C ′) ≡ det(C) mod qν .

In particular,
det(C) det(U) 6≡ 0 mod qνq+1

because by our assumptions det(C) /∈ qνq+1 and ν ≥ νq + 1. We claim that
det(U) does not lie in qp. Suppose it did. Put c = det(C) and u = det(U).
Also, choose s ∈ Sp such that us ∈ q. Then

cus ∈ qνq+1 and cu /∈ qνq+1,

that is, s lies in q ∩ O = p, a contradiction. In conclusion, det(U) does not
belong to any qp. But these are all prime ideals of (OK)p by (2.6). Therefore
det(U) is a unit of (OK)p. By (2.22), U is a unit of Λp. �

(2.26) Corollary. If C satisfies Cp = CpΛp for all p ⊃ f, there is a C ∈ Λ with

Cp = CΛp for all p ⊃ f.

Proof. Apply (2.25) and the Chinese Remainder Theorem. �

(2.27) Lemma. Let p̃ be a full prime ideal of OK and p = p̃∩ O. If p does not
contain f, then

Λp = (ΛK)p̃.

Proof. First we prove that Op = (OK)p̃.1 Choose a nonzerodivisor f ∈ f r p,
which is possible by (2.2). If x ∈ OK and s ∈ Sp̃, then xf ∈ O, sf ∈ Sp and

xs−1 = (xf)(sf)−1 ∈ Op,

so (OK)p̃ ⊂ Op. The converse inclusion is obvious.
Since fp and fp̃ both contain ff−1 = 1, we observe that

fp = Op = (OK)p̃ = fp̃.

Hence
Fp = (fΛK)p = fpΛK = fp̃ΛK = (fΛK)p̃ = Fp̃.

Since Fp contains (fΛ)p = fpΛp = OpΛp = Λp, the identity matrix belongs to Fp.
Therefore

Λp = Fp = Fp̃ = (ΛK)p̃. �

(2.28) Proposition. Let C be a full right ideal of Λ and let C ∈ Λ satisfy
Cp = CΛp for all p ⊃ f. Then C can be made coprime to F.

1. Cf. Neukirch (1999), p. 79, (12.10).
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Proof. By our assumptions, C is nonsingular. With regard to (1.32), let c be
the fractional ideal of OK satisfying

cΛK = ΛKC
−1ΛK.

Let
c = (

∏
p̃6⊃f

p̃ep̃)c′

be a partial factorization of c. If p is a full prime ideal of O not containing f,
then p lies in exactly one p̃ by (2.7). Therefore we can choose an s ∈ O such
that

s ≡
{

1 mod p if p ⊃ f,

0 mod p−ep̃ if p = p̃ ∩ O.

Adding a suitable integer to s, we may assume that s is a nonzerodivisor. Put
Γ = sC−1. We claim that ΓC + F = Λ. First of all, if p ⊃ f, then s ∈ Sp and

ΓCp = ΓCΛp = sΛp = Λp.

By (2.24) it remains to show that ΓC ⊂ Λ to prove our claim. For the rest of
the proof, suppose p = p̃∩O where p̃ 6⊃ f. To prove the stated inclusion, we will
show that Γ belongs to ΛK. If this true, we see that

ΓCp ⊂ ΓΛp = Γ (ΛK)p̃ ⊂ (ΛK)p̃ = Λp,

using (2.27) for the last equality, and we may conclude that ΓC = ⋂
p ΓCp lies

in Λ = ⋂
p Λp, where the equalities are due to (2.10).

Since ΛK is a direct sum of maximal matrix orders, it suffices to consider the
case where K = K is a number field. Furthermore, we may assume that ΛK is
of the standard form (1.18), that is,

ΛK =


OK a · · · a
a−1 OK · · · OK
...

...
. . .

...
a−1 OK · · · OK

.

Write C−1 = [cij ]. Then (1.34) yields

c = c11OK +
∑
i,j>1

cijOK +
∑
i>1

ci1a +
∑
j>1

c1ja
−1.

By our choice of s, we obtain sc ⊂ sp̃ep̃ ⊂ OK. Therefore

scij ∈


a if i = 1, j > 1,
a−1 if i > 1, j = 1,
OK otherwise.

In conclusion, Γ = sC−1 is an element of ΛK. �
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Theorem (2.23) is now established, because if Cp = CpΛp for all p ⊃ f, we can
determine a matrix C such that Cp = CΛp for all p, and Γ = sC−1, with s
chosen as in the proof above, satisfies ΓC + F = Λ.

In the remainder of this section, we will explain how to decide whether Cp is
principal and, if so, how to obtain a generator. First, suppose that C = c is an
invertible ideal of O. In this case, cp is always principal, that is, all invertible
ideals of O can be made coprime to the conductor.

(2.29) Proposition. An ideal c of O is invertible if and only if cp is principal
for every full prime ideal p.1

Proof. Let c be invertible. Then O = cc−1 is generated by a finite number of
products cc′ with c ∈ c and c′ ∈ c−1. By (2.1) all factors can be chosen as
nonzerodivisors. Given a prime ideal p, at least one product cc′ does not belong
to p. Therefore cc′ is a unit of Op. If x ∈ cp, then c′x ∈ c−1cp = Op, so

x = c(cc′)−1c′x ∈ cOp.

Hence cp ⊂ cOp. The converse inclusion is trivial.
Now suppose cp = cpOp for each p. We may choose cp in c. Because of c ⊂ cp,
every c ∈ c is of the form

c = cpxp with xp ∈ Op.

Since c is finitely generated, there is an sp ∈ Sp for every p such that

spc ⊂ cpO.

Then sp = (spc−1
p )cp is an element of (O : c)c, which means (O : c)c cannot be

contained in any p. Thus (O : c)c = O, that is, c is invertible. �

From the proof of (2.29) we can extract a simple method for determining a
principal generator of cp. Among the generators of c and c−1, chosen as nonze-
rodivisors, we just need to find a pair c, c′ such that cc′ /∈ p. Then cp = cOp.

(2.30) Corollary. If c is a full ideal of O coprime to f, then c is invertible.

Proof. Let p be a full prime ideal of O. If p ⊃ f, then cp = Op. If p 6⊃ f, then
Op is a discrete valuation ring by (2.27). In any case, cp is a principal ideal, so
c is invertible. �

Unfortunately, (2.29) cannot be generalized to the case of matrix orders. In fact,
there are invertible right ideals that cannot be made coprime to the conductor.
For example, suppose O is a nonmaximal order in a number field such that the
conductor f of O ⊂ OK is a prime ideal of O (as in the case of O = Z[2i]). Let

C =
ñ
f f
O O

ô
,

1. For integral domains, result (2.29) can be found in Neukirch (1999), p. 74, (12.4).
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which is the multiplier ideal of O ⊕ O and f ⊕ O. Then C is an invertible right
ideal of Λ = M(2,O). As mentioned before, the inverse is given by

C−1 =
ñ
(O : f) O
(O : f) O

ô
.

Let ΛK = M(2,OK). The conductor of Λ ⊂ ΛK is F = M(2, f). We claim that

ΓC + F 6= Λ for all Γ ∈ GL(2,K).

First, let us prove that

C−1 =
ñ
OK O
OK O

ô
.

Since f is assumed to be prime, the chain f ⊂ (O : f)f ⊂ O implies

(O : f)f = f or (O : f)f = O.

In the second case, f would be an invertible ideal of O, which cannot be true
because its multiplier ring is OK. Hence (O : f)f = f, that is,

(O : f) ⊂ (f : f) = OK.

Conversely, OKf = f ⊂ O, therefore (O : f) = OK is established.
Now suppose there was a matrix

Γ =
ñ
x1 y1
x2 y2

ô
such that ΓC+F = Λ. Then, in particular, ΓC ⊂ Λ, that is, Γ ∈ C−1. Therefore
xi ∈ OK and yi ∈ O. Moreover, ΓC + F = Λ implies the existence of a matrix
C ∈ C such that

ΓC ≡ I mod F.

But all elements of C are of the formñ
f1 f2
z1 z2

ô
with fi ∈ f and zi ∈ O.

Thus we observe

I ≡ ΓC =
ñ
x1f1 + y1z1 x1f2 + y1z2
x2f1 + y2z1 x2f2 + y2z2

ô
≡
ñ
y1z1 y1z2
y2z1 y2z2

ô
mod F =

ñ
f f
f f

ô
.

Therefore y1, y2, z1, z2 are a units as well as a zerodivisors modulo f, a contra-
diction. Consequently, ΓC + F 6= Λ for all Γ ∈ GL(2,K).

As remarked earlier, if C cannot be made coprime to F, we may conclude that C
is not principal. Hence a negative outcome poses no problem for our purposes.

What the example also illustrates is that we cannot expect c = C ∩ O to be
invertible simply because C is (in the setting above we have c = f). This is
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unfortunate because below we will show that Cp is principal if and only if C
contains a nonsingular matrix C such that

C−1C ∩K× 6⊂ p.

If, however, c = C ∩ O is invertible and c−1 ⊂ C−1 ∩K, we can choose C to be
a scalar c with cp = cOp, which can be found easily as already explained.

(2.31) Proposition. Let C be an invertible right ideal of Λ and let C be a
nonsingular matrix in C. The following properties are equivalent.

(1) Cp = CΛp.

(2) C−1C ∩K× 6⊂ p.

(3) C−1C contains a unit of Λp.

Proof. The second property implies the third because it states that C−1C con-
tains an element of Sp. Notice that C−1C ∩K ⊂ Λ ∩K = O.
Suppose there is a C ′ ∈ C−1 such that C ′C ∈ Λ×p . If X ∈ Cp, then

X = C(C ′C)−1C ′X ∈ CΛp

because C ′X belongs to C−1Cp = Λp and so does (C ′C)−1. Hence Cp ⊂ CΛp,
and the converse inclusion is trivial.
Now suppose Cp = CΛp. We will show that

(C−1)p = (Cp)−1 = ΛpC
−1,

which is not completely trivial since Cp can have several inverses. If the stated
equalities hold, we obtain

(C−1C)p = (C−1)pC = ΛpC
−1C = Λp,

so we can write I = C ′Cs−1 with C ′ ∈ C−1 and s ∈ Sp. Then s = C ′C belongs
to C−1C ∩K×, which implies (2).
So let us prove the asserted equalities. First, (Cp)−1 contains the exterior ideals
because

(C−1)pCp = (ΛpC
−1)(CΛp) = Λp

and
(ΛpC

−1)Cp = (ΛpC
−1)(CΛp) = Λp.

Second, ΛpC
−1 is the largest inverse of CΛp, and it contains (Cp)−1 because

(Cp)−1(CΛp) ⊂ (Cp)−1Cp = Λp.

Thus it remains to show that (Cp)−1 ⊂ (C−1)p. Let C1, . . . , Cn be generators of
C. Since Cj ∈ Cp = CΛp, we have

C−1Cj = Xj s
−1
j with Xj ∈ Λ and sj ∈ Sp.

Put s = s1 · · · sn. Then sC−1Cj ∈ Λ for all j, so sC−1C ⊂ Λ. Therefore
sC−1 ∈ C−1 and C−1 ∈ (C−1)p. This proves

(Cp)−1 = ΛpC
−1 ⊂ (C−1)p. �
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Making use of (2.31), it is possible (at least in a finite number of steps) to decide
whether Cp is principal, as the next theorem states. Unfortunately, the method
based on the theorem will come down to a search of exponential complexity. So
in practice, it might be worthwhile to use a random procedure before working
deterministically.

(2.32) Theorem. Let C be an invertible right ideal of Λ and let C1, . . . , Cm
be a set of representatives of C/pC. Then Cp is principal if and only if

Cp = CiΛp for some Ci.

Proof. Suppose Cp = CΛp for some matrix C. Then C can be chosen in Λ.
We have to show that

Cp = (C + P )Λp for any P ∈ pC.

By (2.31) there is a C ′ ∈ C−1 such that C ′C = s is an element of Sp. Let q be a
prime ideal of OK containing p. As element of the maximal order, s = s1⊕· · ·⊕sr
can be written as the product

s =
∏
ι

(1⊕ · · · ⊕ sι ⊕ · · · ⊕ 1).

None of these factors belongs to q (or else s ∈ q ∩ O = p), therefore

det(s) = det(s1)⊕ · · · ⊕ det(sr) = sn1
1 ⊕ · · · ⊕ s

nr
r

=
∏
ι

(1⊕ · · · ⊕ snιι ⊕ · · · ⊕ 1) 6≡ 0 mod q.

If P ∈ pC, then C ′P belongs to C−1(pC) = pΛ ⊂ qΛK. By (1.35) we have

det(C ′(C + P )) = det(s+ C ′P ) ≡ det(s) 6≡ 0 mod q.

By (2.6) this determinant cannot belong to any prime ideal of (OK)p, hence it is
a unit. Therefore C ′(C+P ) ∈ Λ×p by (2.22) and Cp = (C+P )Λp by (2.31). �

2.5 Algorithms

(2.33) Algorithm — Minimal Exponent ν

−I c full ideal
p prime ideal

J− ν minimal integer satisfying pνp ⊂ cp

The ideals c and p both belong to an order O of K.

(1) Choose an integer n exceeding vp[O : c]/vp[O : p].

(2) Determine the smallest integer ν with pν ⊂ c + pn. Return ν.
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If c satisfies the condition cOK ∩O = c, we can use the following method (which
is worthwhile if the occurring factorizations have already been computed).

(1) Compute the factorization pOK = ∏
qeq .

(2) Compute a partial factorization cOK = (∏ qνq)c′.

(3) Put ν := maxqdνq/eqe. Return ν.

The algorithm can also be used to compute the smallest integer ν satisfying
pνΛp ⊂ Cp. Simply call it with c = C ∩ O.

(2.34) Algorithm — Is Locally Coprime

−I C invertible right ideal of a matrix order Λ
p full prime ideal of the center of Λ

J− τ true/false
C element of M(n,K) satisfying Cp = CΛp

(1) Compute the set Q of all prime ideals of OK containing p.

(2) For every C in a set of representatives of C/pC, check whether

det(C) /∈ q for all q ∈ Q.1

If so, return true and C. If no such C exists, return false.

If Λ is an order K, that is, we can avoid the cumbersome search of C/pC. Write
c = C and suppose c1, . . . , cn are generators of c, all of which can be chosen to be
nonzerodivisors by (2.1). By (2.29) it is already guaranteed that cp is principal.
To obtain a generator of cp, execute the following commands.

(1) Compute a set of nonzerodivisors c′1, . . . , c′m which generates c−1.

(2) For i = 1, . . . , n and j = 1, . . . ,m: If ci c′j /∈ p, return true and ci.

(2.35) Algorithm — Make Coprime

−I C invertible right ideal of a matrix order Λ
F conductor of Λ ⊂ ΛK

J− τ true/false
Γ element of GL(n,K) satisfying ΓC + F = Λ

Suppose O = Λ ∩K and F = fΛK.

(1) If Λ = ΛK (that is, F = ΛK), return true and I.

1. Then C is a unit of Λp by (2.6) and (2.22). Hence it generates Cp by (2.31).
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(2) Compute all prime ideals p of O above f.

(3) For each p ⊃ f, try to compute a matrix Cp with Cp = CpΛp using algo-
rithm (2.34). If not all Cp are principal, return false.

(4) Compute a matrix C with Cp = CΛp for all p ⊃ f using (2.25) and the
Chinese Remainder Theorem.

(5) Compute an element s as in the proof of (2.28).

(6) Put Γ := sC−1. Return true and Γ .



3 Principal Ideal Testing

In this chapter we will explain how to perform a principal ideal test when deal-
ing with ideals of nonmaximal orders, provided that we can execute the test in
the maximal order successfully. Furthermore, we will assume that the ideal in
question is coprime to the conductor. The commutative and the noncommuta-
tive case will be discussed separately. In good cases, the noncommutative test
can be reduced to the commutative setting.

3.1 The Commutative Case

Let O be an order of K and let c be a full ideal of O for which we want to
decide whether it is principal. Suppose we already know that cK = γOK for
some γ ∈ OK and that c is coprime to the conductor f of O ⊂ OK. By (1.39) it
then suffices to check whether the image of

O×K → (OK/f)×/(O/f)×

contains the residue class of γ. Once all groups have been determined effectively,
this can be decided by solving a system of linear equations.
Let us assume that the groups O×K and (OK/f)× have already been computed.1
To compute (O/f)× as a subgroup of (OK/f)×, we only have to bother about
generators, not about relations. Once we possess a set of generators, we can
compute the quotient of both groups—as well as preimages of residue classes—
using standard methods for finitely presented abelian groups.2
By (2.15) we have a decomposition

(O/f)× '
⊕
p

(O/(f + pνp))×

with suitable positive integers νp, where the isomorphism is induced by the
canonical map O → ⊕(O/(f + pνp)). It therefore suffices to determine genera-
tors of (O/(f + pνp))× for each p ⊃ f. Afterwards, we obtain the corresponding
classes in (O/f)× using the Chinese Remainder Theorem. Another decomposi-
tion enables us to find the desired generators. Before we begin, let us remark
that the set

(1 + p)/(1 + f + pν),

consisting of the classes [1 + π] = (1 + π)(1 + f + pν), is a multiplicative group
with multiplication inherited from O. Notice that, since (1 + pν) ⊂ (1 + f+ pν),
the inverse of [1 + π] is given by [1− π + · · ·+ (−π)ν−1].

1. There are well-known algorithms to compute the components of O×K '
⊕
O×Kι

. Moreover,
we can compute the components of (OK/f)× '

⊕
(OKι/fι)× as described by Cohen (2000),

section 4.2; also see Hess, Pauli and Pohst (2003).
2. Cf. Cohen (2000), section 4.1.
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(3.1) Proposition. Let p ⊃ f be a prime ideal of O and ν > 0. Then

(O/(f + pν))× ' (O/p)× ⊕ (1 + p)/(1 + f + pν).1

The proof of (3.1) relies on Hensel’s lemma. Below, we state a special version of
the lemma which is sufficient for our purposes. For the proof, in a more general
setting, see Pohst and Zassenhaus (1989), pp. 301–302.

(3.2) Hensel’s lemma. Let p be a full prime ideal of O. Let f be a monic
polynomial over O and ζ ∈ O such that

f(ζ) ≡ 0 mod p and f ′(ζ) 6≡ 0 mod p.

For each ν > 0 there is an η ∈ O such that f(η) ≡ 0 mod pν and η ≡ ζ mod p.

Proof of (3.1). Choose ζ ∈ O such that its residue class generates (O/p)×. Let
f = Xq−1 − 1 where q denotes the number of elements in O/p. Then

f(ζ) ≡ 0 mod p and f ′(ζ) 6≡ 0 mod p,

so by Hensel’s lemma there is an η ∈ O with ηq−1 ≡ 1 mod pν and η ≡ ζ mod p,
that is, η is a unit modulo f + pν of order q − 1. Therefore the canonical map

(O/(f + pν))× → (O/p)×

is an epimorphism. Elements in the kernel are represented by elements in 1 +p,
and 1 + π represents the unit element precisely if it belongs to 1 + f+ pν . Thus
we have an exact sequence

1→ (1 + p)/(1 + f + pν)→ (O/(f + pν))× → (O/p)× → 1.

The sequence is split because

(O/p)× → (O/(f + pν))×, ζ + p 7→ η + f + pν

defines a suitable injection. Hence (O/(f+pν))× is isomorphic to the direct sum
(O/p)× ⊕ (1 + p)/(1 + f + pν). �

By (3.1) we are left to compute generators of (O/p)× and (1 + p)/(1 + f + pν).
According to the proof, generators of (1 + p)/(1 + f + pν) can be used directly
as part of a generating set of (O/(f + pν))×. Moreover, we need to compute
a (q − 1)-th root of unity modulo pν . This second step can be simplified to
computing a generator of (O/p)×, for if ζ ∈ O represents such a generator, we
have ζq−1 = 1 + π with π ∈ p. Hence ζ represents a generator of

(O/(f + pν))×

(1 + p)/(1 + f + pν) ' (O/p)×.

Now we will explain how to compute a generator of the cyclic group (O/p)×.
Let q = q1⊕· · ·⊕ qs be a prime ideal of OK above p (which we need to compute

1. Result (3.1) is stated in Klüners and Pauli (2005) for orders of number fields, cf. lemma 4.3.
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in the first place to obtain p as the intersection q ∩ O). There is exactly one ι
such that qι is a prime ideal of OKι , while qν = OKν for ν 6= ι (otherwise, q
would not be maximal). Hence

OK/q ' OKι/qι,

so the residue class field stems from a maximal order in a number field. The
composition of the canonical maps

O→ OK → OK/q

induces an injection O/p → OK/q, thus O/p can be realized as a subfield of
OKι/qι. By choosing elements at random, we eventually find a generator of
(O/p)×.

Finally, we need to examine the group (1 + p)/(1 + f + pν). The canonical map

(1 + p)/(1 + pν)→ (1 + p)/(1 + f + pν)

is surjective, and since we are only interested in a set of generators, it suffices
to deal with the group (1 + p)/(1 + pν).

(3.3) Proposition. Let m ≤ ν be positive integers with ν ≤ 2m. The map

(1 + pm)/(1 + pν)→ pm/pν , [1 + π] 7→ π + pν

is an isomorphism.1

Proof. The map is well-defined, for if

(1 + π)(1 + ρ) = 1 + π + ρ+ πρ (ρ ∈ pν)

is another representative of [1 + π], it is also mapped onto π + pν . It is a
homomorphism because the image of (1 + π)(1 + π′) is

(π + π′ + ππ′) + pν = (π + pν) + (π′ + pν),

taking into account that ππ′ ∈ p2m ⊂ pν . Clearly, the map is surjective, and
it is injective because the image of [1 + π] is trivial precisely if π ∈ pν , that is,
(1 + π) ∈ 1 + pν . �

By (3.3) we can easily determine generators of the group (1 + p2k)/(1 + p2k+1),
simply by choosing generators of p2k . Furthermore, we have an exact sequence

1→ (1 + p2k)/(1 + p2k+1)→ (1 + p)/(1 + p2k+1)→ (1 + p)/(1 + p2k)→ 1,

and by induction we may assume that we are in possession of generators of
(1 + p)/(1 + p2k). Combining the generators of the kernel and the image, we
obtain generators of (1 + p)/(1 + p2k+1). If 2k ≥ ν, the map

(1 + p)/(1 + p2k)→ (1 + p)/(1 + pν)

is surjective. So by choosing k large enough, we can also compute generators of
(1 + p)/(1 + pν).

1. Again, cf. Klüners and Pauli (2005), lemma 4.3.
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3.2 The Noncommutative Case

In this section we will describe two approaches for a principal ideal test in the
noncommutative context. Let C = (B : A) be the multiplier ideal of two full
modules in Kn. Let Λ be the multiplier algebra of A and let O denote the center
of Λ. Our goal is to decide whether C is a principal right ideal of Λ. Suppose we
already know that CΛK = ΓΛK where ΛK = (AK : AK) and that C is coprime
to the conductor F = fΛK of Λ ⊂ ΛK. By (1.39) we then need to check whether
the image of

Λ×K → (Λ/F)×\(ΛK/F)×

contains the residue class of Γ . Since the groups involved are nonabelian and
the codomain has not to be a group at all, this problem is more challenging
than the commutative case of the previous section. In a first approximation,
we will determine the image of Λ×K → (ΛK/F)×. Clearly, the map above is the
composition of

Λ×K → (ΛK/F)× → (Λ/F)×\(ΛK/F)×.
As usual, we may assume that each component of ΛK is of the standard form
(1.18). At the beginning of section 1.5, we defined the determinant as the
multiplicative map

det : ΛK → OK, det(Γ ) = det(Γ1)⊕ · · · ⊕ det(Γs).
This yields an epimorphism det : Λ×K → O×K. Let SL(ΛK) be the kernel of this
map. Then we have a split exact sequence

1→ SL(ΛK)→ Λ×K → O×K → 1,
therefore

Λ×K ' SL(ΛK) o O×K.
Moreover, the determinant induces an epimorphism

det : (ΛK/F)× → (OK/f)×, det(Γ̄ ) = det(Γ )
which is well-defined by (1.35). Let SL(ΛK/F) denote its kernel. As above, this
gives us a split exact sequence from which we deduce

(ΛK/F)× ' SL(ΛK/F) o (OK/f)×.
In the following we will show that the canonical map

SL(ΛK)→ SL(ΛK/F)
is surjective. Once this is proved, it follows that the image of Λ×K → (ΛK/F)×
is isomorphic to the semidirect product

SL(ΛK/F) o det(Λ×K)

where det(Λ×K) denotes the image of Λ×K → O×K → (OK/f)×. To simplify things,
we will first show that, essentially, ΛK/F is the same as M(n,OK/f).

(3.4) Lemma. Let a be a full fractional ideal of OK. Then OK/f and a/af are
isomorphic as modules over OK/f.1

1. Lemma (3.4) is based on lemma 4.2.9 by Cohen (2000), p. 193.
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Proof. It suffices to consider the case where K = K is a number field and
a ⊂ OK. Let P be the set of prime ideals p with

vp(a) 6= 0 or vp(f) 6= 0

where vp denotes the p-adic valuation. We can choose an a ∈ OK such that
vp(a) = vp(a) for all p ∈ P. In particular, we have a ∈ a. The homomorphism

OK/f→ a/af, x 7→ ax

is well-defined since af ⊂ af. Let x ∈ OK with ax ≡ 0 mod af. Then, for all
p ∈ P, we have

vp(a) + vp(x) = vp(ax) ≥ vp(af) = vp(a) + vp(f) = vp(a) + vp(f),

so vp(x) ≥ vp(f) for all p. Hence x ≡ 0 mod f and the map is injective. Since
the norm of ideals is multiplicative, we have

|OK/a||a/af| = |OK/af| = |OK/a||OK/f|.

Therefore the map is surjective, too. �

(3.5) Proposition. The OK-algebras ΛK/F and M(n,OK/f) are isomorphic.

Proof. As usual, it suffices to consider the case where K = K is a number
field and where ΛK is of the standard form (1.18), that is, ΛK is the multiplier
algebra of a⊕On−1

K for an ideal a ⊂ OK. Let P be the set of prime ideals p with

vp(a) 6= 0 or vp(f) 6= 0.

Choose a ∈ a such that vp(a) = vp(a) for all p ∈ P. As seen in the proof
of (3.4), the residue class of a generates a/af as a module over OK/f. Using the
Approximation Theorem, we can choose an a′ ∈ a−1 such that

vp(a′) = −vp(a) for all p ∈ P and vp(a′) ≥ 0 elsewhere.

Then a′ represents a generator of a−1/a−1f and aa′ is a unit modulo f because

vp(aa′) = 0 for all p ⊃ f.

Choose x ∈ OK such that xaa′ ≡ 1 mod f, so x /∈ p for all p ⊃ f. By the Chinese
Remainder Theorem, we may assume x /∈ p for all p ∈ P. Then

vp(xa) = vp(a) for all p ∈ P,

so the residue class of xa is also a generator of a/af. Replacing a with xa we
may assume aa′ ≡ 1 mod f.
Since F = fΛK, each element of ΛK/F is represented by a matrix of the form

Γ =


c11 ac12 · · · ac1n
a′c21 c22 · · · c2n
...

...
. . .

...
a′cn1 cn2 · · · cnn

 (cij ∈ OK).
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Put
C = [cij ], A =

ñ
a 0
0 I

ô
and A′ =

ñ
a′ 0
0 I

ô
.

Then AA′ ≡ I and A′ΓA ≡ C mod f. Therefore

(3.6) ΛK/F→ M(n, OK/f), Γ̄ 7→ A′ΓA

defines an isomorphism of OK-algebras. �

Next, we will show that SL(ΛK)→ SL(ΛK/F) is surjective, essentially by prov-
ing that SL(n,OK/f) is generated by elementary matrices (i.e., matrices with
ones on the diagonal and exactly one nonzero entry above or below the diago-
nal). Remember that a vector [ x1 . . . xn ] over a commutative ring R is called
unimodular if

x1R+ · · ·+ xnR = R.

If A is an invertible matrix over R, all rows of A are unimodular.

(3.7) Lemma. Let O be an order of a number field and a a full ideal of O.
Let [ x1 . . . xn ] be a unimodular vector over O/a. Then there are coefficients
c2, . . . , cn ∈ O/a such that

x1 + c2x2 + · · ·+ cnxn ∈ (O/a)×.1

Proof. Suppose x1 is not a unit or else nothing is to show. Let p be a prime
ideal of O/a with x1 ∈ p. Since [ x1 . . . xn ] is unimodular, xj /∈ p for some
j > 1. Suppose q varies over all prime ideals of O/a. By the Chinese Remainder
Theorem we may choose an element cj ∈ O/a such that

cj ≡
{

1 mod q if x1 ∈ q or xj ∈ q,

0 mod q otherwise.

Then x1 + cjxj only belongs to the prime ideals containing both x1 and xj . In
particular, x1 + cjxj /∈ p. Repeating the process for x1 + cjxj , we ultimately
obtain an element of the form x1 + c2x2 + · · ·+ cnxn which only belongs to the
prime ideals containing x1, . . . , xn. Since no such prime ideal exists, we have
found a unit. �

From (3.7) it follows that each element of SL(n,O/a) is a product of elementary
matrices. In fact, the lemma shows how to reduce a matrix A = [aij ] to the
identity matrix using elementary operations: Once we have computed coeffi-
cients c2, . . . , cn such that a11 + c2a12 + · · · + cna1n is a unit, we can replace
a11 with this unit. Afterwards we can delete all other entries in the first row.
If a11 6= 1, we replace a12 and a11 with ones successively and delete a12 again.
Finally, we delete all other entries in the first column. Repeating this procedure
for the remaining rows will transform A into the identity matrix.

1. Results (3.7) and (3.8) are based on statements K.11 and K.14 by Jantzen and Schwermer
(2006), pp. 322–23.
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(3.8) Theorem. Let O be an order of a number field and a a full ideal of O.
Then SL(n,O/a) is generated by elementary matrices. As a consequence, the
canonical map

SL(n,O)→ SL(n,O/a)
is an epimorphism.

Proof. As explained above, each element of SL(n,O/a) is a product of elemen-
tary matrices. This proves the theorem because every elementary matrix over
O/a can be lifted to an elementary matrix over O. �

(3.9) Corollary. The canonical map

SL(ΛK)→ SL(ΛK/F)

is an epimorphism.

Proof. As usual, we may assume that K = K is a number field because SL(ΛK)
and SL(ΛK/F) are direct sums. Furthermore, we may assume that ΛK is of the
standard form (1.18). By (3.5),

ΛK/F ' M(n,OK/f).

Consider the isomorphism (3.6). It preserves determinants, therefore it can be
restricted to a group isomorphism

SL(ΛK/F)→ SL(n,OK/f).

Also, it maps elementary matrices onto elementary matrices. Hence SL(ΛK/F)
is generated by elementary matrices because SL(n,OK/f) is by (3.8). Each of
these generators has a preimage in SL(ΛK), which establishes the corollary. �

(3.10) Corollary. The image of Λ×K → (ΛK/F)× is isomorphic to

SL(ΛK/F) o det(Λ×K)

where det(Λ×K) denotes the image of Λ×K → O×K → (OK/f)×.

Proof. Since SL(ΛK)→ SL(ΛK/F) is surjective and because of

Λ×K ' SL(ΛK) o O×K and (ΛK/F)× ' SL(ΛK/F) o (OK/f)×,

an element of (ΛK/F)× has a preimage in Λ×K if and only if its determinant
stems from a unit in OK. �

Let us return to the question whether a residue class [Γ + F] belongs to the
image of

Λ×K → (ΛK/F)× → (Λ/F)×\(ΛK/F)×.
By our considerations so far, we can easily decide whether Γ +F belongs to the
image of Λ×K → (ΛK/F)× (in which case [Γ +F] certainly is hit by the composite
map). We simply need to check whether

det(Γ ) ≡ u mod f for some u ∈ O×K.
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If the result is negative, one possibility remains for [Γ + F] to have a preimage
in ΛK, namely if there is a U + F ∈ (Λ/F)× such that

det(UΓ ) ≡ u mod f for some u ∈ O×K.

Hence our decision mainly depends on knowledge about the group det((Λ/F)×).
If we are able to compute det((Λ/F)×), we can actually reduce our problem to
the commutative case because we simply need to check whether det(Γ ) belongs
to the image of

O×K → (OK/f)×/ det((Λ/F)×).

Unfortunately, we cannot expect that

det((Λ/F)×) = (O/f)×

where O is the center of Λ. For instance, if O is an order of a number field, the
multiplier algebra of O ⊕ f, given by

Λ =
ñ
OK f

(O : f) O

ô
,

is a counterexample. However, in this case we obviously have

det((Λ/F)×) = (OK/f)×.

The next proposition deals with situations where det((Λ/F)×) can be computed
just as easily. On top of that, it will also be clear how to select a matrix U with
a suitable determinant (which is important if we want to compute a preimage
of UΓ + F).

(3.11) Proposition. Let A = a1⊕· · ·⊕an be a full module in Kn where K is a
number field. Let Λ the multiplier algebra of A and let Oi denote the multiplier
ring of ai. Put O = O1 and suppose Oi ⊂ O for all i. Then

det(Λ) = O.

Furthermore, if ΛK is the multiplier algebra of AK and F the conductor of
Λ ⊂ ΛK, then

det((Λ/F)×) = (O/f)×.

Here, f is the conductor of O1 ∩ · · · ∩ On ⊂ OK

Proof. The multiplier algebra of A is given by

Λ =


(a1 : a1) · · · (a1 : an)

...
. . .

...
(an : a1) · · · (an : an)

,
and (ai : ai) is the multiplier ring Oi. By the Leibniz formula, the determinants
of matrices in Λ belong to ∑

σ

n∏
i=1

(ai : aσ(i))
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where σ runs over all permutations of the set {1, . . . , n}. If σ = (i1 . . . is) is a
cycle, then

n∏
i=1

(ai : aσ(i)) = (ai1 : ai2) · · · (ais : ai1) ·
∏

σ(i)=i
Oi,

and (ai1 : ai2) · · · (ais : ai1) ⊂ Oi1 because

(ai1 : ai2) · · · (ais : ai1) ai1 ⊂ (ai1 : ai2) · · · (ais−1 : ais) ais ⊂ · · · ⊂ ai1 .

Therefore
n∏
i=1

(ai : aσ(i)) ⊂ O.

Since all permutations are products of disjoint cycles, we see that det(Λ) ⊂ O.
Conversely, O ⊕ In−1 is a subset of Λ, so O ⊂ det(Λ). The second assertion is a
consequence of

(Λ/F)× ⊂ (ΛK/F)× and det((ΛK/F)×) = (OK/f)×.

Notice that O1 ∩ · · · ∩ On is the center of Λ. �

By the previous proposition, it is particularly easy to examine whether a full
O-module B is free, provided that BK is free and that C = (B : On) is coprime
to the conductor of Λ = M(n,O) and ΛK = M(n,OK), because in this case we
have

det((Λ/F)×) = (O/f)×.

Testing whether an O-module is free is interesting in itself, but will also be
crucial in the next chapter.

Unfortunately, the set of all determinants cannot always be determined as easily
as in (3.11). In fact, det(Λ) and det(Λ/F) do not have to be rings at all—not
even if Λ is the multiplier algebra of a direct sum of fractional ideals. This is
illustrated by the following example.

Let ϑ = 6√−2. The maximal order of K = Q(ϑ) is the equation order Z[ϑ]. It
contains the suborders O1 and O2 generated by

1, 7ϑ, 7ϑ2, ϑ3, 7ϑ4, 7ϑ5 and 1, 7ϑ, ϑ2, 7ϑ3, ϑ4, 7ϑ5.

A basis of the intersection O = O1 ∩ O2 is given by 1, 7ϑ, . . . , 7ϑ5. Consider the
O-module O1 ⊕ O2. Its multiplier algebra is given by

Λ =
ñ

O1 (O1 : O2)
(O2 : O1) O2

ô
and O is the center of Λ. Let f be the conductor of O ⊂ OK. It is equal to 7OK,
which is a prime ideal of OK because X6 + 2, the minimal polynomial of ϑ, is
irreducible modulo 7.1 Thus it is also a prime ideal of O, O1 and O2. Since

O/f ' F7, O1/f ' F72 , O2/f ' F73 and OK/f ' F76 ,

1. Cf. Neukirch (1999), pp. 47–48, (8.3).
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we see that OK is the smallest order which contains both O1 and O2 because
F76/F72 and F76/F73 admit no intermediate fields. If if det(Λ) were a ring, it
had to be equal to OK because

O1, O2 ⊂ det(Λ) ⊂ OK.

In particular, the composite map

Λ det−→ OK −→ OK/f

would be surjective. We will argue that this is not true. The set (O1 :O2)(O2 :O1)
is an ideal of O1 and O2, hence of OK, and because of

(Oi : Oj)(Oj : Oi) = (Oi : Oj)(Oj : Oi)Oi ⊂ (Oi : Oj)Oj ⊂ Oi,

it is contained in O1 ∩ O2 = O. Since f is the largest ideal of OK inside O, we
conclude (O1 : O2)(O2 : O1) ⊂ f. So if

Γ =
ñ
γ1 ∗
∗ γ2

ô
∈ Λ,

we have
det(Γ ) ≡ γ1γ2 mod f.

This implies
|det(Λ)| ≤ |O1/f||O2/f| = 75 < 76 = |OK/f|.

Consequently, det(Λ) is not a ring. Furthermore, the maximal order above Λ
we have to consider in our example is

ΛK = M(2,OK)

because (O1 ⊕ O2)OK = OK ⊕ OK. Hence the conductor of Λ ⊂ ΛK is given by

F = M(2, f).

Arguing as above, we see that det(Λ/F) cannot be a ring either, because the
inclusions

O1/f, O2/f ⊂ det(Λ/F) ⊂ OK/f

would imply det(Λ/F) = OK/f, yet again, |det(Λ/F)| 6= |OK/f|.

In the light of these difficulties, a reduction to the commutative situation might
not always be feasible, all the more if Λ is the multiplier algebra of a module
which cannot be transformed into a direct sum of ideals. Further problems
emerge if we turn towards the general case of orders of M(n,K), for instance if

Λ 6= Λ1 ⊕ · · · ⊕ Λs.

Of course we can search (Λ/F)× directly for a matrix of a suitable determinant.
As seen in section 2.2, we have a decomposition of the form

(Λ/F)× '
⊕
p⊃f

(Λ/(F + pνpΛ))×.
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It would be desirable to determine generators for the groups on the right. Yet an
attempt to generalize the method for the commutative situation seems unlikely
to succeed. One reason is that F+pνpΛ, in contrast to f+pνp , can be contained
in several maximal two-sided ideals of Λ. For instance, if O is an order of a
number field, the multiplier algebras of A = OK ⊕ O and AK = OK ⊕ OK are
given by

Λ =
ñ
OK OK
f O

ô
and ΛK = M(2,OK),

so the conductor of Λ ⊂ ΛK is given by F = M(2, f). Suppose that f is a prime
ideal of OK (as in the case of O = Z[3i]). Then f also is a prime ideal of O. Since
F = fΛK contains fΛ, the decomposition above becomes trivial. The sets

P1 =
ñ
OK OK
f f

ô
and P2 =

ñ
f OK
f O

ô
are two-sided ideals of Λ above F. Since P1 + P2 = Λ, they are contained in
distinct maximal ideals. Consequently, the same holds for F.

What is more, the above example also illustrates that the maximal two-sided
ideals above F cannot be determined in the fashion familiar from the commu-
tative situation, that is, by factorizing F as an ideal of ΛK and intersecting
the prime factors with Λ. Indeed, F = fΛK is a maximal two-sided ideal of
ΛK by (1.32), so the only intersection we can obtain is F itself. Moreover, P1
and P2 disappear if we lift them upwards because F ⊂ ΛKPiΛK ⊂ ΛK implies
ΛKPiΛK = ΛK.

As a last resort, we can still search the additive structure

Λ/F '
⊕
p

Λ/(F + pνpΛ)

with the disadvantage of encountering non-units, too. However, all methods
considered so far depend on the assumption that the ideal C is coprime to the
conductor. Of course, this can be guaranteed with the algorithm developed in
section 2.4, but this procedure already relies on a search of exponential com-
plexity. As an alternative, we can decide whether C is principal on the basis
of (1.23). Then we do not have to ensure that C is coprime to the conductor.
Instead, we can simply search Λ×K/Λ× for a unit U satisfying C = ΓUΛ. Since
the map

Λ×K/Λ
× → (Λ/F)×\(ΛK/F)×, [U ] 7→ [U−1 + F]

is injective by (1.36), this can be done in finite time. Unfortunately, it is unclear
how to determine the respective cosets efficiently. Still we can search (ΛK/F)×
directly. This approach has its disadvantages, most notably that (ΛK/F)× is
larger than (Λ/F)×. On top of that, not every class in (ΛK/F)× stems from a
unit in Λ×K. On the plus side, we know a lot more about this group than about
the subgroup (Λ/F)×. By (3.5), we have

(ΛK/F)× ' GL(n,OK/f) '
⊕
q

GL(n,OK/q
νq) where f =

∏
q

qνq ,
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and every element of GL(n,OK/q
ν) can be represented by a sum

U = U1 + U2 with U1 ∈ GL(n,OK/q) and U2 ∈ M(n, q/qν)

because U represents a unit over OK/q
ν if and only if det(U) 6≡ 0 mod q.

3.3 Algorithms

(3.12) Algorithm — Generators of (O/f)×

−I f conductor of O ⊂ OK

J− G set of representatives generating (O/f)×

(1) Compute all prime ideals p of O above f as explained in (2.5).

(2) For each p ⊃ f:

• determine a ζp ∈ O generating (O/p)× by selecting elements at random;
• compute a minimal integer νp with p

νp
p ⊂ fp using algorithm (2.33);

• put k := 1 and Gp := {ζp};
• while k < νp,

– compute generators π1, . . . , πn of pk;
– put Gp := Gp ∪ {1 + π1, . . . , 1 + πn} and k := 2k.

(3) Put G := ⊕
pGp. Then G represents a generating set of ⊕p(O/(f + pνp))×.

(4) Apply the Chinese Remainder Theorem to the elements of G to obtain the
desired subset of O; cf. (2.15). Return G.

(3.13) Algorithm — Is Equivalent (Ideal Case)

−I a, b full ideals in K

J− τ true/false
γ element of K× satisfying γa = b

(1) Compute O = (a : a) using algorithm (1.45). If O 6= (b : b), return false.

(2) Compute an a ∈ K× with ab ⊂ a. Put b := ab.

(3) Compute c = (b : a) using algorithm (1.45). Then c ⊂ O because of (2).

(4) If c is not invertible or if ca 6= b, return false.

(5) If cOK is not principal, return false. Otherwise, obtain γ with cOK = γOK.

(6) Compute the conductor f of O ⊂ OK using algorithm (1.45).

(7) Compute an x ∈ K× with xc + f = O using algorithm (2.35).
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(8) Put c := xc and γ := xγ.

(9) Compute the groups O×K and (OK/f)×.

(10) Compute generators of (O/f)× using algorithm (3.12).

(11) Compute the image of O×K → (OK/f)×/(O/f)× and check whether [γ + f]
belongs to the image. If so, compute a preimage u ∈ O×K. Otherwise, return
false.

(12) Put γ := γ(uxa)−1. Return true and γ.

(3.14) Algorithm — Is Equivalent (General Case)

−I A, B full modules in Kn

J− τ true/false
Γ element of GL(n,K) satisfying ΓA = B

(1) Compute Λ = (A : A) using algorithm (1.45) as well as O = Λ ∩K.

(2) If O is not the multiplier ring of B, return false.

(3) Compute E, Γ ∈ GL(n,K) with

EAK =
⊕
ι

(aι ⊕ OnιKι) and ΓBK =
⊕
ι

(bι ⊕ OnιKι)

(cf. section 1.3). Put a := a1 ⊕ · · · ⊕ as and b := b1 ⊕ · · · ⊕ bs.

(4) Check whether a−1b is principal. If so, obtain γ with a−1b = γOK. If not,
return false.

(5) Put A := EA, Λ := EΛE−1 and Γ := Γ−1. Multiply the first column of Γ
with γ (then ΓAK = BK).

(6) Compute a ∈ K× with aB ⊂ A. Put B := aB and Γ := aΓ .

(7) Compute C = (B : A) using algorithm (1.45). Then C ⊂ Λ because of (6)
and CΛK = ΓΛK.

(8) If C is not an invertible right ideal of Λ or if CA 6= B, return false.

(9) Compute f = (OK : O) and ΛK = (AK : AK); then each component of ΛK is
of the standard form (1.18). Put F := fΛK.

(10) Try to compute an X with XC + F = Λ using algorithm (2.35). If no such
matrix exists, return false.

(11) Put C := XC and Γ := XΓ .

(12) Let G be the image of O×K → (OK/f)×.
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(13) For each Y ∈ Λ/F, put C := Y Γ and check whether c := det(C) represents
an element of G. If so, go to the next step. If no such Y exists, return
false.

(14) Compute u = u1 ⊕ · · · ⊕ us in O×K with u ≡ c mod f.

(15) For ι = 1, . . . , s:

• multiply the first row of Cι with u−1
ι ;

• compute Uι ∈ SL(ΛKι) with Uι ≡ Cι mod fι using algorithm (3.16);
pay attention to the remark following the algorithm;
• multiply the first row of Uι with uι.

(16) Put U := U1 ⊕ · · · ⊕ Us and Γ := X−1ΓU−1E/a.

(17) Return true and Γ .

(3.15) Algorithm — Is Free

−I A full module in Kn
O order of K

J− τ true/false
A element of GL(n,K) satisfying A = AOn

(1) Put C := (A : On), Λ := M(n,O) and ΛK := M(n,OK). Without loss of
generality we may suppose C ⊂ Λ.

(2) Compute a Γ satisfying C = ΓΛK and ensure that C + F = Λ as explained
in algorithm (3.14).

(3) Put γ := det(Γ ).

(4) Check whether [γ+ f] belongs to the image of O×K → (OK/f)×/(O/f)×. If so,
compute a preimage ε ∈ O×K. Otherwise return false.

(5) Compute an x ∈ O satisfying x(γε−1) ≡ 1 mod f. Put

X :=
ñ
x 0
0 In−1

ô
.

Then det(XΓ ) ≡ ε mod f.

(6) Compute a matrix U−1 ∈ Λ×K satisfying U−1 ≡ XΓ mod F, basically using
algorithm (3.16); pay attention to the remark at the end.

(7) Put A := ΓU . Return true and A.
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(3.16) Algorithm — Lift Matrix

−I C matrix in SL(n, O/m) where O is an order of a number field

J− U matrix in SL(n, O) satisfying U ≡ C mod m.

Suppose the entries of C = [cij ] are elements of O, that is, det(C) ≡ 1 mod m.
The ith column of C will be denoted by Ci.

(1) Put U := In.

(2) Compute all prime ideals p of O above m.

(3) The following loop will turn C into a lower triangular matrix modulo m.
For i = 1, . . . , n− 1:

• put P := { p ⊃ m | cin ∈ p };
• while P is not empty:

– select p ∈ P;
– determine an index j ∈ {i, . . . , n− 1} with cij /∈ p;
– compute an element xj ∈ O satisfying

xj ≡
{

1 mod q if cij ∈ q or cin ∈ q,

0 mod q otherwise

where q runs over all prime ideals above m;
– put Un := Un + xjUj and Cn := Cn + xjCj (then cin /∈ p);
– put P := { p ∈ P | cin ∈ p };

• compute an x ∈ O with xcin ≡ 1 mod m and put xn := x(1− cii);
• put Ui := Ui + xnUn and Ci := Ci + xnCn (then cii ≡ 1 mod m);
• for j = i+ 1, . . . , n, put Uj := Uj − cijUi and Cj := Cj − cijCi.

(4) Reduce the entries of C modulo m. Then C is a lower triangular matrix
with diagonal entries equal to 1.

(5) Put U := CU−1 and return U .

With a slight modification, the algorithm can also compute preimages under
the epimorphism

SL(ΛK)→ SL(ΛK/fΛK)

where ΛK is a maximal matrix order of the standard form (1.18), that is,

ΛK =


OK a · · · a
a−1 OK · · · OK
...

...
. . .

...
a−1 OK · · · OK

.
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If C ∈ ΛK represents an element of SL(ΛK/fΛK), we can write

C =


c11 ac12 · · · ac1n
a′c21 c22 · · · c2n
...

...
. . .

...
a′cn1 cn2 · · · cnn


with cij ∈ OK, a ∈ a, a′ ∈ a−1 and aa′ ≡ 1 mod f. This was shown in the proof
of (3.5). To compute U ∈ SL(ΛK) with U ≡ C mod fΛK, we have to take into
account that all column operations must stem from elementary matrices in ΛK.
This requires a modification when dealing with the first row of C. As soon as

C ≡


1 0 · · · 0

a′c21 c22 · · · c2n
...

...
. . .

...
a′cn1 cn2 · · · cnn

,

we can obviously proceed as described before. Thus let us consider the main
loop of the algorithm for i = 1. Again we put

P := { p ⊃ f | a1n ∈ p }

and we enter the loop over P. If we find an index j ≥ 2 with c1j /∈ p, we
can execute all commands of the inner loop as before, but if j = 1, we have to
change the second last line to

– put Un := Un + ax1U1 and Cn := Cn + ax1C1.

Having left the inner loop, we compute x and xn as before. The last two lines
of the main loop then must be changed to

• put U1 := U1 + a′xnUn and C1 := C1 + a′xnCn;

• for j = 2, . . . , n, put Uj := Uj − ac1jU1 and Cj := Cj − ac1jC1.

(3.17) Algorithm — Is Similar (Semisimple Matrices)

−I A, B semisimple integer matrices

J− τ true/false
C invertible integer matrix satisfying CA = BC

(1) Compute the minimal and the characteristic polynomial µ and χ of A.

(2) If µ is not the minimal polynomial or χ not the characteristic polynomial
of B, return false.

(3) Compute the factorizations µ = µ1 · · ·µs and χ = µn1
1 · · ·µnss .
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(4) Put n := (n1, . . . , ns), ϑ := ϑ1 ⊕ · · · ⊕ ϑs where ϑι is a root of µι and
K := Q[ϑ].

(5) Compute full modules A and B in Kn corresponding to A and B using
algorithm (1.43).

(6) Check whether A andB are equivalent. If so, obtain a matrix Γ ∈ GL(n,K)
with ΓA = B. If not, return false.

(7) Use algorithm (1.44) to obtain the desired matrix C. Return true and C.





Part II

Nilpotent Matrices





4 Module-Theoretic Approach II

To solve the problem of similarity in general, it will become necessary to deal
with nilpotent elements of suitable matrix orders. For such matrices, we will
present another module-theoretic approach. Our strategy will be based on ideas
by Grunewald (1980), enhanced with some significant improvements. The spe-
cial case of nilpotent integer matrices will be dealt with at the end of the chapter.

4.1 Nilpotent Matrices over Orders

The following theorem is the starting point of our considerations.

(4.1) Jordan–Chevalley decomposition. Suppose M is a square rational
matrix. Then there are rational matrices S and N satisfying

M = S +N and SN = NS

where S is semisimple and N nilpotent. Both matrices are uniquely defined by
these properties.

As stated in the theorem, if M and M ′ are integer matrices, we can decompose
them into sums

M = S +N and M ′ = S′ +N ′.

and by multiplying M and M ′ with a suitable integer, we may assume that
all summands are integer matrices. Suppose M and M ′ are similar. Then, for
some invertible matrix C, we have

S′ +N ′ = M ′ = CMC−1 = (CSC−1) + (CNC−1).

Since CSC−1 is semisimple and commutes with the nilpotent matrix CNC−1,
this gives us another Jordan–Chevalley decomposition of M ′. But the decom-
position is unique, so

S′ = CSC−1 and N ′ = CNC−1.

In particular, S and S′ are similar. So if we want to decide whether M and M ′
are similar, we can first examine whether this is true for their semisimple parts.
This can be accomplished by the methods developed in the first three chapters.
Hence, without loss of generality, we may assume that

S = S′.

We are thus left to decide whether there is an invertible matrix C such that

CN = N ′C while CS = SC.
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As in the first chapter, we will translate this problem into a question about full
modules. First, we will explain how to relate N and N ′ to nilpotent elements
of a suitable matrix order.

For the remainder of this chapter, S will be a semisimple integer matrix with
minimal polynomial µ = µ1 · · ·µs and characteristic polynomial χ = µn1

1 · · ·µnss .
As before, ϑι will be a root of µι and

K = K1 ⊕ · · · ⊕ Ks with Kι = Q(ϑι).

Let
S = ΩZm

be a full module in Kn corresponding to S, where Ω = [ω1 . . . ωm ] is a matrix
construed as in (1.5), so we have n = (n1, . . . , ns) and

m = d1n1 + · · ·+ dsns for dι = [Kι : Q].

Then m is the dimension of Kn over Q and S is a full module over Z[ϑ] where
ϑ = ϑ1 ⊕ · · · ⊕ ϑs. As usual,

Λ = (S : S)

will denote the multiplier algebra of S.

(4.2) Proposition. Let M = [mij ] be an integer matrix satisfying SM = MS
and let σ : S→ S be the Z-homomorphism given by

σ(ωi) =
m∑
j=1

mijωj for 1 ≤ i ≤ m.

Then σ is a homomorphism over Z[ϑ]. Conversely, if σ : S → S is a Z[ϑ]-
homomorphism, the coefficients mij given by the equations above define a ma-
trix M = [mij ] commuting with S.

Proof. Write S = [sij ]. As shown in the proof of (1.5), we have

ϑωi =
∑

sijωj .

Let σ be the Z-homomorphism given by M . Then, on the one hand, we have

σ(ϑωi) = σ(
∑
j

sijωj) =
∑
j

sijσ(ωj)

=
∑
j

sij
∑
k

mjkωk =
∑
k

(
∑
j

sijmjk)ωk,

and on the other hand, we obtain

ϑσ(ωi) = ϑ
∑
j

mijωj =
∑
j

mijϑωj

=
∑
j

mij

∑
k

sjkωk =
∑
k

(
∑
j

mijsjk)ωk.
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Since SM = MS, we see that σ(ϑωi) = ϑσ(ωi) for all basis vectors ωi. Thus σ
is a homomorphism over Z[ϑ].
Conversely, every Z[ϑ]-homomorphism σ : S → S can be regarded as a homo-
morphism over Z. Let M = [mij ] be the matrix of σ with respect to the basis
ω1, . . . , ωm. Reading the chains of equations above in reverse order, we see that
M commutes with S. �

By (1.1) we know that any homomorphism σ : S → S over Z[ϑ] is given by
multiplication with a matrix A ∈ M(n,K), that is,

σ(ω) = Aω for all ω ∈ S.

As seen in the proof of (1.1), A is the matrix of σ with respect to the standard
bases of Knιι , . . . ,Knss . Since σ is an endomorphism, A belongs to the multiplier
algebra Λ = (S : S).
If M is the matrix as in (4.2), we will say that A is related to M . This defines
a one-to-one correspondence between integer matrices commuting with S and
elements of Λ. Obviously, A is invertible or nilpotent precisely if M is.

We will now prove that there is an invertible matrix C with the properties

N ′ = CNC−1 and CS = SC

precisely if the matrices related to N and N ′ are similar. As for integer matrices,
two elements A, B ∈ Λ will be called similar if there is a Γ ∈ Λ× such that
ΓA = BΓ . This is a direct generalization of the original concept for integer
matrices where Λ = M(n,Z).

(4.3) Theorem. Let N , N ′ be two nilpotent integer matrices commuting with
S and let A, B ∈ Λ be the matrices related to N , N ′. The following statements
are equivalent.

(1) S +N and S +N ′ are similar.

(2) A and B are similar.

Proof. Suppose S +N and S +N ′ are similar. Choose an invertible matrix C
such that

S +N = C(S +N ′)C−1 = CSC−1 + CN ′C−1.

As described at the beginning of this section, this implies

S = CSC−1 and N = CN ′C−1.

By (4.2), C defines an isomorphism S → S which is given by multiplication
with a matrix Γ ∈ Λ× according to (1.1). Write N = [nij ] and N ′ = [n′ij ]. On
the one hand, we observe

(ΓA)ωi = Γ
∑
j

nijωj =
∑
j

nijΓωj

=
∑
j

nij
∑
k

cjkωk =
∑
k

(
∑
j

nijcjk)ωk for all i,
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and on the other hand, we have

(BΓ )ωi = B
∑
j

cijωj =
∑
j

cijBωj

=
∑
j

cij
∑
k

n′jkωk =
∑
k

(
∑
j

cijn
′
jk)ωk.

Since ω1, . . . , ωn forms a Q-basis of Kn and NC = CN ′, we obtain ΓA = BΓ ,
that is, A and B are similar.
Conversely, suppose there is a matrix Γ ∈ Λ× such that ΓA = BΓ . Then Γ is
related to an invertible matrix C which commutes with S. Again, reading the
chains of equations above in reverse order, we obtain CN ′ = NC, hence S +N
and S +N ′ are similar �

According to the just established theorem, we are confronted with the task of
deciding whether two nilpotent matrices in Λ are similar. Below we will define
modules corresponding to such matrices by imitating the strategy applied to
nilpotent matrices over a field. Let us briefly recall this procedure.1 Suppose
A ∈ M(n,K) is nilpotent and ν is the smallest integer such that Aν = 0. First,
choose a vector v ∈ Kn with the property Aν−1v 6= 0. Then the vectors

v,Av, . . . , Aν−1v

are linearly independent. Next, choose a vector v′ with the same property such
that

v,Av, . . . , Aν−1v, v′, Av′, . . . , Aν−1v′

are linearly independent. If no such vector exists, repeat the search for v′ with
ν replaced by ν − 1. Ultimately, we obtain a basis of the form

v,Av, . . . , Aν−1v, v′, Av′, . . . , v′′, Av′′, . . .

Another matrix B is similar to A if and only if there is a basis

w,Bw, . . . , Bν−1w, w′, Bw′, . . . , w′′, Bw′′, . . .

of the same form. The matrix C satisfying CA = BC is given by the conditions

Cv = w, CAv = Bw, . . . , CAν−1v = Bν−1w, . . .

(4.4) Definition. Let A ∈ Λ be a nilpotent matrix. A full module A in Kn is
called an A-module if there are matrices Ξ1, . . . , Ξν such that

• the columns of Ξ = [Ξ1 . . . Ξν ] form a Z-basis of A,

• the columns of Ξk belong to the kernel of Ak, and

• Ξk = [AΞk+1 ∗ ] for k < ν.

Furthermore, a matrix Ξ as above is called an A-basis of A over Z.

1. For more detail, see how to compute the Jordan normal form of a nilpotent matrix.
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Clearly, not every full module is an A-module, but it is easy to construct such
a module following the requirements of the definition. Henceforth the notation
Ξ = [Ξ1 . . . Ξν ] shall always indicate that the individual blocks satisfy these
requirements. Usually we will drop the addition “over Z” if it is clear that Ξ is
a Z-basis.

From the definition it follows that the columns of Ξk belong exactly to the
kernel of Ak, that is, not to the kernel of Ak−1. Also, the definition implies that
ν is the smallest integer such that Aν = 0. Otherwise A would not be a full
module.

To make things more clear, let us consider an example. Suppose Λ = M(5,Z)
and

A =


0 0 2 0 0
0 0 0 2 0
0 0 0 0 2
0 0 0 0 0
0 0 0 0 0

.
Then ν = 3 and

Ξ3 = [ e5 ], Ξ2 = [AΞ3 e4 ] = [ 2e3 e4 ], Ξ1 = AΞ2 = [ 4e1 2e2 ]

are suitable choices for an A-basis Ξ = [Ξ1 Ξ2 Ξ3 ].

Our next goal is to explain how an examination of A- and B-modules can answer
the question whether the respective matrices are similar. For this we need a
stronger concept than equivalence because the matrix Γ we are looking for must
belong to Λ×, not merely to GL(n,K). For example, suppose Λ = M(2,Z). If

A =
ñ
0 1
0 0

ô
and B =

ñ
0 2
0 0

ô
,

then A = Z2 is an A-module and

B =
ñ
2 0
0 1

ô
Z2

a B-module. These modules are equivalent because ΓA = B for Γ =
î

2 0
0 1
ó
, but

there is no matrix in Λ× = GL(2,Z) satisfying this equation. In fact, A and B
are not similar, as one easily verifies.
Yet even the existence of a matrix Γ ∈ Λ× with ΓA = B may not be enough.
For example, suppose

A =

0 1 0
0 0 1
0 0 0

 and B =

0 0 1
0 0 0
0 0 0

.
Then Z3 is an A- and a B-module. But again, the matrices are not similar.
This time, the Jordan normal forms of A and B are different.
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Of course, if the matrices are to be similar, their Jordan normal forms (over
the complex numbers, say) must coincide. In terms of A- and B-bases, we can
formalize this requirement in the following way. The bases

Ξ = [Ξ1 . . . Ξν ] and Υ = [Υ1 . . . Υν′ ]

are said to be of the same block structure if ν = ν ′ and if the blocks Ξk and
Υk have the same size for all k. Indeed, finding A- and B-bases of the same
block structure is equivalent to obtaining the same Jordan normal form for both
matrices.

(4.5) Definition. Let A be an A-module and B a B-module where A, B ∈ Λ
are nilpotent matrices with the same Jordan normal form. The modules are
called similar if there is

• an A-basis Ξ of A,

• a B-basis Υ of B, and

• a matrix Γ ∈ Λ×

such that ΓΞ = Υ .

Obviously, two modules are equivalent if they are similar. This new and stronger
concept is the key to solving our problem.

(4.6) Theorem. Let A, B ∈ Λ be nilpotent. Let A be an A- andB a B-module.
Then the following statements hold.

(1) If A and B are similar, so are A and B.

(2) If B = ΓAΓ−1 for some Γ ∈ Λ×, then ΓA is a B-module.

Proof. Suppose A and B are similar. Let Ξ = [Ξ1 . . . Ξν ] be an A-basis of
A and Υ = [Υ1 . . . Υν ] a B-basis of B. Then the bases must have the same
structure. Let Γ ∈ Λ× satisfy ΓΞ = Υ , that is, ΓΞk = Υk for all k. Since
Ξk = [AΞk+1 ∗ ] and Υk = [BΥk+1 ∗ ] for k < ν, this implies

[ΓAΞk+1 ∗ ] = [BΥk+1 ∗ ] for k < ν.

Since AΞ1 = BΥ1 = 0, we obtain

ΓAΞk = BΓΞk for all k.

Therefore ΓA = BΓ because the columns of Ξ1, . . . , Ξν form a Q-bases of Kn.
This proves the first statement.
Next suppose B = ΓAΓ−1. Obviously, ΓΞ = [ΓΞ1 . . . ΓΞν ] is a Z-basis of
ΓA. The columns of ΓΞk belong to the kernel of Bk = ΓAkΓ−1, and

ΓΞk = [ΓAΞk+1 ∗ ] = [BΓΞk+1 ∗ ] for k < ν.

Hence ΓΞ is a B-basis and thus ΓA is a B-module. �
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Notice that the theorem explicitly does not state that A and B are similar if A
and B are. In fact, even if A = B, the modules do not have to be similar. For
example, suppose

A =
ñ
0 2
0 0

ô
and Λ =

ñ
OK a
a−1 OK

ô
where OK = Z[i] and a = 2OK. Then

A =
ñ
2 2i 0 0
0 0 1 i

ô
Z4 and A′ =

ñ
2 2i 1 i
0 0 1 i

ô
Z4

are two A-modules in K2. All A-bases of A and A′ are of the form

Ξ =
ñ
2x1 2x2 a1 a2
0 0 x1 x2

ô
and Ξ ′ =

ñ
2x′1 2x′2 c1 c2
0 0 x′1 x′2

ô
where x1, x2 and x′1, x′2 are bases of OK and a1, a2 ∈ a, but c1, c2 /∈ a. If A and
A′ were similar, there would be a matrix

Γ =
ñ
c a
∗ ∗

ô
∈ Λ×

and suitable A-bases Ξ and Ξ ′ such that ΓΞ = Ξ ′, that is,ñ
∗ ∗ ca1 + ax1 ca2 + ax2
∗ ∗ ∗ ∗

ô
=
ñ
2x′1 2x′2 c1 c2
0 0 x′1 x′2

ô
.

This leads to the contradiction that ci = cai + axi would belong to a.

Nevertheless, the theorem makes it possible to switch from matrices to modules
when dealing with the problem of similarity. Remember that Λ is the multiplier
algebra of a full module S which was fixed at the beginning of the section. If
A is an A-module, we may assume that A ⊂ S. Suppose B = ΓAΓ−1 for some
Γ ∈ Λ×. Then ΓA is a B-module. Moreover,

ΓA ⊂ ΓS = S and [S : ΓA] = [S : A].

Yet there are only finitely many submodules of the same index in S; in par-
ticular, only finitely many B-modules. So either A is similar to one of these
B-modules or the matrices are not similar. This leaves us with two tasks:

(1) Enumerate all B-modules B ⊂ S with [S : B] = [S : A];

(2) decide whether A is similar to one of these modules B.

In the next two sections, we will solve these problems under the assumption that
the modules are free. Fortunately, this simplification will mean no restriction to
the matrices concerned. Furthermore, we will explain how to determine modules
of minimal index in order to keep their number as low as possible.
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4.2 Similarity of Free Modules

Let A be an A- and B a B-module where A, B ∈ Λ are nilpotent matrices
with the same Jordan normal form. Our goal is to decide whether A and B are
similar, that is, if there is an A-basis Ξ of A and a B-basis Υ of B such that

ΓΞ = Υ for some Γ ∈ Λ×.

In this section we will explain how to decide whether A and B are similar if the
modules are free. First, let us illustrate which problems can arise in the general
case. To begin with, we should at least be able to decide whether A and B are
equivalent, that is, whether

ΓA = B for some Γ ∈ GL(n,K).

In a next step we could try to decide whether Γ can be chosen in Λ×. If Γ /∈ Λ×,
we must find a U such that UΓ ∈ Λ× and UΓA = B. Since ΓA = B, this means
U belongs to ∆× where ∆ = (B:B). In other words, we are looking for a matrix

Γ ∈ {U−1S | S ∈ Λ×, U ∈ ∆× } with ΓA = B.

Yet this set of products might not be contained in any matrix order (for example,
if Λ and ∆ are different maximal orders) and it might not be a group either.
This definitely complicates the search for Γ . And even if we find such a matrix,
the original question is still unanswered.

Let us briefly consider the case Λ = M(n,Z). In this situation, all modules are
free, as they are finitely generated Z-modules in Qn, so Ξ and Υ are square
matrices. Then

ΓΞ = Υ ⇔ Γ = ΥΞ−1.

We therefore have to examine whether there are A- and B-bases Ξ and Υ such
that ΥΞ−1 belongs to Λ×. In fact, as we will see, Ξ can be held constant, thus
we only have to look for a suitable basis Υ .

In general, the matrices Ξ and Υ are rectangular, with more columns than rows.
However, we actually want to decide whether A and B are similar, and we may
choose the modules A and B as we desire. In particular, we can choose them
to be free.

For the main part of this section, and if not stated otherwise, Λ will be an
order of M(n,K) where K is a number field. Later on, we will see that our
considerations can be transferred to the general case without much difficulty.
Let O be an order of K. In reference to (4.4), a full O-module A ⊂ Kn will be
called a free A-module over O if there are matrices X1, . . . , Xν such that

• X = [X1 . . . Xν ] is an O-basis of A,

• the columns of Xk belong to the kernel of Ak, and

• Xk = [AXk+1 ∗ ] for k < ν.

A matrix X as above will be called an A-basis of A over O.
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Notice that we made no further assumptions about O. In fact, we can choose
the order just as we desire. This will be important later, when we will specify
convenient choices for O. For now, the order can be assumed to be arbitrary.
Again, we will often drop the addition “over O”.

(4.7) Proposition. Let A ⊂ Kn be a free A-module over O. Then A is an
A-module in the sense of (4.4).

Proof. Let X = [X1 . . . Xν ] be an A-basis of A over O and let ω1, . . . , ωd be
a Z-basis of O. Write

Xk = [AXk+1 X
∗
k ] for k < ν and Xν = X∗ν .

Put Ξ∗k = [ω1X
∗
k . . . ωdX

∗
k ] for all k and

Ξk = [AΞk+1 Ξ
∗
k ] for k < ν where Ξν = Ξ∗ν .

Then Ξ is an A-basis of A over Z. �

We also want to transfer the concept of similarity to free A-modules. Again, it
will be important that A and B have the same Jordan normal form. We will
ensure this by requiring that the matrices have the same structure. By this
we understand a descending sequence

n1 ≥ . . . ≥ nν

of integers with the property that n1 + · · · + nk is the dimension of the kernel
of Ak over K. In particular, we have

n = n1 + · · ·+ nν .

If X = [X1 . . . Xν ] is an A-basis over some order of K and if n1 ≥ . . . ≥ nν is
the structure of A, then the block Xk has the size n× nk.

Let A, B ∈ Λ be two nilpotent matrices of the same structure and let O be an
order of K. Let A be a free A-module and B a free B-module, both defined
over O. The modules are called similar if there is

• an A-basis X of A,

• a B-basis Y of A, and

• and a matrix Γ ∈ Λ×

such that ΓX = Y .

Just as free A-modules are A-modules in the original sense, free A- and B-
modules are similar if and only if they are similar in the sense of (4.5). Moreover,
theorem (4.6) can be translated in the following way (with practically the same
proof).



98 Module-Theoretic Approach II

(4.8) Theorem. Let A, B ∈ Λ be nilpotent and let O be an order of K. Let
A be a free A-module and B a free B-module, both defined over O. Then the
following statements hold.

(1) If A and B are similar, then A and B are.

(2) If B = ΓAΓ−1 for some Γ ∈ Λ×, then ΓA is a free B-module.

According to the theorem, we can restrict ourselves to free A- and B-modules
to decide whether the matrices are similar. As outlined in the case O = Z at the
beginning of this section, this comes down to the question whether Y X−1 ∈ Λ×
for suitable A- and B-bases X and Y .

From now on, suppose all matrices have the same structure n1 ≥ . . . ≥ nν .
Furthermore, let

J =


0 J12 0

. . .
. . .

. . . Jν−1,ν
0 0


be the n× n matrix with blocks

Jk−1,k =


1 0

. . .

0 1

0 0


of the size nk−1 × nk. Clearly, J is nilpotent with structure n1 ≥ . . . ≥ nν and
On is a free J-module. As a first result, we will determine all J-bases of On.

(4.9) Proposition. A matrix U ∈ GL(n,O) is a J-basis of On if and only if

U =


U11 · · · U1ν

. . .
...

0 Uνν


where Uk` is of the size nk × n` and

Uk−1, `−1 =
ñ
Uk` ∗
0 ∗

ô
for ` ≥ k > 1.

Before proving this proposition, let us consider two examples. First, suppose
n1 = . . . = nν . Then

J =


0 I 0

. . .
. . .

. . . I
0 0

 and U =


U1 U2 · · · Uν

U1
. . .

...
. . . U2

0 U1

.
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where I is the identity matrix of size n1 × n1. Second, consider the structure
3 ≥ 2 ≥ 1. In this case,

J =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0

0 0 1
0 0 0

0

 and U =



u11 u12 u13 u14 u15 ∗
0 u22 u23 0 u25 ∗
0 0 u33 0 0 ∗

u11 u12 u14
0 u22 0

u11


(with emphasis simply to distinguish blocks).

Proof. Let U be a J-basis of On. Write

U =


U11 · · · U1ν
...

. . .
...

Uν1 · · · Uνν

 and Uk =


U1k
...

Uνk


with nk × n` blocks Uk`. By our assumptions we know that

Uk−1 = [ JUk ∗ ] for k > 1.

We have to show that

Uk−1, `−1 =
ñ
Uk` ∗
0 ∗

ô
for ` ≥ k > 1.

This is true, indeed, because

JUk =


0 J12 0

. . .
. . .

. . . Jν−1,ν
0 0



U1k
...
...

Uνk

 =


J12U2k

...
Jν−1,νUνk

0


and

J`−1, `U`k =
ñ
I`
0

ô
U`k =

ñ
U`k
0

ô
.

Notice that the last block in the product JUk vanishes, so k-fold multiplication
with J leaves us with at most ν − k nonzero blocks of the form

J`−k,`−(k−1) · · · J`−1, `U`k (` > k).

Yet the columns of Uk belong to the kernel of Jk, so these products have to be
zero, too. As seen above, left multiplication with Ji−1, i simply attaches zero
rows to a matrix, thus we must have

U`k = 0 for ` > k.

In conclusion, U is of the desired form. Conversely, the calculations above also
serve as a proof that any matrix U of the stated form is a J-basis of On. �
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(4.10) Proposition. A matrix U ∈ GL(n,O) is of the form as in (4.9) if and
only if JU = UJ .

Proof. Suppose U is of the form as in (4.9). On the one hand, we have

JU =


0 J12U22 J12U23 · · · J12U2ν

0 J23U33 · · · J23U3ν
. . .

. . .
...

0 Jν−1,νUνν
0 0

,

and on the other hand, we obtain

UJ =


0 U11J12 U12J23 · · · U1,ν−1Jν−1,ν

0 U22J23 · · · U2,ν−1Jν−1,ν
. . .

. . .
...

0 Uν−1,ν−1Jν−1,ν
0 0

.

Comparing the blocks, we see that

Jk−1,kUk` =
ñ
Ink
0

ô
Uk` =

ñ
Uk`
0

ô
=
ñ
Uk` ∗
0 ∗

ôñ
In`
0

ô
= Uk−1, `−1J`−1, `,

hence JU = UJ . Now suppose

U =


U11 · · · U1ν
...

. . .
...

Uν1 · · · Uνν


is a matrix that commutes with J . Then U also commutes with

Jk =



0 · · · 0 J1,k+1 0
. . .

. . .
. . .

. . .
. . . Jν−k,ν

. . . 0
. . .

...
0 0


where J`,`+k is the (`, `+ k)-block of Jk. We have

J`,`+k = J`,`+1 · · · J`+k−1, `+k =
ñ
In`+k

0

ô
.
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Comparing the blocks of

JkU =



J1,k+1Uk+1,1 · · · · · · J1,k+1Uk+1,ν
...

...
Jν−k,νUν,1 · · · · · · Jν−k,νUν,ν

0 · · · · · · 0
...

...
0 · · · · · · 0


and

UJk =



0 · · · 0 U11J1,k+1 · · · U1,ν−kJν−k,ν
...

...
...

...
...

...
...

...
...

...
...

...
0 · · · 0 Uν1J1,k+1 · · · Uν,ν−kJν−k,ν


,

we see that

0 = J`,`+kU`+k,k =
ñ
U`+k,k

0

ô
for 1 ≤ k < ν and 1 ≤ ` ≤ ν − k.

Hence U`k = 0 for ` > k. In particular, JU and UJ are of the form as at the
beginning of the proof. Since these products are equal, we obtain

Uk−1, `−1J`−1, ` = Jk−1,kUk` =
ñ
Uk`
0

ô
for ` ≥ k > 1.

This implies

Uk−1, `−1 =
ñ
Uk` ∗
0 ∗

ô
because right multiplication with J`−1, ` extracts the first n` columns of a matrix.
Therefore U is of the form as in (4.9). �

(4.11) Corollary. The set U of all matrices as in (4.9) forms a group.

Proof. By (4.10) we have U = {U ∈ GL(n,O) | UJ = JU }. �

We will now describe the A-bases of an arbitrary free A-module over O.

(4.12) Proposition. Let A be a free A-module over O with A-basis X. Any
other O-basis of A is an A-basis if and only if it is of the form XU with U ∈ U .

Proof. Since right multiplication with Jk,k+1 extracts the first nk columns of
a matrix, we have

XkJk,k+1 = [AXk+1 ∗ ] Jk,k+1 = AXk+1 for k < ν.

Therefore

XJ = [ 0 X1J12 . . . Xν−1Jν−1,ν ] = [ 0 AX2 . . . AXν ] = AX.
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Suppose Y is another A-basis of A. Then X−1Y belongs to GL(n,O) because
X−1A = On. Moreover, by the calculation above,

(X−1Y )J(X−1Y )−1 = X−1(Y JY −1)X = X−1AX = J,

that is, X−1Y commutes with J . This implies X−1Y ∈ U , so

Y = XU for some U ∈ U .

Conversely, assume Y = XU with U ∈ U . Then Y is an O-basis of A. Write

Y = [Y1 . . . Yν ]

with blocks of the size n× nk. Then

Yk = X1U1k + · · ·+XkUkk,

and the columns of Yk belong to the kernel of Ak because the columns of X` do
for ` ≤ k. Moreover, for ` ≤ k < ν, we have

X`U`k = [AX`+1 ∗ ]
ñ
U`+1,k+1 ∗

0 ∗

ô
=
ñ
AX`+1U`+1,k+1 ∗

0 ∗

ô
,

hence Yk = [AYk+1 ∗ ] for k < ν. Therefore Y is an A-basis of A. �

As explained before, our goal is to decide whether there are suitable A- and
B-bases X and Y belonging to modules A and B such that

Y X−1 ∈ Λ×.

If X and Y are fixed, all other A- and B-bases are of the form XU and Y V
with U , V ∈ U by (4.12). Hence we need to check whether

Y (V U−1)X−1 ∈ Λ×

for suitable choices of U and V . Since U is a group, this comes down to the
question whether

Y UX−1 ∈ Λ× for U ∈ U .

Let us explain how this can be decided in a finite number of steps. Recall that
in the previous section we fixed a module S with the property that

Λ = (S : S).

By multiplying X and Y with suitable scalars, we may assume that A and B
are contained in S.
Let λ ∈ O be nonzero such that λS ⊂ A. As we will see, it suffices to solve our
problem modulo λ. If A and B are similar, then, in particular, ΓA = B for
some Γ ∈ Λ×, so

λS = λ(ΓS) = Γ (λS) ⊂ ΓA = B.
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Hence λS is also contained B. Let us assume that this is the case, so we have
the inclusions

λS ⊂ A, B ⊂ S.

Pay attention to the fact that S does not have to be an O-module since O can
be any order of K.
Our strategy will be based on the observation that any matrix Γ ∈ M(n, K)
satisfies the equivalences

Γ ∈ Λ× ⇔ ΓS = S ⇔ Γ (λS) = λS.

As described above, for A and B to be similar, Γ needs to be of the form

Γ = Y UX−1 with U ∈ U .

Let
C = X−1(λS) and D = Y −1(λS).

If Γ = Y UX−1, then

Γ (λS) = λS ⇔ UC = D.

For these modules we have the inclusions

λOn ⊂ C, D ⊂ On

because
C = X−1(λS) ⊂ X−1A = X−1XOn = On

and
C = X−1(λS) ⊃ X−1(λA) = λOn.

Consequently, we can deal with submodules of On instead of S.
LetM be the set of all matrices M ∈ M(n,O) of the form as in (4.9), that is,

M =


M11 · · · M1ν

. . .
...

0 Mνν

 and Mk−1, `−1 =
ñ
Mk` ∗

0 ∗

ô
where Mk` is a block of size nk × n`. ThenM is an algebra with unit group U .
Let U be the image of U under the homomorphism

M→M where M =M/λM.

Clearly, this is a finite group acting on On/λOn via Ū ξ̄ = Uξ. Moreover, let

C = C/λOn and D = D/λOn.

Again, C and D do not have to be O-modules. Nevertheless, all modules can be
considered over Z, so the reduction above poses no problem. The next theorem
summarizes the significant aspects of our considerations.
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(4.13) Theorem. With notations as above, the following statements are equiv-
alent.

(1) A and B are similar.

(2) There is a Ū ∈ U such that UC = D.

Proof. As explained above, if A and B are similar, there is a matrix U ∈ U
such that UC = D, implying UC = D.
Conversely, suppose there is a Ū ∈ U such that UC = D. Let U ∈ U be a
preimage of Ū . For every d ∈ D there is a c ∈ C such that Uc ≡ d mod λOn.
Since C and D both contain λOn, we obtain

UC = U(C + λOn) = UC + UλOn = UC + λOn = D.

Hence A and B are similar for reasons given above. �

By the theorem we only need to search the group U for a suitable element.
In practice, we can search the algebra M which has a considerably smaller
dimension than (O/λO)n.

(4.14) Proposition. The dimension of M over O is n2
1 + · · · + n2

ν . The same
is true forM over O/λO.

Proof. The blocks Mkν of elements in M contribute to the dimension of M
by adding nknν . Furthermore, the blocks

Mk−1, `−1 =
ñ
Mk` ∗

0 ∗

ô
(1 < k ≤ ` < ν)

contribute by adding nk−1(n`−1 − n`). All in all,M has dimension

(n1 + · · ·+ nν)nν + (n1 + · · ·+ nν−1)(nν−1 − nν) + · · ·+ n1(n1 − n2)

which is equal to n2
1 + · · ·+ n2

ν . The proof also works modulo λ. �

In addition, we can reduce the number of steps in our search further because we
only need to pay attention to the submodule of all matrices M̄ ∈M satisfying

MC = D.

Finally, two things remain to be explained. First, how to decide whether a
residue class Ū ∈ M has a preimage in U , and second, how to compute a
preimage. In principle, these problems can be solved with the same strategy as
described in section 3.2. Let

Ū =


Ū11 · · · Ū1ν

. . .
...

0 Ūνν

 with Ūk` =
ñ
Ūk+1, `+1 ∗

0 Ū∗k`

ô
for 1 ≤ k, ` < ν

and put Ūνν = Ū∗νν . Clearly, Ū is a unit precisely if each Ū∗kk is invertible over
O/λO, and Ū has a preimage in U if and only if each Ū∗kk can be lifted to an
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invertible matrix over O. If ūk ∈ (O/λO)× is the determinant of Ū∗kk (where the
determinant of an empty block is assumed to be 1), we can write

Ū∗kk =
ñ
ūk 0
0 I

ô
S̄k.

Here, I is an identity matrix of appropriate size and S̄k has determinant 1.
Then S̄k can be lifted to a matrix with determinant 1 using algorithm (3.16),
and ūk has a preimage if and only if it belongs to the image of

O× → (O/λO)×.

Both the domain and the codomain of this map can be computed using algo-
rithms described by Klüners and Pauli (2005), so the image—as well as preim-
ages of elements—can be determined with standard methods for finitely pre-
sented abelian groups. Thus we can lift all the crucial blocks of Ū , if possible.
For blocks above the diagonal, any preimage will do. Of course we need to make
sure that identical blocks of Ū are lifted in the same way to ensure that the
repetitive structure of elements in U is preserved.

—

Having explained how to decide similarity of free modules in the number field
case, we will now deal with the general situation of a direct sum

K = K1 ⊕ · · · ⊕ Ks.

Let O = O1 ⊕ · · · ⊕ Os be an order of K. Then Oι is an order of Kι for each ι.
First of all, an O-module A, which is always of the form

A = A1 ⊕ · · · ⊕ As,

will be called free if Aι is a free module over Oι for each ι.

Let Λ be an order of M(n,K) and suppose A = A1 ⊕ · · · ⊕ As is a nilpotent
element of Λ. This is precisely the case if each Aι is nilpotent. A full O-module
A in Kn will be called a free A-module over O if Aι is a free Aι-module over
Oι for each ι. Moreover,

X = X1 ⊕ · · · ⊕Xs

will be called an A-basis of A over O if Xι is an Aι-basis of Aι over Oι. In this
case we can write

A = XOn where On = On1
1 ⊕ · · · ⊕ O

ns
s .

Finally, suppose that A is a free A-module and B a free B-module over O and
that Aι and Bι are of the same structure for each ι. In this case A and B are
called similar if there is an A-basis X of A, a B-basis Y of B and a matrix
Γ ∈ Λ× such that ΓX = Y . Obviously, Aι is similar to Bι for each ι if A is
similar to B because ΓX = Y implies ΓιXι = Yι for each ι. However, this is
not a sufficient condition if Λ is not a direct sum Λ1 ⊕ · · · ⊕ Λs.
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As before, one easily sees that free A-modules are A-modules in the original
sense and that is suffices to consider free A- and B-modules to decide whether
two nilpotent matrices are similar. In fact, (4.8) can be translated to the current
situation almost word by word. Making use of our option of choice, we will
therefore require O to be a direct sum of orders if K consists of several number
fields. In the next section we will also specify how to choose the individual
components of O.

Continuing with our generalizations, (4.12) can be left almost unchanged as
well: If X = X1 ⊕ · · · ⊕Xs is an A-basis of A over O, then any other O-basis of
A is an A-basis if and only if it is of the form XU where U = U1⊕ · · · ⊕Us is a
direct sum of matrices as in (4.9). Let

U = U1 ⊕ · · · ⊕ Us

be the group of all these matrices U . The rest of our previous discussion can
now be read as an instruction to solve the problem of similarity in general. We
are equipped with a fixed module S with multiplier algebra Λ and we may
assume that

λS ⊂ A, B ⊂ S

where λ is a suitable nonzerodivisor in O. The matrix Γ we are looking for has
to be of the form Γ = Y UX−1 with U ∈ U and

Γ ∈ Λ× ⇔ ΓS = S ⇔ Γ (λS) = λS ⇔ UC = D

where C = X−1(λS) and D = Y −1(λS), which are subject to the inclusions

λOn ⊂ C, D ⊂ On.

Again, the search for U can be accomplished modulo λ, and if a suitable residue
class Ū = Ū1 ⊕ · · · ⊕ Ūs has been found, a preimage U ∈ U can be determined
by lifting the individual components of Ū as described before.

4.3 Enumerating Free Modules of Minimal Index

As in the previous sections, let S be a full module in Kn with multiplier algebra
Λ and let A = A1 ⊕ · · · ⊕As be a nilpotent matrix in Λ. Moreover, let

O = O1 ⊕ · · · ⊕ Os

be an order of K. Given that O satisfies some extra conditions specified below,
we will see how to enumerate all free A-modules A over O with minimal index in
S. Since all modules can be considered over Z, the index [S :A] is well-defined
although S might not be an O-module.

For each ι, let Sι be the image of S under the projection Kn → Knιι . Put

S′ = S1 ⊕ · · · ⊕Ss and S′′ = (S1 ∩S)⊕ · · · ⊕ (Ss ∩S),
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where we make use of the natural embedding Knιι → Kn. Then we have the
inclusions

S′′ ⊂ S ⊂ S′.

Let Γ = Γ1 ⊕ · · · ⊕ Γs be an element of Λ and let 1ι denote the unit element of
Kι (which can be identified as a subset of K). Then

ΓιSι = Γι(1ιS) = (Γι1ι)S = (Γ1ι)S = 1ι(ΓS) ⊂ 1ιS = Sι,

hence ΓS′ ⊂ S′, that is, Γ belongs to the multiplier algebra of S′. The same
is true for the multiplier algebra of S′′ because

ΓS ⊂ S and ΓιSι ⊂ Sι implies Γι(Sι ∩S) ⊂ Sι ∩S.

In particular, Aι belongs to the multiplier algebra of Sι∩S for each ι. Let O be
the multiplier ring of S′′, that is, Oι is the multiplier ring of Sι ∩S. Moreover,
let A = A1⊕ · · · ⊕As be a free A-module over O, that is, Aι is a free Aι-module
over Oι for each ι. As usual, we may assume that A is contained in S. Since

A1 ⊕ · · · ⊕ As = A ⊂ S ⊂ S′ = S1 ⊕ · · · ⊕Ss,

we see that Aι ⊂ Sι ∩S for each ι, so

A ⊂ S′′ ⊂ S.

Clearly, the index [S : A] = [S : S′′][S′′ : A] is minimal precisely if

[S′′ : A] =
s∏
ι=1

[Sι ∩S : Aι]

is minimal, and this is the case if and only if each [Sι ∩S : Aι] is minimal. So
henceforth we may assume the following:

• S is a full module in Kn where K is a number field,

• A is a nilpotent element of Λ = (S : S), and

• O is the multiplier ring of S.

Under these assumptions we will show how to enumerate all free A-modules
over O with minimal index in S. From now on we will skip the addition “over
O” and will simply speak of free A-modules.

Remember that a full module A is a free A-module if it has an O-basis

X = [X1 . . . Xν ]

where the columns of Xk belong to the kernel of Ak and

Xk = [AXk+1 X
∗
k ] for k < ν.

As a convention, we assume that Xk is an empty block for k > ν and we put
X∗ν = Xν . The blocks X∗k will play an important role in this section.



108 Module-Theoretic Approach II

Before we can start, we need to define some modules and vector spaces. Let

Vk = {x ∈ Kn | Akx = 0 } and Sk = Vk ∩S for k ≥ 0.

This gives us an ascending chain of O-modules

0 = S0 ⊂ . . . ⊂ Sν = Sν+1 = . . . = S.

(Do not confuse Sk with the modules Sι discussed before.) Furthermore, let

Tk = (Vk−1 +AVk+1) ∩S for 1 ≤ k ≤ ν.

Then Tk is a submodule of Sk. Therefore we can define the quotient module

Wk = Sk/Tk.

Finally, let
Wk = Vk/(Vk−1 +AVk+1) for 1 ≤ k ≤ ν.

If X is an A-basis, the columns of X∗k represent a K-basis of Wk (to see this,
recall how to compute the Jordan normal form of a nilpotent matrix). Through-
out this section we will assume that the columns of all A-bases belong to S.
This is equivalent to A = XOn being a submodule of S and implies that X∗k
generates a submodule of Sk.

(4.15) Proposition. There is a canonical injection Wk → Wk. In particular,
Wk is torsionfree and can be regarded as a full O-module in Wk.

Proof. The kernel of the composition Sk → Vk →Wk is given by

(Vk−1 +AVk+1) ∩Sk = (Vk−1 +AVk+1) ∩ (Vk ∩S)
= (Vk−1 +AVk+1) ∩S

= Tk.

As a result, Wk can be regarded as a subset of the vector space Wk. Therefore
it is torsionfree. Since Sk is full in Vk, the same is true for Wk in Wk. �

(4.16) Proposition. The columns of X∗k represent a basis of a free O-module
of finite index in Wk.

Proof. As mentioned before, X∗k represent a K-basis of Wk, hence it also rep-
resents a basis of a free submodule in Wk. Moreover, X∗k is an empty block
if and only if Wk = 0. Since the nullspace is generated by the empty set, the
statement is true in this case.
So let us suppose X∗k is a nontrivial block. By the way X is construed, the
columns of

[X1 . . . Xk ] = [X1 . . . Xk−1 AXk+1 X
∗
k ]

generate an O-module Ak ⊂ Sk of finite index. Hence, the columns of

[AX1 . . . AXk+1 ] = [ 0 AX2 . . . AXk+1 ]
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generate
AAk+1 ⊂ ASk+1 ⊂ Tk.

Taken together, the columns of

[X1 . . . Xk−1 AXk+1 ] = [AX2 X
∗
2 . . . AXk X

∗
k−1 AXk+1 ]

generate an O-module

Zk ⊂ (Ak−1 +AAk+1) ⊂ Tk

of finite index in Tk. Furthermore, the columns of X∗k are linearly independent
of vectors in Zk and they generate a free submodule of finite rank in Ak/Zk,
which, in turn, has finite index in Sk/Zk. Since Zk has finite index in Tk, the
columns of X∗k are also linearly independent of elements in Tk. In conclusion,
they generate a free submodule of finite index in Wk. �

The next theorem tells us how to construct free A-modules of minimal index.

(4.17) Theorem. Let A ⊂ S be a free A-module with A-basis X and let
Xk ⊂Wk be the free O-module generated by X∗k . The following statements are
equivalent.

(1) A is a free A-module of minimal index in S.

(2) Xk is a free module of minimal index in Wk for each k.

Proof. For every k, let Y ∗k represent a basis of a free O-module Yk ⊂Wk with
minimal (and thus finite) index. Then the columns of Y ∗k need to belong to S.
Let Y = [Y1 . . . Yν ] be the A-basis obtained from Y ∗k , . . . , Y

∗
k , that is,

Yν = Y ∗ν and Yk = [AYk+1 Y
∗
k ] for k < ν.

Since A is an element of Λ, which is the multiplier algebra of S, the columns of
AYk also belong to S. Consequently, A′ = Y On is another free A-module over
O contained in S.
Recall that Y ∗k represents a K-basis of Wk = Vk/(Vk−1 +AVk+1). Hence we can
write

X∗k ≡ Y ∗k U∗k mod (Vk−1 +AVk+1)

where U∗k is a square matrix over K. The reduction modulo (Vk−1 + AVk+1)
works columnwise. Identifying Wk with a suitable power of K, we may apply
(1.31) to obtain

[Wk : Xk] = |N(U∗k )| · [Wk : Yk]

Here, the norm of an empty matrix is considered to be 1. Since [Wk : Yk] is
minimal, we have |N(U∗k )| ≥ 1. Let

Uk =


U∗ν

. . .

U∗k

 and U =


U1

. . .

Uν

.
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We want to prove that [S : A] = |N(U)| · [S : A′]. The congruence X∗k ≡ Y ∗k U
∗
k

can be translated into the equality

X∗k = Y ∗k U
∗
k + Zk

where Zk is a matrix with columns belonging to Vk−1 + AVk+1. Consider the
submatrix

[X1 . . . Xk−1 Xk ] = [X1 . . . Xk−1 AXk+1 X
∗
k ]

= [X1 . . . Xk−1 AXk+1 Y
∗
k U
∗
k + Zk ].

Since [X1 . . . Xk−1 AXk+1 ] is a basis of the vector space Vk−1 + AVk+1, we
can eliminate Zk using elementary column operations over K, that is,

[X1 . . . Xk−1 Xk ] ∼ [X1 . . . Xk−1 AXk+1 Y
∗
k U
∗
k ].

Furthermore,

AXk+1 = [A2Xk+2 AX
∗
k+1 ] = [A2Xk+2 A(Y ∗k+1U

∗
k+1 + Zk+1) ],

and the columns of AZk+1 are linearly dependent of

A[X1 . . . Xk AXk+2 ] = [ 0 AX2 . . . AXk A
2Xk+2 ].

The nonzero blocks of this matrix appear in [X1 . . . Xk−1 A2Xk+2 ] since
X`−1 = [AX` X

∗
`−1 ]. Therefore

[X1 . . . Xk−1 AXk+1 Y
∗
k U
∗
k ]

= [X1 . . . Xk−1 A
2Xk+2 A(Y ∗k+1U

∗
k+1 + Zk+1) Y ∗k U∗k ]

∼ [X1 . . . Xk−1 A
2Xk+2 AY

∗
k+1U

∗
k+1 Y

∗
k U
∗
k ].

Continuing in this fashion, we see that

X = [X1 . . . Xν ] ∼ [Y1U1 . . . YνUν ] = Y U.

More precisely, we have

X = Y US for some S ∈ SL(n, K).

Applying (1.31) and (1.25), we obtain

[S : A] = |N(US)| · [S : A′] = |N(U)| · [S : A′].

Since |N(U∗k )| ≥ 1 for all k, we see that

|N(U)| =
ν∏
k=1
|N(Uk)| =

ν∏
k=1
|N(U∗k )|k ≥ 1.

Therefore
[S : A] ≥ [S : A′].

This inequality holds for any free A-module A, hence A′ is a free A-module of
minimal index in S. We conclude

[S : A] is minimal ⇔ |N(U)| = 1
⇔ |N(U∗k )| = 1 for all k
⇔ [Wk : Xk] is minimal for all k. �
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The just established theorem tells us that each free A-module of minimal index
can be constructed from blocks X∗k representing bases of free submodules of
minimal index in Wk. We simply need to combine the blocks X∗1 , . . . , X∗ν to an
A-basis in the usual way. Thus we must ponder how to determine all these free
submodules.

Since S is a free Z-module, we certainly can compute Z-bases of

Sk = Vk ∩S and Tk = (Vk−1 +AVk+1) ∩S

as well as a Z-basis Ξ of the torsionfree quotient module Wk = Sk/Tk. Suppose
m is the number of columns of Ξ and d a nonnegative integer. Let us explain
how to determine all free submodules Xk ⊂Wk of index d. First, the Z-modules
in Wk of index d are given by

H = (ΞH)Zm

where H runs through all m×m integer matrices in Hermite normal form with
determinant d, that is, all matrices of the form

H =


h11 0
...

. . .

hm1 · · · hmm


with

hii > hij ≥ 0 and h11 · · ·hmm = d.

Clearly, the number of possibilities for H is finite. Yet not all Z-modules must
be O-modules. We can discard all modules that are not. For the remaining
ones we need to examine whether they are free over O. A small problem arises
at this point. In general, H is not a full module in Kn (this is only the case if
ν = 1). However, H is free if and only if ΓH is for any Γ ∈ GL(n,K). Thus we
may choose Γ such that

Γ (ΞH) =
ñ
Ξ ′

0

ô
where Ξ ′ has full rank over K. Then H′ = Ξ ′Zm is a full module in K` where
` is the number of rows of Ξ ′, and H is free precisely if H′ is. Therefore we
can check whether H′ ∼ O` as explained in the first three chapters (pay special
attention to (3.11) and the subsequent remark). In doing so, we will end up
with a list of all free submodules of Wk with index d. Letting d run through
the positive integers, we will ultimately find all free submodules of the smallest
index possible.

Next, we want to obtain a list of all free A-modules of minimal index in S. So
far, we know how to construct A-modules from the blocks X∗k . We still need
to clarify when our list is complete. To begin with, we make a rather evident
observation.
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(4.18) Proposition. Let A, A′ ⊂ S be two free A-modules with A-bases X
and Y . If A = A′, then X∗k and Y ∗k generate the same submodule of Wk.

Proof. Let
Ak = Vk ∩ A.

This is a submodule of Sk. Suppose v = X1v1 + · · ·+Xνvν is an element of Ak.
Here, each vk is a vector over O of suitable length. Then

0 = Akv = (AkXk+1)vk+1 + · · ·+ (AkXν)vν .

Since the columns of [AkXk+1 . . . AkXν ] appear in the basis X, they are
linearly independent over O. We conclude v` = 0 for ` > k. Thus Ak is
generated by the columns of

[X1 . . . Xk−1 Xk ] = [X1 . . . Xk−1 AXk+1 X
∗
k ].

The module Xk ⊂ Wk, which is generated by X∗k , is equal to the image of the
composition

Ak → Sk →Wk = Sk/Tk

because the columns of [X1 . . . Xk−1 AXk+1 ] vanish modulo

Tk = (Vk−1 +AVk+1) ∩S.

Analogously, the image of

A′k → Sk →Wk with A′k = Vk ∩ A′

is generated by Y ∗k . So if A = A′, then Ak = A′k, that is, X∗k and Y ∗k generate
the same submodule of Wk. �

In order to compile a complete list of free A-modules of minimal index in S, we
still need to solve one problem. Suppose A is a module with A-basis X and let
Xk be the module with a basis represented by X∗k . If we change the columns of
X∗k by adding elements of Tk, we still obtain a basis of Xk modulo Tk. Over O,
however, the new A-basis X might generate a different module A′. Hence we
need to examine how many modules can be obtained this way.
Let us be more exact. Suppose that A and A′ are free A-modules with A-bases
X and Y such that X∗k and Y ∗k represent bases of the same free submodule of
Wk for all k. In this case we have the relation

Y ∗k = X∗kUk + Zk

where Uk is invertible over O and the columns of Zk belong to Tk. Replacing
Y ∗k by Y ∗k U

−1
k does neither change Xk nor A′. Moreover, the columns of ZkU

−1
k

still belong to Tk. Therefore we may assume

Y ∗k = X∗k + Zk.

The next theorem tells us precisely when A and A′ are equal in this situation.
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(4.19) Theorem. Let A and A′ be two free A-modules of minimal index in S
with A-bases X and Y such that

Y ∗k = X∗k + Zk for all k

where the columns of Zk belong to Tk. Let Zk ⊂ Tk denote the module generated
by [X1 . . . Xk−1 AXk+1 ]. The following statements are equivalent.

(1) A is equal to A′.

(2) The columns of Zk belong to Zk for each k.

Proof. Suppose A = A′. Then each column of Y is a linear combination of
the columns of X, in particular each column of Y ∗k . Thus there are matrices
T1, . . . , Tν over O such that

X1T1 + · · ·+XνTν = Y ∗k .

Multiplying both sides with Ak, we see that

(AkXk+1)Tk+1 + · · ·+ (AkXν)Tν = 0.

Since the columns of AkXk+1, . . . , A
kXν appear in the basis of A, they are

linearly independent over O. We conclude T` = 0 for ` > k, so

X1T1 + · · ·+XkTk = Y ∗k .

Since Xk = [AXk+1 X
∗
k ] and Y ∗k = X∗k + Zk, this equation can be written as

X1T1 + · · ·+Xk−1Tk−1 +AXk+1T
′
k +X∗kT

′′
k = X∗k + Zk

where T ′k and T ′′k are the upper and lower rows of Tk. Reducing all columns
modulo Tk, we obtain

X∗kT
′′
k ≡ X∗k mod Tk.

This implies T ′′k = I because the columns of X∗k remain linearly independent
modulo Tk by (4.16). Therefore

X1T1 + · · ·+Xk−1Tk−1 +AXk+1T
′
k = Zk,

that is, the columns of Zk can be generated by [X1 . . . Xk−1 AXk+1 ] and thus
they belong to Zk.
Now assume the columns of Zk belong to Zk for each k. We want to show that
we can transform Y into X using elementary column operations over O because
this implies

A′ = Y On = XOn = A.

First we will prove that Y1 ∼ X1. Since the columns of Zν belong to

Zν ⊂ Tν ⊂ Vν−1 +AVν+1 = Vν−1 +AVν = Vν−1,
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we know that Aν−1Zν = 0, so

Aν−1Yν = Aν−1Y ∗ν = Aν−1(X∗ν + Zν) = Aν−1X∗ν = Aν−1Xν .

Let us assume that Ak−1Yk ∼ Ak−1Xk has already been proved for 1 < k ≤ ν.
Then

Ak−2Yk−1 = Ak−2[AYk Y ∗k−1 ] = [Ak−1Yk Ak−2Y ∗k−1 ]
∼ [Ak−1Xk Ak−2Y ∗k−1 ]
= [Ak−1Xk Ak−2(X∗k−1 + Zk−1) ].

By our assumptions, the columns of Ak−2Zk−1 belong to Ak−2Zk−1, which is
generated by the columns of

Ak−2[X1 . . . Xk−2 AXk ] = [ 0 . . . 0 Ak−1Xk ].

Performing elementary column operations over O, we can erase Ak−2Zk−1, so

Ak−2Yk−1 ∼ [Ak−1Xk Ak−2X∗k−1 ] = Ak−2[AXk X
∗
k−1 ] = Ak−2Xk−1.

By backward induction this proves Ak−1Yk ∼ Ak−1Xk for 1 ≤ k ≤ ν. In
particular, Y1 ∼ X1.
To finish the proof, we will use forward induction. We now may assume that

Y = [X1 . . . Xk Yk+1 . . . Yν ] for 1 ≤ k < ν.

If we can show that Yk+1 can be transformed into Xk+1, we may conclude
Y ∼ X and the theorem is established. Observe that

Yk+1 = [AYk+2 Y
∗
k+1 ]

= [A2Yk+3 AY
∗
k+2 Y

∗
k+1 ]

...

= [Aν−k−1Y ∗ν . . . AY ∗k+2 Y
∗
k+1 ]

= [Aν−k−1(X∗ν + Zν) . . . A(X∗k+2 + Zk+2) (X∗k+1 + Zk+1) ].

The columns of Aν−k−1Zν belong to Aν−k−1Zν which is generated by

Aν−k−1[X1 . . . Xν−1 ] = [ 0 . . . 0 Aν−k−1Xν−k . . . Aν−k−1Xν−1 ].

The nonzero blocks of this matrix appear in [X1 . . . Xk ] because

X` = [AX`+1 ∗ ] = · · · = [Aν−k−1Xν+`−k−1 ∗ ] for 1 ≤ ` ≤ k.

Hence, performing elementary column operations on Y , we can erase Aν−k−1Zν
in Yk+1. Now assume

Yk+1 = [Aν−k−1Y ∗ν . . . AY ∗k+2 Y
∗
k+1 ]
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with
Y ∗` = X∗` for ν ≥ ` > k +m for some fixed m.

We have
Am−1Y ∗k+m = Am−1(X∗k+m + Zk+m).

The columns of Am−1Zk+m belong to Am−1Zk+m, which is generated by

Am−1[X1 . . . Xk+m−1 AXk+m+1 ]
= [ 0 . . . 0 Am−1Xm . . . Am−1Xk+m−1 AmXk+m+1 ].

This time the nonzero blocks appear in

[X1 . . . Xk A
ν−k−1X∗ν . . . AmX∗k+m+1 ]

because

X` = [AX`+1 ∗ ] = · · · = [Am−1X`+m−1 ∗ ] for 1 ≤ ` ≤ k

and
AmXk+m+1 = [Aν−k−1X∗ν . . . AmX∗k+m+1 ].

Hence we can erase Am−1Zk+m in Yk+1. By induction we obtain

Y ∼ [X1 . . . Xk+1 Yk+2 . . . Yν ],

and ultimately this yields Y ∼ X. �

(4.20) Corollary. Let wk be the number of free modules of minimal index
in Wk. The number of free A-modules of minimal index in S is equal to the
product

ν∏
k=1

wk(nk − nk+1)[Tk : Zk] where nν+1 = 0.

Proof. Let X∗k represent a basis of a free module Xk ⊂Wk of minimal index.
Let X be the A-basis obtained from X∗1 , . . . , X

∗
ν and A = XOn. Then A is an

A-module of minimal index in S by (4.17). Each column of X∗k can be altered
modulo Tk without changing Xk, and by (4.19) A will stay unchanged precisely
if we alter each column modulo Zk. Hence there are [Tk : Zk] ways of altering
a column of X∗k that will change A but not Xk. In total, X∗k has nk − nk+1
columns. Finally, if we choose X∗k to represent a basis of another free module
X′k 6= Xk of minimal index, this will also lead to a new A-module by (4.18).
Since there are wk different choices for Xk, this establishes the corollary. �

4.4 Nilpotent Integer Matrices

In this section we will study some aspects of nilpotent matrices over the integers.
Since we examine the similarity of integer matrices in general, nilpotent integer
matrices naturally arise as a special case. Beyond that, if

A = S +N and B = S′ +N ′
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are two similar matrices in Jordan–Chevalley decomposition, we saw at the
beginning of the chapter that their nilpotent parts have to be similar, too. So
before running the procedure for deciding whether A and B are similar, it might
be worthwhile to examine N and N ′ in a first step.

The main goal of this section will be to develop conditions which have to be met
for N and N ′ to be similar and which can be checked easily. Later on, we will
investigate two special cases where it is rather easy to actually prove similarity.

Beforehand, let us briefly describe a major improvement of the general procedure
in the case of nilpotent integer matrices. In this situation, S = S′ is the zero
matrix, which has minimal polynomial X, so

O = Z[X]/(X) = Z.

A full Z-module corresponding to S is given by S = Zn. So if A ⊂ S is an
A-module, it is always free. Moreover, each quotient

Wk = Sk/Tk

is free and a Z-basis can be found without difficulty. Therefore we can avoid the
cumbersome search for the free submodules of minimal index in Wk. Still, the
number of free A-modules of minimal index in Zn may grow arbitrary large and
so does the effort for deciding whether A- and B-modules are similar. Hence it
is desirable to establish some criteria which can lead to a negative result quickly.
First we will show that every nilpotent integer matrix can be transformed into
a simpler form.

(4.21) Proposition. Let n1 ≥ . . . ≥ nν be positive integers. If A ∈ M(n,Z) is
a nilpotent matrix with structure n1 ≥ . . . ≥ nν , then A is similar to a matrix
of the form 

0 A12 · · · A1ν
. . .

. . .
...

. . . Aν−1,ν
0 0


where Ak` is a block of the size nk × n` and each Ak−1,k has full rank nk.
Conversely, every block matrix as above is nilpotent and n1 ≥ . . . ≥ nν is its
structure. In particular, the stated form is uniquely determined by the structure
of the matrix.

Proof. Let
Ak = ker(Ak) ∩ Zn for 0 ≤ k ≤ ν.

Then each quotient Ak/Ak−1 is torsionfree; otherwise there would be a vector
x ∈ Ak r Ak−1 such that ax ∈ Ak−1 for some integer a 6= 0, that is,

Ak−1x 6= 0 and a(Ak−1x) = 0.
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Consequently, Ak/Ak−1 is a free Z-module. Let Xk−1 be a basis of Ak−1 and
let Xk represent a basis of Ak/Ak−1. Then [Xk−1 Xk ] is a basis of Ak. We can
thus construct a basis

X = [X1 . . . Xν ]

of Zn where each Xk represents a basis of Ak/Ak−1. It follows that nk is the
number of columns of Xk and that X−1AX is of the desired form because the
columns of AXk belong to Ak−1, which means they can be expressed as linear
combinations of the columns of [X1 . . . Xk−1 ].
Now suppose the rank of Ak−1,k were not full. Then the rank of

A12 ∗
. . .

0 Ak−1,k


is not full. If x 6= 0 belongs to the kernel of this submatrix, then the vector
[ 0 xtr 0 ]tr, with n1 leading and nk+1 + · · · + nν trailing zeros, belongs to the
kernel of X−1AX. But all elements of this kernel are of the form [ ∗ 0 0 ]tr.
Finally, suppose A is of the stated block form. As one easily sees, we have
Aν = 0, and if k < ν, then Ak is of the form

A′1,k+1 ∗
. . .

A′ν−k,ν


where

A′`,`+k = A`,`+1 · · ·A`+k−1, `+k 6= 0.

Since the rank of each Ak−1,k is full, and thus equal to nk, the rank of A′`,`+k
is also full and equal to n`+k. In conclusion, nk+1 + · · ·+ nν is the rank of Ak,
that is, n1 + · · ·+ nk is the dimension of its kernel. Hence n1 ≥ . . . ≥ nν is the
structure of A. �

If a matrix is given in the form as in (4.21), we say it has the block form
n1 ≥ . . . ≥ nν . If A and B are nilpotent integer matrices, we may assume that
they are given in the same block form. Otherwise, they cannot be similar.

(4.22) Proposition. Let A and B be two nilpotent integer matrices with block
form n1 ≥ . . . ≥ nν . If C ∈ GL(n,Z) satisfies CA = BC, then

C =


C11 · · · C1ν

. . .
...

0 Cνν


where each block Ck` has the size nk × n`.
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Proof. Let

C =


C11 · · · C1ν
...

. . .
...

Cν1 · · · Cνν

.
Then

CA =


0 C11A12 · · · · · · C11A1ν + · · ·+ C1,ν−1Aν−1,ν
...

...
. . .

...
...

...
. . .

...
0 Cν1A12 · · · · · · Cν1A1ν + · · ·+ Cν,ν−1Aν−1,ν


and

BC =


B12C21 + · · ·+B1νCν1 · · · B12C2ν + · · ·+B1νCνν

...
. . .

...
Bν−1,νCν1 · · · Bν−1,νCνν

0 · · · 0

.
If CA = BC, we first observe that

Cν1A12 = 0.

Since A12 has full rank, we conclude Cν1 = 0. Next we obtain

Cν2A23 = Cν1A13 + Cν2A23 = 0,

implying Cν2 = 0. Proceeding like this, we see that Cν` = 0 if ν > `. Therefore

Cν−1,1A12 = Bν−1,νCν2 = 0,

so Cν−1,1 = 0. Ultimately, this reasoning shows Ck` = 0 if k > `. �

If C is given in the form as above, we will also say that C has the block form
n1 ≥ . . . ≥ nν . If we want to see whether two matrices are similar, making use
of the the block form provides us with a first set of necessary conditions. If A
and B are similar and have the block form n1 ≥ . . . ≥ nν , the submatrices

0 A23 · · · A2ν
. . .

. . .
...

. . . Aν−1,ν
0 0

 and


0 B23 · · · B2ν

. . .
. . .

...
. . . Bν−1,ν

0 0


(obtained by deleting the first n1 rows and columns) are similar, too. Thus we
can perform ν − 1 successive tests, starting withñ

0 Aν−1,ν
0 0

ô
and

ñ
0 Bν−1,ν
0 0

ô
,

to decide whether A and B are similar.
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We will now introduce further necessary conditions which have to be met and
which can be verified easily. First of all, if A and B are similar, they are also
equivalent, that is, there are invertible matrices C and D such that CA = BD.
If A and B have the same block form, there are more conditions of this sort.

(4.23) Proposition. Let A and B be two nilpotent integer matrices with block
form n1 ≥ . . . ≥ nν . If A and B are similar, the submatrices

Ak,k+1 · · · Ak`
. . .

...
0 A`−1, `

 and


Bk,k+1 · · · Bk`

. . .
...

0 B`−1, `


are equivalent for 1 ≤ k < ` ≤ ν.

Proof. Let C ∈ GL(n,Z) have the block form n1 ≥ . . . ≥ nν . Then

CA =


0 C11A12 · · · C11A1ν + · · ·+ C1,ν−1Aν−1,ν

. . .
. . .

...
. . . Cν−1,ν−1Aν−1,ν

0 0


and

BC =


0 B12C22 · · · B12C2ν + · · ·+B1νCνν

. . .
. . .

...
. . . Bν−1,νCνν

0 0

.
A careful observation of these two matrices reveals that the products

Ckk · · · Ck,`−1
. . .

...
0 C`−1, `−1



Ak,k+1 · · · Ak`

. . .
...

0 A`−1, `


and 

Bk,k+1 · · · Bk`
. . .

...
0 B`−1, `



Ck+1,k+1 · · · C`,k+1

. . .
...

0 C``


are different expressions for the same submatrix, given that CA = BC. �

The previous proposition equips us with ν(ν + 1)/2 necessary conditions for
similarity, all of which can be verified by comparing the Smith normal forms of
the respective submatrices. In contrast to the expensive test for similarity, this
can be done considerably fast.

Unsurprisingly, there are matrices where the Smith normal forms of all subma-
trices coincide, yet the matrices are not similar. For example, consider

A =

0 3 1
0 0 3
0 0 0

 and B =

0 3 −1
0 0 3
0 0 0

.
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The Smith normal forms of the respective submatrices areî
3
ó
,
î
3
ó

and
ñ
1 0
0 9

ô
.

Suppose

C =

c11 c12 c13
0 c22 c23
0 0 c33


were an invertible matrix (i.e., cii = ±1) with CA = BC. Then we obtain

3c11 = 3c22, 3c22 = 3c33, and c11 + 3c12 = 3c13 − c33.

The first two equations yield c11 = c22 = c33 and the third one states

±2 = c11 + c33 ≡ 0 mod 3.

Hence A and B cannot be similar.

There are, however, two situations in which similarity itself can be confirmed
quickly. The first one is given by the condition ν = 2.

(4.24) Corollary. Let

A =
ñ
0 A12
0 0

ô
and B =

ñ
0 B12
0 0

ô
be two nilpotent integer matrices with block form n1 ≥ n2. Then A and B are
similar if and only if A12 and B12 are equivalent.

Proof. By (4.23), A12 and B12 are equivalent if A and B are similar. Con-
versely, suppose there are invertible matrices C11 and C22 such that

C11A12 = B12C22.

Then
CA =

ñ
0 C11A12
0 0

ô
=
ñ
0 B12C22
0 0

ô
= BC

for C = C11 ⊕ C22. �

Unfortunately, the result of the corollary cannot be generalized for higher values
of ν. For example, suppose

A =

0 A12 0
0 0 A23
0 0 0

 and B =

0 B12 0
0 0 B23
0 0 0


and let C be an invertible matrix of the same block form. In this situation, we
have CA = BC if and only if

C11A12 = B12C22 and C22A23 = B23C33.
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Since C22 appears in both equations, these requirements are not independent.
Also, if n2 > 1, the number of choices for C22 is potentially infinite.

The second rather easy situation for testing similarity is given by nilpotent
matrices of the structure n1 = · · · = nν = 1. In this case, the respective block
form is given by an upper triangular matrix

0 a11 · · · a1ν
. . .

. . .
...

. . . aν−1,ν
0 0

.

As we will see, similarity of such matrices can be proved by solving a system
of linear equations. We will examine this situation as a special case of a more
general context.

A structure n1 ≥ . . . ≥ nν will be called unitarily decreasing if the following
conditions are satisfied:

• nν = 1 and

• nk+1 ≥ nk − 1 for k < ν.

In other words, the values of the structure are decremented by 0 or 1 in each
step until they hit 1 eventually. For example, the structure

3 = 3 ≥ 2 = 2 = 2 ≥ 1 = 1

is unitarily decreasing.
Before we occupy ourselves with matrices of unitarily decreasing structure, we
will show that any block form n1 ≥ . . . ≥ nν can be simplified further.

(4.25) Proposition. Let A be a nilpotent integer matrix given in block form
n1 ≥ . . . ≥ nν . Then each submatrix [Ak−1,k . . . Ak−1,ν ] can be chosen in row
Hermite normal form.

Proof. Let Hν−1 be the row Hermite normal form of Aν−1,ν and let Cν−1 be
an invertible matrix such that Hν−1 = Cν−1Aν−1,ν . Put

C = In1 ⊕ · · · ⊕ Inν−2 ⊕ Cν−1 ⊕ Inν .

Then

CAC−1 =



0 A12 · · · A1,ν−2 ∗ A1ν
. . .

. . .
...

...
...

. . . Aν−3,ν−2 ∗ Aν−3,ν
. . . ∗ Aν−2,ν

. . . Hν−1
0


.
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Replacing A by CAC−1, we thus may assume that Aν−1,ν is in row Hermite
normal form. Notice that, apart from Aν−1,ν , only the (k, ν − 1)-blocks of A
are affected by conjugation with C.
Next, let Hν−2 be the row Hermite normal form of [Aν−2,ν−1 Aν−2,ν ] and

C = In1 ⊕ · · · ⊕ Inν−3 ⊕ Cν−2 ⊕ Iν−1 ⊕ Inν

where Hν−2 = Cν−2[Aν−2,ν−1 Aν−2,ν ]. Switching from A to CAC−1 leaves
Aν−1,ν unaffected and transforms [Aν−2,ν−1 Aν−2,ν ] into row Hermite normal
form. Proceeding in this manner, we will obtain the desired result. �

(4.26) Theorem. Let A and B be two nilpotent integer matrices of unitarily
decreasing structure n1 ≥ . . . ≥ nν given in block form as in (4.25). Then the
following statements hold.

(1) If A and B are similar, the diagonals of Ak−1,k and Bk−1,k are equal for
1 < k ≤ ν.

(2) If C ∈ GL(n,Z) satisfies CA = BC, then C is of the form
C11 · · · C1ν

. . .
...

0 Cνν


where each block Ckk is an upper triangular matrix of the size nk × nk.
Moreover, for k > 1, the first nk diagonal entries of Ck−1,k−1 coincide with
the diagonal entries of Ckk.

Proof. Suppose C is an invertible matrix such that CA = BC. By (4.22) we
already know that C has the block form n1 ≥ . . . ≥ nν . Suppose Ckk is an
upper triangular matrix. Since nν = 1, this is true for k = ν. Write

Ck−1,k−1 =
ñ
C ′ ∗
C ′′ ∗

ô
where C ′ is an nk × nk matrix and C ′′ is a block of size (nk−1 − nk)× nk, that
is, either a row vector or nonexistent. Furthermore, we have

Ak−1,k =
ñ
A′

0

ô
and Bk−1,k =

ñ
B′

0

ô
where A′ and B′ are square upper triangular matrices in row Hermite normal
form of full rank. Again, the zero rows might be nonexistent. As seen in the
proof of (4.23), we have the relation

Ck−1,k−1Ak−1,k = Bk−1,kCkk

and in our case it reads ñ
C ′A′

C ′′A′

ô
=
ñ
B′Ckk

0

ô
.
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This implies C ′′ = 0 because A′ has full rank. Since A′, B′ and Ckk are upper
triangular matrices, the same is true for

C ′ = (A′)−1B′Ckk

and thus for Ck−1,k−1. With obvious notations, the ith diagonal entry of C ′ is
of the form

c′ii = b′ii
a′ii
cii where c′ii, cii = ±1.

Since A′ and B′ are in Hermite normal form, the entries on their diagonals
are positive. Consequently, c′ii = cii, and therefore a′ii = b′ii. This proves all
statements of the theorem. �

(4.27) Corollary. Let A and B be two nilpotent integer matrices of unitarily
decreasing structure n1 ≥ . . . ≥ nν and let ` be the number of all indices k < ν
with nk > nk+1. If the matrices are given in the form of (4.25), similarity can
be decided by solving at most 2` systems of linear equations.

Proof. If C is an invertible matrix satisfying CA = BC, then it is an upper
triangular matrix by (4.26). Therefore the entries on its diagonal are equal to
±1. If a diagonal is fixed, the remaining entries of C can be obtained as a
solution of the system CA = BC. If none of these systems can be solved, A
and B are not similar.
Because of the repetitive structure of the diagonal of C described in (4.26), the
number of possible diagonals is less than 2n. For all k with nk = 1, we have

Ckk = · · · = Cνν = ±1,

giving us two possibilities for these entries. Suppose k < ν and let [ c1 . . . cnk+1 ]
be the diagonal of Ck+1,k+1. If nk > nk+1, then

Ckk =


c1 ∗

. . .

cnk+1

0 ∗


where the last diagonal entry can be chosen freely among ±1. So every k < ν
with nk > nk+1 increases the number of diagonals by the factor 2. If nk = nk+1,
we have

Ckk =


c1 ∗

. . .

0 cnk+1

,
leaving us no choice. Taken together, there are 2`+1 diagonals. But half of them
can be discarded (in effect, by fixing Cνν = 1), because if C satisfies CA = BC,
then so does −C. �
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As a consequence of the corollary, the case n1 = · · · = nν = 1 can be handled by
solving a single system of linear equations. Yet even in the case n1 > . . . > nν ,
where ` = ν− 1, the number of systems will be considerably smaller than 2n−1.
In this situation, we have

nk = ν − k + 1

since nν = 1 and nk = nk+1 + 1 for k < ν. Therefore

n = n1 + · · ·+ nν = ν + · · ·+ 1 > ν,

given that ν > 1, of course. In practice, the case n1 > . . . > nν can actually be
handled better than n1 = · · · = nν = 1, if compared for a fixed n = n1 +· · ·+nν .
This is because the systems on linear equations contain a lot more zero rows in
the first case. See the next chapter for concrete running times.

Let us describe one last improvement. As mentioned before, if we want to see
whether A and B are similar, we may assume that the submatrices

Ak =


0 Ak,k+1 · · · Akν

. . .
. . .

...
. . . Aν−1,ν

0 0

 and Bk =


0 Bk,k+1 · · · Bkν

. . .
. . .

...
. . . Bν−1,ν

0 0


are similar. So instead of testing similarity directly, we can successively de-
termine all possible diagonals for Ck such that the system CkAk = BkCk is
solvable, thereby ruling out incorrect diagonals with less effort.

4.5 Algorithms

(4.28) Algorithm — Related Matrix I

−I S semisimple integer matrix
M integer matrix commuting with S
Ω Z-basis of a full module S corresponding to S

J− A the matrix in Λ = (S : S) related to M (see p. 91)

The basis Ω must have the form as in (1.5), i.e., the rows are eigenvectors of S.
Suppose M = [mij ] and Ω = [ω1 . . . ωs ].

(1) Compute the matrix A of the homomorphism σ : Kn → Kn given by

σ(ωi) =
∑

mijωj

with respect to the standard basis of Kn; cf. (4.2) and the proof of (1.1).

(2) Return A.
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(4.29) Algorithm — Related Matrix II

−I S semisimple integer matrix
Ω Z-basis of a full module S corresponding to S
A element of Λ = (S : S)

J− M the integer matrix related to A (see p. 91)

The basis Ω must have the form as in (1.5), i.e., the rows are eigenvectors of S.
Suppose Ω = [ω1 . . . ωs ].

(1) Compute the integer matrix M = [mij ] given by Aωi =
∑

mijωj .

(2) Return M .

(4.30) Algorithm — Is Similar (Modules)

−I S full module in Kn

A free A-module over O
B free B-module over O

J− τ true/false
Γ matrix proving the similarity of A and B

The matrices A and B belong to Λ = (S : S), Γ will be a unit of Λ. The order
O is a direct sum O1 ⊕ · · · ⊕ Os. The modules A and B are given by A- and
B-bases X and Y . The modules are contained in S. For each ι, the components
Aι and Bι have the same structure.

(1) If [S : A] 6= [S : B], return false.

(2) Compute a nonzerodivisor λ ∈ O with λS ⊂ A. If λS 6⊂ B, return false.

(3) Put G := Y −1ΛX. Then G is the multiplier ideal (D : C).

(4) For ι = 1, . . . , s, compute the algebraMι of all matrices M ∈ M(nι,Oι) of
the form as in (4.9); also see p. 103. The structure referred to in (4.9) is
the structure of Aι and Bι.

(5) PutM :=M1 ⊕ · · · ⊕Ms andM := (M∩G)/(λM∩G).

(6) For each M ∈M, check whether M is a unit ofM/λM which stems from
an element of U = M×. If so, go to the next step. If no such M exists,
return false.

(7) Compute a preimage U ∈ U of M , basically using algorithm (3.16); also
pay attention to the remarks on p. 104.

(8) Put Γ = Y UX−1. Return true and Γ .
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(4.31) Algorithm — All Free A-Modules (Number Field Case)

−I S full module in Kn
A nilpotent matrix in Λ = (S : S)

J− A list of all free A-modules of minimal index in S

The modules in A will be defined over O = Λ ∩ K, the multiplier ring of S.
Suppose ν is the smallest integer such that Aν = 0.

(1) For k = 1, . . . , ν, compute

Sk = Vk ∩S, Tk = (Vk−1 +AVk+1) and Wk = Sk/Tk.

(2) For each k = 1, . . . , ν, compute all free modules Xk ⊂Wk of minimal index
as explained on p. 111. Let X ∗k be a list of matrices X∗k with columns
belonging to Sk such that each Xk is represented by exactly one X∗k .

(3) Put X ∗ := X ∗1 × · · · × X ∗ν .

(4) For each X∗ = (X∗1 , . . . , X∗ν ) in X ∗:

• compute the A-basis X = [X1 . . . Xν ] constructed from X∗;
• for each k = 1, . . . , ν, compute the O-module Zk generated by the
columns of [X1 . . . Xk−1 AXk+1 ];
• collect all modules A = Y On with A-bases Y constructed from blocks

Y ∗k = X∗k + Zk

where the columns of Zk individually vary over a set of representatives
of Tk/Zk; cf. (4.19).

(5) Return the list of all modules A collected in (4).

(4.32) Algorithm — All Free A-Modules (General Case)

−I S full module in Kn

A nilpotent matrix in Λ = (S : S)

J− A list of all free A-modules of minimal index in S

The modules in A will be defined over O1 ⊕ · · · ⊕ Os where Oι is the multiplier
ring of Sι ∩S; see step (1).

(1) For ι = 1, . . . , s:

• compute Sι ∩ S where Sι is the image of S under the projection
Kn → Knιι ;
• compute a list Aι of all free Aι-modules of minimal index in Sι ∩ S

using algorithm (4.31).
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(2) Return a list A consisting of all modules A = A1 ⊕ · · · ⊕ As with Aι ∈ Aι.

With a minor adjustment, algorithm (4.32) can also be used for computing a
single free A-module of minimal index. When calling algorithm (4.31), it suffices
to compute only one free module Xk for each k in step (2). Afterwards, return
A = XOn.

(4.33) Algorithm — Is Similar (Nilpotent Matrices)

−I A, B nilpotent matrices belonging to a matrix order Λ
S full module in Kn with multiplier algebra Λ

J− τ true/false
Γ unit of Λ satisfying ΓA = BΓ

(1) For ι = 1, . . . , s, check whether Aι and Bι have the same structure. If not,
return false.

(2) Compute a free A-module A of minimal index in S, basically using algo-
rithm (4.32) as explained in the remark that followed.

(3) Compute a list B of all free B-modules B of minimal index in S using
algorithm (4.32).

(4) For each B ∈ B, check whether A and B are similar using algorithm (4.30).
If so, a matrix Γ is being computed; return true and Γ . If no such module
B exists, return false.

The algorithms in this section especially work for Λ = M(n,Z). In this case,
step (2) of algorithm (4.31) becomes trivial since each Wk is a free Z-module.
Additionally, we can compute the block forms of A and B and perform the
test based on (4.23) before dealing with A- and B-modules. If ν = 2, this test
is also sufficient by (4.24). Furthermore, if the matrices’ structure is unitarily
decreasing, we can dispense with A- and B-modules altogether.

(4.34) Algorithm — Block Form

−I A nilpotent integer matrix

J− B the block form of A
C invertible integer matrix with CA = BC

Suppose that n1 ≥ . . . ≥ nν is the structure of A. The matrix B will be of the
form described in (4.21) together with (4.25).

(1) For k = 1, . . . , ν, compute an n × nk matrix Uk representing a basis of
Ak/Ak−1 where Ak = ker(Ak) ∩ Zn.

(2) Put U := [U1 . . . Uν ] and A := U−1AU . Then A is of the form in (4.21).
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(3) Compute a matrix C = C1 ⊕ · · · ⊕ Cν as explained in the proof of (4.25).

(4) Put B := CAC−1 and C := CU−1. Return B and C.

(4.35) Algorithm — Is Similar (Unitarily Decreasing Structure)

−I A, B nilpotent integer matrices

J− τ true/false
C invertible integer matrix satisfying CA = BC

Suppose that n1 ≥ . . . ≥ nν is the structure of A and B. Both matrices have to
be given in block form as computed by algorithm (4.34).

(1) For k = 2, . . . , ν, check whether the diagonals of Ak−1,k and Bk−1,k coincide.
If not, return false.

(2) For each (c1, . . . , cn) ∈ {±1}n:

• define C to be the upper triangular matrix with diagonal (c1, . . . , cn)
and variable entries cij for j > i;
• try to solve the system of linear equations CA = BC; if there is a
solution, return true and C.

(3) Return false.

To complete things, let us outline how the individual algorithms add together
to a function for general integer matrices.

(4.36) Algorithm — Is Similar (General Case)

−I M , M ′ integer matrices

J− τ true/false
C invertible integer matrix satisfying CA = BC

(1) If M and M ′ do not have the Jordan normal form over Q, return false.

(2) Compute the Jordan–Chevalley decompositions

M = S +N and M ′ = S′ +N ′.

Multiplying the matrices with a suitable positive integer, we may assume
they are all defined over Z.

(3) Check whether S and S′ are similar using algorithm (3.17). If not, return
false. Otherwise we now may assume S = S′.

(4) Compute the module S corresponding to S using algorithm (1.43).

(5) Compute the multiplier algebra Λ = (S : S) using algorithm (1.45).
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(6) Compute the matrices A, B ∈ Λ related to M , M ′ using algorithm (4.28).

(7) Decide whether A and B are similar using algorithm (4.33). If not, return
false. Otherwise obtain a matrix Γ ∈ Λ× satisfying ΓA = BΓ .

(8) Compute the matrix C related to Γ using algorithm (4.29).

(9) Return true and C.





5 Examples and Running Times

In this section we will illustrate the workings of our algorithm with two extensive
examples, one for semisimple and one for nilpotent matrices.1 Afterwards, we
will examine the running time of the algorithm, partly in comparison to the
current method in Magma for matrices of finite order.

Let us start with the semisimple matrices

A =


0 1 0 0
−4 0 0 0
0 0 0 1
0 0 −4 0

 and B =


0 1 4 0
−4 0 0 −4
0 0 0 1
0 0 −4 0

.
To decide whether these matrices are similar, we need to determine full modules
corresponding to them and check whether these modules are equivalent. The
minimal polynomial of both matrices is X2 + 4, hence 2i is an eigenvalue. Let
O = Z[2i] and K = Q(i). Over K, the eigenspaces of A and B with respect to
2i are given by

Eig(A, 2i) = K [1 2i 0 0]tr +K [0 0 1 2i]tr,
Eig(B, 2i) = K [4 0 2i − 4]tr +K [0 4 − 1 − 2i]tr.

Therefore

A = ΞZ4 =
ñ
1 2i 0 0
0 0 1 2i

ô
Z4 and B = ΥZ4 =

ñ
4 0 2i −4
0 4 −1 −2i

ô
Z4

are full O-modules corresponding to A and B by (1.5). Our examination will
start over the maximal order. Since OK = Z[i] is a principal ideal domain, we
can already say that AK and BK are equivalent. Concretely, we have

AK =
ñ
1 i 0 0
0 0 1 i

ô
Z4 and BK =

ñ
2 2i 0 0
1 i 2 2i

ô
Z4,

and it is easy to see that ΓAK = BK for

Γ =
ñ
2 0
i 2

ô
.

But ΓA 6= B, so we must continue our examination. By (2.28) we need to
check whether the multiplier ideal C = (B : A) is a principal right ideal of the
multiplier algebra

Λ = (A : A) = M(2,O).

1. Recall that, in general, it suffices to deal with semisimple matrices first and to examine
nilpotent elements of a suitable matrix order afterwards.
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The ideal C is given by the Z-basisñ
4 0
0 0

ô
,

ñ
0 4
0 0

ô
,

ñ
2i 0
3 0

ô
,

ñ
0 2i
0 3

ô
,ñ

0 0
4 0

ô
,

ñ
0 0
0 4

ô
,

ñ
0 0
2i 0

ô
,

ñ
0 0
0 2i

ô
.

Moreover, C is invertible and satisfies CA = B. In order to apply (1.39), we need
to check whether C can be made coprime to the conductor F of the extension
Λ ⊂ ΛK where

ΛK = (AK : AK) = M(2,OK).

Since F = M(2, f) for f = 2OK, we see that

C + F =
ñ
f f
O O

ô
6= Λ.

To make C coprime to F, we need to check whether Cp is principal for each
prime ideal of O containing f according to (2.23). Since f is prime, we only have
to examine Cp for p = f. To find a principal ideal generator, it suffices to search
C/pC for an element C satisfying C−1C ∩ K 6⊂ p by (2.31) and (2.32). Such an
element is given by

C =
ñ
2i 0
3 2i

ô
.

Moreover, C−1C+F = Λ, so further adjustments are not necessary. Instead, we
can now examine whether C−1C is principal by checking whether the residue
class of

C−1Γ =
ñ
−i 0
2 −i

ô
belongs to the image of

Λ×K → (Λ/F)×\(ΛK/F)×.

This is obviously true because C−1Γ is invertible.1 Put U = (C−1Γ )−1. By
(1.39) we have

C−1C = C−1ΓUΛ = Λ,

so C = CΛ and thus CA = B. It remains to determine the matrix of the
homomorphism

A→ B, ξ 7→ Cξ

with respect to the Z-bases Ξ = [ξ1 . . . ξ4] and Υ = [υ1 . . . υ4] chosen at the
beginning. Since

Cξ1 = υ2 + υ3, Cξ2 = −4υ1 − 3υ4, Cξ3 = −υ1 − υ4, Cξ4 = −υ2,

1. In a less fortunate case it would suffice to check whether there is a class E ∈ (Λ/F)× such
that det(EC−1Γ ) belongs to the image of OK → (OK/f)×. In practice, we could simply
search Λ/F, which contains 16 elements.
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it is given by

T =


0 1 1 0
−4 0 0 −3
−1 0 0 −1
0 −1 0 0

.
Indeed, AT = TB.

For the nilpotent case, consider the matrices

A =



0 0 1 0 0 0
0 0 0 1 0 0

0 0 2 0
0 0 0 2

0 0
0 0

 and B =



0 0 1 0 1 0
0 0 0 1 0 1

0 0 2 0
0 0 0 2

0 0
0 0

.

To decide whether they are similar, we first need to determine a free A-module
of minimal index in Z6 (notice that A = 0 +A is the Jordan–Chevalley decom-
position of A and that S = Z6 corresponds to S = 0). One such module is
given by A = XZ6 where X = [X1 X2 X3 ] consists of the blocks

X3 = [ e5 e6 ], X2 = AX3, X1 = AX2,

that is,

X =



2 0 0 0 0 0
0 2 0 0 0 0

2 0 0 0
0 2 0 0

1 0
0 1

.

Likewise, any free B-module of minimal index in Z6 is of the form B = Y Z6

where

Y =



2 0 y1 + 1 y2 + 1 z1 z2
0 2 y3 + 1 y4 + 1 z3 z4

2 0 y1 y2
0 2 y3 y4

1 0
0 1

.

Performing elementary column operations on Y , which does not change the
module B, each entry above the diagonal can be reduced modulo 2, that is,
they can be chosen in {0, 1}. This gives us 256 modules in total. By (4.8) we
need to decide whether A is similar to one of them. If

y1 = y4 = 1 and y2 = y3 = z1 = · · · = z4 = 0,
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this will be the case, indeed. To verify this claim, we need to find an invertible
matrix of the form C = Y UX−1 where

U =



u1 u2 w1 w2 ∗ ∗
u3 u4 w3 w4 ∗ ∗

u1 u2 w1 w2
u3 u4 w3 w4

u1 u2
u3 u4

∈ GL(6,Z)

(see p. 103). Clearly, A and B both contain 2Z6, so by (4.13) we can restrict
our search to residue classes Ū ∈ GL(6,Z/2Z) which map

C = (2X−1Z6)/2Z6 onto D = (2Y −1Z6)/2Z6

and which can be lifted to GL(6,Z). In this example, C = D, so Ū = Ī will do.
Put U = I. Then

C = Y UX−1 =



1 0 1 0 0 0
0 1 0 1 0 0

1 0 1 0
0 1 0 1

1 0
0 1


satisfies CA = BC.

Next, let us examine the running time of our algorithm. By the time of writing,
we had only implemented the semisimple case for matrices with an irreducible
minimal polynomial and the nilpotent case for integer matrices. Nevertheless,
the advantages (and limitations) of our method can be illustrated well enough in
these special cases. All functions were implemented in Magma (version 2.22-2)
and were run on a computer with 3.16 GHz (Intel Core 2 Duo E8500) and 4 GB
of memory.

To begin with, we will compare our algorithm to the current procedure in
Magma, invoked by the function IsGLZConjugate. It works for matrices of
finite order, that is, matrices A with the property Aν = I for some ν. It is easy
to see that such matrices are semisimple and that their complex eigenvalues are
roots of unity. So in the case of an irreducible minimal polynomial, the matrices
correspond to full modules over Z[ζ] according to (1.4). As is well known, Z[ζ] is
the maximal order of the cyclotomic field Q(ζ).1 Hence, to decide similarity, we
basically need to apply a principal ideal test in Z[ζ] as explained in section 1.3.

Let us start with 4× 4 matrices. In this case, the minimal polynomial can have
degree 1, 2 or 4. Therefore

ζ = ζn for n ∈ {1, 2, 3, 4, 5, 6, 8, 10, 12}

1. Cf. Neukirch (1999), p. 60, (10.2).
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because
[Q(ζn) : Q] = ϕ(n) =

∏
p|n
pep−1(p− 1) for n =

∏
p|n
pep

where ϕ denotes Euler’s totient function. Since Q(ζn) has class number 1 for
all the values given above,1 all finitely generated modules over Z[ζn] are free.
Therefore any pair of 4× 4 matrices of finite order has to be similar, provided
the matrices share the same minimal polynomial.

To compare our method to the current algorithm, we randomly generated a few
4 × 4 matrices of finite order with entries in {0,±1}. For each matrix A we
chose a random element C ∈ GL(4,Z) and handed A and B = CAC−1 over to
the functions IsSimilar and IsGLZConjugate. In the case

A =


0 0 0 1
0 0 −1 0
−1 0 0 1
0 −1 1 0

 and B =


0 0 1 1
0 0 0 −1
0 1 0 1
1 1 1 0

,
both functions needed 0.01 seconds to confirm the similarity of A and B. If

A =


−1 −1 0 0
1 1 −1 1
1 0 0 −1
1 0 0 0

 and B =


−6 −9 −1 1
4 6 1 −1
−1 −1 0 −1
−1 −1 0 0

,

our method was even a bit slower (0.06 versus 0.01 seconds). Yet when calling
Random(GL(4,Z)) repeatedly, the entries of C, and thus of B, grow dramatically
over time and, as it turns out, the function IsGLZConjugate seems to be quite
sensitive towards this growth. For example, if

A =


1 0 −1 0
0 0 −1 0
1 0 0 −1
0 1 0 −1


and

B =


−390935360 −458926807 −73468877 −178210853
167383377 196494855 31456483 76302942
423585561 497257356 79604400 193094258
251911603 295722847 47342306 114836105

,
our function confirmed the similarity of A and B in 0.06 seconds in contrast to
4 hours and 20 minutes needed by IsGLZConjugate.2

1. Cf. Washington (1997), pp. 205–06, theorem 11.1. Notice that Q(ζ2n) = Q(ζn) if n is odd.
2. In all fairness, Markus Kirschmer, who implemented IsGLZConjugate, told the author in

March 2014 that the algorithm was only a byproduct of the results by Opgenorth, Plesken
and Schulz (1998) and that no good performance should be expected of the function.
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As a last example for finite order matrices, consider the case

A =



0 0 0 −1 −1 0 0 0
−1 −1 0 0 0 0 1 −1
0 0 0 0 0 1 0 1
1 0 0 −1 0 0 1 1
0 0 0 1 0 0 −1 −1
−1 −1 −1 0 −1 0 0 −1
0 −1 0 −1 0 0 1 0
1 1 0 0 1 0 0 1


and

B =



0 0 −1 −1 0 0 0 0
−1 0 0 1 0 0 0 0
1 1 1 1 0 0 0 0
0 −1 −1 −1 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0


.

Both matrices have minimal polynomial X2 + 1, so they correspond to full
modules over Z[i] and thus are similar. Our function finds a solution

C =



1 0 0 0 1 0 0 0
0 1 0 0 −1 0 −1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 1 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 −1 −1
0 0 0 0 0 −1 0 −1
0 0 0 0 1 0 0 0


in 0.03 seconds, whereas IsGLZConjugate worked for about 10 days until the
computer ran out of memory.1

Now let us consider arbitrary matrices with irreducible minimal polynomial,
that is, not necessarily of finite order. If the characteristic polynomial coincides
with the minimal polynomial, the matrices correspond to ideals of an order in
a number field. Therefore the performance of our algorithm will be as good (or
as bad) as the respective principal ideal test.

If the characteristic polynomial is a proper power of the minimal polynomial,
we will have to deal with modules in Kn. For this case, consider the following
example. Let K = Q(ϑ) where ϑ is a root of the polynomial X3−X − 1 and let

O = Z + 2ϑZ + 2ϑ2Z.

1. This example was communicated to the author by Mathieu Dutour in May 2013.
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At the end of section 1.7, we showed that

A =
ñ
1 2ϑ ϑ2 0 0 0
0 0 ϑ 1 2ϑ 2ϑ2

ô
Z6

is an O-module which cannot be transformed into a direct sum of ideals. By the
proof of (1.9), A corresponds to the 6× 6 matrix

A =



0 1 0 0 0 0
0 0 4 0 −2 0
2 1 0 0 0 1
0 0 0 0 1 0
0 0 0 0 0 2
0 0 0 4 2 0


when regarded as a module over Z[2ϑ], which is a suborder of O. To test our
algorithm, we randomly chose 100 matrices Γ ∈ GL(2,K) with entries of the
form

γij = c1 + c2ϑ+ c3ϑ
2 with ck ∈ {0,±1}

and compared A to ΓA using the function IsEquivalent. On average, it took
the computer 0.05 seconds to confirm the equivalence of both modules. All in
all, the computation time ranged from 0.04 to 0.15 seconds.

In a next step, we took A⊕A, which corresponds to the 12× 12 matrix A⊕A,
and compared it to Γ (A⊕A) for 100 matrices Γ ∈ GL(4,K) with entries chosen
as above. This time, the computer worked for 2.39 seconds on average, with
0.99 seconds in the best and 11.94 seconds in the worst case.

Finally, consider A′ = A ⊕ A ⊕ A. When dealing with this module, our algo-
rithm will reach its limits because the number of potential tests will explode.
Given A′ and B, the computer will first check whether A′K and BK are equiv-
alent. This will pose no problem because this question can be reduced to a
principal ideal test in OK. Having found a matrix Γ ∈ GL(6,K) which satis-
fies ΓA′K = BK, we must decide whether C = (B : A′) is a principal ideal of
Λ = (A′ :A′). As explained at the beginning of this section, this comes down to
searching Λ/F for an element of a suitable determinant. In our example,

|Λ/F| = 227 = 134,217,728,

so the search would be feasible, if need be. However, if choosing this approach,
our method requires that C is coprime to F. If it is not, we first have to make
it coprime. Since f = 2OK is a prime ideal of OK and thus of O (again, see
section 1.7), this requires searching for a suitable element in C/pC for p = f.
But

|C/pC| = 281 ≈ 2.42× 1024,

so we shouldn’t expect a solution any time soon. Alternatively, we could adopt
the approach of searching

(ΛK/F)× = GL(6,OK/f)
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as explained at the end of section 3.2 (the equality above is due to A′K = O6
K).

Then there is no need to ensure that C is coprime to F. Yet OK/f is a field with
8 elements, so

|GL(6,OK/f)| = (86 − 1)(86 − 8) · · · (86 − 85) ≈ 2.79× 1032,

rendering this approach even more futile.

To conclude our examination, let us evaluate the running times for some nilpo-
tent matrices, with the main focus on unitarily decreasing structures. Let us
begin with the simplest unitarily decreasing structure, namely

n1 = n2 = · · · = nν = 1.

In this case we can find matrices of any size n because n = n1 + · · · + nν .
For each given n, we generated 1,000 matrices A in block form with structure
n1 = · · · = nν = 1 and entries randomly chosen in {0, 1, . . . , 9}. For each A, we
generated a matrix

C =


1 ∗

. . .

0 1


with entries above the diagonal randomly chosen in {0,±1}. Then we compared
A to CAC−1. Table 1 contains the minimal, maximal and average running
times.

n avg. min. max.
2 0.001 0.000 0.010
3 0.001 0.000 0.010
4 0.002 0.000 0.010
5 0.003 0.000 0.010
6 0.004 0.000 0.010
7 0.006 0.000 0.010
8 0.009 0.000 0.020
9 0.013 0.010 0.020

10 0.020 0.010 0.030
11 0.033 0.020 0.050
12 0.056 0.030 0.100
13 0.106 0.050 0.190
14 0.201 0.060 0.410
15 0.394 0.110 0.880
16 0.693 0.140 1.680
17 1.811 0.280 6.490
18 4.877 0.540 15.640
19 15.323 0.800 57.680
20 37.826 2.770 149.420
21 84.869 9.330 437.650
22 185.767 13.300 815.680

Table 1
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Next, consider the other extreme case in the unitarily decreasing context, that
is, structures of the form

n1 > n1 − 1 > . . . > 2 > 1,

The possible sizes of matrices with such a structure are given by

n = n1(n1 + 1)
2 (n1 > 1).

Again we generated 1,000 pairs of matrices with structure n1 > . . . > 2 > 1 as
described before and handed them over to our algorithm. Table 2 contains the
minimal, maximal and average running times in these cases.

n avg. min. max.
3 0.001 0.000 0.010
6 0.002 0.000 0.010

10 0.007 0.000 0.010
15 0.056 0.030 0.100
21 1.671 0.570 4.010
28 119.550 21.840 1014.420

Table 2

To conclude this section, let us consider the matrices

A =



0 0 2 0 0 0
0 0 0 4 0 0

0 0 6 0
0 0 0 8

0 0
0 0

 and B =



0 0 2 2 6 −6
0 0 0 4 −4 0

0 0 6 2
0 0 0 8

0 0
0 0


whose structure is not unitarily decreasing, as they consist solely of 2×2 blocks.
In this rather innocent looking example our algorithm needs more than 10 hours
to find a matrix

C =



1 1 9 1 −5 7
0 1 16 4 −28 −28

1 1 −1 −5
0 1 25 9

1 1
0 1


which satisfies CA = BC. Yet if we compare A to the matrix

B′ =



0 0 2 2 4 2
0 0 0 4 −4 −8

0 0 6 2
0 0 0 8

0 0
0 0

,
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it takes merely 0.01 seconds to compute a solution

C ′ =



1 1 1 1 0 0
0 1 0 −1 0 0

1 1 0 0
0 1 1 1

1 1
0 1

.



Final Remarks

To conclude this work, let us address some potential starting points for fu-
ture research, which could lead to an improvement of our algorithm. In the
semisimple case, it would be worthwhile to solve the following problems.

• Come to a better understanding of full modules over nonmaximal orders.
This should include necessary and sufficient criteria for when a module
can be transformed into a direct sum of ideals.

• Find an efficient way to decide whether an invertible right ideal C can be
made coprime to the conductor. To accomplish this, it would suffice to
find an efficient way for deciding whether Cp is principal for each p ⊃ f.

• Improve the principal ideal test for multiplier ideals C. Given that C is
coprime to F, this can be solved by computing the group det((Λ/F)×) and
providing an element of a suitable determinant.

Up to now, our methods for solving the second and third problem have expo-
nential complexity, hence it would be desirable to find a better algorithm.

In the nilpotent case, our method requires doubly exponential time in general
because the number of A-modules and the number of steps in the similarity
test can grow exponentially fast. The only exception are integer matrices with
unitarily decreasing structure, where the algorithm lies in between polynomial
and exponential time. Because of the difficulties in the general case, it might
be the best to develop a completely new approach for nilpotent matrices.
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