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An infinite network for parallel computation is presentzd which can for every k become partitioned in cube-connected

. k, . . . .
cycles-networks of size 22 2% [1). This construction extends a result from {2], where finite such networks are constructed. This
infinite network is useful for simplifying the structure and improving the efficiency of the general purpose parallel computer

shown in [3].
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Introduction

Preparata and Vuillemin introduced in [1] the
cube-connected cycles (CCC), a network for paral-
lel computation, which can simulate a lot of im-
portant parallel computations as sorting, permut-
ing and fast Fourier transformation with a con-
stant loss of time but with a saving of processors
by a factor proportional to the depth of the net-
work being simulated: log n for permuting and
fast Fourier transformation, log n’ for sorting,.

Galil and Paul [3] used the CCC’s to construct
an infinite general purpose parallel computer which
needs O(t log p*) steps and O(p) processors to
simulate an infinite parallel computer which started
with some input, executes t steps and uses p of its
processors.

The key of this simulation is the use of a ‘post
office’, i.e., a network in which the communication
between the processors of M is simulated. This
‘post office’ has to be an infinite sorting network
on which for every p it is possible to sort p items
written in the first p input-processors of the net-

* The Publisher is glad to announce that this article is the
1000th paper to appear in Information Processing Letters
since its birth in February 1971.

work in O(log p?) steps using O(p) processors. In
[3] this is realized by connecting CCC'’s of all sizes
by trees. The items have to be transported to the
CCC of suitable size in order to be sorted.

We shall now describe an infinite network with
the following properties:

(1) Each processor can communicate with 4
other processors.

(2) For every k the network can become parti-
tioned in CCC’s of size 22°2%. (In fact these CCC’s
contain still some more edges and form the net-
work constructed in [2].)

(3) For k’ <k each CCC in the network of size
22°2% can be partitioned in CCC’s of size 2" 2%

This network allows us to construct a very
simple ‘post office’ for the general purpose com-
puter from [3]. Additionally we save more than a
half of the processors used for a simulation and
the time necessary to transport the items to the
suitable CCC.

Construction of the infinite cube-connected cycles
The CCC-network has 22'2* vertices and degree

3. We use a description of this graph tailored to
our construction. For a positive integer k let I, be
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the set

(=2% 1., =2, -1,1,2,...,2F 1),

Then the vertex set of G, is {0, 1}’ X I,.

The edge set consists of cycle-edges and cube-
edges.

Two vertices (3, b) and (3, b’), b > b’ are joint
by a cycle-edge if a=3" and b=b"+1 orb=1,
b'=—lorb=21b=-2¢"

They are joint by a cube-edge, if b=1b’ and a
and a’ differ exactly at the btk position.

A CCC network is obtained by attaching
processors to the vertices of the graph. The edges
then determine which processors may communi-
cate in one step.

Our infinite network has the following infinite
graph G: Let A be the set of all positive and
negative integers except zero, and B the subset of
{0. I)* of those sequences which only contain a
finite number of 1’s. Then the vertex set V of G is
B X A. (Clearly V is countable.)

The cycle-edges and cube-edges are defined as
above for G, . except the cycle-edges with b =2%"!
and b’= —2%"! which do not appear as cycle-
edges here.

Additionally we now insert new edges. the
cross-edges, between vertices (a. b) and (2". b"). if
a=aand b= —-Db".

Fig. 1 shows the vertices of G for some fixed
a € B with cycle- and cross-edges.

Fig. 1.
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Now for some positive integer x let Df be the
set

{(—x, =x—1,...,—x=2""+ 1)U

U{x,x+1,...,x+2 -1}

Let T=(c,);c» € B be a sequence with ¢;=0 for
all i € DX, Then consider the subgraph G, x, k)
of G with vertex set

{(a,b)eV,a,=c, foralli¢ DF, be D}}.

If we now remove all cross-edges between vertices
(3, b), (@, —b) in this graph with b & (x, x + 2*~!
— 1}, we obviously obtain a graph isomorphic to
G,. Now let x=2*"'p for some non-negative
integer p. Then the vertices of the graphs G(Z, x, k)
with some x of the above form and all ¢ as above
partition G into isomorphic copies of G,. If we do
not remove the cross-edges, the above vertex-sets
define graphs as constructed in [2], but with a new
representation of their vertices. The third property
also follows directly from this partition.
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