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Kurzfassung

Die vorliegende Dissertation beschäftigt sich mit den aperiodischen Korrelationseigen-

schaften binärer und unimodularer Folgen endlicher Länge. Die aperiodische Kreuzkor-

relation ist ein Maß für die Ähnlichkeit einer Folge zu einer verschobenen Kopie einer

anderen Folge. Wenn beide Folgen gleich sind, wird die Kreuzkorrelation auch Autokorre-

lation genannt. Von besonderem Interesse sind lange Folgen, deren sämtliche aperiodische

Korrelationen betragsmäßig klein sind, da sie zahlreiche Anwendungen, unter anderem in

der digitalen Nachrichtentechnik, haben.

Der Merit-Faktor und das Peak-Sidelobe-Level sind die beiden wichtigsten Maße dafür,

dass die aperiodischen Autokorrelationen einer Folge klein sind. Wir untersuchen den

asymptotischen Merit-Faktor und das asymptotische Peak-Sidelobe-Level von Familien

binärer Folgen. Dabei liefern wir, unter anderem, erstmals seit 1991 wesentlich neue

Beispiele für Familien binärer Folgen, für die wir den asymptotischen Merit-Faktor bestim-

men können.

In der Funktionentheorie tauchen aperiodische Autokorrelationen naturgemäß bei der

Untersuchung von Lα-Normen von Polynomen auf. Polynome, die eine kleine Lα-Norm

haben und deren Koeffizienten nur die Werte −1 und 1 annehmen, sind von besonderem

Interesse. Wir bestimmen explizite und rekursive Formeln für das asymptotische Verhältnis

von Lα-Norm und L2-Norm zweier spezifischer Familien von Polynomen mit Koeffizienten

aus {−1, 1} für unendlich viele α.

Schließlich betrachten wir ein kombiniertes Maß dafür, dass sämtliche aperiodische Auto-

und Kreuzkorrelationen eines Paares von Folgen klein sind. Insbesondere konstruieren wir

Paare unimodularer Folgen, die in Hinsicht auf dieses Maß asymptotisch optimal sind.
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Abstract

The thesis at hand deals with the aperiodic correlation properties of binary and unimodular

sequences. The aperiodic crosscorrelation is a measure for the similarity of a sequence to a

possibly shifted copy of another sequence. If both sequences are equal, then the aperiodic

crosscorrelation reduces to the aperiodic autocorrelation. Of particular interest are long

sequences whose correlations are small in magnitude, mainly because such sequences have

natural applications in digital communications.

The two most important measures for the collective smallness of the aperiodic auto-

correlations of a sequence are the merit factor and the peak sidelobe level. We examine

the merit factor and the peak sidelobe level of families of binary sequences. Among other

things, we determine the asymptotic merit factors of several families of binary sequences,

providing the first essentially new examples since 1991.

For complex analysts, the aperiodic autocorrelations arise naturally in the study of

Lα norms of polynomials. Of particular interest are polynomials that have a small Lα

norm and whose coefficients are either −1 or 1. We provide explicit and recursive formulas

for the asymptotic ratio of Lα and L2 norm of two specific families of polynomials with

coefficients in {−1, 1} for infinitely many α.

Finally, we study a combined measure for the collective smallness of aperiodic auto- and

crosscorrelations of sequence pairs. In particular, we exhibit pairs of unimodular sequences

which are, in view of this measure, asymptotically optimal.
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Chapter 1

Introduction and thesis overview

1.1 Aperiodic correlations

A sequence A of length n is an n-tuple (a0, a1, . . . , an−1) where each aj is a complex number.

It is convenient to extend the definition and write aj+n = aj for all integers j.

Let A = (a0, a1, . . . , an−1) and B = (b0, b1, . . . , bn−1) be two sequences of length n. The

aperiodic crosscorrelation of A and B at shift u ∈ Z is given by

CA,B(u) =
∑

0≤j, j+u<n
ajbj+u.

The aperiodic autocorrelation of A at shift u is CA,A(u), which we abbreviate as CA(u).

Notice that CA,B(u) and CA(u) can only be nonzero for −n < u < n. Furthermore, it is

not hard to show that

CA,B(u) = CB,A(−u) for each u ∈ Z,

and, in particular,

CA(u) = CA(−u) for each u ∈ Z.(1.1)

Thus, when considering magnitudes of aperiodic correlations, it is sufficient to consider

only shifts u in the set {0, 1, . . . , n− 1}.
Since the 1950s there is sustained interest in long sequences with small correlations

(see [127], [60], and [113] for excellent surveys), mainly because small correlation helps

to separate a useful signal from noise or unwanted signals. In particular, small cross-

correlation is usually required to ensure that sequences can be distinguished well from

each other, and small autocorrelation is usually required to keep the transmitter and

the receiver synchronised. Therefore, such sequences have natural applications in digital

communications.
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1.2 The Lα norm of polynomials

For applications, of particular interest are sequences whose entries have the same

magnitude and lie within a small set. A sequence is called binary if each entry is −1 or 1

and it is called unimodular if each entry has unit magnitude. Below, we summarise two of

the meta problems that are considered within this thesis. The first problem is one of the

most challenging problems in sequence design.

Problem 1.1. Find binary (unimodular) sequences A of large length n for which the

elements in the set {|CA(u)| : 0 < u < n} are collectively as small as possible.

For a unimodular sequence A of length n, we always have CA(0) = n. Therefore,

we call CA(0) the trivial aperiodic autocorrelation of A and omitted it in the set in

Problem 1.1. For integral u with 0 < |u| < n, the values CA(u) are called nontrivial

aperiodic autocorrelations of A.

Another problem that is examined within this thesis is the following.

Problem 1.2. Find binary (unimodular) sequences A and B of large length n for which

the elements in the set

{|CA(u)| : 0 < u < n} ∪ {|CB(u)| : 0 < u < n} ∪ {|CA,B(u)| : 0 ≤ u < n}

are collectively as small as possible.

1.2 The Lα norm of polynomials

Sequences can be identified with polynomials and vice versa. Given a sequence A =

(a0, a1, . . . , an−1) of length n, we can represent A via the polynomial

fA(z) =

n−1∑
j=0

ajz
j ∈ C[z]

and call A the coefficient sequence of fA.

For real α ≥ 1, the Lα norm of a polynomial f in C[z] on the complex unit circle is

(1.2) ‖f‖α =

(
1

2π

∫ 2π

0
|f(eiθ)|α dθ

)1/α

,

and its supremum norm is ‖f‖∞ = maxθ∈[0,2π]|f(eiθ)|. There are various extremal problems,

originally raised by Erdős, Littlewood, and others, concerning the behaviour of such

norms for polynomials with all coefficients in {−1, 1}, which are today called Littlewood

polynomials (see Littlewood [87], Borwein [11], and Erdélyi [32] for surveys on selected

problems). Roughly speaking, such problems ask for Littlewood polynomials f that provide

a good approximation to a function that is constant on the complex unit circle, and in

particular have small Lα norm on the complex unit circle. Notice that this constant is

2



Introduction and thesis overview

necessarily ‖f‖2 =
√

1 + deg f since, for a polynomial fA in C[z] of degree n − 1 with

coefficient sequence A = (a0, a1, . . . , an−1), we have

(1.3) ‖fA‖22 =
1

2π

n−1∑
j,k=0

ajak

∫ 2π

0
ei(j−k)θ dθ =

n−1∑
j=0

|aj |2.

Therefore, another meta problem that is considered within this thesis is the following.

Problem 1.3. Find Littlewood polynomials f of large degree n such that ‖f‖α is as small

as possible.

Of particular interest is the L4 norm of Littlewood polynomials, since it is easier to

compute than most other norms. In fact, there is a close relationship between the L4 norm

of a polynomial and the aperiodic autocorrelations of its coefficient sequence.

Proposition 1.2.1. Let fA ∈ C[z] be a polynomial of degree n − 1 with coefficient se-

quence A.

(i) For all z on the complex unit circle, we have

|fA(z)|2 =

n−1∑
u=−n+1

CA(u)zu.

(ii) We have

‖fA‖44 = 2

n−1∑
u=1

|CA(u)|2 + CA(0)2.

Proof. Write A = (a0, . . . , an−1). Then, for all z with |z| = 1, we have

|fA(z)|2 =
n−1∑
j,k=0

ajakz
j−k

=

n−1∑
u=−n+1

∑
0≤k, k+u<n

ak+uakz
u

=
n−1∑

u=−n+1

CA(u)zu,

where we put u = j − k in third step. This proves (i). From (i) we then find that

‖fA‖44 =
1

2π

∫ 2π

0

n−1∑
u,v=−n+1

CA(u)CA(v)eiθ(u+v) dθ.

3



1.3 Barker sequences

Interchange integration and summations to obtain

‖fA‖44 =
n−1∑

u=−n+1

CA(u)CA(−u).

Applying (1.1) twice leads to

‖fA‖44 = 2

n−1∑
u=1

|CA(u)|2 + |CA(0)|2,

from which part (ii) follows by noting that CA(0) is real.

From Proposition 1.2.1 (ii) we find that the problem of searching for Littlewood

polynomials with small L4 norm (Problem 1.3 with α = 4) is closely related to the problem

of searching for binary sequences whose aperiodic autocorrelations are small in magnitude

(Problem 1.1). In fact, we shall see in Section 1.5 that both problems are, in a certain

sense, equivalent.

1.3 Barker sequences

By a simple parity argument not all nontrivial aperiodic autocorrelations of a binary

sequence of length greater than 1 can be zero. Therefore, in view of Problem 1.1, an ideal

binary sequence A has the property that |CA(u)| is either 0 or 1 for all nonzero shifts u.

Such sequences are called Barker sequences1.

It is straightforward to show that if A = (a0, a1, . . . , an−1) is a Barker sequence of

length n and s, t ∈ {0, 1} are fixed, then the sequence B = (b0, b1, . . . , bn−1) given by

bj = (−1)s+tjaj for 0 ≤ j < n

is also a Barker sequence. Therefore, without loss of generality, we may always assume

that a Barker sequence of length greater than 1 starts with two ones. In Figure 1.1 we see

a complete list of all known such Barker sequences, where here and throughout, we write +

for 1 and − for −1.

At least since 1960 [125] it has been conjectured that there exists no Barker sequence

of length greater than 13.

Conjecture 1.3.1 ([125]). There exists no Barker sequence of length greater than 13.

In 1961 Turyn and Storer [126] proved that this conjecture is true for odd lengths by

showing that any putative Barker sequence of odd length has some repeating structure

1We note that in 1953 Barker [6] originally asked for binary sequences with the property that all
nontrivial aperiodic autocorrelations lie in {0,−1}, but over the years (see for example [131] and [127]) it
became customary to relax Barkers condition slightly.

4



Introduction and thesis overview

n = 2 : + +

n = 3 : + + −

n = 4 : + + + − + + − +

n = 5 : + + + − +

n = 7 : + + + − − + −

n = 11: + + + − − − + − − + −

n = 13: + + + + + − − + + − + − +

Figure 1.1: Barker sequences of length n starting with two ones.

from which it follows that the sequence must be short. Although their proof is elementary,

it is somewhat complicated. Schmidt and Willms [114] gave a very nice and simple proof.

Theorem 1.3.2 ([126], [114]). There exists no Barker sequence of odd length greater

than 13.

Also strong partial results on the length of a putative Barker sequence of even length

are known. For example, we have the following theorem.

Theorem 1.3.3 ([31]). If A is a Barker sequence of even length n, then n has no prime

divisor that is congruent to 3 modulo 4.

The latest results of Leung and Schmidt [84] lead to:

Theorem 1.3.4 ([84]). There is no Barker sequence of length n for 13 < n < 4 · 1033.

However, although there is overwhelming evidence that no long Barker sequences exist,

Conjecture 1.3.1 is still unsettled. In view of the apparent nonexistence of long Barker

sequences, several authors have studied different measures for the collective smallness of

the aperiodic autocorrelations of binary sequences. The two most important such measures

are the peak sidelobe level and the merit factor.

1.4 The peak sidelobe level of binary sequences

Let A be a binary sequence of length n > 1. The peak sidelobe level of A is given by

M(A) = max
0<u<n

|CA(u)|,

and the most appreciated sequences are of course those with a small peak sidelobe level. By

a parity argument the peak sidelobe level of a binary sequence is at least 1. In particular,

a binary sequence has peak sidelobe level 1 if and only if it is a Barker sequence.

5



1.4 The peak sidelobe level of binary sequences

Define Mn to be the minimum of M(A) taken over all 2n binary sequences A of

length n. The principal problem concerning the peak sidelobe level of binary sequences is

to understand the behaviour of Mn as n→∞:

Problem 1.4. Determine the asymptotic behaviour of Mn as n→∞.

It is conjectured (see for example [113, Conjecture 3.4.1]) that Mn grows like a small

constant times
√
n. It is easy to see that the correctness of this conjecture would imply

that there are only finitely many Barker sequences.

We consider an example.

Example 1.4.1. Let

A = (+ + + + +−+−−+−+ + +−−+ +).

All nontrivial aperiodic autocorrelations of A are in the set {−2, 0, 1, 2}, so that M(A) = 2.

Thus, in view of the nonexistence of a Barker sequence of length 18 (see Theorem 1.3.4),

we know M18 = 2.

Known results

We now briefly review known results on the peak sidelobe level of binary sequences. Already

in 1968 Turyn [127] knew that Mn ≤ 2 for n ≤ 21. Over the years an enormous amount

of (computational) effort has been invested in finding binary sequences with small peak

sidelobe level, which leads to the determination of Mn via exhaustive search up to n = 84

(see [82] for the latest results). In particular, it has been shown (see also [113, Section 3.4])

that Mn satisfies:

Mn = 1 for each n ∈ {2, 3, 4, 5, 7, 11, 13},

Mn ≤ 2 for each n ≤ 21,

Mn ≤ 3 for each n ≤ 48,

Mn ≤ 4 for each n ≤ 82,

Mn ≤ 5 for each n ≤ 105.

Recall that a sequence X1, X2, X3, . . . of random variables converges in probability to

a constant c if, for all ε > 0, we have

Pr[|Xn − c| > ε]→ 0

as n→∞. The following theorem gives the peak sidelobe level of random binary sequences.

6



Introduction and thesis overview

Theorem 1.4.2 ([112]). For each integer n > 1, let An be drawn uniformly at random

from {−1, 1}n. Then, as n→∞,

M(An)√
2n log n

→ 1 in probability

and

E(M(An))√
2n log n

→ 1.

Theorem 1.4.2 says that the peak sidelobe level of “most” binary sequences of length n

is close to
√

2n log n. However, there could exist “rare” binary sequences whose peak

sidelobe level grows like O(
√
n log log n) or O(

√
n). It is even possible that Mn grows more

slowly than c
√
n for each c > 0, which would be an earth-shattering result.

Although the peak sidelobe level of almost all binary sequences grows like
√

2n log n,

there is only one known specific family of binary sequences whose peak sidelobe level is of

order O(
√
n log n). This family was constructed by Schmidt [110] using techniques from

probabilistic combinatorics. We briefly review his construction.

Construction 1.4.3 ([110]). Let n be a positive integer and write ω =
√

2 log(2n)/n.

Construct the binary sequence Bn = (b0, b1, . . . , bn−1) of length n recursively via

bj = − sign

(
j−1∑
k=1

bj−k sinh

(
ω

j−k−1∑
`=0

b`b`+k

))
for each j = 0, 1, . . . , n− 1,

where, by convention, sign(0) = −1.

Notice that the first two entries of the sequence Bn are always equal to 1.

Example 1.4.4. The first few nontrivial sequences that arise from Construction 1.4.3 are:

B3 = (+ +−),

B4 = (+ +−+),

B5 = (+ +−+ +),

B6 = (+ +−+ +−).

From this pattern one could guess that Bn is always an initial segment of Bn+1. It is

remarked in [110] that this is in general not the case. Indeed, we have

B18 = (+ +−+ + +−−−−+−+−−−−−),

B19 = (+ +−+ + +−−−−+−+ +−−+−+),

which differ at the 14-th and the 17-th entry.

7



1.5 The merit factor of binary sequences

We have the following theorem, which gives the best known upper bound on infinitely

many values of Mn.

Theorem 1.4.5 ([110]). Let n > 1 and let Bn be the binary sequence of length n that

arises from Construction 1.4.3. Then

M(Bn) ≤
√

2n log(2n).

One of the most challenging research problems concerning the peak sidelobe level of

binary sequences can therefore be summarised as follows:

Problem 1.5. Find a family of binary sequences of length n whose peak sidelobe level

grows more slowly than c
√
n log n for each constant c > 0.

We note that there are also some partial results on the peak sidelobe level of other specific

families of binary sequences (see [109], [58], and [89]), which however only guarantee a peak

sidelobe level that is worse than that of a typical binary sequence given in Theorem 1.4.2.

For excellent surveys on the topic we refer to Jedwab [60, Section 5] and Schmidt [113,

Sections 3.3 and 3.4].

In the radar literature appears frequently the claim that the peak sidelobe level of

a specific family of binary sequences, namely the so-called Galois sequences, grows like

O(
√
n) (see [63, Section 3] for a list of references). Additionally, numerically [28] it seems

that the peak sidelobe level of almost all Galois sequences grows like O(
√
n) (see also the

forthcoming Conjecture 5.1.2). Therefore, Galois sequences seem to be very promising

candidates in order to attack Problem 1.5. However, there is also numerical evidence [63]

that not all Galois sequences have a “small” peak sidelobe level, so that the claim from

the radar literature seems to be wrong. Also in order to learn more on the asymptotic

behaviour of Mn in Problem 1.4, we examine in Chapter 5 the peak sidelobe level of Galois

sequences. In particular, we give theoretical evidence that there exists a family of Galois

sequences whose peak sidelobe level grows at least with order
√
n log log log n.

1.5 The merit factor of binary sequences

Let A be a binary sequence of length n > 1. We now consider our second measure for the

collective smallness of the aperiodic autocorrelations of A, which was defined by Golay [41]

in 1972: the merit factor of A, which is given by

F(A) =
n2∑

u∈Z\{0}CA(u)2
.

8



Introduction and thesis overview

By (1.1) the merit factor of A can alternatively be written as

F(A) =
n2

2
∑n−1

u=1 CA(u)2
.

In view of Problem 1.1 the best sequences are those with a large merit factor, which means

that the sum of squared nontrivial aperiodic autocorrelations of the sequence is small when

compared to the squared trivial aperiodic autocorrelation (which always equals n2 for binary

sequences of length n). Such sequences have applications in digital communications [7]

and in condensed matter physics [8], for example.

Define Fn to be the maximum of F(A) taken over all 2n binary sequences A of length n.

It is not hard to show that if A is a Barker sequence of length n, then F(A) = Fn. The

intrinsic goal concerning the merit factor of binary sequences is to understand the behaviour

of Fn as n→∞:

Problem 1.6. Determine the asymptotic behaviour of Fn as n → ∞. In particular,

determine

lim sup
n→∞

Fn.

We consider an example.

Example 1.5.1. Let A = (+ + + + +−−+ +−+−+) be a Barker sequence of length 13.

Then we have

CA(u)2 =

0 for u ∈ {1, 3, . . . , 11}

1 for u ∈ {2, 4, . . . , 12},

so that F(A) = 132/12 = 14.0833 . . . , and therefore F13 = 14.0833 . . . .

In fact there is no binary sequence known that has a larger merit factor than that

obtained in Example 1.5.1.

Old conjectures

Several conjectures concerning Problem 1.6 appeared in the literature. We state two

contradicting conjectures, the first is due to Littlewood [86] in 1966 and the second is due

to Golay [42] in 1982.

Conjecture 1.5.2 ([86]). We have

lim sup
n→∞

Fn =∞.

Conjecture 1.5.3 ([42]). We have

lim sup
n→∞

Fn = 12.32 . . . .

9
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Connections to the peak sidelobe level and the L4 norm

There is a close relationship between the merit factor and the peak sidelobe level of a

binary sequence, which is straightforward to prove.

Proposition 1.5.4. Let A be a binary sequence of length n > 1. Then

F(A) >
n

2 M(A)2
.

The next result is a consequence of Proposition 1.5.4.

Corollary 1.5.5. Let n take values in an infinite set of positive integers. For each n, let

An be a binary sequence of length n.

(i) If lim infn→∞M(An)/
√
n = 0, then lim supn→∞ F(An) =∞.

(ii) If lim supn→∞ F(An) is finite, then lim infn→∞M(An)/
√
n > 0.

Corollay 1.5.5 implies that if Mn would grow more slowly than c
√
n for each constant

c > 0, then lim supn→∞ Fn =∞. On the other hand, if lim supn→∞ Fn is bounded, then

Mn grows at least with order
√
n.

Let A be a binary sequence of length n > 1 and let fA be the Littlewood polynomial of

degree n− 1 with coefficient sequence A. Then Proposition 1.2.1 (ii) simplifies to

‖fA‖44 = 2
n−1∑
u=1

CA(u)2 + n2,

or equivalently,

(1.4) F(A) =
n2

‖fA‖44 − n2
.

That means that searching for Littlewood polynomials of large degree and small L4

norm (Problem 1.3 with α = 4) is the same problem as finding long binary sequences with

large merit factor (Problem 1.6). In particular, combinatorialists and complex analysts

studied independently the same problem over decades.

Known results

We now briefly review known results concerning the merit factor of binary sequences. As

for the peak sidelobe level, much (computational) effort has been invested in finding long

sequences with large merit factor. The values of Fn are determined via exhaustive search

up to n = 66 (see [99] for the latest results), we visualise them in Figure 1.2. Effective

methods have been developed to find large values for the merit factors of binary sequences

10



Introduction and thesis overview
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Figure 1.2: The largest merit factors (for 2 ≤ n ≤ 66) and the best known merit factors
(for 67 ≤ n ≤ 150) of binary sequences of length n.

for larger lengths n (see [17] for the latest results). These values are listed in [16] and are

visualised in Figure 1.2 up to n = 150.

The next result due to Sarwate [108] gives the merit factor of a typical binary sequence.

It is a benchmark result in the asymptotic merit factor calculation.

Theorem 1.5.6 ([108]). Let n > 1 and let A be drawn uniformly at random from {−1, 1}n.

Then

E

(
1

F(A)

)
= 1− 1

n
.

In particular, we deduce from Theorem 1.5.6 that the asymptotic mean value over the

reciprocal merit factors over all binary sequences of length n is 1 as n→∞. Therefore, we

expect that “good” binary sequences have a merit factor greater than 1.

An ultimate goal concerning the merit factor problem is to find infinite families of

binary sequences with large merit factors such that we know the exact merit factor of each

member in the family. This was done for the Shapiro sequences [87], which we consider

next.

Construction 1.5.7 ([118]). Let A0 = B0 = (1) and, for m ≥ 0, define the Shapiro

sequences Am and Bm of length 2m recursively via

Am = (Am−1, Bm−1) and Bm = (Am−1,−Bm−1).

11



1.5 The merit factor of binary sequences

Example 1.5.8. The first few nontrivial Shapiro sequences of length 2m are:

m = 1 : A1 = (+ +), B1 = (+−),

m = 2 : A2 = (+ + +−), B2 = (+ +−+),

m = 3 : A3 = (+ + +−+ +−+), B3 = (+ + +−−−+−).

In 1968 Littlewood [87] determined the merit factor of Shapiro sequences.

Theorem 1.5.9 ([87]). Let m ≥ 1 and let Am and Bm be the Shapiro sequences of

length 2m. We have

F(Am) = F(Bm) =
3

1− (−1/2)m
.

In particular, Shapiro sequences have an asymptotic merit factor of 3.

Unfortunately, there is no other nontrivial infinite family of binary sequences for which

we know the exact merit factor of each member in the family. Therefore, we are interested

in asymptotic results; but also in this case, in spite of substantial progress on the merit

factor problem in the last fifty years (see [59], [56], [14], [60, Section 6], and [113, Section

3.5] for surveys), modulo generalisations and variations, only two more nontrivial families

of binary sequences are known, for which we can compute the asymptotic merit factor.

These are Legendre and Galois sequences, which are closely related to Paley and Singer

difference sets.

The following result due to Jedwab, Katz, and Schmidt [62] comes from Legendre

sequences and gives the largest known asymptotic merit factor for binary sequences (see

the forthcoming Corollary 3.5.4 for a precise statement). Here,

Φ = 6.342061 . . . is the largest root of 29x3 − 249x2 + 417x− 27.

Theorem 1.5.10 ([62]). There exists a family of binary sequences whose asymptotic merit

factor is equal to Φ.

The largest asymptotic merit factor that has been obtained from Galois sequences

equals the cubic algebraic number 3.342065 . . . [61] (see the forthcoming Corollary 3.4.5

for a precise statement). Therefore, in view of Problem 1.6, the current state of knowledge

can be summarised as

Φ ≤ lim sup
n→∞

Fn ≤ ∞,

from which one of the most challenging research problems concerning the merit factor of

binary sequences follows:

Problem 1.7. Find a family of binary sequences whose asymptotic merit factor is greater

than Φ.

12
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New results

Most known constructions of binary sequences with large merit factor arise (sometimes in

a subtle way) from difference sets, in particular from Paley and Singer difference sets. In

Chapter 3 we shall examine the merit factors of binary sequences that come from other

difference sets, providing the first essentially new examples since 1991 [64]. In particular, we

prove a very general theorem on the asymptotic merit factor of binary sequences that arise

from cyclotomy, which includes results on Hall and Paley difference sets, and in particular

includes Theorem 1.5.10 as special cases. In addition, we establish the asymptotic merit

factors of sequences derived from Gordon-Mills-Welch difference sets and Sidelnikov almost

difference sets, proving two conjectures from 2013 ([61, Conjectures 7.1 and 7.2]) in the

affirmative and explaining numerical evidence made in [54].

1.6 Flat polynomials

This section is devoted to Problem 1.3. Let

A = (+ + + + +−−+ +−+−+)

be a Barker sequence of length 13 and let

B = (−+ +−+−+−−−+ + +)

be a randomly chosen binary sequence of the same length. In Figure 1.3 we see the

magnitudes of the Littlewood polynomials fA and fB (with coefficient sequences A and B,

respectively) on the complex unit circle. The polynomial fA approximates the function

that is constant to
√

13 much better than fB. In fact, fA is, in a certain sense, the best

possible approximation.

Old conjectures

Several conjectures have been posed that address Problem 1.3. In 1960, Newman [94]

mentioned the following conjecture.

Conjecture 1.6.1 ([94]). There exists a constant c1 > 0 such that

‖f‖1
‖f‖2

≤ 1− c1

for every nonconstant Littlewood polynomial f .

A similar conjecture concerning the L4 norm is due to Golay [42].
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Figure 1.3: The magnitudes of the polynomials fA (solid line) and fB (dashed line) of
degree 12 on the complex unit circle, where A = (+ + + + + − − + + − + − +) and
B = (−+ +−+−+−−−+ + +).

Conjecture 1.6.2 ([42]). There exists a constant c4 > 0 such that

‖f‖4
‖f‖2

≥ 1 + c4

for every nonconstant Littlewood polynomial f .

Notice that, in view of (1.4) and (1.3), this is just Conjecture 1.5.3 in a weak form.

Littlewood [86] conjectured that there is no such constant as in Conjecture 1.6.2 (see also

Conjecture 1.5.2). Golay’s Conjecture 1.6.2 implies another famous conjecture due to

Erdős [33], [96].

Conjecture 1.6.3 ([33], [96]). There exists a constant c∞ > 0 such that

‖f‖∞
‖f‖2

≥ 1 + c∞

for every nonconstant Littlewood polynomial f .

All these conjectures are wide open. In fact, if any of the Conjectures 1.6.1, 1.6.2,

or 1.6.3 is true, then there are only finitely many Barker sequences.

Known results

The following result on the monotonicity of Lα norms is well known.
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Proposition 1.6.4. Let f ∈ C[z].

(i) For α ≥ β ≥ 1, we have ‖f‖α ≥ ‖f‖β.

(ii) We have limα→∞‖f‖α = ‖f‖∞.

We now briefly review known results concerning the Lα norm of Littlewood polynomials.

In the next theorem we extend the definition of ‖ · ‖α in (1.2) to all real α > 0, although

it is only a norm for α ≥ 1. The first result is due to Halász [51] and the second due to

Borwein and Lockhart [15], in which

Γ(z) =

∫ ∞
0

e−ttz−1dt

denotes the Gamma function, satisfying Γ(n+ 1) = n! for nonnegative integers n.

Theorem 1.6.5 ([51], [15]). For each positive integer n, let fn be a Littlewood polynomial

of degree n − 1 whose coefficient sequence is drawn uniformly at random from {−1, 1}n.

Then the following hold as n→∞.

(i) We have
‖fn‖∞√
n log n

→ 1 in probability.

(ii) Let 0 < α <∞. Then(
‖fn‖α√

n

)α
→ Γ(1 + α/2) in probability.

In particular, Theorem 1.6.5 says that if α is a positive integer, then for random

Littlewood polynomials fn of degree n− 1 we have, as n→∞,(
‖fn‖2α√

n

)2α

→ α! in probability.

For α = 2, this result can also be obtained from Theorem 1.5.6. For more results on Lα

norms of random Littlewood polynomials see also Choi and Erdélyi [20].

New results

Until 2017, there was no known nontrivial specific family of Littlewood polynomials for

which we can determine the asymptotic behaviour of its Lα norm for infinitely many α.

In Chapter 4 we shall examine two families of Littlewood polynomials, namely Fekete

polynomials (whose coefficient sequences are Legendre sequences) and Galois polynomials

(whose coefficient sequences are Galois sequences). We give explicit and recursive formulas

for the limit of the ratio of Lα and L2 norm of Fekete and Galois polynomials when α is

15



1.7 The Pursley-Sarwate criterion of sequences

an even positive integer and the degree of the polynomials tends to infinity. These results

vastly generalise earlier results on the L4 norm of these polynomials.

After a preprint of our results on the Lα norm of Fekete and Galois polynomials [48]

appeared on the arXiv, Rodgers published results on the Lα norm of Shapiro polynomials in

a preprint of [105] on the arXiv. We now briefly explain his results. Let Am and Bm be the

Shapiro sequences of length 2m (see Construction 1.5.7). Define the Shapiro polynomials

sm and tm to be the Littlewood polynomials of degree 2m − 1 with coefficient sequences

Am and Bm, respectively. Rodgers [105] determined the asymptotic normalised Lα norm

of Shapiro polynomials when α is an even positive integer, thereby proving a conjecture

attributed in [29] to Saffari.

Theorem 1.6.6 ([105]). Let α be a positive integer and let sm and tm be the Shapiro

polynomials of degree 2m − 1. Then

lim
m→∞

(
‖sm‖2α√

2m

)2α

= lim
m→∞

(
‖tm‖2α√

2m

)2α

=
2α

α+ 1
.

Since 2α/(α + 1) < α! for α > 1, the normalised asymptotic Lα norm of Shapiro

polynomials is smaller than that of random Littlewood polynomials. The case that α = 2

together with (1.4) reproves the fact that the asymptotic merit factor of Shapiro sequences

is 3 (see Theorem 1.5.9). In fact, Rodgers [105] proved a more general result: Let X be a

random variable which is uniformly distributed on the complex unit circle. Then

sm(X)√
2m

and
tm(X)√

2m

are asymptotically uniformly distributed in the complex disc of radius
√

2.

1.7 The Pursley-Sarwate criterion of sequences

This section is devoted to Problem 1.2. Let A and B be unimodular sequences of length

n > 1. The collective smallness of the aperiodic crosscorrelations of A and B is measured

by the crosscorrelation merit factor of A and B, which is defined to be

CF(A,B) =
n2∑

u∈Z|CA,B(u)|2
,

and good sequence pairs are those with a large crosscorrelation merit factor. Accordingly,

extending the definition of the merit factor from binary to unimodular sequences, the col-

lective smallness of the aperiodic autocorrelations of A is measured by the (autocorrelation)

merit factor of A, which is given by

F(A) =
n2∑

u∈Z\{0}|CA(u)|2
.
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Notice that 1/F(A) = 1/CF(A,A) − 1. In order to motivate the next definition, we

consider an example which is also given in [71, Section 9].

Example 1.7.1. For even n, consider the binary sequences

An = (+ + · · ·+)

Bn = (+−+− · · ·+−)

of length n. It is easy to see that

CF(An, Bn) = n,

so that CF(An, Bn) → ∞ as n → ∞. On the other hand, it is also not difficult to show

that

F(An) = F(Bn) =
3n

2n2 + 1
,

so that F(An) → 0 and F(Bn) → 0 as n → ∞. Therefore, it is not interesting to search

for pairs of sequences with large crosscorrelation merit factor in isolation from the merit

factor of each sequence in the pair.

The best sequence pairs (A,B) are those where F(A), F(B), and CF(A,B) are collec-

tively large. A fundamental relationship between these three quantities is given by

(1.5) 1− (F(A) F(B))−1/2 ≤ CF(A,B)−1 ≤ 1 + (F(A) F(B))−1/2,

as proved by Pursley and Sarwate [104] for binary sequences and generalised by Katz and

Moore [73] for unimodular sequences. Following Boothby and Katz [10], we define the

Pursley-Sarwate criterion of A and B to be

PSC(A,B) = (F(A) F(B))−1/2 + CF(A,B)−1.

From (1.5) we obtain PSC(A,B) ≥ 1. Hence, in order to design pairs of sequences (A,B)

with simultaneously small aperiodic autocorrelations and crosscorrelations, we would like

to have PSC(A,B) close to 1.

Known results and Golay pairs

We now briefly review known results on the Pursley-Sarwate criterion of sequence pairs

(see also [71, Section 11] for a recent survey). Katz [70], Boothby and Katz [10], and Katz,

Lee, and Trunov [72] studied the Pursley-Sarwate criterion of sequence pairs derived from

Galois, Legendre, Shapiro-like, and related sequences. This gives pairs of unimodular and

binary sequences whose Pursley-Sarwate criterion is close to 1, but strictly bounded away

from 1, as the sequence length tends to infinity.
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1.7 The Pursley-Sarwate criterion of sequences

In fact, pairs of unimodular sequences (A,B) with PSC(A,B) = 1 were recently

classified by Katz and Moore [73] to be exactly the Golay pairs. These are pairs of

unimodular sequences (A,B) of the same length that satisfy

CA(u) + CB(u) = 0 for all u 6= 0.

We have the following result.

Theorem 1.7.2 ([73]). Let A and B be unimodular sequences of length n > 1. Then

PSC(A,B) = 1 if and only if (A,B) is a Golay pair.

Golay pairs were first studied by Golay [40]. For example, the two sequences (+ + +−)

and (+ + −+) form a Golay pair. It is surprisingly easy to construct Golay pairs for

infinitely many lengths. Indeed, there is a recursive construction that produces a Golay

pair of length mn from two Golay pairs of length m and n [128]. In particular, it follows

from this construction that the Shapiro sequences of length 2m form a Golay pair for

each m.

The classification in Theorem 1.7.2 does however not say anything about the individual

quantities F(A), F(B), and CF(A,B) for a Golay pair (A,B). These values are known for

the Shapiro sequences Am and Bm of length 2m. From Theorem 1.5.9 we know

F(Am) = F(Bm) =
3

1− (−1/2)m
.

Since (Am, Bm) is a Golay pair, we know PSC(Am, Bm) = 1, so that

CF(Am, Bm) =
3

2 + (−1/2)m

by the definition of the Pursley-Sarwate criterion. Therefore, we have F(Am) → 3 and

F(Bm)→ 3 and CF(Am, Bm)→ 3/2 as m→∞.

New results

In Chapter 6 we exhibit pairs of unimodular sequences for which the Pursley-Sarwate

criterion tends to 1 as the sequence length tends to infinity and for which (unlike for general

Golay pairs) we can control the autocorrelation and the crosscorrelation merit factor. In

particular, we show that there exist unimodular sequence pairs (An, Bn) such that

lim
n→∞

F(An) = lim
n→∞

F(Bn) =∞ and lim
n→∞

CF(An, Bn) = 1.

We remark that it is known [95] that there exist unimodular sequences whose merit factor

grows without bound. This is very different from the binary case (see Theorem 1.5.10 and

Problem 1.7).
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In our second result we construct unimodular sequence pairs (An, Bn) with asymptotic

Pursley-Sarwate criterion equal to 1 such that the autocorrelation and crosscorrelation

merit factors are asymptotically balanced, which means that

lim
n→∞

F(An) = lim
n→∞

F(Bn) = lim
n→∞

CF(An, Bn) = 2.
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Chapter 2

Difference sets and

characteristic sequences

2.1 Introduction and chapter overview

We begin with examining Problem 1.1 and focus ourselves on searching for long binary

sequences whose aperiodic autocorrelations are small in magnitude. Such sequences must

satisfy two conditions, which we give next.

Let A = (a0, a1, . . . , an−1) be a sequence of length n. In order to state a first necessary

condition for small aperiodic autocorrelations, we define the periodic autocorrelation of A

at shift u ∈ Z to be

RA(u) =
n−1∑
j=0

ajaj+u.

Recall that the indices of aj+u are taken modulo n if necessary. As for the aperiodic

autocorrelations in (1.1), it is not hard to show that

RA(−u) = RA(u) for each u ∈ Z.

Furthermore, for nonnegative integers u1 and u2 with u1 ≡ u2 (mod n), we have RA(u1) =

RA(u2), so that it is sufficient to consider only shifts u in the set {0, 1, . . . , n− 1} when

considering magnitudes of periodic autocorrelations. We have the following well known

relationship between the periodic and aperiodic autocorrelations of A:

(2.1) RA(u) = CA(u) + CA(n− u) for each u = 0, 1, . . . , n− 1.

From this relationship it follows that a sequence whose aperiodic autocorrelations are

small in magnitude must have small magnitudes of periodic autocorrelations. Since the

periodic autocorrelations of a sequence are often much easier to study than their aperiodic

counterparts, it is a typical attempt to look for sequences with good periodic autocorrelation
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properties and then study their aperiodic autocorrelations.

The next theorem due to Jensen, Jensen, and Høholdt [64] provides a necessary condition

on families of binary sequences to have a nonzero asymptotic merit factor. Its proof uses

the readily verified equation

(2.2)

n−1∑
u=0

RA(u) =

∣∣∣∣∣
n−1∑
j=0

aj

∣∣∣∣∣
2

for a sequence A = (a0, a1, . . . , an−1) of length n, and the Cauchy-Schwarz inequality.

Theorem 2.1.1 ([64]). Let n take values in an infinite set of positive integers. For each

n, let An be a binary sequence of length n and let kn be its number of ones. Suppose that

kn/n→ d as n→∞. If d 6= 1/2, then F(An)→ 0 as n→∞.

A binary sequence of length n is called balanced , if its number of ones (and also of

minus ones) is as close to n/2 as possible. In view of (2.1) and Theorem 2.1.1 it might be

a good starting point to find balanced binary sequences whose periodic autocorrelations

are small in magnitude, and then examine their aperiodic autocorrelations.

The remainder of this chapter is structured as follows. In Section 2.3 we shall see

that binary sequences with good periodic autocorrelations are closely related to two

combinatorial objects, namely difference sets and almost difference sets, which are specific

subsets of abelian groups.

Many constructions of difference sets and almost difference sets arise from finite fields;

in fact all known constructions that are of interest for our concerns arise from finite fields.

Therefore, in Section 2.2 we recall some basic facts on finite fields. We also introduce

characters, which are homomorphisms from a group into C∗. Since a field consists of an

additive and a multiplicative group, there are two types of characters to consider, namely

additive and multiplicative characters. Among other things, characters provide a condition

that allow us to check whether a given set is a difference set. This is done using so-called

character sums. Arguably the most important character sums over finite fields are Gauss

sums, which are mighty tools to transit from additive to multiplicative characters of a

finite field and vice versa. These sums appear in various contexts in algebra and number

theory. Also of interest are the closely related Jacobi sums, which are important in the

study of the number of solutions of equations over finite fields, for example. We conclude

Section 2.2 with two useful and highly nontrivial bounds on specific types of character

sums over finite fields.

In Section 2.4 we then define optimal and optimal balanced binary sequences, which

are promising candidates when searching for binary sequences with good aperiodic au-

tocorrelation properties. We provide some fundamental results by showing that optimal

and optimal balanced binary sequences are equivalent to specific difference and almost

difference sets.

We conclude with Section 2.5, where we consider examples of families of optimal
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balanced binary sequences. In particular, we shall see that such sequences exist for

infinitely many lengths for each congruence class modulo 4.

2.2 Finite fields and character sums

Characters

Let (G, ·) be a finite abelian group. A character χ of G is a homomorphism from G into

the multiplicative group C∗ of the complex numbers. Some readily verified properties of

characters are:

• χ(e) = 1, where e is the neutral element of G.

• χ(g) is a root of unity for each g ∈ G.

• χ(g−1) = χ(g) for each g ∈ G.

We denote the set of characters of G by Ĝ. For χ, λ ∈ Ĝ, the product χλ is the character

defined by

χλ(g) = χ(g)λ(g) for each g ∈ G.

Then Ĝ together with this operation forms a group, which is called the character group

of G. The neutral element χ0 of Ĝ is the homomorphism that maps every element of G

to 1. Therefore, we call χ0 the trivial character of G. The other characters of G are called

nontrivial . It is well known that Ĝ is isomorphic to G, and in particular |Ĝ| = |G|.
The following lemma provides orthogonality properties of characters, which are proved

for example in [85, Chapter 5].

Lemma 2.2.1. Let G be an abelian group of order n.

(i) Let χ, λ ∈ Ĝ. Then

1

n

∑
g∈G

χ(g)λ(g) =

0 if χ 6= λ

1 if χ = λ.

(ii) Let g, h ∈ G. Then

1

n

∑
χ∈Ĝ

χ(g)χ(h) =

0 if g 6= h

1 if g = h.

The trace function

For a prime power q, we denote by Fq the field with q elements, and write F∗q for its

multiplicative group. Recall that F∗q is cyclic and a generator of F∗q is called a primitive

element of Fq.

23



2.2 Finite fields and character sums

For a positive integer m, the trace function Trqm/q from Fqm to Fq is given by

Trqm/q(x) =

m−1∑
j=0

xq
j

for each x ∈ Fqm .

Below we summarise some well known facts on the trace function. The proofs are straight-

forward, most of them can be found in [85, Chapter 2], for example.

Lemma 2.2.2. The trace function Trqm/q has the following properties:

(i) Trqm/q is a linear mapping from Fqm to Fq, where both Fqm and Fq are viewed as Fq
vector spaces.

(ii) Trqm/q(v) = mv for each v ∈ Fq.

(iii) Trqm/q(x
q) = Trqm/q(x) for each x ∈ Fqm.

(iv) Let ` be a divisor of m. Then

Trqm/q(x) = Trq`/q
(

Trqm/q`(x)
)

for each x ∈ Fqm .

(v) For each v ∈ Fq, we have

∣∣{x ∈ Fqm : Trqm/q(x) = v}
∣∣ = qm−1.

Characters of finite fields

Since Fq consists of an additive and a multiplicative group, there are two types of characters

to consider, namely additive and multiplicative characters of Fq.
Let p be the characteristic of Fq. The additive characters of Fq are given by

(2.3) ψv : (Fq,+)→ C∗, x 7→ e2πiTrq/p(vx)/p, for each v ∈ Fq.

The additive character ψ1 is called the canonical additive character of Fq.
Now fix a primitive element θ of Fq. The multiplicative characters of Fq are given by

χk : F∗q → C∗, θj 7→ e2πikj/(q−1), for each k ∈ {0, 1, . . . , q − 2}.

A generator of F̂∗q is called a primitive multiplicative character of Fq. For odd q, the

multiplicative character that corresponds to k = (q − 1)/2 is called the quadratic character

of Fq. For the quadratic character we usually reserve the symbol η; the name comes from

the identity

η(x) =

 1 if x is a square in F∗q
−1 if x is a nonsquare in F∗q .
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Throughout this thesis, we extend a multiplicative character χ of Fq to a mapping on Fq
by defining

χ(0) =

0 if χ is nontrivial

1 if χ is trivial.

Gauss sums

Let χ be a multiplicative and let ψ be an additive character of Fq. The Gauss sum of χ

and ψ is

G(χ, ψ) =
∑
x∈F∗q

χ(x)ψ(x).

For the canonical additive character ψ1 of Fq, we call G(χ, ψ1) the canonical Gauss sum

of χ, which we abbreviate as G(χ). Below we summarise some basic facts on Gauss sums

(see [85, Chapter 5] or [9, Chapter 1], for example).

Lemma 2.2.3. Let χ be a multiplicative and let ψ be an additive character of Fq. Then

the following hold.

(i) G(χ, ψ) = q − 1 if χ and ψ are trivial.

(ii) G(χ, ψ) = −1 if χ is trivial and ψ is nontrivial.

(iii) G(χ, ψ) = 0 if χ is nontrivial and ψ is trivial.

(iv) |G(χ, ψ)| = √q if χ and ψ are nontrivial.

(v) G(χ)G(χ) = χ(−1)q if χ is nontrivial.

Let ψv be the additive character of Fq given in (2.3). Then the following hold.

(vi) G(χ, ψvw) = χ(v)G(χ, ψw) for each v ∈ F∗q and each w ∈ Fq.

(vii) G(χp, ψv) = G(χ, ψσ(v)) for each v ∈ Fq, where p is the characteristic of Fq and

σ(v) = vp.

Also for certain nontrivial characters the associated Gauss sums can be evaluated

explicitly. For example, we have the following result (see [85, Theorem 5.15], for example).

Proposition 2.2.4. Let p be an odd prime and let η be the quadratic character of Fpm.

Then

G(η) =

(−1)m−1pm/2 if p ≡ 1 (mod 4)

(−1)m−1impm/2 if p ≡ 3 (mod 4).

Jacobi sums

Let χ and λ be multiplicative characters of Fq. The Jacobi sum corresponding to χ and λ

is defined to be

J(χ, λ) =
∑
x∈Fq

χ(x)λ(1− x).
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Below we summarise some basic facts about Jacobi sums (see [85, Chapter 5] or [9,

Chapter 2], for example).

Lemma 2.2.5. Let χ and λ be multiplicative characters of Fq. Then the following hold.

(i) J(χ, λ) = 0 if exactly one of χ or λ is trivial.

(ii) |J(χ, λ)| = 1 if χ and λ are nontrivial, but χλ is trivial.

(iii) |J(χ, λ)| = √q if all of χ, λ, and χλ are nontrivial.

(iv) J(χ, λ) q = G(χ)G(λ)G(χλ) if χ and λ are nontrivial.

(v) J(χ, λ)J(χ, λχ) = χ(−1)q if χ and λ are nontrivial.

Bounds on character sums

In order to prove our results, we usually have to deal with error terms which consist of

various types of character sums. We now summarise two deep results which will allow us

to bound the occurring error terms.

We shall require the Weil bound for sums of multiplicative characters with polynomial

arguments (see [85, Theorem 5.41] or [93, Lemma 9.25], for example).

Lemma 2.2.6. Let χ be a multiplicative character of Fq of order k > 1, and let f ∈ Fq[x]

be a monic polynomial of degree greater than zero that is not a k-th power. Let m be the

number of distinct roots of f in its splitting field over Fq. Then∣∣∣∣∣ ∑
x∈Fq

χ(f(x))

∣∣∣∣∣ ≤ (m− 1)
√
q.

We also require the following deep result due to Katz [74, pp. 161–162].

Lemma 2.2.7 ([74]). Let α1, . . . , αr, β1, . . . , βs be multiplicative characters of Fq such that

α1, . . . , αr do not arise by permuting β1, . . . , βs. Then∣∣∣∣∣ ∑
χ∈F̂∗q

G(χα1) · · ·G(χαr)G(χβ1) · · ·G(χβs)

∣∣∣∣∣ ≤ max(r, s) q(r+s+1)/2.

2.3 Difference sets and almost difference sets

Difference sets

We begin with the definition of a difference set.

Definition (Difference set). Let (G,+) be a finite abelian group of order n. A difference

set D with parameters (n, k, λ) is a k-set D ⊆ G (which is a set with k elements) such that
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the multiset {x− y : x, y ∈ D,x 6= y} contains every non-identity element of G exactly λ

times. If G is cyclic, then we call D cyclic.

We remark that the definition of a difference set also applies to nonabelian finite groups.

However, we restrict ourselves to abelian groups. Notice that the parameters of an (n, k, λ)

difference set are necessarily related as follows:

(2.4) k(k − 1) = λ(n− 1).

Another way to look at difference sets is via the difference function.

Definition (Difference function). Let (G,+) be a finite abelian group and D ⊆ G. The

difference function of D is

dD(g) = |(g +D) ∩D| for each g ∈ G,

where g +D = {g + d : d ∈ D}.

The following properties of the difference function are readily verified.

Lemma 2.3.1. Let (G,+) be an abelian group of order n and let D ⊆ G be a k-subset.

Then the following hold.

(i) dD(g) = dD(−g) for each g ∈ G.

(ii)
∑

g∈G\{0} dD(g) = k(k − 1).

(iii) dD(g) is the number of times that g occurs in the list of nontrivial differences of D

for each g ∈ G.

(iv) D is an (n, k, λ) difference set if and only if dD(g) = λ for each g ∈ G \ {0}.

There are certain obvious difference sets D of a group G, namely:

• D = ∅ and D = G.

• D = {g} and D = G \ {g} for each g ∈ G.

These difference sets are called trivial .

Remark. If D is an (n, k, λ) difference set in a group G, then G\D is an (n, n−k, n−2k+λ)

difference set in G. Hence, we may restrict ourselves to the case that k ≤ n/2.

We consider an example.

Example 2.3.2. Let G = (Z/11Z,+) and let D = {1, 3, 4, 5, 9}. The list of differences

of D is:
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1 3 4 5 9

1 0 9 8 7 3

3 2 0 10 9 5

4 3 1 0 10 6

5 4 2 1 0 7

9 8 6 5 4 0

Here, the entry (i, j) in the inner part of the table is obtained by calculating entry i

of the left column minus entry j of the top row for each i, j ∈ {1, . . . , 5}. For example

entry (1, 2) is 1 − 3 = 9. Every nonzero element of G occurs exactly twice in the table.

Hence, D is a (cyclic) difference set in G with parameters (11, 5, 2). On the other hand,

G \D = {0, 2, 6, 7, 8, 10} has the following list of differences:

0 2 6 7 8 10

0 0 9 5 4 3 1

2 2 0 7 6 5 3

6 6 4 0 10 9 7

7 7 5 1 0 10 8

8 8 6 2 1 0 9

10 10 8 4 3 2 0

Every nonzero element of G occurs exactly three times in the table. Therefore, G \D is a

(11, 5, 3) difference set, which is compatible with the relation between the parameters of a

difference set and its complement.

For a subset D of a finite abelian group G and a character ψ of G, we write

ψ(D) =
∑
d∈D

ψ(d),

and we call ψ(D) a character value of D. The following lemma gives a characterisation of

difference sets using the magnitudes of their character values.

Lemma 2.3.3. Let (G,+) be an abelian group of order n and let D ⊆ G be a k-subset.

Then D is a difference set if and only if

|ψ(D)|2 =
k(n− k)

n− 1

for every nontrivial character ψ of G.

Proof. If n = 1, then there is nothing to show, hence we may assume that n > 1. First,

assume that D is an (n, k, λ) difference set in G and let ψ be a nontrivial character of G.
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Then

|ψ(D)|2 = ψ(D)ψ(D)

=
∑

d1, d2∈D
ψ(d1 − d2)

= k + λ
∑

g∈G\{0}

ψ(g)

= k − λ

=
k(n− k)

n− 1
,

where we have used Lemma 2.2.1 (i) in the penultimate step, and (2.4) in the ultimate

step.

Now assume that

|ψ(D)|2 =
k(n− k)

n− 1

for every nontrivial character ψ of G. For each g ∈ G, put

S(g) =
1

n

∑
ψ∈Ĝ

|ψ(D)|2ψ(g).

We shall compute S(g) in two different ways. We have

S(g) =
1

n

∑
ψ∈Ĝ

ψ(g)
∑

d1, d2∈D
ψ(d1 − d2)

=
∑

d1, d2∈D

1

n

∑
ψ∈Ĝ

ψ(d1 − d2)ψ(g).

Hence, by Lemma 2.2.1 (ii),

(2.5) S(g) =
∣∣{(d1, d2) ∈ D ×D : d1 − d2 = g}

∣∣.
On the other hand, using the assumption of the lemma and |ψ0(D)|2 = k2 for the trivial

character ψ0 of G, we have

S(g) =
k2

n
+
k(n− k)

n(n− 1)

∑
ψ∈Ĝ
ψ 6=ψ0

ψ(g).

From Lemma 2.2.1 (ii) it follows that

∑
ψ∈Ĝ
ψ 6=ψ0

ψ(g) =

−1 for g 6= 0

n− 1 for g = 0,
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2.3 Difference sets and almost difference sets

so that

S(g) =

λ for g 6= 0

k for g = 0.

Comparing this with (2.5) proves the lemma.

As an application of Lemma 2.3.3, we consider the following classical result due to

Paley [100].

Theorem 2.3.4 ([100]). Let q be an odd prime power with q ≡ 3 (mod 4), and let D be

the set of squares in F∗q. Then D is a (q, (q − 1)/2, (q − 3)/4) difference set in (Fq,+).

Proof. Let ψ be a nontrivial additive character of Fq and notice that |D| = (q − 1)/2.

Therefore, if D is a difference set, then D has parameters (q, (q− 1)/2, (q− 3)/4). In order

to prove that D is a difference set, we want to make use of Lemma 2.3.3. Thus, we have to

show that

(2.6) |ψ(D)|2 =
q + 1

4
.

Let η be the quadratic character of Fq. We have

1

2

(
η(x) + 1

)
=

1 for x ∈ D

0 for x ∈ F∗q \D,

so that

ψ(D) =
1

2

∑
x∈F∗q

(
η(x) + 1

)
ψ(x).

By Lemma 2.2.1 (i) we have

ψ(D) = −1

2
+

1

2
G(η, ψ).

Using Lemma 2.2.3 (vi) and then Proposition 2.2.4, we obtain

ψ(D) = −1

2
± 1

2
i
√
q,

which proves (2.6).

The difference sets constructed in Theorem 2.3.4 are called Paley difference sets.

For more details on difference sets we refer the interested reader to the book of

Lander [79] and to the articles [65], [68], [66].

Almost difference sets

For applications, the main issues concerning difference sets are the existence and the

construction problem. It is an immediate consequence of (2.4) that for certain parameters
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no difference sets can exist. For example if n ≡ 1 (mod 4), then there is no (n, (n− 1)/2, λ)

difference set (and also no (n, (n+ 1)/2, λ) difference set) since 4 does not divide n− 3.

Therefore, for our concerns it is customary to relax the properties of a difference set slightly.

Definition (Almost difference set). Let (G,+) be an abelian group of order n. An almost

difference set D with parameters (n, k, λ, t) is a k-set D ⊆ G such that the multiset

{x− y : x, y ∈ D,x 6= y} represents exactly t of the non-identity elements of G exactly λ

times and every other of the n− 1− t non-identity elements of G exactly λ+ 1 times. As

for difference sets, we call D cyclic if G is cyclic.

Notice that each difference set with parameters (n, k, λ) is an almost difference set with

parameters (n, k, λ, n− 1) and also with parameters (n, k, λ− 1, 0). The parameters of an

(n, k, λ, t) almost difference set are necessarily related as follows:

k(k − 1) = λt+ (λ+ 1)(n− 1− t).

Remark. If D is an (n, k, λ, t) almost difference set in a group G, then G \ D is an

(n, n− k, n− 2k + λ, t) almost difference set in G. Hence, we may restrict ourselves again

to the case that k ≤ n/2.

We consider an example.

Example 2.3.5. Let G = (Z/13Z,+) and let D = {0, 2, 3, 8, 9, 11}. The list of differences

of D is:

0 2 3 8 9 11

0 0 11 10 5 4 2

2 2 0 12 7 6 4

3 3 1 0 8 7 5

8 8 6 5 0 12 10

9 9 7 6 1 0 11

11 11 9 8 3 2 0

Hence, the list of nontrivial differences of D is:

{1, 1, 3, 3, 4, 4, 9, 9, 10, 10, 12, 12, 2, 2, 2, 5, 5, 5, 6, 6, 6, 7, 7, 7, 8, 8, 8, 11, 11, 11}.

Therefore, D is a (13, 6, 2, 6) almost difference set in G, so that G\D is a (13, 7, 3, 6) almost

difference set.

We have the following easily verified connection between an almost difference set and

its difference function.
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Lemma 2.3.6. Let (G,+) be an abelian group of order n and let D ⊆ G be a k-subset.

Then D is an (n, k, λ, t) almost difference set if and only if dD(g) = λ has exactly t solutions

g ∈ G \ {0} and dD(g) = λ+ 1 has exactly n− 1− t solutions g ∈ G \ {0}.

For more details on almost difference sets see for example [4].

Characteristic sequences

It turns out that cyclic difference and almost difference sets can be used to construct binary

sequences with good correlation properties. The next definition provides a connection

between sequences and subsets of cyclic groups.

Definition (Characteristic sequence). Let (G, · ) be a cyclic group of order n and let

D ⊆ G. Fix a generator θ of G and define

1D(x) =

 1 for x ∈ D

−1 for x /∈ D

to be the indicator function function of D. Then we call the sequence A = (a0, a1, . . . , an−1)

with aj = 1D(θj) for each j = 0, 1, . . . , n− 1 the characteristic sequence of D (with respect

to θ).

Notice that, assuming the notation of the definition, the difference function dD(θu)

counts the number of pairs (aj , aj+u) = (+,+) when j ranges over {0, 1, . . . , n − 1}.
Furthermore, every binary sequence of length n is a characteristic sequence of a subset of

(Z/nZ,+) using the generator 1.

We consider an example.

Example 2.3.7 (Legendre sequence). Let p be an odd prime and let D be the set of

squares in F∗p (so that D is a Paley difference set if p ≡ 3 (mod 4)). The characteristic

sequence of D corresponding to the generator 1 of (Fp,+) is called the Legendre sequence

of length p. The first few Legendre sequences of length p are:

p = 3 : (−+−),

p = 5 : (−+−−+),

p = 7 : (−+ +−+−−),

p = 11 : (−+−+ + +−−−+−),

p = 13 : (−+−+ +−−−−+ +−+).

We have the following relationship between the periodic autocorrelations of a charac-

teristic sequence A of a set D and the difference function of D.
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Lemma 2.3.8. Let (G, · ) be a cyclic group of order n with generator θ, and let D ⊆ G be

a k-subset. Let A be the characteristic sequence of D with respect to θ. Then

RA(u) = n− 4(k − dD(θu)) for each u = 0, 1, . . . , n− 1.

Proof. Write A = (a0, . . . , an−1) and let u ∈ {0, . . . , n − 1}. There are k − dD(θu) pairs

(aj , aj+u) = (+,−) and also k − dD(θu) pairs (aj , aj+u) = (−,+) when j ranges over

{0, . . . , n− 1}. Thus, there are

n− dD(θu)− 2(k − dD(θu)) = n− 2k + dD(θu)

pairs (aj , aj+u) = (−,−) when j ranges over {0, . . . , n− 1}. Recalling that RA(u) counts

the number of agreements minus the number of disagreements of A with a by u entries

cyclically shifted copy of A, we have

RA(u) = dD(θu) + (n− 2k + dD(θu))− 2(k − dD(θu))

= n− 4(k − dD(θu)).

Combining Lemma 2.3.1 (iv) with Lemma 2.3.8, and Lemma 2.3.6 with Lemma 2.3.8,

we obtain a characterisation of cyclic difference and almost difference sets in terms of the

periodic autocorrelations of their characteristic sequences.

Proposition 2.3.9. Let A be a characteristic sequence of length n of a k-set D. Then the

following hold.

(i) D is an (n, k, λ) difference set if and only if RA(u) = n − 4(k − λ) for each u ∈
{1, 2, . . . , n− 1}.

(ii) D is an (n, k, λ, t) almost difference set if and only if RA(u) = n − 4(k − λ) has

exactly t solutions u ∈ {1, 2, . . . , n − 1} and RA(u) = n − 4(k − λ − 1) has exactly

n− 1− t solutions u ∈ {1, 2, . . . , n− 1}.

2.4 Optimal binary sequences

We are interested in binary sequences whose periodic autocorrelations are small in magni-

tude. The next corollary, which follows easily from Lemma 2.3.8, lays the foundation for a

first theoretical bound on how small the magnitudes of the periodic autocorrelations can

collectively be.

Corollary 2.4.1. Let A be a binary sequence of length n. Then

RA(u) ≡ n (mod 4) for each u = 0, 1, . . . , n− 1.
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From Corollary 2.4.1 we deduce that every binary sequence A of length n > 1 satisfies

(2.7) max
0<u<n

|RA(u)| ≥



0 for n ≡ 0 (mod 4)

1 for n ≡ 1 (mod 4)

2 for n ≡ 2 (mod 4)

1 for n ≡ 3 (mod 4).

Therefore, we call a binary sequence optimal if it satisfies (2.7) with equality. For excellent

surveys on optimal binary sequences the interested reader is referred to [67], [18], and

to [113, Section 2].

If the length n > 1 is congruent to 0 modulo 4, then optimal sequences are only known

for n = 4 (for example the Barker sequence (+++−) is optimal) and there is overwhelming

evidence that there exists no optimal binary sequences of greater length (see [107, p. 134]

for an old conjecture due to Ryser and [83] for the latest results concerning that topic).

If the length n > 1 is congruent to 1 modulo 4, then optimal sequences are only known

for n = 5 and n = 13. For example the Barker sequences

(+ + +−+) and (+ + + + +−−+ +−+−+)

are optimal sequences of length 5 and 13, respectively. There is evidence (see [67, Corollary

2.5], [113, Conjecture 2.3.11], and [97, Section 2]) that there exists no optimal binary

sequence of length n > 13 with n congruent to 1 modulo 4.

We shall see in Section 2.5 that there are constructions that provide infinitely many

optimal binary sequences with lengths congruent to 2 and 3 modulo 4, respectively.

Binary sequences with two-level periodic autocorrelation

Besides searching for binary sequences whose periodic autocorrelations are small in magni-

tude, a second goal in sequence design is to minimise the total number of distinct periodic

autocorrelation values (see for example [68, Section 7]). To characterise this number, we say

that a sequence has k-level periodic autocorrelation if all of its periodic autocorrelations lie

within a set of k elements. Since the trivial periodic autocorrelation of a binary sequence

is always equal to its length, binary sequences with a two-level periodic autocorrelation

are the most appreciated. We have the following well known characterisation of optimal

binary sequences with two-level periodic autocorrelation.

Theorem 2.4.2. Let A be a characteristic sequence of length n of a set D.

(i) If n ≡ 0 (mod 4), then RA(u) = 0 for each u = 1, 2, . . . , n− 1 if and only if D or its

complement is an (
n,
n−
√
n

2
,
n− 2

√
n

4

)
difference set.
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(ii) If n ≡ 1 (mod 4), then RA(u) = 1 for each u = 1, 2, . . . , n− 1 if and only if D or its

complement is an (
n,
n−
√

2n− 1

2
,
n+ 1− 2

√
2n− 1

4

)
difference set.

(iiia) If n ≡ 2 (mod 4), then RA(u) = −2 for each u = 1, 2, . . . , n− 1 if and only if D or

its complement is an (
n,
n−
√

2− n
2

,
n− 2− 2

√
2− n

4

)
difference set.

(iiib) If n ≡ 2 (mod 4), then RA(u) = 2 for each u = 1, 2, . . . , n− 1 if and only if D or its

complement is an (
n,
n−
√

3n− 2

2
,
n+ 2− 2

√
3n− 2

4

)
difference set.

(iv) If n ≡ 3 (mod 4), then RA(u) = −1 for each u = 1, 2, . . . , n− 1 if and only if D or

its complement is an (
n,
n− 1

2
,
n− 3

4

)
difference set.

Proof. Exemplarily we prove (i), the proofs of the other parts are analogous. Write k = |D|
and notice that k is the number of ones of A. Let θ be the generator of the underlying

cyclic group that corresponds to A. We have by Lemma 2.3.8

RA(u) = −1 for each u = 1, . . . , n− 1

if and only if

n− 4(k − dD(θu)) = −1 for each u = 1, . . . , n− 1,

which, by Lemma 2.3.1 (iv), is true if and only if D is an (n, k, (4k − n− 1)/4) difference

set. Using (2.4) straightforward computations complete the proof.

Notice that the only difference sets with parameters as in Theorem 2.4.2 (iiia) are

the trivial (2, 1, 0) difference sets, which correspond to the sequences (+−) and (−+).

There are no known difference sets with n > 4 corresponding to case (i), and there are

only finitely many known difference sets that correspond to the cases (ii) and (iiib). For a

discussion of those cases, we refer to [67]. From Theorem 2.3.4 (with q being a prime so

that (Fq,+) is cyclic) we already know that there exist infinitely many difference sets that

correspond to case (iv).
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Optimal balanced binary sequences

Recall that a balanced binary sequence is a sequence of length n with the property that

its number of ones is as close to n/2 as possible. From Theorem 2.1.1 we already know

that only those binary sequences that are at least “nearly” balanced can perform well

when considering asymptotic merit factors. In view of Theorem 2.4.2 (i) a balanced binary

sequence whose length is divisible by 4 cannot be optimal. By Theorem 2.4.2 (ii) there

are no sequences of length congruent to 1 modulo 4 greater than 1 that are optimal and

balanced. Also in view of the apparent nonexistence of long optimal binary sequences

with lengths congruent to 0 or 1 modulo 4, it is natural to construct balanced binary

sequences A of length n > 1 that satisfy

(2.8) max
0<u<n

|RA(u)| ≤



4 for n ≡ 0 (mod 4)

3 for n ≡ 1 (mod 4)

2 for n ≡ 2 (mod 4)

1 for n ≡ 3 (mod 4).

We call a balanced binary sequence A of length greater than 1 that satisfies (2.8) optimal

balanced . We now show that certain almost difference sets are closely related to optimal

balanced binary sequences (see also [18, Theorem 2.1] for a similar result without the

restriction to balance).

Theorem 2.4.3. Let A be a characteristic sequence of length n of a set D.

(i) If n ≡ 0 (mod 4), then RA(u) ∈ {−4, 0} for each u = 1, 2, . . . , n− 1 if and only if D

is an

(2.9)

(
n,
n

2
,
n− 4

4
,
n

4

)
almost difference set.

(ii) If n ≡ 1 (mod 4), then RA(u) ∈ {−3, 1} for each u = 1, 2, . . . , n− 1 if and only if D

or its complement is an

(2.10)

(
n,
n− 1

2
,
n− 5

4
,
n− 1

2

)
almost difference set.

(iii) If n ≡ 2 (mod 4), then RA(u) ∈ {−2, 2} for each u = 1, 2, . . . , n− 1 if and only if D

is an

(2.11)

(
n,
n

2
,
n− 2

4
,
3n− 2

4

)
almost difference set.
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(iv) If n ≡ 3 (mod 4), then RA(u) = −1 for each u = 1, 2, . . . , n− 1 if and only if D or

its complement is an

(2.12)

(
n,
n− 1

2
,
n− 3

4

)
difference set.

Proof. Exemplarily we prove (i), the proofs for (ii) and (iii) are analogous, and part (iv) is

(basically) the same as Theorem 2.4.2 (iv).

Notice that the number of ones in A is n/2 if and only if |D| = n/2. Let θ be the

generator of the underlying cyclic group that corresponds to A. From Lemma 2.3.8 we

know that RA(u) = −4 for exactly n/4 values of u and RA(u) = 0 for exactly 3n/4 − 1

values of u when u ranges over {1, . . . , n − 1} if and only if −4 = n − 4(n/2 − dD(θu))

for exactly n/4 values of u and 0 = n − 4(n/2 − dD(θu)) for exactly 3n/4 − 1 values of

u when u ranges over {1, . . . , n− 1}. By Lemma 2.3.6 this is true if and only if D is an

(n, n/2, (n− 4)/4, n/4) almost difference set, which proves (i).

Theorem 2.4.3 (iv) is just stated for the sake of completeness (it is basically the same

as Theorem 2.4.2 (iv)). The parameters (2.12) are called Hadamard parameters and the

corresponding difference sets are often called (Paley-)Hadamard difference sets (see [65,

p. 244]).

Let A be a balanced binary sequence of length n. First, suppose that n is congruent

to 0 modulo 4. We note that the case that RA(u) ∈ {−4, 4} for each u = 1, 2, . . . , n− 1 is

not desirable since we want that all nontrivial periodic autocorrelations of A are as small

as possible in magnitude. The case that RA(u) ∈ {0, 4} for each u = 1, 2, . . . , n− 1 cannot

occur by (2.2).

Now suppose that n is congruent to 2 modulo 4. We note that the case that RA(u) = 2

for each u = 1, 2, . . . , n− 1 cannot occur by (2.2), and the only balanced binary sequences

that satisfy RA(u) = −2 for each u = 1, 2, . . . , n− 1 are (+−) and (−+) by (2.2).

We shall see in Section 2.5 that optimal balanced binary sequences exist for infinitely

many lengths n for each congruence class modulo 4.

2.5 Examples of optimal balanced binary sequences

In this section we review three constructions of optimal balanced binary sequences.

The Sidelnikov construction

We now describe a construction due to Sidelnikov [119] that produces optimal balanced

binary sequences of even lengths.
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Theorem 2.5.1 ([119], [81]). Let q be an odd prime power and define

D = {x ∈ F∗q : x+ 1 is zero or a square in Fq}.

If q − 1 is congruent to 0 modulo 4, then D is an almost difference set in F∗q with parame-

ters (2.9). If q − 1 is congruent to 2 modulo 4, then D is an almost difference set in F∗q
with parameters (2.11). Equivalently, a characteristic sequence of D is optimal balanced.

We call the set D in Theorem 2.5.1 the Sidelnikov almost difference set in F∗q , and a

characteristic sequence of D a Sidelnikov sequence of length q − 1. It is mentioned in [113],

Sidelnikov sequences were first studied by Turyn [127] and were later examined apparently

independently by Sidelnikov [119] and Lempel, Cohn, and Eastman [81]. We consider an

example.

Example 2.5.2. The set of squares of F13 is {1, 3, 4, 9, 10, 12}, so that the Sidelnikov

almost difference set in F∗13 is {2, 3, 8, 9, 11, 12}. Choosing the primitive element 2 of F13,

we can write the elements of F∗13 in the following way:

20 = 1, 21 = 2, 22 = 4, 23 = 8, 24 = 3, 25 = 6,

26 = 12, 27 = 11, 28 = 9, 29 = 5, 210 = 10, 211 = 7.

Therefore, the Sidelnikov sequence A of length 12 with respect to the generator 2 is

A = (−+−+ +−+ + +−−−).

It is readily verified that

RA(u) =

−4 for u ∈ {4, 6, 8}

0 for u ∈ {1, 2, 3, 5, 7, 9, 10, 11},

in accordance with Theorem 2.5.1.

We note that more known constructions of optimal balanced binary sequences of even

length are described in [18, Sections 4 and 5].

The Paley construction

We now review a classical construction which is due to Paley, who studied related ob-

jects [100]. By combining Theorem 2.3.4 with Theorem 2.4.3 (iv) we know already that the

Legendre sequence of length p, where p is a prime with p ≡ 3 (mod 4), is optimal balanced.

We now consider an example for the case that p ≡ 1 (mod 4).
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Example 2.5.3. Recall from Example 2.3.7 the Legendre sequence A = (−+−−+) of

length 5. It is readily verified that

RA(u) =

−3 for u ∈ {1, 4}

1 for u ∈ {2, 3},

so that A is optimal balanced, and the set {1, 4} is a (5, 2, 0, 2) almost difference set

in (F5,+) by Theorem 2.4.3 (ii).

In accordance with Example 2.5.3, we have the following result, which is closely related

to Theorem 2.3.4 and tailored to sequences.

Theorem 2.5.4 ([100]). Let p be an odd prime and let D be the set of squares in F∗p. If

p ≡ 3 (mod 4), then D is a Paley difference set in (Fp,+), and if p ≡ 1 (mod 4), then D

is an almost difference set in (Fp,+) with parameters (2.10). Equivalently, a characteristic

sequence of D is optimal balanced. In particular, Legendre sequences are optimal balanced.

The Singer construction

In our next construction we build cyclic difference sets in the multiplicative group of a

finite field of characteristic two. The following classical result is due to Singer, who studied

related structures in finite geometry [120]. We include a short proof.

Theorem 2.5.5 ([120]). Let m ≥ 1 and let v ∈ F∗2m. Define

D = {x ∈ F∗2m : Tr2m/2(vx) = 0}.

Then D is a difference set in F∗2m with Hadamard parameters. Equivalently, a characteristic

sequence of D is optimal balanced.

Proof. Let ψv be the additive character of F2m given in (2.3). Let θ be a primitive element

of F2m and define the sequence A = (a0, . . . , an−1) via

aj = ψv(θ
j) for each j = 0, . . . , n− 1.

Notice that A is the characteristic sequence of D with respect to θ. For each u = 1, . . . , n−1,

we have

RA(u) =
n−1∑
j=0

ψv(θ
j)ψv(θ

j+u)

=

n−1∑
j=0

ψv(1+θu)(θ
j)

= −1

by Lemma 2.2.1 (i) since v(1 + θu) 6= 0. Theorem 2.4.3 (iv) completes the proof.
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Numbers of the form 2m−1 are called Mersenne numbers . The set D in Theorem 2.5.5 is

called Singer difference set (with respect to v), and its parameters (2m−1, 2m−1−1, 2m−2−1)

are typically called Singer parameters. A characteristic sequence of D is called an m-

sequence or a Galois sequence of length 2m − 1 (see also [116]). Below we summarise some

well known facts about Galois sequences (see for example [43]):

• There are exactly nϕ(n)/m Galois sequences of length n = 2m−1, where ϕ is Euler’s

totient function given by

ϕ(n) = |{d ∈ {1, 2, . . . , n} : gcd(d, n) = 1}|.

This can be deduced as follows: Two sequences A and B are called cyclically distinct

if A is not a cyclic shift of B. For example the sequences (+−+−) and (+ +−−)

are cyclically distinct, whereas (+ +−−) and (+−−+) are not cyclically distinct.

Let θ be a primitive element of F2m . For v ∈ F∗2m and an integer d with gcd(d, n) = 1,

let A(v, θd) be the characteristic sequence of

{x ∈ F∗2m : Tr2m/2(vx) = 0}

with respect to θd. It is not hard to show that the sequences A(1, θ) and A(1, θd) are

cyclically distinct if and only if d is not a power of 2. By noting that the sequences

A(v, θd) are cyclic shifts of the sequence A(1, θd) when v ranges over F∗2m , we deduce

that there are exactly ϕ(n)/m cyclically distinct Galois sequences of length n. We

are done by checking that A(v, θd) 6= A(w, θd) whenever v 6= w.

• Galois sequences can be generated efficiently using linear feedback shift registers.

• Every cyclic shift of a Galois sequence is a Galois sequence.

The last two properties make Galois sequences especially useful for practical applications.

We consider an example.

Example 2.5.6. We construct F8 using the irreducible polynomial x3 + x+ 1 ∈ F2[x], so

that

F8 = F2[x]/(x3 + x+ 1).

Taking α to be a root of x3 + x+ 1, we can write the elements of F8 in the following way:
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Element of F8 Trace

0 0

α0 = 1 1

α1 = α 0

α2 = α2 0

α3 = α+ 1 1

α4 = α2 + α 0

α5 = α2 + α+ 1 1

α6 = α2 + 1 1

Hence, the Singer difference set corresponding to v = 1 is {α, α2, α4}, so that

A = (−+ +−+−−)

is a Galois sequence of length 7 (with respect to the generator α). It is readily verified

that, in accordance with Theorem 2.5.5, all nontrivial periodic autocorrelations of A are

equal to −1.
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Chapter 3

The merit factor of

binary sequences

3.1 Introduction and chapter overview

Recall from Chapter 1 that the merit factor of a binary sequence A of length n > 1 is

given by

F(A) =
n2

2
∑n−1

u=1 CA(u)2
.

In spite of substantial progress on the merit factor problem in the last fifty years, modulo

generalisations and variations, only three nontrivial families of binary sequences are

known, for which we can compute the asymptotic merit factor, namely Shapiro (see

Theorem 1.5.9), Legendre, and Galois sequences (see the forthcoming Corollaries 3.5.4

and 3.4.5, respectively). We consider the merit factor of other families of binary sequences,

providing the first essentially new examples since 1991. The results of this chapter are

mainly motivated by the paper [64] of Jensen, Jensen, and Høholdt from 1991, in which

the authors asked for the merit factors of sequences that arise from difference sets.

The chapter is structured as follows. In Section 3.2 we prove two general theorems

on the asymptotic merit factor of binary sequences. We shall apply these theorems to

specific families of binary sequences to deduce our results. In Section 3.3 we determine

the asymptotic merit factor of Sidelnikov sequences, proving [61, Conjecture 7.2] in the

affirmative and explaining numerical evidence made in [54]. In Section 3.4 we determine

the asymptotic merit factor of characteristic sequences of Gordon-Mills-Welch difference

sets. In particular, we obtain the results on the merit factor behaviour of Galois sequences

proved in [61] as a corollary. In Section 3.5 we then provide a very general theorem on

the asymptotic merit factor of binary sequences that arise from cyclotomy, which includes

results on Legendre sequences, and on the characteristic sequences of Hall difference sets

and Ding-Helleseth-Lam almost difference sets as special cases.

Since 1991, further cyclic difference sets with Singer parameters have been found,
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3.2 Asymptotic merit factor calculation

namely:

• Maschietti difference sets [88];

• Dillon-Dobbertin difference sets [25];

• No-Chung-Yun difference sets [25].

We remark that we have not been able to determine the asymptotic merit factors of the

characteristic sequences of those difference sets. In Section 3.6 we discuss the occurring

problems. We conclude with Section 3.7, where we give a list of open problems concerning

the merit factor of binary sequences.

The results of this chapter are also published in [49].

3.2 Asymptotic merit factor calculation

In this section we prove two theorems on the asymptotic merit factor of binary sequences,

which are the foundations for the proofs of our main results.

Modifications of a sequence

Let A = (a0, a1, . . . , an−1) be a binary sequence of length n > 1. We wish to modify A in

such a way that its merit factor becomes larger. Therefore, for integers r and t > 0 that

can depend on n, we define Ar,t to be the coefficient sequence of the polynomial

(3.1)
t−1∑
j=0

aj+rz
j .

Informally speaking, the sequence Ar,t is obtained from A by cyclically shifting its entries

by r elements to the left and then truncating when t < n or periodically appending

when t > n. Notice that A0,n = A, and we have Ar1,t = Ar2,t for all t > 0 whenever

r1 ≡ r2 (mod n). For example, if A = (+ + +−), then A1,3 = (+ + −) and A3,10 =

(−+ + +−+ + +−+).

Let A be the Legendre sequence of length 101. In order to motivate the study of aperiodic

autocorrelations (and in particular the study of merit factors) of the sequences Ar,t, we

compute F(Ar,t) for various r and t. In Figure 3.1 we observe that the merit factor of Ar,101

depends heavily on the rotation r. In particular, we have

(3.2) max
0≤r<101

F
(
Ar,101

)
= F

(
A25,101

)
= F

(
A77,101

)
= 5.4609 . . . .

Therefore, an appropriate rotation of A enlarges its merit factor vastly.

We now consider truncations and appendices of a corresponding optimal rotation of A.

In Figure 3.2 we see the merit factors of Ar,t when t ranges over {50, 51, . . . , 150} and r is
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Figure 3.1: The merit factors of Ar,101 for r = 0, 1, . . . , 100, where A is the Legendre
sequence of length 101.
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Figure 3.2: The merit factors of Ar,t for t = 50, 51, . . . , 150, where A is the Legendre
sequence of length 101 and r is an optimal rotation.
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3.2 Asymptotic merit factor calculation

an optimal rotation. In particular, we have

max
50≤t<151
0≤r<101

F
(
Ar,t

)
= F

(
A21,107

)
= 5.6960 . . . ,

which is a slight improvement of the merit factor of an optimal rotation of A given in (3.2).

Functions for the behaviour of the asymptotic merit factor

To state our results on the asymptotic merit factors of binary sequences, we shall require

the function ϕν : R× R+ → R, defined for real ν by

1

ϕν(R, T )
= 1− 2(1 + ν)T

3
+ 4

∑
m∈N

max

(
0, 1− m

T

)2

+ ν
∑
m∈Z

max

(
0, 1−

∣∣∣∣1 +
2R−m

T

∣∣∣∣)2

,

where N is the set of positive integers. This function satisfies ϕν(R, T ) = ϕν(R+ 1
2 , T ) on

its entire domain, and the involved sums consist of only finitely many nonzero summands

for all (R, T ).

It will be useful to know the global maximum of ϕν for certain values of ν. The

function ϕ1 was maximised in [62, Corollary 3.2]. Using the same approach, we find that,

for all ν ∈ [0, 1], the global maximum of ϕν exists and equals the largest root of

(ν4 − 2ν3 − 3ν2 − 50ν + 112)x3 + (12ν3 + 36ν2 − 18ν − 528)x2

+ (24ν2 + 282ν + 528)x− 6ν − 48.

The location (R, T ) of the global maximum is unique for R ∈ [0, 1
2) and is attained when T

is the middle root of

(2ν + 2)x3 − (6ν + 24)x+ 3ν + 24

and R = 3/4− T/2.

Throughout the remainder of this chapter the functions ϕ0, ϕ1, and ϕ1/9 are of particular

interest. Therefore, we visualise these functions in Figure 3.3 for T ∈ [0.9, 1.3] and

R = 3/4− T/2.

Two theorems on the asymptotic merit factor

We wish to exploit the method of [61] and [62]. It involves Fourier analysis, counting lattice

points in polyhedra, and estimation of error terms. We now explain and slightly generalise

this method.

Let A = (a0, a1, . . . , an−1) be a binary sequence of length n and let fA be the Littlewood
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T

Figure 3.3: The functions ϕ0 (solid line), ϕ1 (dashed line), and ϕ1/9 (dotted line) for
T ∈ [0.9, 1.3] and R = 3/4− T/2.

polynomial with coefficient sequence A. Let r and t be integers with t > 1, and write εn(k) =

e2πik/n. From [61] it is known that F(Ar,t) depends only on the function LA : (Z/nZ)3 → Z,

defined by

(3.3) LA(a, b, c) =
1

n3

∑
k∈Z/nZ

fA
(
εn(k)

)
fA
(
εn(k + a)

)
fA
(
εn(k + b)

)
fA
(
εn(k + c)

)
.

Define the functions In, Jn : (Z/nZ)3 → Z by

In(a, b, c) =

1 if (a = b and c = 0) or (a = c and b = 0)

0 otherwise,

and

Jn(a, b, c) =

1 if a = 0 and b = c 6= 0

0 otherwise,

and, for even n, the function Kn : (Z/nZ)3 → Z by

Kn(a, b, c) =

1 if a = n/2 and b = c+ n/2 and bc 6= 0

0 otherwise.

In order to prove our results on the asymptotic merit factor of binary sequences, we shall
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show that the corresponding function LA is well approximated by either In + νJn (for an

appropriate real ν) or by In +Kn, and then apply one of the following two theorems. Our

first theorem is a slight generalisation of [61, Theorem 4.1 (i)] and [61, Theorem 4.2 (i)],

which arise by setting ν = 1 and ν = 0, respectively.

Theorem 3.2.1. Let ν be a real number and let n take values in an infinite set of positive

integers. For each n, let An be a binary sequence of length n. Suppose that, as n→∞,

(3.4) (log n)3 max
a,b,c∈Z/nZ

∣∣LAn(a, b, c)−
(
In(a, b, c) + νJn(a, b, c)

)∣∣→ 0.

Let R and T > 0 be real. If r/n → R and t/n → T as n → ∞, then F(Ar,tn ) → ϕν(R, T )

as n→∞.

Proof. For each n, write An = (a0, . . . , an−1), and let fAn(z) =
∑n−1

j=0 ajz
j be the Little-

wood polynomial with coefficient sequence An. For each integer u, we have

CAr,tn (u) =
∑

0≤j1,j2<t
j2=j1+u

aj1+raj2+r,

so that ∑
u∈Z

CAr,tn (u)2 =
∑

0≤j1,j2,j3,j4<t
j1+j2=j3+j4

aj1+raj2+raj3+raj4+r.

Therefore,

(3.5)
1

F(Ar,tn )
= −1 +

1

t2

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

aj1+raj2+raj3+raj4+r.

It is readily verified that

aj =
1

n

∑
k∈Z/nZ

fAn(εn(k))εn(−jk).

Therefore, if j1, j2, j3, j4 are integers with j1 + j2 = j3 + j4, then aj1aj2aj3aj4 equals

1

n4

∑
k1,k2,k3,k4∈Z/nZ

fAn
(
εn(k1)

)
fAn

(
εn(k2)

)
fAn

(
εn(k3)

)
fAn

(
εn(k4)

)
× εn

(
(j2 − j3 − j4)k1 − j2k2 − j3k3 − j4k4

)
.

Re-indexing with

k1 = k, k2 = k + a, k3 = −k − b, k4 = −k − c
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leads to

aj1aj2aj3aj4 =
1

n

∑
a,b,c∈Z/nZ

LAn(a, b, c)εn(−j2a+ j3b+ j4c).

Substitution into (3.5) shows that 1/F(Ar,tn ) equals

(3.6) −1 +
1

nt2

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
a,b,c∈Z/nZ

LAn(a, b, c)εn
(
(−j2 − r)a+ (j3 + r)b+ (j4 + r)c

)
.

Write

(3.7) LAn(a, b, g) = In(a, b, c) + νJn(a, b, c) +Mn(a, b, c),

where Mn(a, b, c) is an error term which can be controlled using (3.4). We now consider

three cases for the triple (a, b, c) ∈ (Z/nZ)3:

(1) a = b and c = 0;

(2) a = c and b = 0;

(3) a = 0 and b = c 6= 0.

Then In(a, b, c) = 1 if (1) or (2) is satisfied, and In(a, b, c) = 0 otherwise; and Jn(a, b, c) = 1

if (3) is satisfied, and Jn(a, b, c) = 0 otherwise. The only triple (a, b, c) that satisfies more

than one of these conditions is (0, 0, 0), which satisfies both (1) and (2).

We now substitute (3.7) into (3.6) and break the sum involving In(a, b, c) + νJn(a, b, c)

into four parts: three sums corresponding to the three cases, and a fourth sum to correct

for the double counting of (0, 0, 0). Noting that the sums arising in cases (1) and (2) have

the same value, we obtain

1

F(Ar,tn )
= −1 +X + Y + νZ −D + E,

where

X = Y =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
b∈Z/nZ

εn
(
(j3 − j2)b

)
,

Z =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
c∈Z/nZ
c 6=0

εn
(
(j3 + j4 + 2r)c

)
,

D =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

1,

E =
1

t2n

∑
a,b,c∈Z/nZ

Mn(a, b, c) εn
(
r(−a+ b+ c)

) ∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

εn(−j2a+ j3b+ j4c).
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If t/n→ T , then (3.4) combined with the forthcoming Lemma 3.2.4 implies that E → 0.

Therefore, it remains to determine the asymptotic behaviour of the sums X,Z, and D to

complete the proof.

There are contributions in X only when j3 = j2 +mn for some integer m. In this case,

we also have j1 = j4 +mn since j1 + j2 = j3 + j4, so that

X =
1

t2

∑
m∈Z

( ∑
0≤j, j+mn<t

1

)2

Make use of the elementary counting identity∑
0≤j, j+u<s

1 = max(0, s− |u|) for all u, s ∈ Z,

to obtain

X =
1

t2

∑
m∈Z

max(0, t− |m|n)2.

Analogously, using j3 = j2 +m instead of j3 = j2 +mn, we have

D =
1

t2n

∑
m∈Z

max(0, t− |m|)2,

which simplifies to

D =
1

n
+

2

t2n

t−1∑
m=1

m2

=
2t2 + 1

3tn

using
s∑
j=1

j2 =
s(s+ 1)(2s+ 1)

6

for all nonnegative integers s.

We now write Z = Z1 −D, where

Z1 =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
c∈Z/nZ

εn
(
(j3 + j4 + 2r)c

)
.

Similarly as for X, there are contributions in Z1 only when j4 = mn− 2r − j3 for some

integer m, so that

Z1 =
1

t2

∑
m∈Z

( ∑
0≤j,mn−2r−j<t

1

)2

.
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Now make use of the elementary counting identity∑
0≤j, u−j<s

1 = max(0, s− |s− 1− u|) for all u, s ∈ Z,

to obtain

Z1 =
1

t2

∑
m∈Z

max(0, t− |t− 1−mn+ 2r|)2.

Therefore,

Z =
1

t2

∑
m∈Z

max(0, t− |t− 1−mn+ 2r|)2 − 2t2 + 1

3tn
.

Since X,Y, and Z are continuous functions of r and t, we obtain

−1 +X + Y + νZ −D → 1

ϕν(R, T )

if r/n→ R and t/n→ T , as required.

Our second theorem is a more subtle modification of [61, Theorem 4.1 (i)]. Its proof

is similar to the proof of Theorem 3.2.1. We include a proof that highlights the required

modifications.

Theorem 3.2.2. Let n take values in an infinite set of even positive integers. For each n,

let An be a binary sequence of length n. Suppose that, as n→∞,

(3.8) (log n)3 max
a,b,c∈Z/nZ

∣∣LAn(a, b, c)− (In(a, b, c) +Kn(a, b, c))
∣∣→ 0.

Let T > 0 be real. If t/n→ T as n→∞, then F(Ar,tn )→ ϕ0(0, T ) as n→∞.

Proof. The first part of the proof is identical to that of Theorem 3.2.1, showing that

1/F(Ar,tn ) equals

(3.9) −1 +
1

nt2

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
a,b,c∈Z/nZ

LAn(a, b, c)εn
(
(−j2 − r)a+ (j3 + r)b+ (j4 + r)c

)
.

Write

(3.10) LAn(a, b, c) = In(a, b, c) +Kn(a, b, c) +Mn(a, b, c),

where Mn(a, b, c) is an error term which can be controlled using (3.8). Consider three cases

for the triple (a, b, c) ∈ (Z/nZ)3:

(1) c = a and b = 0;

(2) a = b and c = 0;

(3) b = c+ n/2 and a = n/2.
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3.2 Asymptotic merit factor calculation

Then In(a, b, c) + Kn(a, b, c) equals 1 if at least one of these conditions is satisfied and

In(a, b, c) + Kn(a, b, c) equals 0 otherwise. There are exactly three tuples (a, b, c) that

satisfy more than one of these conditions, namely (0, 0, 0), (n/2, n/2, 0), and (n/2, 0, n/2).

We now substitute (3.10) into (3.9) and break the sum involving In(a, b, c) +Kn(a, b, c)

into six parts: three sums corresponding to the three cases and three sums to correct for the

double counting of (0, 0, 0), (n/2, n/2, 0), and (n/2, 0, n/2). Noting that the sums arising

in cases (1) and (2) have the same value, as have the sums arising for the compensation of

the double count of (n/2, n/2, 0) and (n/2, 0, n/2), we obtain

1

F(Ar,tn )
= −1 +X + Y + Z −D1 −D2 −D3 + E,

where

X = Y =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

∑
b∈Z/nZ

εn
(
(j3 − j2)b

)
,

Z =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

(−1)j3−j2
∑

c∈Z/nZ

εn
(
(j3 + j4 + 2r)c

)
,

D1 =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

1,

D2 = D3 =
1

t2n

∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

(−1)j3−j2 ,

E =
1

t2n

∑
a,b,c∈Z/nZ

Mn(a, b, c) εn
(
r(−a+ b+ c)

) ∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

εn(−j2a+ j3b+ j4c).

As in the proof of Theorem 3.2.1, we have

−1 +X + Y −D1 + E → 1

ϕ0(0, T )

if t/n→ T . Hence, it remains to show that Z −D2 −D3 → 0 if t/n→ T .

Since there are contributions to the first sum in Z only when j3 + j4 = mn − 2r for

some m ∈ Z, we obtain

Z =
1

t2

∑
m∈Z

( ∑
0≤j,mn−2r−j<t

(−1)j

)2

.

Therefore, we have |Z| ≤ 1/(tn) and so Z → 0 if t/n→ T .
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By writing j3 = j1 +m for some m ∈ Z, we find that

D2 =
1

t2n

∑
m∈Z

( ∑
0≤j, j+m<t

(−1)j

)2

.

Hence, |D2| ≤ 1/(tn) and therefore D2+D3 → 0 if t/n→ T , which completes the proof.

We close this section by proving the bound used in Theorems 3.2.1 and 3.2.2. We

deduce it from a more general result, which we shall also need in Chapter 4.

Lemma 3.2.3. Let α be a positive integer and write εn(j) = e2πij/n. There exists a

constant cα which only depends on α such that, for all positive integers n and t, we have

∑
s1,...,s2α−1∈Z/nZ

∣∣∣∣∣ ∑
0≤j1,...,j2α<t

j1+···+j2α=α(t−1)

εn(s1j1 + · · ·+ s2α−1j2α−1)

∣∣∣∣∣
≤ cα max(n, t)2α−1(1 + log t)2α−1.

Proof. Put d = 2α− 1. For a polyhedron P ⊆ [0, 1]d, let

Ft(z1, . . . , zd) =
∑

(j1,...,jd)∈Zd∩(t−1)P

zj11 · · · z
jd
d

be a polynomial in C[z1, . . . , zd]. Write

Sn =
∑

s1,...,sd∈Z/nZ

∣∣Ft(e2πis1/n, . . . , e2πisd/n)
∣∣.

We shall see at the end of the proof that the left-hand side of the statement of the lemma

equals Sn for a particular choice of the polyhedron P .

The L1 norm of Ft is defined to be

‖Ft‖1 =
1

(2π)d

∫ 2π

0
· · ·
∫ 2π

0

∣∣Ft(eiθ1 , . . . , eiθd)∣∣ dθ1 · · · dθd.

It is known (see [124, 9.2.1], for example) that

(3.11) ‖Ft‖1 ≤ γ(P )(1 + log t)d,

where γ(P ) depends only on the polyhedron P . We shall find an upper bound for Sn in

terms of ‖Ft‖1.

Let f be a polynomial in C[z]. By the mean value theorem there exist real numbers
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3.2 Asymptotic merit factor calculation

θ0, . . . , θn−1 with θs ∈ [2πs/n, 2π(s+ 1)/n] for all s such that

‖f‖1 =
1

2π

n−1∑
s=0

∫ 2π(s+1)/n

2πs/n

∣∣f(eiθ)
∣∣ dθ

=
1

n

n−1∑
s=0

∣∣f(eiθs)
∣∣.(3.12)

By the triangle inequality we have∣∣∣∣∣
n−1∑
s=0

∣∣f(eiθs)
∣∣− n−1∑

s=0

∣∣f(e2πis/n)
∣∣∣∣∣∣∣ ≤

n−1∑
s=0

∣∣f(eiθs)− f(e2πis/n)
∣∣

=

n−1∑
s=0

∣∣∣∣∣
∫ θs

2πs/n
f ′(eiθ) dθ

∣∣∣∣∣
≤
∫ 2π

0

∣∣f ′(eiθ)∣∣ dθ
= 2π‖f ′‖1.(3.13)

Now suppose that f has degree at most t− 1. Then ‖f ′‖1 ≤ (t− 1) ‖f‖1 by a Bernstein-

type inequality (see [11, p. 143] or [133, p. 11], for example). Combination of (3.12)

and (3.13) then gives

n−1∑
s=0

∣∣f(e2πis/n)
∣∣ ≤ (1 + 2π) max(n, t) ‖f‖1.

Since Ft(z1, . . . , zd) has degree at most t− 1 in each indeterminate, we find by a straight-

forward induction that

Sn ≤ (1 + 2π)d max(n, t)d ‖Ft‖1,

and then with (3.11),

(3.14) Sn ≤ (1 + 2π)dγ(P ) max(n, t)d(1 + log t)d.

Recalling that d = 2α− 1, we now take

P =

{
(x1, . . . , x2α−1) ∈ R2α−1 :

0 ≤ x1, . . . , x2α−1 ≤ 1,

α− 1 ≤ x1 + · · ·+ x2α−1 ≤ α

}
.

Set j2α = α(t− 1)− j1 − · · · − j2α−1 to see that the left-hand side of the statement of the

lemma equals Sn, so that (3.14) completes the proof.

We have the following corollary.
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Corollary 3.2.4. Write εn(j) = e2πij/n. There exists a constant c such that, for all

positive integers n and t, we have

∑
a,b,c∈Z/nZ

∣∣∣∣∣ ∑
0≤j1,j2,j3,j4<t
j1+j2=j3+j4

εn(−j2a+ j3b+ j4c)

∣∣∣∣∣ ≤ cmax(n, t)3(1 + log t)3.

Proof. After re-indexing with

k1 = t− 1− j2, k2 = j3, k3 = j4, k4 = t− 1− j1,

the statement of the lemma is equivalent to

∑
a,b,c∈Z/nZ

∣∣∣∣∣ ∑
0≤k1,k2,k3,k4<t

k1+k2+k3+k4=2(t−1)

εn(k1a+ k2b+ k3c)

∣∣∣∣∣ ≤ cmax(n, t)3(1 + log t)3,

so that Lemma 3.2.3 with α = 2 completes the proof.

We remark that a bound similar to that in Corollary 3.2.4 was given by Jedwab,

Katz, and Schmidt [62, Lemma 2.2]. The authors of [62] proved [62, Lemma 2.2] by

direct calculation. Their bound holds with c = 64 and the log t term in the statement of

Corollary 3.2.4 is replaced by log n, which however does not make a big difference in the

asymptotic merit factor calculation since we always assume that t/n is bounded as n→∞.

3.3 Sidelnikov sequences

In this section we examine the asymptotic merit factor of Sidelnikov sequences. In 2010,

Hare and Yazdani [54] wrote:

“An obvious question is, what happens with Fekete-like polynomials? [. . . ] Computationally

it appears that the merit factors of these polynomials is tending to 3 for large n.”

Hare and Yazdani called the polynomials that correspond to Sidelnikov sequences Fekete-

like polynomials1. Their numerical observations suggest that the asymptotic merit factor of

Sidelnikov sequences is 3, which is also subject to a conjecture due to Jedwab, Katz, and

Schmidt [61, Conjecture 7.2] (which also involves the generalised Sidelnikov sequences).

We shall prove this conjecture in the affirmative. We need the following proposition, which

states that, if A is a Sidelnikov sequence of length n, then the corresponding function LA

is well approximated by In +Kn.

1In fact the coefficient sequence of a Fekete-like polynomial is a slightly modified Sidelnikov sequence in
the sense that its first entry is zero instead of minus one. However, this modification does not effect the
asymptotic merit factor.
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3.3 Sidelnikov sequences

Proposition 3.3.1. Let q be an odd prime power and let A be a Sidelnikov sequence of

length q − 1. Then

∣∣LA(a, b, c)−
(
Iq−1(a, b, c) +Kq−1(a, b, c)

)∣∣ ≤ 23q5/2

(q − 1)3

for all a, b, c ∈ Z/(q − 1)Z.

Proof. Let fA be the polynomial with coefficient sequence A, and let η be the quadratic

character of Fq. By the definition of a Sidelnikov sequence (see Theorem 2.5.1), there exists

a primitive element θ of Fq such that

fA(z) = z
q−1
2 +

q−2∑
j=0

η(θj + 1)zj .

Let λ be the multiplicative character of Fq given by λ(θ) = e2πi/(q−1). Then, for all

integers k with k 6≡ 0 (mod q − 1), we have

fA
(
e2πik/(q−1)

)
= (−1)k +

q−2∑
j=0

η(θj + 1)λk(θj)

= (−1)k +
∑
x∈Fq

η(x+ 1)λk(x)

= (−1)k + λk(−1)
∑
x∈Fq

η(x)λk(1− x)

= (−1)k
(
1 + J(η, λk)

)
,

where J(η, λk) is a Jacobi sum. On the other hand, we have f(1) = 1− η(1) = 0.

Therefore,

(3.15) LA(a, b, c) =
(−1)a+b+c

(q − 1)3

∑
χ∈F̂∗q

J(η, χ)J(η, χλa)J(η, χλb)J(η, χλc) + ∆,

where |∆| ≤ 15q3/2/(q − 1)2 using Lemma 2.2.5. If {b, c} = {0, a}, then by Lemma 2.2.5

the sum in (3.15) is between (q− 5)q2 and (q− 2)q2. If a = (q− 1)/2 and b = c+ (q− 1)/2,

then λa = η and λb = λcη and by Lemma 2.2.5 (in particular (v)) the sum (3.15) is again

at least (q − 5)q2 and at most (q − 2)q2. Since

(q − 5)q2

(q − 1)3
= 1− 2q2 + 3q − 1

(q − 1)3
,

this establishes the cases in which either Iq−1(a, b, c) or Kq−1(a, b, c) equals 1.

Now assume that (a, b, c) is such that Iq−1(a, b, c) and Kq−1(a, b, c) are both zero.
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Equivalently, the multisets

(3.16) {λ0, λa, λbη, λcη} and {η, λaη, λb, λc}

are distinct. Use Lemmas 2.2.5 and 2.2.3 to see that the sum in (3.15) equals

(3.17)
1

q2

∑
χ∈F̂∗q

G(χ)G(χλa)G(χηλb)G(χηλc)G(χη)G(χηλa)G(χλb)G(χλc)

plus an error term of magnitude at most 4q3/2. Since the multisets (3.16) are distinct, we

can apply Lemma 2.2.7 to see that (3.17) is at most 4q5/2. This shows that

|LA(a, b, c)| ≤ 23q5/2

(q − 1)3
,

as required.

The following result on the asymptotic merit factor of Sidelnikov sequences is obtained

by combining Proposition 3.3.1 with Theorem 3.2.2.

Theorem 3.3.2. For each odd prime power q, let Aq−1 be a Sidelnikov sequence of

length q− 1. Let T > 0 be real. If t/q → T as q →∞, then F(Ar,tq−1)→ ϕ0(0, T ) as q →∞.

The largest merit factor that can be attained in Theorem 3.3.2 is 3.342065 . . . , which

is the largest root of

7x3 − 33x2 + 33x− 3.

The global maximum is unique and it is attained for T = 1.115749 . . . , which is the middle

root of

x3 − 12x+ 12.

To explain Hare and Yazdani’s numerical observations on the asymptotic merit factor

of Sidelnikov sequences [54], we have to look at the case T = 1 in Theorem 3.3.2. This case

concerns just the shifted Sidelnikov sequences, as considered in [57] and [64] for Legendre

and Galois sequences, respectively. In this case, Theorem 3.3.2 gives an asymptotic merit

factor of 3.

3.4 Gordon-Mills-Welch difference sets

We now consider a construction of difference sets with Singer parameters which is due

to Gordon, Mills, and Welch [45]. In the literature, this construction is often called the

GMW construction. It produces cyclic difference sets in F∗2m from difference sets in the

multiplicative group of a subfield of F2m . Therefore, it is very general and can in particular

be iterated.
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Construction 3.4.1 (Gordon-Mills-Welch [45]). Let m and s be integers with 1 ≤ s < m

such that s divides m (so that F2s is a subfield of F2m). Let B contain all elements b ∈ F2m

with Tr2m/2s(b) = 1, and let C be a difference set in F∗2s of size 2s−1 (so that, for s > 1,

the complement of C has Singer parameters). The set

D = {bc : b ∈ B, c ∈ C}

is a Gordon-Mills-Welch difference set2 in F∗2m (whose complement has Singer parameters).

Equivalently, a characteristic sequence of D is optimal balanced (by Theorem 2.4.3).

If the set C in Construction 3.4.1 is a Singer difference set, then a characteristic sequence

of D is also called GMW sequence [115]. Gordon-Mills-Welch difference sets generalise the

Singer difference sets, which arise for s = 1 (in which case C is a trivial difference set).

In their 1991 paper, Jensen, Jensen, and Høholdt [64] wrote:

“It is currently an open problem to find the asymptotic merit factor for sequences constructed

from GMW and Hall difference sets.”

In the remainder of this section we examine the asymptotic merit factor of the characteristic

sequences of Gordon-Mills-Welch difference sets. In the next section we consider the

asymptotic merit factor of binary sequences that arise from cyclotomy, which give results

on Hall difference sets as special cases.

The following lemma gives the character values of Gordon-Mills-Welch difference sets.

In particular, it gives an alternative proof for them to be difference sets.

Lemma 3.4.2. Let m and s be integers with 1 ≤ s < m such that s divides m. Let B

contain all elements b ∈ F2m with Tr2m/2s(b) = 1, and let C be a subset of F∗2s. Write

D = {bc : b ∈ B, c ∈ C}. Let χ be a nontrivial multiplicative character of F2m and let χ∗

be its restriction to F2s. Then

χ(D) =


χ∗(C)

G(χ∗)
G(χ) if χ∗ is nontrivial

−χ
∗(C)

s
G(χ) if χ∗ is trivial.

In particular, if C is a difference set in F∗2s of size 2s−1, then D is a difference set whose

complement has Singer parameters.

Proof. We have

χ(D) =
∑
b∈F2m

Tr2m/2s (b)=1

∑
c∈C

χ(bc)

= E(χ)χ∗(C),

2We note that [45] defines more general differences sets, which are also called Gordon-Mills-Welch
difference sets. However, in Construction 3.4.1 only those with Hadamard parameters are considered.
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where

E(χ) =
∑
b∈F2m

Tr2m/2s (b)=1

χ(b)

is an Eisenstein sum. It is known [9, pp. 391/400] that

E(χ) =


G(χ)/G(χ∗) if χ∗ is nontrivial

−G(χ)/s if χ∗ is trivial,

which proves the first statement of the lemma. The second statement follows from

Lemmas 2.3.3 and 2.2.3.

In order to prove the main result of this section we need the following proposition,

which states that, if A is a characteristic sequence of a Gordon-Mills-Welch difference set

of length n, then the corresponding function LA is well approximated by In.

Proposition 3.4.3. Let m > 1 be an integer, and let A be a characteristic sequence of a

Gordon-Mills-Welch difference set in F∗2m of length 2m − 1. Then

∣∣LA(a, b, c)− I2m−1(a, b, c)
∣∣ ≤ 25m/2+1

(2m − 1)3

for all a, b, c ∈ Z/(2m − 1)Z.

Proof. By definition, there exists a proper subfield F2s of F2m such that the underlying

Gordon-Mills-Welch difference set is

D = {bc : b ∈ B, c ∈ C},

where B contains all elements b ∈ F2m with Tr2m/2s(b) = 1 and C is a difference set in F∗2s
of size 2s−1. Let fA be the Littlewood polynomial with coefficient sequence A, and let θ

be a primitive element of F2m such that

fA(z) =

2m−2∑
j=0

1D(θj)zj .

Let λ be the multiplicative character of F2m given by λ(θ) = e2πi/(2m−1). It is readily

verified that

f
(
e2πik/(2m−1)

)
=


1 for k ≡ 0 (mod 2m − 1)

2λk(D) for k 6≡ 0 (mod 2m − 1).

It then follows from Lemmas 3.4.2 and 2.2.3 (ii) that, for all integers k,

fA
(
e2πik/(2m−1)

)
= CkG(λk),
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where Ck has unit magnitude for all k and depends only on k modulo 2s − 1.

Therefore,

(3.18) LA(a, b, c) =
1

(2m − 1)3

∑
χ∈F̂∗2m

G(χ)G(χλa)G(χλb)G(χλc) Cχ(a, b, c),

where Cχ(a, b, c) has unit magnitude. Using Lemma 2.2.3, we obtain

LA(a, b, c) =


1 + 2m−2

(2m−1)2
for a = b = c = 0

1− 1
(2m−1)2

for {0, a} = {b, c} and a 6= 0,

which proves the desired result in the case that I2m−1(a, b, c) = 1.

Now assume that {0, a} 6= {b, c}, so that I2m−1(a, b, c) = 0. We have to show that

(3.19) |LA(a, b, c)| ≤ 25m/2+1

(2m − 1)3
.

Let H be the subgroup of index 2s − 1 of the character group of F∗2m and note that H is

not the trivial group since, by assumption, s < m. Then Cχ(a, b, c) is constant when χ

ranges over a coset of H. Since Cχ(a, b, c) has unit magnitude, we find from (3.18) and the

triangle inequality that

(3.20) |LA(a, b, c)| ≤ 2s − 1

(2m − 1)3
max
φ∈F̂∗2m

∣∣∣∣∣ ∑
χ∈H

G(χφ)G(χφλa)G(χφλb)G(χφλc)

∣∣∣∣∣.
By the definition of a canonical Gauss sum over F2m , the sum can be written as∑

w,x,y,z∈F∗2m

(−1)Tr2m/2(w+x+y+z) λa(x)λb(y)λc(z)φ
(wx
yz

)∑
χ∈H

χ
(wx
yz

)
.

For all w, x, y, z ∈ F∗2m , we have

2s − 1

2m − 1

∑
χ∈H

χ
(wx
yz

)
=

1

2m − 1

∑
χ∈F̂∗2m

χ
(wx
yz

)
,

since both sides equal either 0 or 1, depending on whether wx = yz, by Lemma 2.2.1 (ii).

Therefore, we can rewrite the sum in (3.20) as

1

s− 1

∑
χ∈F̂∗2m

G(χφ)G(χφλa)G(χφλb)G(χφλc).

The magnitude of this expression is at most 2
2s−125m/2 by Lemma 2.2.7. Substitute

into (3.20) to conclude that (3.19) holds, as required.
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The following result on the asymptotic merit factor of characteristic sequences of Gordon-

Mills-Welch difference sets is obtained by combining Proposition 3.4.3 with Theorem 3.2.1

taking ν = 0.

Theorem 3.4.4. For each n = 2m − 1 with m > 1, let An be a characteristic sequence of

a Gordon-Mills-Welch difference set in F2m of length n. Let T > 0 be real. If t/n→ T as

n→∞, then F(Ar,tn )→ ϕ0(0, T ) as n→∞.

In particular, the asymptotic merit factor of characteristic sequences of Gordon-Mills-

Welch difference sets behaves in the same way as those of Sidelnikov sequences. The case

that the Gordon-Mills-Welch difference sets in Theorem 3.4.4 arise from Construction 3.4.1

with C being a Singer difference set proves [61, Conjecture 7.1]3 in the affirmative.

It is remarkable that Theorem 3.4.4 requires no knowledge about the smaller difference

sets that are used as building blocks to construct the Gordon-Mills-Welch difference

sets. Although we have not been able to determine the asymptotic merit factors of the

characteristic sequences of Maschietti, Dillon-Dobbertin, and No-Chung-Yun difference

sets themselves (see Section 3.6), these difference sets can be used as building blocks.

Furthermore, even Paley and Hall difference sets (in groups whose order is a Mersenne

number) can be used as building blocks.

In the particular case that s = 1 and C = {1} in Construction 3.4.1, Theorem 3.4.4

reduces to:

Corollary 3.4.5 ([61]). For each n = 2m − 1 with m > 1, let An be a Galois sequence of

length n. Let T > 0 be real. If t/n→ T as n→∞, then F(Ar,tn )→ ϕ0(0, T ).

The case T = 1 in Corollary 3.4.5 is due to Jensen, Jensen, and Høholdt [64]. In

particular, the asymptotic merit factor of Galois sequences behaves in the same way as

those of Sidelnikov sequences.

3.5 Cyclotomic constructions

In this section we examine the asymptotic merit factor of sequences that arise from

cyclotomy. We shall use the following notation. Let m > 1 be an integer, let p be a prime

satisfying p ≡ 1 (mod m), and let ω be a fixed primitive element of Fp. Define C0 to be the

set of m-th powers in F∗p, and write Cs = ωsC0 for each s ∈ Z. The sets C0, C1, . . . , Cm−1

partition F∗p and are called the cyclotomic classes of Fp of order m (corresponding to ω).

We construct subsets D of the additive group of Fp by joining some of these classes. This

method provides a rich source of difference sets (see [65] for a survey). From Theorem 2.1.1

we already know that the characteristic sequences of D can only have a nonzero asymptotic

3We remark that [61, Conjecture 7.1] also involves “negaperiodic” and “periodic” extensions of the
sequences associated with Gordon-Mills-Welch difference sets. The corresponding assertions can be obtained
as direct consequences of Proposition 3.4.3 and [61, Theorem 4.2], but are omitted here for the sake of
simplicity.
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merit factor if |D|/p approaches 1/2 as p → ∞, so that we are interested in the case

that m is even and D is the union of m/2 of the cyclotomic classes of order m. Two

families of difference sets arise in this way, namely the Paley difference sets for m = 2 (see

Theorem 2.3.4) and the Hall difference sets for m = 6 (see the forthcoming Theorem 3.5.8).

Notice that, if D is a difference set in (Fp,+), then it must have Hadamard parameters.

Equivalently, dD(u) = (p−3)/4 for each u ∈ F∗p, where dD is the difference function defined

in Section 2.3.

Let m be an even positive integer and let p be a prime satisfying p ≡ 1 (mod m). Let ω

be a primitive element of Fp and let C0, C1, . . . , Cm−1 be the cyclotomic classes of Fp of

order m with respect to ω. Let S be an m/2-element subset of {0, 1, . . . ,m− 1} and let D

be the union of the m/2 cyclotomic classes Cs with s ∈ S. We may take 1 as a generator

of (Fp,+), in which case the characteristic sequence A of D is

(3.21) A =
(
1D(0),1D(1), . . . ,1D(p− 1)

)
.

This is no loss of generality; if the generator is θ, then replace D by θ−1D. Let fA be

the Littlewood polynomial with coefficient sequence A. The following lemma gives the

evaluations of fA at p-th roots of unity.

Lemma 3.5.1. Assume the notation as above and let χ be a multiplicative character of

Fp of order m. Then, for each integer k,

fA(e2πik/p) =
2

m

m−1∑
j=1

G(χj)χj(k)
∑
s∈S

χj(ωs)− 1.

Proof. Since fA(1) = |D| − |Fp \D| = −1, the result holds for k ≡ 0 (mod p), so assume

that k 6≡ 0 (mod p). By definition we have

fA(e2πik/p) =
∑
x∈D

e2πikx/p −
∑

x∈Fp\D

e2πikx/p

= 2
∑
x∈D

e2πikx/p −
∑
x∈Fp

e2πikx/p

= 2
∑
x∈D

e2πikx/p

= 2
∑
s∈S

∑
x∈Cs

e2πikx/p.

Writing h = p−1
m , the inner sum can be written as

∑
x∈Cs

e2πikx/p =

h−1∑
j=0

e2πikωmj+s/p

=
1

m

( ∑
x∈Fp

e2πik ωsxm/p − 1

)
.
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Since
∑m−1

j=0 χj(x) equalsm if x is anm-th power and equals zero otherwise by Lemma 2.2.1 (ii),

we have, for each a ∈ F∗p,

∑
x∈Fp

e2πiaxm/p =
∑
x∈Fp

e2πiax/p
m−1∑
j=0

χj(x)

=
m−1∑
j=0

∑
x∈Fp

e2πix/p χj(x)χj(a).

For j = 0, the inner sum equals zero, so we can let the outer sum start with j = 1. Then

all involved multiplicative characters are nontrivial, and we can restrict the summation

range of the inner sum to F∗p. Therefore,

∑
x∈Fp

e2πiaxm/p =
m−1∑
j=1

G(χj)χj(a),

which gives the desired result.

Our next result estimates LA for A given in (3.21) at all points, but (0, 0, 0).

Proposition 3.5.2. With the notation as above, we have

∣∣LA(a, b, c)−
(
Ip(a, b, c) + νJp(a, b, c)

)∣∣ ≤ 18(m− 1)4p−1/2

for all a, b, c ∈ Z/pZ with (a, b, c) 6= (0, 0, 0), where

ν =


1 if p−1

m is even(4µ
m − 1

)2
if p−1

m is odd

and

µ =
∣∣{(s, s′) ∈ S × S : s− s′ = m/2}

∣∣.
Proof. Let χ be a multiplicative character of Fp of order m, and write

K(χj) =
2

m

∑
s∈S

χj(ωs).

From Lemma 3.5.1 we find that

(3.22) fA(e2πik/p) =

m−1∑
j=1

G(χj)K(χj)χj(k)− 1
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for each integer k. Hence, LA(a, b, c) equals

(3.23)
1

p3

m−1∑
j1,j2,j3,j4=1

G(χj1)G(χj2)G(χj3)G(χj4)K(χj1)K(χj2)K(χj3)K(χj4)

×
∑
k∈Fp

χj1(k)χj2(k + a)χj3(k + b)χj4(k + c) + ∆,

where |∆| ≤ 15(m− 1)4p−1/2, using that the magnitude of the sum on the right-hand side

of (3.22) is at most (m− 1)
√
p by Lemma 2.2.3.

First consider the case that b = 0 and c = a 6= 0, so that Ip(a, b, c) = 1 and Jp(a, b, c) = 0.

Then the inner sum in (3.23) is∑
k∈Fp

χj3−j1(k)χj4−j2(k + a).

This sum either has magnitude at most
√
p by Lemma 2.2.6 or equals p. Since a 6= 0,

the latter case occurs if and only if j1 ≡ j3 (mod m) and j2 ≡ j4 (mod m). Therefore,

LA(a, 0, a) equals

1

p2

(m−1∑
j=1

|G(χj)|2 |K(χj)|2
)2

plus an error term of magnitude at most 16(m− 1)4p−1/2. Then we find from Lemma 2.2.3

and
m−1∑
j=1

∣∣K(χj)
∣∣2 = 1

that the desired result holds for b = 0 and c = a 6= 0.

The case that c = 0 and b = a 6= 0 is completely analogous.

Now assume that a = 0 and c = b 6= 0, so that Ip(a, b, c) = 0 and Jp(a, b, c) = 1. Then

the inner sum in (3.23) equals ∑
k∈Fp

χj1+j2(k)χj3+j4(k + b).

As before, this sum either has magnitude at most
√
p or equals p, where the latter case

occurs if and only if j1 ≡ −j2 (mod m) and j3 ≡ −j4 (mod m). Hence, LA(0, b, b) equals

(3.24)
1

p2

∣∣∣∣∣
m−1∑
j=1

G(χj)G(χj)K(χj)K(χj)

∣∣∣∣∣
2

plus an error term of magnitude at most 16(m − 1)4p−1/2. From Lemma 2.2.3 we find
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that (3.24) equals∣∣∣∣∣
m−1∑
j=1

χj(−1) |K(χj)|2
∣∣∣∣∣
2

=

(
m−1∑
j=1

(−1)
j(p−1)
m

∣∣∣∣∣ 2

m

∑
s∈S

e2πijs/m

∣∣∣∣∣
2)2

.

A standard calculation then shows that this expression equals ν. This proves the desired

result in the case that a = 0 and c = b 6= 0.

Now assume that 0, a, b, c do not form two pairs of equal elements. In this case, we

invoke Lemma 2.2.6 again to conclude that the inner sum in (3.23) is at most 3
√
p in

magnitude. Therefore, by Lemma 2.2.3 we have

|LA(a, b, c)| ≤ 18(m− 1)4p−1/2,

which completes the proof.

Our next theorem is the main result of this section. It applies not only to the

characteristic sequences of difference sets, but requires this condition to hold asymptotically

(in a precise sense).

Theorem 3.5.3. Let m be an even positive integer and let S be an m/2-element subset of

{0, 1, . . . ,m− 1}. Let p take values in an infinite set of primes satisfying p ≡ 1 (mod m).

For each p, let Dp be the union of the m/2 cyclotomic classes Cs with s ∈ S of Fp of

order m, and let Ap be a characteristic sequence of Dp. Suppose that, as p→∞,

(3.25)
(log p)3

p2

p−1∑
u=1

RAp(u)2 → 0.

Let R and T > 0 be real. If r/p→ R and t/p→ T as p→∞, then the following hold as

p→∞:

(i) If p−1
m is even for every p, then F(Ar,tp )→ ϕ1(R, T ).

(ii) If p−1
m is odd for every p, then F(Ar,tp )→ ϕν(R, T ), where ν = (4µ

m − 1)2 and

µ =
∣∣{(s, s′) ∈ S × S : s− s′ = m/2}

∣∣.
Proof. Without loss of generality, we may choose 1 as a generator of (Fp,+) and take

Ap = (1D(0),1D(1), . . . ,1D(p − 1)) as a characteristic sequence of Dp as in (3.21). We

shall deduce Theorem 3.5.3 from Theorem 3.2.1. Proposition 3.5.2 takes care of all values

of LAp(a, b, c) in the condition of Theorem 3.2.1, except when (a, b, c) = (0, 0, 0). We shall

show that our assumption (3.25) takes care of the latter case.

Let fAp be the Littlewood polynomial with characteristic sequence Ap. By Proposi-
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tion 1.2.1 (i) we have, for each integer k,

∣∣fAp(e2πik/p)
∣∣2 =

p−1∑
u=−p+1

CAp(u)e2πiku/p

= p+

p−1∑
u=1

CAp(u)e−2πiku/p +

p−1∑
u=1

CAp(p− u)e2πik(p−u)/p

=
∑
u∈Fp

RAp(u)e−2πiku/p,

where we have used (2.1) in the ultimate step. Thus, by Parseval’s theorem,

1

p

∑
k∈Fp

∣∣fAp(e2πik/p)
∣∣4 =

∑
u∈Fp

RAp(u)2.

Since RAp(0) = p, we find that Lf (0, 0, 0) equals

1

p3

∑
k∈Fp

∣∣fAp(e2πik/p)
∣∣4 = 1 +

1

p2

p−1∑
u=1

RAp(u)2.

Now our assumption (3.25) together with Proposition 3.5.2 imply that the condition of

Theorem 3.2.1 is satisfied, which proves the theorem.

Several remarks on Theorem 3.5.3 follow. It is readily verified that ν in Theorem 3.5.3

satisfies ν ∈ [0, 1]. The condition (3.25) is essentially necessary since

1

F(Ap)
≥ 1

2p2

p−1∑
u=1

RAp(u)2,

which can be deduced from (2.1) and the Cauchy-Schwarz inequality.

Let Ap be defined as in (3.21). The condition (3.25) can be checked using

(3.26) RAp(u) = 4dDp(u)− (p− 2) for each u = 0, 1, . . . , p− 1,

which follows from Lemma 2.3.8. To compute the values of the difference function in (3.26)

one can use the cyclotomic numbers of order m, which are the m2 numbers

|(Ci + 1) ∩ Cj | for i, j ∈ {0, 1, . . . ,m− 1}.

These numbers can be expressed in terms of Jacobi sums (see [9, Theorem 2.5.1]) and are

known explicitly for all even m ≤ 20 and for m = 24 (see [9, p. 152] for a list of references).

Also note that the conclusion of Theorem 3.5.3 remains unchanged if we replace S

by h+ S reduced modulo m for an integer h (which changes Dp to ωhDp), so that we do

not have to consider all
(
m
m/2

)
choices for forming the set S. In fact, it can be shown that
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the number of sets S that we have to consider is only

1

m

∑
d |m

2

ϕ(d)

(
m/d

m/(2d)

)
,

which can be deduced from [122, Problem 7.112 b].

We note that some results related to Theorem 3.5.3 and Corollary 3.5.7 have been

obtained independently by Boothby and Katz [10], which appeared in preprint form

after the submission of [49]. In [10] the authors study the crosscorrelations between two

sequences derived from linear combinations of multiplicative characters of finite fields,

which in particular applies to sequences derived from cyclotomy, as in Theorem 3.5.3. If

these two sequences are equal, the crosscorrelations reduce to autocorrelations, in which

case the combination of [10, Corollary 2] and [10, Lemma 15] leads to a result similar

to Theorem 3.5.3. The difference is that the condition (3.25) is removed, but the limit

contains an extra term involving combinations of Gauss sums. The authors of [10] could

evaluate this extra term in the cases m = 2 and m = 4.

We now consider the cases m ∈ {2, 4, 6} of Theorem 3.5.3 in detail and we also look

briefly at the case m = 8.

The case m = 2

Let m = 2 and let p be an odd prime. Here, Dp consists of either the squares or the

nonsquares of F∗p. As remarked above, we can assume without loss of generality that Dp

is the set of squares in F∗p. From Theorem 2.5.4 we know already that Dp is a Paley

difference set for p ≡ 3 (mod 4), and an almost difference set with parameters (2.10) for

p ≡ 1 (mod 4).

Notice that the characteristic sequence Ap of Dp with respect to the generator 1

of (Fp,+) is the Legendre sequence of length p. Using the cyclotomic numbers of order 2

(see [9, Theorem 2.2.2], for example), we have

(3.27) RAp(u) =

−2− (−1)
p−1
2 if u is a square in F∗p

(−1)
p−1
2 if u is a nonsquare in F∗p,

which reproves Theorem 2.5.4.

Noting that ν = 1 for m = 2 and using (3.27) to check the condition (3.25), we

obtain the following corollary, which is essentially the main result of [62] (see also [61,

Theorem 2.1]).

Corollary 3.5.4 ([62]). Let p take values in an infinite set of odd primes. For each p, let Dp

be either the set of squares or the set of nonsquares of F∗p, and let Ap be a characteristic

sequence of Dp. Let R and T > 0 be real. If r/p → R and t/p → T as p → ∞, then

F(Ar,tp )→ ϕ1(R, T ) as p→∞.
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The case T = 1 of Corollary 3.5.4 is due to Høholdt and Jensen [57]. It implies that,

if r/p → R as p → ∞, then the merit factor of Ar,pp tends to ϕ1(R, 1) as p → ∞. For

|R| ≤ 1/2, we have

1

ϕ1(R, 1)
=

1

6
+ 8

(
|R| − 1

4

)2

,

so that the largest asymptotic merit factor that can be attained in this case is ϕ1(1/4, 1) = 6.

The maximum asymptotic merit factor that can be attained in Corollary 3.5.4 is 6.342061 . . . ,

the largest root of

29x3 − 249x2 + 417x− 27.

It is attained when T = 1.057827 . . . is the middle root of

4x3 − 30x+ 27

and R = 3/4 − T/2. Recall that the value 6.342061 . . . is in fact the largest known

asymptotic merit factor that is attained by any family of binary sequences.

The case m = 4

We now look at the case m = 4. Here, we only have to consider two cases for joining two

cyclotomic classes of order four, namely C0 ∪C2 and C0 ∪C1. The first case brings us back

to m = 2.

The cyclotomic numbers of order four have been already determined by Gauss and can

be found, for example, in [9, Theorem 2.4.1]. Recall from elementary number theory that

primes of the form x2 + 4y2 for integers x and y are exactly the primes that are congruent

to 1 modulo 4. The cyclotomic numbers of order four depend on the representation

p = x2 +4y2 and on the parity of (p−1)/4. They also depend on the choice of the primitive

element of Fp used to define the cyclotomic classes, but this is encapsulated in the fact

that y is unique only up to sign.

Let p be a prime with p ≡ 1 (mod 4) and write p = x2 + 4y2. Define A to be the

characteristic sequence of D = C0 ∪ C1 that corresponds to the generator 1 of (Fp,+).

Using the cyclotomic numbers of order four, we can calculate the periodic autocorrelations

of A, which are listed in Table 3.1. For example if u ∈ C1, then u−1 ∈ C3, so that

RA(u) = 4
(
|(C3 + 1) ∩ C3|+ |(C3 + 1) ∩ C0|+ |(C0 + 1) ∩ C3|+ |(C0 + 1) ∩ C0|

)
− p+ 2.

From the data in Table 3.1 together with Proposition 2.3.9 we conclude the following result

due to Ding, Helleseth, and Lam [27].

Theorem 3.5.5 ([27]). Let p be a prime of the form p = x2 +4y2 for integers x and y. Let

C0, C1, C2, C3 be the cyclotomic classes of Fp of order four with respect to some primitive

element of Fp. Then C0 ∪ C1 is an almost difference set in (Fp,+) with parameters (2.10)
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Table 3.1: The numbers RA(u) for the characteristic sequence A of C0 ∪C1 (corresponding
to the generator 1) for primes p of the form p = x2 + 4y2.

p−1
4 even p−1

4 odd

u ∈ C0 −3 + 2y −1− 2y

u ∈ C1 −3− 2y −1 + 2y

u ∈ C2 1 + 2y −1− 2y

u ∈ C3 1− 2y −1 + 2y

(equivalently, a characteristic sequence of C0∪C1 is optimal balanced) if and only if (p−1)/4

is odd and y ∈ {−1, 1}.

We call the almost difference sets that arise from the theorem Ding-Helleseth-Lam

almost difference sets. We consider an example that illustrates Theorem 3.5.5.

Example 3.5.6. Let p = 29 = 52 + 4 and choose the primitive element 2 of F29 to build

cyclotomic classes of order four. Then

C0 ∪ C1 = {1, 2, 3, 7, 11, 14, 16, 17, 19, 20, 21, 23, 24, 25}.

The characteristic sequence A of C0 ∪ C1 with respect to the generator 1 of (F29,+) is

A = (−+ + +−−−+−−−+−−+−+ +−+ + +−+ + +−−−).

In accordance with Theorem 3.5.5, we have

RA(u) =

−3 for u ∈ {1, 4, 5, 6, 7, 9, 13, 16, 20, 22, 23, 24, 25, 28}

1 for u ∈ {2, 3, 8, 10, 11, 12, 14, 15, 17, 18, 19, 21, 26, 27}.

However, it is not known whether there are infinitely many primes of the form x2 + 4.

The next corollary of Theorem 3.5.3 does not only apply to Ding-Helleseth-Lam almost

difference sets.

Corollary 3.5.7. Let p take values in an infinite set of primes of the form x2 + 4y2 for

integers x and y with y2(log p)3/p → 0 as p → ∞. For each p, let Dp be the union of

two cyclotomic classes of Fp of order four, and let Ap be a characteristic sequence of Dp.

Let R and T > 0 be real. If r/p→ R and t/p→ T as p→∞, then F(Ar,tp )→ ϕ1(R, T ) as

p→∞.

Proof. From the data in Table 3.1 we conclude that the assumption y2(log p)3/p → 0

implies the condition (3.25) in Theorem 3.5.3. It is also readily verified that ν = 1, which

completes the proof.
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In particular, the asymptotic merit factor of the sequences considered in Corollary 3.5.7

behaves in the same way as those of Legendre sequences. It is known (see [22, Theorem 1], for

example) that there are infinitely many primes satisfying the hypothesis of Corollary 3.5.7.

This can also be deduced from the fact that the normalised Gauss sum G(χ)/
√
p, where χ

is a multiplicative character of order four of Fp, becomes equidistributed on the complex

unit circle when p runs through the set of primes congruent to 1 modulo 4 [55], [102].

We note that Boothby and Katz [10] proved a more general version of Corollary 3.5.7.

In particular, [10, Theorem 19] (together with [10, Theorem 18]) generalises Corollary 3.5.7

in the sense that the asymptotic merit factor, as p→∞, is given in terms of a limit point

of γ, where tan(γ) = 2y/x and p = x2 + 4y2. Corollary 3.5.7 is essentially the case γ → 0,

which maximises the asymptotic merit factor.

The case m = 6

The case m = 6 is the first situation where different limiting functions occur. In this case,

there are four different sets D to consider, namely

(3.28) C0 ∪ C2 ∪ C4, C0 ∪ C1 ∪ C2, C0 ∪ C1 ∪ C3, C0 ∪ C1 ∪ C4.

Again, the first set brings us back to m = 2.

The cyclotomic numbers of order six have been determined by Dickson [24] (see also [52]

for (p−1)/6 odd and [132] for (p−1)/6 even). These numbers depend on the representation

of p as a sum of a square and three times a square (every prime congruent to 1 modulo 3

can be represented in this way), on the cubic character of 2, and on the parity of (p− 1)/6.

It is known [9, Corollary 2.6.4] that primes p of the form p = x2 + 27y2 for integers x and y

are exactly the primes for which p ≡ 1 (mod 6) and 2 is a cube modulo p.

Let p be a prime of the form p = x2 + 27y2. Define A to be the characteristic sequence

of D that corresponds to the generator 1 of (Fp,+), where D is either the second, third, or

fourth set in (3.28). The numbers RA(u) can be calculated using the cyclotomic numbers

of order six and are given in Tables 3.2 and 3.3 (as in the case m = 4, the integer y is only

unique up to sign, corresponding to different primitive elements of Fp).
From the data in Table 3.2 we conclude the following result due to Hall [52].

Theorem 3.5.8 ([52]). Let p be a prime of the form p = 4x2 + 27 for some integer x. Let

C0, C1, . . . , C5 be the cyclotomic classes of Fp of order six with respect to some primitive

element of Fp. If 3 ∈ C1, then write D = C0 ∪ C1 ∪ C3, and if 3 ∈ C5, then write

D = C0 ∪ C1 ∪ C4
4. Then D is a difference set in (Fp,+) with Hadamard parameters.

Equivalently, a characteristic sequence of D is optimal balanced.

The difference sets that arise from Theorem 3.5.8 are called Hall difference sets.

4We always have 3 ∈ C1 ∪ C5 by quadratic and cubic reciprocity laws.
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Moreover, Hall [52] proved that each union of three different cyclotomic classes of order six

that is a difference set is either equivalent to the set of squares or to the Hall difference set.

Table 3.2: The numbers RA(u) for the characteristic sequence A of D (corresponding to

the generator 1) for primes p of the form p = x2 + 27y2 and (p− 1)/6 odd.

D C0 ∪ C1 ∪ C2 C0 ∪ C1 ∪ C3 C0 ∪ C1 ∪ C4

u ∈ C0 −1 + 8y −3 + 2y 1 + 2y

u ∈ C1 −1 −1 −1

u ∈ C2 −1− 8y 1− 2y −3− 2y

u ∈ C3 −1 + 8y −3 + 2y 1 + 2y

u ∈ C4 −1 −1 −1

u ∈ C5 −1− 8y 1− 2y −3− 2y

Table 3.3: The numbers RA(u) for the characteristic sequence A of D (corresponding to

the generator 1) for primes p of the form p = x2 + 27y2 and (p− 1)/6 even.

D C0 ∪ C1 ∪ C2 C0 ∪ C1 ∪ C3 C0 ∪ C1 ∪ C4

u ∈ C0 −3 + 8y −3 + 6y 1 + 6y

u ∈ C1 −3 −3− 4y 1− 4y

u ∈ C2 −3− 8y 1 + 2y −3 + 2y

u ∈ C3 1 + 8y −3− 2y 1− 2y

u ∈ C4 1 1 + 4y −3 + 4y

u ∈ C5 1− 8y 1− 6y −3− 6y

We consider an example that illustrates Theorem 3.5.8.

Example 3.5.9. Let p = 31 and choose the primitive element 3 of F31. Then

C0 ∪ C1 ∪ C3 = {1, 2, 3, 4, 6, 8, 12, 15, 16, 17, 23, 24, 27, 29, 30}.

The characteristic sequence A of C0 ∪C1 ∪C3 with respect to the generator 1 of (Fp,+) is

A = (−+ + + +−+−+−−−+−−+ + +−−−−−+ +−−+−+ +).

In accordance with Theorem 3.5.8, all nontrivial periodic autocorrelations of A are equal

to −1.

Again, it is not known whether there are infinitely primes of the form 4x2 + 27. The

next corollary of Theorem 3.5.3 does not only apply to Hall difference sets. In fact, we
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shall see that Theorem 3.5.3 gives two possible limiting functions for the sixth cyclotomic

classes, which is our motivation for the following definition. Let D be a union of three

cyclotomic classes of order six. If there is a γ ∈ F∗p such that γD equals one of the first two

sets in (3.28), then we say that D is of Paley type. Otherwise, we say that D is of Hall

type.

Corollary 3.5.10. Let p take values in an infinite set of primes of the form x2 + 27y2 for

some integers x and y with y2(log p)3/p→ 0 as p→∞. For each p, let Dp be the union

of three cyclotomic classes of Fp of order six, and let Ap be a characteristic sequence of Dp.

Let R and T > 0 be real. If r/p→ R and t/p→ T as p→∞, then the following hold as

p→∞:

(i) If, for each p, Dp is of Paley type or p−1
6 is even, then F(Ar,tp )→ ϕ1(R, T ).

(ii) If, for each p, Dp is of Hall type and p−1
6 is odd, then F(Ar,tp )→ ϕ1/9(R, T ).

Proof. From the data in Tables 3.2 and 3.3 we conclude that the assumption y2(log p)3/p→
0 implies the condition (3.25) in Theorem 3.5.3. The proof is completed by checking that

ν = 1 if Dp is of Paley type and ν = 1/9 if Dp is of Hall type.

Again, it is known [22] that there are infinitely many primes satisfying the hypothesis

of Corollary 3.5.10.

The largest asymptotic merit factor that can be attained in Corollary 3.5.10 (ii) is

3.518994 . . . , the largest root of

349061x3 − 1737153x2 + 1835865x− 159651.

In the case that T = 1, Corollary 3.5.10 (ii) gives a maximum asymptotic merit factor

of 54/17.

The case m = 8

We now look briefly at the case m = 8. In this case, there are ten different choices for the

set S in Theorem 3.5.3 to consider, namely

{0, 2, 4, 6}, {0, 1, 4, 5}, {0, 1, 2, 3}, {0, 1, 2, 4}, {0, 1, 2, 5},

{0, 1, 2, 6}, {0, 1, 3, 4}, {0, 1, 3, 5}, {0, 1, 3, 6}, {0, 1, 4, 6}.
(3.29)

Again, the first set brings us back to m = 2, and the second set brings us back to m = 4.

The cyclotomic numbers of order eight have been determined by Lehmer [80]. However,

from those numbers we deduce that the merit factor of sequences that correspond to one

of the remaining sets in (3.29) tends to zero as the sequence lengths tend to infinity.
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3.6 Further difference sets with Singer parameters

As mentioned at the end of Section 3.1, there are further families of cyclic difference sets

with Singer parameters. We have not been able to determine the asymptotic merit factors

of the characteristic sequences of those difference sets. We now review the constructions

and discuss the problems that occur in the merit factor calculation.

Maschietti difference sets

Maschietti [88] established a link between so-called monomial hyperovals in finite projective

planes and difference sets with Singer parameters. His construction is strikingly simple: If

the set

{(1, x, x`) : x ∈ F2m} ∪ {(0, 1, 0), (0, 0, 1)}

forms a hyperoval in the projective plane of order 2m, then {x+ x` : x ∈ F2m} \ {0} is a

difference set in F∗2m with Singer parameters. We state Maschietti’s result in a (for our

concerns) more convenient way which follows [34] and [113], and which does not require

any background on hyperovals. We include a short proof that relies on Lemma 2.3.3.

Theorem 3.6.1 ([88]). Let ` and m be positive integers with m > 1 and ` coprime to 2m−1,

such that the map x 7→ x+ x` from F2m to itself is two-to-one. Then the set

D` = {x+ x` : x ∈ F2m} \ {0}

is a difference set in F∗2m with Singer parameters. Equivalently, a characteristic sequence

of D` is optimal balanced.

Proof. Let χ be a nontrivial multiplicative character of F2m and notice that |D`| = 2m−1−1.

Therefore, if D` is a difference set, then D` has Singer parameters. In order to prove

that D` is a difference set, we want to make use of Lemma 2.3.3. Thus, we have to show

that

(3.30) |χ(D`)|2 = 2m−2.

Since the map x 7→ x+ x` is two-to-one and χ(0) = 0, we have

χ(D`) =
1

2

∑
x∈F2m

χ(x+ x`)

=
1

2

∑
x∈F2m

χ(x)χ(1 + x`−1).

Since the map x 7→ x+ x` is two-to-one, the only solutions of x(1 + x`−1) = 0 are 0 and 1.

Therefore, there is no (`−1)-th root of unity distinct from 1 in F2m , which implies that `−1
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is coprime to 2m − 1. Let h be the multiplicative inverse of `− 1 modulo 2m − 1. Then

χ(D`) =
1

2

∑
x∈F2m

χh(x)χ(1 + x)

=
1

2
J(χh, χ).

Noting that χ(h+1)(`−1) = χ` is nontrivial, we deduce that χh+1 is nontrivial, so that (3.30)

follows from Lemma 2.2.5 (iii).

The difference sets that arise from Theorem 3.6.1 are called Maschietti difference sets.

Up to equivalence, the only known choices for ` are:

(i) ` = 2j for all j with gcd(j,m) = 1 (in which case we obtain Singer difference sets

again);

(ii) ` = 6 for odd m [117];

(iii) ` = 3 · 2(m+1)/2 + 4 for odd m [39];

(iv) ` = 2(m+1)/2 + 2(3m+1)/4 for m ≡ 1 (mod 4) and ` = 2(m+1)/2 + 2(m+1)/4 for m ≡ 3

(mod 4) [39].

As proved by Evans, Hollmann, Krattenthaler, and Xiang [34], the Maschietti difference

sets that arise in the cases (ii), (iii), and (iv) are inequivalent to other known difference

sets.

Let D` be a Maschietti difference set in F∗2m , let θ be a primitive element of F2m , and

let A be the characteristic sequence of D` with respect to θ. Define fA to be the Littlewood

polynomial with coefficient sequence A and write n = 2m − 1. The next proposition gives

the evaluations of fA at n-th roots of unity.

Proposition 3.6.2. Assume the notation as above and let χ be the multiplicative character

of F2m given by χ(θ) = e2πi/n. Let h be the multiplicative inverse of `− 1 modulo n and

let k be an integer. Then

fA
(
e2πik/n

)
=


−1 if k ≡ 0 (mod n)

J(χhk, χk) if k 6≡ 0 (mod n).

Proof. Since fA(1) = |D`|− |F∗2m \D`| = −1, the result holds for k ≡ 0 (mod n), so assume
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that k 6≡ 0 (mod n). By definition we have

fA(e2πik/n) =
∑

0≤j<n
θj∈D`

e2πikj/n −
∑

0≤j<n
θj∈F∗2m\D`

e2πikj/n

= 2
∑

0≤j<n
θj∈D`

e2πikj/n −
∑

0≤j<n
e2πikj/n

= 2
∑

0≤j<n
θj∈D`

χk(θj)

= 2χk(D`).

From the proof of Theorem 3.6.1 we already know that

2χk(D`) = J(χhk, χk),

which completes the proof.

Therefore, for the corresponding function LA of A, we obtain

LA(a, b, c) =
1

n3

∑
k∈Z/nZ

k/∈{0,−a,−b,−c}

J
(
χhk, χk

)
J
(
χh(k+a), χk+a

)
J
(
χh(k+b), χk+b

)
J
(
χh(k+c), χk+c

)
+ ∆,

where |∆| ≤ 4(n+ 1)3/2/n3 using Lemma 2.2.5 (iii). By Lemma 2.2.5 (iii) we also see that

the function LA is well approximated by In in the cases that a = b and c = 0, or a = c and

b = 0. However, it seems to hard to estimate LA in the remaining cases. Even applying

Lemma 2.2.5 (iv), which allows us to re-write the occurring Jacobi sums as normalised

products of Gauss sums, produces sums which cannot be bounded using Lemma 2.2.7.

Dillon-Dobbertin difference sets

The next construction is due to Dillon and Dobbertin [25]. Their proof uses Fourier analysis

in the additive group of F2m and Dickson polynomials.

Theorem 3.6.3 ([25]). Let ` and m be positive and coprime integers with ` < m/2, and

write d = 4` − 2` + 1. Let

D` = {(x+ 1)d + xd + 1: x ∈ F2m} \ {0}.

Then D` is a difference set in F∗2m with Singer parameters. Equivalently, a characteristic

sequence of D` is optimal balanced.

The difference sets that arise from Theorem 3.6.3 are called Dillon-Dobbertin difference
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sets. In the case that ` = 1 we obtain Singer difference sets again.

Let D` be a Dillon-Dobbertin difference set in F∗2m , let θ be a primitive element of F2m ,

and let A be the characteristic sequence of D` with respect to θ. Define fA to be the

Littlewood polynomial with coefficient sequence A and write n = 2m − 1. The next

proposition gives the evaluations of fA at n-th roots of unity.

Proposition 3.6.4. Assume the notation as above and let χ be the multiplicative character

of F2m given by χ(θ) = e2πi/n. Let k be an integer. Then

fA
(
e2πik/n

)
=
G(χk)G(χ(2`+1)k)

G(χ3k)
.

Proof. Since fA(1) = |D`|− |F∗2m \D`| = −1, the result holds for k ≡ 0 (mod n), so assume

that k 6≡ 0 (mod n). As in the proof of Proposition 3.6.2, we have

fA(e2πik/n) = 2χk(D`).

The character values of Dillon-Dobbertin difference sets have been determined in [26] and

are given by

2χk(D`) =
G(χk)G(χ(2`+1)k)

G(χ3k)
,

which completes the proof.

Again, in the cases that a = b and c = 0, or a = c and b = 0 it is readily verified that

the to A corresponding function LA is well approximated by In. However, it seems to hard

to bound LA in the remaining cases.

No-Chung-Yun difference sets

The last known construction of cyclic difference sets with Singer parameters was given

by No, Chung, and Yun [98], but they could not prove that their construction provides

infinitely many difference sets. This was proved by Dillon and Dobbertin [25] by using

Fourier analysis in the additive group of F2m and by exploiting the theory of quadratic

forms over fields of characteristic two.

Theorem 3.6.5 ([25]). Let m be a positive integer that is not divisible by 3. If m ≡ 1

(mod 3), then write k = (m − 1)/3, and if m ≡ 2 (mod 3), then write k = (m + 1)/3.

Write d = 4k − 2k + 1 and define

C = {(x+ 1)d + xd : x ∈ F2m}.

If m is even, then put D = C. If m is odd, then let D be the complement of C in F∗2m.

Then D is a difference set in F∗2m with Singer parameters. Equivalently, a characteristic

sequence of D is optimal balanced.
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We call the difference sets that arise from Theorem 3.6.5 No-Chung-Yun difference

sets. We remark that although Dillon-Dobbertin difference sets are closely related to

No-Chung-Yun difference sets, they are not equivalent and the proofs given in [25] are

completely different. Adding 1 to a polynomial changes the multiplicative structure of its

image a lot.

However, the character values of No-Chung-Yun difference sets are not known. Therefore,

in order to apply the methods of this chapter to the characteristic sequences of those

difference sets, one first has to determine its character values.

A conjecture on the asymptotic merit factor

We conjecture that the asymptotic merit factor of the characteristic sequences of Maschietti,

Dillon-Dobbertin, and No-Chung-Yun difference sets behaves in the same way as those of

Sidelnikov sequences, Galois sequences, and the characteristic sequences of Gordon-Mills-

Welch difference sets (see Theorem 3.3.2, Corollary 3.4.5, and Theorem 3.4.4, respectively).

Conjecture 3.6.6. Let m take values in an infinite set of positive integers. For each m,

write n = 2m−1 and suppose that An is a characteristic sequence of length n of a Maschietti,

Dillon-Dobbertin, or No-Chung-Yun difference set in F∗2m. If t/n → T as n → ∞, then

F(Ar,tn )→ ϕ0(0, T ) as n→∞.

One could conjecture that the asymptotic merit factor of the characteristic sequences

of all cyclic difference sets with Singer parameters behaves in the same way. However since

Paley, Hall, and Singer difference sets have the same parameters in groups whose order is

a Mersenne prime (which is a prime of the form 2m − 1), this claim seems to be false (it is

not known whether there exist infinitely many Mersenne primes).

3.7 Conclusion and open problems

Most known constructions of binary sequences with large merit factor arise (sometimes in

a subtle way) from difference sets, in particular from Paley and Singer difference sets. We

considered the merit factors of sequences constructed from other difference sets, thereby

providing the first essentially new examples since 1991. In particular, we proved the general

Theorem 3.5.3 on the asymptotic merit factor of binary sequences arising from cyclotomy,

which includes results on Hall and Paley difference sets, and also on Ding-Helleseth-Lam

almost difference sets as special cases (see Corollaries 3.5.4, 3.5.7, and 3.5.10). We estab-

lished the asymptotic merit factor of Sidelnikov sequences in Theorem 3.3.2, proving [61,

Conjecture 7.2] in the affirmative and explaining numerical evidence made in [54]. In

addition, we determined the asymptotic merit factor of the characteristic sequences of

Gordon-Mills-Welch difference sets in Theorem 3.4.4, proving that [61, Conjecture 7.1] is

true.
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Define Φ = 6.342061 . . . to be the largest root of

29x3 − 249x2 + 417x− 27.

The largest asymptotic merit factor that has been obtained from any family of binary

sequences is Φ (see Corollary 3.5.4). Let Fn be the maximum of F(A) taken over all binary

sequences A of length n (as in Chapter 1). In view of Problem 1.6, the current state of

knowledge can be summarised as:

Φ ≤ lim sup
n→∞

Fn ≤ ∞.

However, there is strong numerical evidence [5] that the value of Φ can be improved. We

conclude with a list of open problems concerning the merit factor of binary sequences.

• Determine the asymptotic merit factor of the characteristic sequences of Maschietti

and Dillon-Dobbertin difference sets (see also Conjecture 3.6.6).

In order to attack this problem with the methods of this chapter one needs a more

general version of Lemma 2.2.7.

• Determine the character values of No-Chung-Yun difference sets.

This is the first step to determine the asymptotic merit factor of the characteristic

sequences of those difference sets. If the character values are “nice enough”, then the

methods of this chapter could apply.

• Find other infinite families of cyclic difference sets with Hadamard parameters. Find

other infinite families of binary sequences with large merit factor.

Of course the ultimate goal is not to find more and more families, but rather to gain

a better understanding of the asymptotic merit factor behaviour.

• Find a family of binary sequences whose asymptotic merit factor is greater than Φ.

This is of course a very challenging problem. A good starting point might be the

work of Baden [5]. He applied a steep descent algorithm to binary sequences with

large merit factor and “optimised” the sequences to produce higher merit factors. In

particular, he applied his algorithm to optimally rotated and appended Legendre

sequences, and obtained (numerically) an asymptotic merit factor of 6.3758, which is

slightly larger than Φ. More interestingly, applying the algorithm to optimally rotated

and appended Jacobi sequences (which are generalisations of Legendre sequences

to composite sequence lengths) whose length is a product of two primes, seems to

produce an asymptotic merit factor of 6.4382. Even more strikingly it seems that

applying the algorithm to Jacobi sequences whose length is a product of three, four,

or more primes enlarges the asymptotic merit factor.
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• Solve Problem 1.6, that is, determine

lim sup
n→∞

Fn.

This is arguably the most important and challenging problem concerning the merit

factor of binary sequences and is just included for the sake of completeness.
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Chapter 4

The Lα norm of Littlewood

polynomials

4.1 Introduction and chapter overview

Recall from Chapter 1 that, for real α ≥ 1, the Lα norm of a polynomial f in C[z] on the

complex unit circle is

‖f‖α =

(
1

2π

∫ 2π

0
|f(eiθ)|α dθ

)1/α

and its supremum norm is ‖f‖∞ = maxθ∈[0,2π]|f(eiθ)|. Until 2017, there was no known

nontrivial specific family of Littlewood polynomials for which we can determine the

asymptotic behaviour of its Lα norm for infinitely many α. In this chapter we generalise

methods of Chapter 3 and consider the Lα norm of two families of Littlewood polynomials

whose coefficient sequences come from difference sets, namely the Fekete polynomials and

the Galois polynomials.

Let p be an odd prime and let η be the quadratic character of Fp. The polynomial

fp(z) =

p−1∑
j=1

η(j)zj

is called the Fekete polynomial of degree p − 1. Notice that z−1fp(z) is a Littlewood

polynomial which has the same Lα norm as fp(z), and that the coefficient sequence of fp is

the Legendre sequence of length p with initial element 0 instead of −1. Fekete polynomials

appear frequently in the context of extremal polynomial problems (see [92], [23], [13], [12]

and [69], for example) and have been studied extensively now for over a century [35].

In 1980 Montgomery [92] proved that for all sufficiently large primes p, we have

2

π
log log p ≤ ‖fp‖∞√

p
≤ 2

π
log p+ 2,
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and he conjectured that the upper bound can be improved to some constant times log log p.

Combining (1.4) with Corollary 3.5.4, we have

(4.1) lim
p→∞

(
‖fp‖4√

p

)4

=
5

3
.

In fact, Borwein and Choi [12] established exact expressions for ‖fp‖4 in terms of the class

number of Q(
√
−p).

We also consider the shifted Fekete polynomials

f rp (z) =

p−1∑
j=0

η(j + r) zj ,

where r is an integer that can depend on p. Notice that the coefficient sequences of shifted

Fekete polynomials are again essentially shifted Legendre sequences. Combining (1.4) with

Corollary 3.5.4, if r/p→ R as p→∞, then

(4.2) lim
p→∞

(‖f rp‖4√
p

)4

=
7

6
+

1

2
(4|R| − 1)2 for |R| ≤ 1

2
.

A shifted Fekete polynomial is not necessarily a Littlewood polynomial since one of its

first p coefficients is zero. However, changing this coefficient to −1 or 1 does not affect the

asymptotic behaviour of the Lα norm.

For a Mersenne number n = 2m−1, a Galois polynomial of degree n−1 is the Littlewood

polynomial

gn(z) =
n−1∑
j=0

ψ(θj) zj ,

where θ is a primitive element of F2m and ψ is a nontrivial additive character of F2m . There-

fore, the coefficient sequence of gn is a Galois sequence of length n. Again, combining (1.4)

with Corollary 3.4.5, we obtain

(4.3) lim
n→∞

(
‖gn‖4√

n

)4

=
4

3
.

We shall see that (4.1), (4.2), and (4.3) are in fact special cases of our main results (see

the forthcoming Theorems 4.3.7, 4.3.6, and 4.4.4).

The remainder of this chapter is structured as follows. In Section 4.2 we prove a

general result on the Lα norm of a polynomial that lays the foundation to prove our

main results. In Sections 4.3 and 4.4 we calculate the Lα norm of Fekete and Galois

polynomials, respectively. We give explicit and recursive formulas for the limit of the ratio

of Lα and L2 norm of Fekete and Galois polynomials when α is an even positive integer

and the degree of the polynomials tends to infinity. Similar results are given for the shifted

Fekete polynomials. Our results vastly generalise earlier results on the L4 norm of these
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polynomials. To our knowledge, these are the first results that give these limiting values for

specific families of nontrivial Littlewood polynomials and infinitely many α. We conclude

with Section 4.5, where give a list of open problems concerning the Lα norm of Littlewood

polynomials.

The results of this chapter are also published in [48].

4.2 Calculation of L2α norms

We begin with establishing some notation that will be used throughout this chapter. For a

positive integer n, write εn(x) = e2πix/n. Let f(z) =
∑n−1

j=0 ajz
j be a polynomial in C[z] of

degree n− 1 and let r be an integer. Define the shifted polynomial

f r(z) =

n−1∑
j=0

aj+rz
j ,

where, as for sequences, we extend the definition of aj so that aj+n = aj for all j ∈ Z.

Informally speaking, the coefficient sequence of f r is obtained from the coefficient sequence

of f by cyclically shifting its entries by r elements to the left. Notice that f r is the same

polynomial as that given in (3.1) with t = n.

We shall express the L2α norm of the polynomial f r, where α is a positive integer, in

a form that will be convenient for us later. To do so, we associate with f the function

Lf : (Z/nZ)2α → C given by

Lf (t1, . . . , t2α) =
1

nα+1

∑
m∈Z/nZ

α∏
k=1

f
(
εn(m+ tk)

)
f
(
εn(m+ tα+k)

)
.

Let A be the coefficient sequence of f . The function Lf is closely related to the function LA

given in (3.3). In fact, for α = 2, we have Lf (0, a, b, c) = LA(a, b, c). We shall see that

introducing a fourth variable (and, for higher norms, a 2α-th variable) in the definition of Lf

will make the arising combinatorics easier. Define another function hn,r : (Z/nZ)2α → C by

hn,r(t1, . . . , t2α) =
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

α∏
k=1

εn
(
tk(jk + r)

)
εn
(
tα+k(jα+k + r)

)
.

The following proposition will be the starting point of our considerations.

Proposition 4.2.1. Let α be a positive integer, let f be a polynomial in C[z] of degree

n− 1, and let r be an integer. Then

‖f r‖2α2α =
1

nα

∑
t∈(Z/nZ)2α

Lf (t)hn,r(t).
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Proof. Write f(z) =
∑n−1

j=0 ajz
j . From

‖f r‖2α2α =
1

2π

∫ 2π

0

(
f r(eiθ)f r(eiθ)

)α
dθ

we obtain

‖f r‖2α2α =
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

α∏
k=1

ajk+r ajα+k+r.

It is readily verified that

aj =
1

n

∑
s∈Z/nZ

f
(
εn(s)

)
εn(−sj),

giving

‖f r‖2α2α =
1

n2α

∑
s1,...,s2α∈Z/nZ

hn,r(s1, . . . , s2α)

α∏
k=1

f
(
εn(sk)

)
f
(
εn(sα+k)

)
.

Re-index the summation with si = m+ ti for all i and then sum over m ∈ Z/nZ to obtain

the statement in the proposition.

We also need the following estimate, which we deduce from Lemma 3.2.3.

Corollary 4.2.2. Let α be a positive integer. There exists a constant cα which only

depends on α such that, for all positive integers n and all integers r, we have∑
t∈(Z/nZ)2α

|hn,r(t)| ≤ cα n2α(1 + log n)2α−1.

Proof. After re-indexing the summation in the definition of hn,r(t) with

ji = n− 1− `i and jα+i = `α+i for all i ∈ {1, . . . , α},

the statement of the lemma is equivalent to

(4.4)
∑

t1,...,t2α∈Z/nZ

∣∣∣∣∣ ∑
0≤`1,...,`2α<n

`1+···+`2α=α(n−1)

εn(t1`1 + · · ·+ t2α`2α)

∣∣∣∣∣ ≤ cα n2α(1 + log n)2α−1.

Replace `2α = α(n−1)−`1−· · ·−`2α−1 and re-index with si = ti−1 for all i ∈ {1, . . . , 2α−1}
to see that the left-hand side of (4.4) equals n times the left-hand side of the statement in

Lemma 3.2.3 (with t = n), which completes the proof.
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4.3 Fekete polynomials

In this section we prove our results on the L2α norm of (shifted) Fekete polynomials.

We begin with setting some notation. We say that a tuple (t1, t2, . . . , t2α) is even if there

exists a permutation σ of {1, 2, . . . , 2α} such that tσ(2k−1) = tσ(2k) for each k ∈ {1, 2, . . . , α}.
For example (2, 1, 1, 3, 2, 3) is even, whereas (2, 1, 1, 3, 1, 3) is not even. Let Eα(n) be the

set of even tuples in (Z/nZ)2α.

We begin with the following lemma.

Lemma 4.3.1. Let α be a positive integer and, for each odd prime p, let f rp be a shifted

Fekete polynomial corresponding to the Fekete polynomial of degree p− 1. Then

(4.5) lim
p→∞

(‖f rp‖2α√
p

)2α

= lim
p→∞

1

p2α

∑
t∈Eα(p)

hp,r(t),

provided that one of the limits exists.

Proof. Let fp be the Fekete polynomial of degree p− 1. For t ∈ (Z/pZ)2α, let Jp(t) be the

indicator function that equals one if t is even and is zero otherwise. From Proposition 4.2.1

we find that(‖f rp‖2α√
p

)2α

=
1

p2α

∑
t∈(Z/pZ)2α

Jp(t)hp,r(t) +
1

p2α

∑
t∈(Z/pZ)2α

(
Lfp(t)− Jp(t)

)
hp,r(t).

We show that the second sum on the right-hand side tends to zero. This will prove the

lemma since ∑
t∈(Z/pZ)2α

Jp(t)hp,r(t) =
∑

t∈Eα(p)

hp,r(t).

Let η be the quadratic character of Fp. Notice that fp(e
2πik/p) equals the canonical

quadratic Gauss sum G(η), whose explicit evaluation is

G(η) = i(p−1)2/4p1/2 η(k)

by Proposition 2.2.4. Therefore,

Lfp(t1, . . . , t2α) =
1

p

p−1∑
m=0

η(m+ t1) · · · η(m+ t2α).

If (t1, . . . , t2α) is even, then it is readily verified that

1− α/p ≤ Lfp(t1, . . . , t2α) ≤ 1− 1/p.
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4.3 Fekete polynomials

On the other hand, if (t1, . . . , t2q) is not even, then we have

|Lfp(t1, . . . , t2α)| ≤ (2α− 1)p−1/2

by Lemma 2.2.6. Therefore,

∣∣Lfp(t)− Jp(t)∣∣ ≤ (2α− 1)p−1/2 for all t ∈ (Z/pZ)2α.

By the triangle inequality we then find that

1

p2α

∣∣∣∣∣ ∑
t∈(Z/pZ)2α

(
Lfp(t)− Jp(t)

)
hp,r(t)

∣∣∣∣∣ ≤ 2α− 1

p2α+1/2

∑
t∈(Z/pZ)2α

|hp,r(t)|,

which tends by Lemma 3.2.3 to zero as p→∞, as required.

Evaluation of the right-hand side of (4.5)

In what follows we shall evaluate the right-hand side of (4.5). First, we have to set some

notation. For a positive integer m, let Πm be the set of partitions of {1, 2, . . . ,m}. For

π ∈ Πm, we refer to the elements of π as blocks. We shall need the following combinatorial

principle (see [122, p. 5], for example), in which N is the set of positive integers.

Lemma 4.3.2. Let K be a field of characteristic 0, let f : N→ K be arbitrary, and define

a new function g : N ∪ {0} → K by g(0) = 1 and

g(k) =
∑
π∈Πk

∏
B∈π

f(|B|) for k ≥ 1.

Let G(z) =
∑

k≥0 g(k)zk/k! and F (z) =
∑

k≥1 f(k)zk/k! be the corresponding exponential

generating functions. Then G(z) = exp(F (z)). Moreover,

g(k) =

k∑
j=1

(
k − 1

j − 1

)
f(j)g(k − j) for k ≥ 1.

Proof. The first part of the lemma is a consequence of Faá di Bruno’s generalisation of the

chain rule (see [77, Theorem 1.3.2], for example), which states that, for a formal power

series E(z) and k ≥ 1, we have

(E ◦ F )(k)(z) =
∑
π∈Πk

(E(|π|) ◦ F )(z)
∏
B∈π

F (|B|)(z).

Take E(z) = exp(z) and set z = 0 to see that the right-hand side equals g(k), which proves

the first part. The second part follows from G′(z) = G(z)F ′(z) by equating coefficients.

We need some more notation. The signed tangent numbers T (k) are defined by the
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Maclaurin series

(4.6) log cosh(z) =

∞∑
k=1

T (k)

(2k)!
z2k.

They are scaled versions of Bernoulli numbers and |T (k)| = (−1)k+1T (k) are known as the

tangent or zag numbers, which appear in [1] as

A000182 = [1, 2, 16, 272, 7936, 353792, . . . ].

The numbers T (k) can be recursively determined via

T (k) = 1−
k−1∑
j=1

(
2k − 1

2j − 1

)
T (j) for k ≥ 1.

This can be deduced from Lemma 4.3.2, in which we choose f : N→ R such that F (z) =

log cosh(z), which means that

f(k) =

T (k/2) if k is even

0 if k is odd.

Note that then g(k) = 1 if k is even and g(k) = 0 if k is odd since G(z) = cosh(z).

Let π ∈ Πm. We say that π is even if each block of π has even cardinality. For example

the element {{1, 4}, {2, 3}} ∈ Π4 is even, whereas {{1, 3, 4}, {2}} is not even. For a tuple

t = (t1, t2, . . . , tm) in (Z/nZ)m we define t ≺ π to be true if and only if tj = tk whenever j

and k belong to the same block of π. For example, if t = (1, 2, 1) and π = {{1, 3}, {2}},
then t ≺ π holds.

Lemma 4.3.3. Let α be a positive integer, h : Eα(n)→ C be an arbitrary function, and

let T (k) be the k-th signed tangent number. Then

(4.7)
∑

t∈Eα(n)

h(t) =
∑
π∈Π2α

π even

∑
t∈Eα(n)
t≺π

h(t)
∏
B∈π

T
(

1
2 |B|

)
.

Proof. Taking F (z) = log cosh(z) in Lemma 4.3.2 (so that G(z) = cosh(z)), we find

with (4.6) and cosh(z) =
∑

k≥0 z
2k/(2k)! that

(4.8)
∑
π∈Π2k

π even

∏
B∈π

T
(

1
2 |B|

)
= 1 for each k ≥ 1.

Let s ∈ Eα(n) be an even tuple, and let πs ∈ Π2α be the coarsest partition of

{1, 2, . . . , 2α} with the property s ≺ πs. Define mk(s) to be the number of blocks B in πs

such that |B| = k. For example, if s = (1, 2, 2, 1, 2, 2), then πs is {{1, 4}, {2, 3, 5, 6}}, and
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4.3 Fekete polynomials

we have m2(s) = m4(s) = 1 and mk(s) = 0 for all k /∈ {2, 4}.
By linearity it suffices to prove the lemma for the case that h(x) = 1 for x = s and

h(x) = 0 otherwise. Clearly, the left-hand side of (4.7) equals 1. On the other hand, the

sum ∑
t∈Eα(n)
t≺π

h(t)

is just the indicator function of the event s ≺ π, so that we can restrict the outer summation

on the right-hand side of (4.7) to the even partitions that are refinements of πs. Therefore,

the right-hand side of (4.7) equals

α∏
k=1

( ∑
π∈Π2k

π even

∏
B∈π

T
(

1
2 |B|

))mk(s)

,

which again equals 1 by (4.8).

Evaluation of the inner sums on the right-hand side of (4.7)

Next we evaluate the inner sums on the right-hand side of (4.7) for h = hn,r. We first have

to set some notation.

For a positive integer n and real x, we define the generalised Eulerian numbers to be

(4.9)

〈
n

x

〉
=

bx+1c∑
j=0

(−1)j
(
n+ 1

j

)
(x+ 1− j)n.

Note that
〈
n
x

〉
is nonzero only for x ∈ (−1, n). If x is integral, then

〈
n
x

〉
is an Eulerian

number in the usual sense. We refer to the book [103] for the combinatorial significance of

Eulerian numbers and to [130] for a natural interpretation of generalised Eulerian numbers

in terms of splines.

We have the following result.

Lemma 4.3.4. Let π = {B1, . . . , B`} ∈ Π2α be an even partition with ` blocks. Write

Ni = |Bi|/2 and Pi = |{x ∈ Bi : x > α}| for all i. If r/n→ R as n→∞, then

lim
n→∞

1

n2α

∑
t∈Eα(n)
t≺π

hn,r(t) =
∑

a1,...,a`∈Z
a1+···+a`=α

∏̀
i=1

1

(2Ni − 1)!

〈
2Ni − 1

2R(Ni − Pi) + ai − 1

〉
.

To prove the lemma, we use the following asymptotic counting result, which follows from

known results on the number of restricted integer compositions [38], [30], or, alternatively,

from integration results over a simplex [44]. By I[E] we denote the indicator function of

an event E.
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Lemma 4.3.5. Let N be a positive integer and let M be real. Let (mn) be a sequence of

integers such that mn/n→M as n→∞. Then

lim
n→∞

1

nN−1

∑
0≤j1,...,jN<n

I
[
j1 + · · ·+ jN = mn

]
=

1

(N − 1)!

〈
N − 1

M − 1

〉
.

Proof. It is well known (see [38, (11)] or [30, Example 33], for example) that

∑
0≤j1,...,jN<n

I
[
j1 + · · ·+ jN = mn

]
=

N∑
j=0

(−1)j
(
N

j

)(
N +mn − nj − 1

N − 1

)
.

Since

lim
n→∞

1

nN−1

(
N +mn − nj − 1

N − 1

)
=

1

(N − 1)!

(
max(0,M − j)

)N−1
,

the lemma follows from the definition (4.9) of the generalised Eulerian numbers.

We now prove Lemma 4.3.4.

Proof of Lemma 4.3.4. Put

Hn =
∑

t∈Eα(n)
t≺π

hn,r(t),

and let δk = −1 for k ≤ α and δk = 1 for k > α. Since

hn,r(t1, . . . , t2α) =
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

∏̀
i=1

∏
k∈Bi

εn
(
δktk(jk + r)

)
,

we can rewrite Hn as

Hn =
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

∏̀
i=1

∑
t∈Z/nZ

εn

(
t
∑
k∈Bi

δk(jk + r)

)
.

The product is either zero or equals n` and is nonzero exactly when there exist integers

a1, . . . , a` such that

(4.10)
∑
k∈Bi

δk(jk + r) = ain

for all i ∈ {1, . . . , `}. Hence,

Hn = n`
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

∑
a1,...,a`∈Z

∏̀
i=1

I

[ ∑
k∈Bi

δk(jk + r) = ain

]
.
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4.3 Fekete polynomials

Summing both sides of (4.10) over i ∈ {1, . . . , `} gives

α∑
k=1

(jα+k − jk) = n
∑̀
i=1

ai,

so that

Hn = n`
∑

a1,...,a`∈Z
a1+···+a`=0

∑
0≤j1,...,j2α<n

∏̀
i=1

I

[ ∑
k∈Bi

δk(jk + r) = ain

]
.

The i-th factor within the inner sum depends only on |Bi| = 2Ni of the summation variables

in the inner sum, so that we can factor the inner sum as follows:

∏̀
i=1

∑
0≤j1,...,j2Ni<n

I

[
Pi∑
k=1

(jk + r)−
2Ni∑

k=Pi+1

(jk + r) = ain

]
.

Replace jk by n− 1− jk for k ∈ {Pi + 1, . . . , 2Ni} to see that this expression equals

∏̀
i=1

∑
0≤j1,...,j2Ni<n

I

[
2Ni∑
k=1

jk = (2Ni − Pi)(n− 1) + 2r(Ni − Pi) + ain

]
.

Since
∑`

i=1(2Ni − 1) = 2α− `, we find from Lemma 4.3.5 that

lim
n→∞

Hn

n2α
=

∑
a1,...,a`∈Z
a1+···+a`=0

∏̀
i=1

1

(2Ni − 1)!

〈
2Ni − 1

2Ni − Pi + 2R(Ni − Pi) + ai − 1

〉

since the outer sum is locally finite. The lemma follows after re-indexing and using∑`
i=1(2Ni − Pi) = α.

Main results

We now can prove our main results on the asymptotic L2α norm of (shifted) Fekete

polynomials.

Theorem 4.3.6. Let α be a positive integer and, for each odd prime p, let f rp be a shifted

Fekete polynomial corresponding to the Fekete polynomial of degree p− 1. If r/p→ R as

p→∞, then

lim
p→∞

(‖f rp‖2α√
p

)2α

=
∑
π∈Π2α

π even

∑
a1,...,a`∈Z
a1+···+a`=α

∏̀
i=1

T (Ni)

(2Ni − 1)!

〈
2Ni − 1

2R(Ni − Pi) + ai − 1

〉
,

where π = {B1, . . . , B`}, Ni = |Bi|/2, and Pi = |{x ∈ Bi : x > α}| for all i.
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Proof. The proof is a combination of Lemmas 4.3.1, 4.3.3, and 4.3.4. From Lemma 4.3.1

we find that

lim
p→∞

(‖f rp‖2α√
p

)2α

= lim
p→∞

1

p2α

∑
t∈Eα(p)

hp,r(t).

By Lemma 4.3.3 with h = hp,r we then have

lim
p→∞

(‖f rp‖2α√
p

)2α

=
∑
π∈Π2α

π even

lim
p→∞

1

p2α

∑
t∈Eα(p)
t≺π

hp,r(t)
∏
B∈π

T
(

1
2 |B|

)
,

so that Lemma 4.3.3 completes the proof.

It follows from Theorem 4.3.6 that, for each positive integer α, there exists a function

ψα : R→ R such that, if r/p→ R, then

(4.11) lim
p→∞

(‖f rp‖2α√
p

)2α

= ψα(R).

Since the generalised Eulerian numbers
〈
n
x

〉
are continuous piecewise polynomial functions

of x, the functions ψα are also continuous piecewise polynomial functions. It follows

from Theorem 4.3.6 that ψα(x + 1/2) = ψα(x) for all x ∈ R. It can also be shown that

ψα(−x) = ψα(x) for all x ∈ R, so that ψα(1/4 + x) = ψα(1/4 − x) for all x ∈ R. It is

therefore sufficient to know ψα(x) for x ∈ [0, 1/4]. We have for example, for x ∈ [0, 1/4],

ψ2(x) =
7

6
+

1

2
(4x− 1)2,

in accordance with (4.2),

ψ3(x) =
31

20
+

3

4
(4x− 1)2(16x2 − 8x+ 3),

and

ψ4(x) =
653

280
+

1

72
(4x− 1)2(60416x4 − 52736x3 + 20208x2 − 4216x+ 625).

In general, ψα is a piecewise polynomial function on [0, 1/4]. For α ∈ {2, 3, 4} it is readily

verified that the function ψα attains its global minimum at a unique point in [0, 1/4],

namely at 1/4. We could not prove that this is true for all α > 1, but conjecture that this

is the case. For convenience, we provide the first nine values of ψα(1/4) (starting with

α = 1):

(4.12) 1,
7

6
,

31

20
,

653

280
,

71735

18144
,

24880549

3326400
,

72207143

4633200
,

960901090937

27243216000
,

1343039345489

15682867200
.

The sequence of the numerators of these values now appears in [1] as A280038, and the
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sequence of the denominators appears as A280039.

We now investigate the L2α norm of (unshifted) Fekete polynomials in detail. In that

case, we have the following result, which is just the case R = 0 of Theorem 4.3.6.

Theorem 4.3.7. Let α be a positive integer and, for each odd prime p, let fp be the Fekete

polynomial of degree p− 1. Then

lim
p→∞

(
‖fp‖2α√

p

)2α

=
∑
π∈Π2α

π even

∑
a1,...,a`∈Z
a1+···+a`=α

∏̀
i=1

T (Ni)

(2Ni − 1)!

〈
2Ni − 1

ai − 1

〉
,

where π = {B1, . . . , B`} and Ni = |Bi|/2 for all i.

The following corollary provides an efficient way to compute the limiting values in

Theorem 4.3.7.

Corollary 4.3.8. Set F (0, 0) = 1 and, for 1 ≤ m ≤ 2k − 1, define the numbers F (k,m)

recursively by

F (k,m) =
k∑
j=1

(
2k − 1

2j − 1

)
T (j)

(2j − 1)!

∑
i

〈
2j − 1

i− 1

〉
F (k − j,m− i),

where the inner sum is over all i such that F (k − j,m− i) is defined. Let α be a positive

integer and, for each odd prime p, let fp be the Fekete polynomial of degree p− 1. Then

lim
p→∞

(
‖fp‖2α√

p

)2α

= F (α, α).

Proof. Write

EN (x) =

2N−1∑
a=1

〈
2N − 1

a− 1

〉
xa,

which is known (after dividing by x) as an Eulerian polynomial. Letting N1, . . . , N` be

positive integers such that N1 + · · ·+N` = k, we have

∏̀
i=1

ENi(x) =
2k−`∑
m=`

xm
∑

a1,...,a`∈Z
a1+···+a`=m

∏̀
i=1

〈
2Ni − 1

ai − 1

〉
.

Define polynomials Fk(x) by F0(x) = 1, Fk(x) = 0 for odd k, and

(4.13) F2k(x) =
∑
π∈Π2k

π even

∏̀
i=1

T (Ni)ENi(x)

(2Ni − 1)!
for k ≥ 1,

where π = {B1, . . . , B`} and Ni = |Bi|/2. Then F2k(x) is a polynomial of degree 2k − 1
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with F2k(0) = 0 for k ≥ 1. Therefore, for suitable Φ(k,m), we can write

F2k(x) =
2k−1∑
m=1

Φ(k,m)xm for k ≥ 1.

It is readily verified that Theorem 4.3.7 is equivalent to

lim
p→∞

(
‖fp‖2α√

p

)2α

= Φ(α, α),

so that it remains to show that Φ(k,m) = F (k,m). Use F0(x) = 1 and apply Lemma 4.3.2

to (4.13) to find that

F2k(x) =
k∑
j=1

(
2k − 1

2j − 1

)
T (j)Ej(x)

(2j − 1)!
F2k−2j(x) for k ≥ 1.

With Φ(0, 0) = 1 (which equals F0(x)), this is equivalent to the recursive definition of the

numbers F (k,m).

For k ≥ 1, the numbers (2k−1)!F (k,m) identified in Corollary 4.3.8 define a triangular

array of integers, which now appears in [1] as A268481. Its first four rows are given by:

1

−2 10 −2

16 −184 456 −184 16

−272 5776 −30736 55504 −30736 5776 −272

The first and last entry in row k equals T (k) and the central entry in row k divided by

(2k − 1)! equals the limiting value in Corollary 4.3.8 for k = α. The first nine of these

limiting values are:

(4.14) 1,
5

3
,

19

5
,

3469

315
,

21565

567
,

7760593

51975
,

12478099

19305
,

643983856759

212837625
,

32151685807

2127125
.

The sequence of the numerators of these values now appears in [1] as A280034, and the

sequence of the denominators appears as A280035.

It should be noted that we are not aware of a computationally efficient version of

Theorem 4.3.6 in a spirit similar to Corollary 4.3.8.

4.4 Galois polynomials

In this section we prove our main on the L2α norm of Galois polynomials.

We begin with setting some notation. A tuple (t1, t2, . . . , t2α) is an abelian square if

there exists a permutation σ of {1, 2, . . . , α} such that tσ(k) = tα+k for all k ∈ {1, 2, . . . , α},
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so that the second half of the tuple is a permutation of the first half. Notice that each

abelian square is an even tuple. For example (2, 1, 3, 1, 2, 3) is an abelian square, whereas

the even tuple (2, 1, 1, 3, 2, 3) is no abelian square. Let Aα(n) be the set of abelian squares

in (Z/nZ)2α.

We begin with the following lemma, which is an analogue of Lemma 4.3.1.

Lemma 4.4.1. Let α be a positive integer and, for each Mersenne number n, let gn be a

Galois polynomial of degree n− 1. Then

(4.15) lim
n→∞

(
‖gn‖2α√

n

)2α

= lim
n→∞

1

n2α

∑
t∈Aα(n)

hn,0(t),

provided that one of the limits exists.

Proof. For t ∈ (Z/nZ)2α, let Jn(t) be the indicator function that equals one if t is an

abelian square and is zero otherwise. From Proposition 4.2.1 we find that(
‖gn‖2α√

n

)2α

=
1

n2α

∑
t∈(Z/nZ)2α

Jn(t)hn,0(t) +
1

n2α

∑
t∈(Z/nZ)2α

(
Lgn(t)− Jn(t)

)
hn,0(t).

We show that the second expression on the right-hand side tends to zero, which will prove

the lemma. Write s = n+ 1, so that s is a power of two. By definition, a Galois polynomial

of degree n− 1 can be written as

gn(z) =

n−1∑
j=0

ψ(θj)zj ,

where ψ is an additive character of Fs and θ is a primitive element of Fs. Letting χ be

the multiplicative character of Fs given by χ(θ) = εn(1), we see that gn(εn(k)) equals the

canonical Gauss sum G(χk) for all k ∈ Z/nZ. Therefore,

Lgn(t1, . . . , t2α) =
1

nα+1

∑
m∈Z/nZ

α∏
k=1

G(χm+tk)G(χm+tα+k).

Since |G(χm)|2 equals 1 if χm is trivial and equals n + 1 otherwise by Lemma 2.2.3 (ii)

and (iv), we find that |Lgn(t1, . . . , t2α)− 1| = O(n−1) if (t1, . . . , t2α) is an abelian square.

On the other hand, if (t1, . . . , t2α) is not an abelian square, then we have

|Lgn(t1, . . . , t2α)| ≤ α

nα+1
(n+ 1)α+1/2

by Lemma 2.2.7. Therefore, by the triangle inequality,

1

n2α

∣∣∣∣∣ ∑
t∈(Z/nZ)2α

(
Lgn(t)− Jn(t)

)
hn,0(t)

∣∣∣∣∣ = O(n−2α−1/2)
∑

t∈(Z/nZ)2α

|hn,0(t)|,
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which tends to zero as n→∞ by Lemma 3.2.3, as required.

Evaluation of the right-hand side of (4.15)

We proceed similarly as for Fekete polynomials and seek an asymptotic evaluation of (4.15).

In order to do so, we need some more notation.

Let J0(z) be the zeroth Bessel function of the first kind and define the numbers C(k)

via the Maclaurin series

(4.16) log
(
J0(2
√
z)
)

=
∞∑
k=1

(−1)k C(k)

(k!)2
zk.

We call these numbers the signed Carlitz numbers. The corresponding unsigned numbers

|C(k)| = (−1)k+1C(k) have been extensively studied by Carlitz [19] and appear in [1] as

A002190 = [0, 1, 1, 4, 33, 456, 9460, . . . ],

which starts at k = 0 with C(0) = 0. The numbers C(k) can be recursively determined via

C(k) = 1−
k−1∑
j=1

(
k

j

)(
k − 1

j − 1

)
C(j) for k ≥ 1.

This can be deduced from Lemma 4.3.2, in which we choose f : N→ R such that F (z) =

log
(
J0(2
√
z)
)
, which means that f(k) = (−1)kC(k)/k!. Note that then g(k) = (−1)k/k!

since G(z) = J0(2
√
z).

The following lemma is an analogue of Lemma 4.3.3. Recall the definition of the relation

u ≺ π, which is given before Lemma 4.3.3.

Lemma 4.4.2. Let h : Aα(n)→ C be a function that depends only on the first α entries

of its input and let C(k) be the k-th signed Carlitz number. Then

(4.17)
∑

t∈Aα(n)

h(t) = α!
∑
π∈Πα

∑
u∈(Z/nZ)α

u≺π

h(u|u)
∏
B∈π

C(|B|)
|B|!

,

where u|u is the (2α)-tuple with the first and the second half equal to u.

Proof. Take F (z) = log
(
J0(2
√
z)
)

in Lemma 4.3.2, so that G(z) equals

J0(2
√
z) =

∞∑
k=0

(−1)k

(k!)2
zk.
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4.4 Galois polynomials

Use (4.16) to find from Lemma 4.3.2 that

∑
π∈Πk

∏
B∈π

(−1)|B|C(|B|)
|B|!

=
(−1)k

k!
for each k ≥ 1,

or equivalently

(4.18)
∑
π∈Πk

∏
B∈π

C(|B|)
|B|!

=
1

k!
for each k ≥ 1.

Let v ∈ (Z/nZ)α, and let πv ∈ Πα be the coarsest partition of {1, 2, . . . , α} with the

property v ≺ πv. As in the proof of Lemma 4.3.3, define mk(v) to be the number of

blocks B in πv such that |B| = k. Let V be the set of abelian squares in (Z/nZ)2α whose

first α entries equal those of v.

By linearity, it suffices to prove the lemma for the case that h(x) = 1 for x ∈ V and

h(x) = 0 otherwise. Then the left-hand side of (4.17) equals

(4.19) |V | = α!∏α
k=1(k!)mk(v)

.

On the other hand, the right-hand side of (4.17) equals

α!
α∏
k=1

( ∑
π∈Πk

∏
B∈π

C(|B|)
|B|!

)mk(v)

,

which by (4.18) equals (4.19) again.

Evaluation of the inner sums of the right-hand side of (4.17)

Next we evaluate the inner sums of the right-hand side of (4.17) for h = hn,0.

Lemma 4.4.3. Let π = {B1, . . . , B`} ∈ Πα be a partition with ` blocks and write Ni = |Bi|
for all i. Then

lim
n→∞

1

n2α

∑
u∈(Z/nZ)α

u≺π

hn,0(u|u) =
∑

a1,...,a`∈Z
a1+···+a`=α

∏̀
i=1

1

(2Ni − 1)!

〈
2Ni − 1

ai − 1

〉
,

where u|u is the (2α)-tuple with the first and the second half equal to u.

Proof. The proof is similar to that of Lemma 4.3.4, and so is presented in slightly less

detail. Put

Hn =
∑

u∈(Z/nZ)α

u≺π

hn,0(u|u),
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The Lα norm of Littlewood polynomials

which we can rewrite as

Hn =
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

∏̀
i=1

∑
u∈Z/nZ

εn

(
u
∑
k∈Bi

(jα+k − jk)
)
.

The product is either zero or equals n` and is nonzero exactly when there exist integers

a1, . . . , a` such that

(4.20)
∑
k∈Bi

(jα+k − jk) = ain

for all i ∈ {1, . . . , `}. Hence

Hn = n`
∑

0≤j1,...,j2α<n
j1+···+jα=jα+1+···+j2α

∑
a1,...,a`∈Z

∏̀
i=1

I

[ ∑
k∈Bi

(jα+k − jk) = ain

]
.

Summing both sides of (4.20) over i ∈ {1, . . . , `} gives

α∑
k=1

(jα+k − jk) = n
∑̀
i=1

ai,

so that

Hn = n`
∑

a1,...,a`∈Z
a1+···+a`=0

∑
0≤j1,...,j2α<n

∏̀
i=1

I

[ ∑
k∈Bi

(jα+k − jk) = ain

]

or equivalently

Hn = n`
∑

a1,...,a`∈Z
a1+···+a`=0

∑
0≤j1,...,j2α<n

∏̀
i=1

I

[ ∑
k∈Bi

(jα+k + jk) = ain+Ni(n− 1)

]
.

We can factor the inner sum as follows:

∏̀
i=1

∑
0≤j1,...,j2Ni<n

I

[
2Ni∑
k=1

jk = ain+Ni(n− 1)

]
.

Since
∑`

i=1(2Ni − 1) = 2α− `, we find from Lemma 4.3.5 that

lim
n→∞

Hn

n2α
=

∑
a1,...,a`∈Z
a1+···+a`=0

∏̀
i=1

1

(2Ni − 1)!

〈
2Ni − 1

Ni + ai − 1

〉

since the outer sum is locally finite. The lemma follows after re-indexing the summation.
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4.4 Galois polynomials

Main result

We have the following result on the asymptotic L2α norm of Galois polynomials.

Theorem 4.4.4. Let α be a positive integer and, for each Mersenne number n, let gn be a

Galois polynomial of degree n− 1. Then

lim
n→∞

(
‖gn‖2α√

n

)2α

=
∑
π∈Πα

(
α

N1, . . . , N`

) ∑
a1,...,a`∈Z
a1+···+a`=α

∏̀
i=1

C(Ni)

(2Ni − 1)!

〈
2Ni − 1

ai − 1

〉
,

where π = {B1, . . . , B`} and Ni = |Bi| for all i.

Proof. The proof is a combination of Lemmas 4.4.1, 4.4.2, and 4.4.3. From Lemma 4.4.1

we find that

lim
n→∞

(
‖gn‖2α√

n

)2α

= lim
n→∞

1

n2α

∑
t∈Aα(n)

hn,0(t).

By Lemma 4.4.2 with h = hn,0 (upon noting that hn,0 has the required property), we have

lim
n→∞

(
‖gn‖2α√

n

)2α

= α!
∑
π∈Πα

lim
n→∞

1

n2α

∑
u∈(Z/nZ)α

u≺π

hn,0(u|u)
∏̀
i=1

C(Ni)

Ni!

=
∑
π∈Πα

(
α

N1, . . . , N`

)
lim
n→∞

1

n2α

∑
u∈(Z/nZ)α

u≺π

hn,0(u|u)
∏̀
i=1

C(Ni),

so that Lemma 4.4.3 completes the proof.

We have the following counterpart of Corollary 4.3.8 for Galois polynomials.

Corollary 4.4.5. Set G(0, 0) = 1 and, for 1 ≤ m ≤ 2k − 1, define the numbers G(k,m)

recursively by

G(k,m) =
k∑
j=1

(
k

j

)(
k − 1

j − 1

)
C(j)

(2j − 1)!

∑
i

〈
2j − 1

i− 1

〉
G(k − j,m− i),

where the inner sum is over all i such that G(k − j,m− i) is defined. Let α be a positive

integer and, for each Mersenne number n, let gn be a Galois polynomial of degree n− 1.

Then

lim
n→∞

(
‖gn‖2α√

n

)2α

= G(α, α).

Proof. The proof is again broadly similar to that of Corollary 4.3.8. Write

EN (x) =
2N−1∑
a=1

〈
2N − 1

a− 1

〉
xa
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The Lα norm of Littlewood polynomials

and define polynomials Gk(x) by G0(x) = 1, and

(4.21)
Gk(x)

k!
=
∑
π∈Πk

∏̀
i=1

C(Ni)ANi(x)

(2Ni − 1)!Ni!
for k ≥ 1,

where π = {B1, . . . , B`} and Ni = |Bi|. Then Gk(x) is a polynomial of degree 2k − 1 with

Gk(0) = 0 for k ≥ 1. Therefore, for suitable Φ(k,m), we can write

Gk(x) =
2k−1∑
m=1

Φ(k,m)xm for k ≥ 1.

It is readily verified that Theorem 4.4.4 is equivalent to

lim
n→∞

(
‖gn‖2α√

n

)2α

= Φ(α, α),

so that it remains to show that Φ(k,m) = G(k,m). Use G0(x) = 1 and apply Lemma 4.3.2

to (4.21) to find that

Gk(x)

k!
=

k∑
j=1

(
k − 1

j − 1

)
C(j)Aj(x)

(2j − 1)! j!

Gk−j(x)

(k − j)!
for k ≥ 1,

or equivalently

Gk(x) =

k∑
j=1

(
k

j

)(
k − 1

j − 1

)
C(j)Aj(x)

(2j − 1)!
Gk−j(x) for k ≥ 1.

With Φ(0, 0) = 1 (which equals G0(x)), this is equivalent to the recursive definition of the

numbers G(k,m) given in Corollary 4.4.5.

For k ≥ 1, the numbers (2k − 1)!G(k,m) identified in Corollary 4.4.5 also define a

triangular array of integers, which now appears in [1] as A268482. Its first four rows are

given by:

1

−1 8 −1

4 −76 264 −76 4

−33 1248 −9735 22080 −9735 1248 −33

The first and last entry in row k equals C(k) and the central entry in row k divided by

(2k − 1)! equals the limiting value in Corollary 4.4.5 for k = α. The first nine of these

limiting values are:

(4.22) 1,
4

3
,

11

5
,

92

21
,

15481

1512
,

411913

15120
,

2482927

30888
,

4181926481

16216200
,

10431687390203

11762150400
.
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The sequence of the numerators of these values now appears in [1] as A280036, and the

sequence of the denominators appears as A280037.

We note that it is also possible to define shifted Galois polynomials by cyclically

permuting the coefficients of a Galois polynomial. However, every such polynomial is again

a Galois polynomial.

4.5 Conclusion and open problems

Until 2017, there was no known nontrivial specific family of Littlewood polynomials for

which we can determine the asymptotic behaviour of its Lα norm for infinitely many α.

In this chapter we considered the L2α norm of (shifted) Fekete and Galois polynomials

when α is a positive integer.

In Theorem 4.3.7 and Corollary 4.3.8 we determined explicit and recursive formulas

for the limit of the ratio of L2α and L2 norm of Fekete polynomials as their degree tends

to infinity when α is a positive integer. We listed the first few of these limiting values

in (4.14). The sequences of the numerators and denominators of these limits appear now

in [1] as A280034 and A280035, respectively. A triangular array of integers that can be

deduced from Corollary 4.3.8 now appears in [1] as A268481.

We also obtained similar results for Galois polynomials in Theorem 4.4.4 and Corol-

lary 4.4.5. We listed the first few limiting normalised L2α norms of Galois polynomials

in (4.22). The sequences of the numerators and denominators of these limits appear now

in [1] as A280036 and A280037, respectively. A triangular array of integers that can be

deduced from Corollary 4.4.5 now appears in [1] as A268482.

We also determined the limit of the ratio of L2α and L2 norm of shifted Fekete

polynomials as their degree tends to infinity in Theorem 4.3.6. Of particular interest

are quarter rotated Fekete polynomials, by which we mean the polynomials that are

obtained by rotating the coefficient sequences of the corresponding Fekete polynomials

by (approximately) one quarter. We conjecture that they have the smallest asymptotic

normalised L2α norm among all shifted Fekete polynomials for all positive integers α. We

listed the first few limiting normalised L2α norms of quarter rotated Fekete polynomials

in (4.12). The sequences of the numerators and denominators of these limits appear now

in [1] as A280038 and A280039, respectively

We note that our methods can also be used to establish similar results for polynomials

obtained by periodically appending or truncating monomials in Fekete or Galois polynomials,

and they also apply to other families of Littlewood polynomials whose coefficient sequences

come from difference sets, as considered in Chapter 3.

In Figure 4.1 we see for α ∈ {1, 2, . . . , 10} the limits of the ratio of L2α and L2 norm of

random Littlewood polynomials, (quarter rotated) Fekete polynomials, Galois polynomials,

and Shapiro polynomials, respectively, as their degree tends to infinity. From Theorem 1.6.6

we already know that, for integer α > 1, Shapiro polynomials have smaller asymptotic
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Figure 4.1: Asymptotic normalised L2α norms of random Littlewood polynomials,
(quarter rotated) Fekete polynomials, Galois polynomials, and Shapiro polynomials for
α ∈ {1, 2, . . . , 10}.

normalised L2α norm than random Littlewood polynomials (which is α! by Theorem 1.6.5).

This also seems to hold for (rotated) Fekete and Galois polynomials. Furthermore, when

α ≤ 7, the shifted Fekete polynomials have the smallest asymptotic L2α norm, but for

larger values of α it seems that Shapiro polynomials are those with smallest asymptotic

L2α norm. We conclude with a list of open problems concerning the Lα norm of Littlewood

polynomials.

• Find a computationally efficient version of Theorem 4.3.6.

• Prove that the function ψα defined in (4.11) attains its global minimum at 1/4 for

all positive integers α.

• Simplify the expressions in Theorems 4.3.7, 4.3.6, and 4.4.4.

The obtained limiting expressions seem still too complicated. In order to learn more

on the behaviour of the Lα norms of Fekete and Galois polynomials, it seems that

we need simplified expressions.

• Prove that, for integer α > 1, (rotated) Fekete and Galois polynomials have smaller

asymptotic normalised L2α norm than random Littlewood polynomials.

• Find explicit expressions for the normalised Lα norm of Fekete and Galois polynomials

for all real α ≥ 1.

• Can our methods shed light on Montgomery’s conjecture mentioned at the beginning

of this chapter?

• Determine the normalised Lα norm of other nontrivial families of Littlewood polyno-

mials.
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4.5 Conclusion and open problems

Promising candidates are given by the Littlewood polynomials whose coefficient

sequences come from (almost) difference sets or arise from cyclotomy, as considered

in Chapter 3.

• Prove or disprove any of the old Conjectures 1.6.1, 1.6.2, or 1.6.3.

This is arguably a very challenging problem. We just included it for completeness.
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Chapter 5

Galois sequences with large peak

sidelobe level

5.1 Introduction and chapter overview

Recall from Chapter 1 that the peak sidelobe level of a binary sequence A of length n > 1 is

M(A) = max
0<u<n

|CA(u)|.

It is known that the peak sidelobe level of almost almost all binary sequences grows

like
√

2n log n (see Theorem 1.4.2 for a more precise statement). On the other hand, there

is only one known specific family of binary sequences whose peak sidelobe level grows

with order
√
n log n. This family was constructed by Schmidt (see Construction 1.4.3

and Theorem 1.4.5) using techniques from probabilistic combinatorics. Therefore, one

of the most important and challenging problems concerning the peak sidelobe level is to

find a family of binary sequences of length n whose peak sidelobe level grows slower than

c
√
n log n for each constant c > 0 (see also Problem 1.5).

Galois sequences seem very promising to attack this problem. Indeed, numerical

investigations of Dmitriev and Jedwab [28] lead to the following conjecture.

Conjecture 5.1.1 ([113]). The peak sidelobe level of Galois sequences of length n grows

like O(
√
n log log n).

Therefore, if Conjecture 5.1.1 is true, then the peak sidelobe level of Galois sequences

grows more slowly than that of a typical binary sequence given in Theorem 1.4.2.

Even more striking observations where made by considering random Galois sequences [28],

which led Schmidt [113, Conjecture 3.4.9] to state the following conjecture. Recall that

there are exactly nϕ(n)/m Galois sequences of length n = 2m − 1, where ϕ is Euler’s

totient function.
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Conjecture 5.1.2 ([113]). Let n take values in the set of Mersenne numbers. Let An be

drawn uniformly at random from the set of Galois sequences of length n. Define

W (An) = max
0≤r<n

M(Ar,nn )

to be the maximum peak sidelobe level over all cyclic shifts of An. Then the limit

lim
n→∞

E
(
W (An)

)
√
n

exists and is finite.

Combining Corollary 3.4.5 with Corollary 1.5.5 (ii), we conclude that the peak sidelobe

level of Galois sequences grows at least with order
√
n. Therefore, the correctness of

Conjecture 5.1.2 would imply that the peak sidelobe level of almost all Galois sequences of

length n grows like O(
√
n). In particular, there would exist a family of Galois sequences

whose peak sidelobe level grows like O(
√
n). Indeed, the claim that the peak sidelobe level of

Galois sequences grows likeO(
√
n) appears frequently in the radar literature (see [63, Section

3] for a list of references). However, the best known upper bound on the peak sidelobe

level of Galois sequences is of order
√
n log n [109] (see the forthcoming Theorem 5.2.4 for

a precise statement). This bound only guarantees a peak sidelobe level that is worse than

that of a typical binary sequence given in Theorem 1.4.2.

However, there is numerical evidence [63] that there are Galois sequences for which

the peak sidelobe level grows at least with order
√
n log log n. In particular, Jedwab and

Yoshida said [63]:

“The claim that the PSL of m-sequences grows like O(
√
n), which appears frequently in the

radar literature, is concluded to be unproven and not currently supported by data.”

Additionally, Jedwab and Yoshida [63, Section 7] state the following open question:

“ [...] Prove or disprove the claim that the PSL of some or all m-sequences grows like O(
√
n).”

In what follows we want to give theoretical evidence that there exists a family of Galois

sequences whose peak sidelobe level grows grows faster than c
√
n for each constant c > 0.

For an entertaining and insightful historical background on the peak sidelobe level

of Galois sequences from the viewpoint of radar literature we recommend the reader [63,

Section 3]. We note that the experimental results in [63] and [28] (also summarised in [60])

give directions for further research.

The remainder of this chapter is structured as follows. In Section 5.2 we provide

a connection between the peak sidelobe level of Galois sequences and certain additive

character sums, and prove known upper and lower bounds on the peak sidelobe level of

Galois sequences. In Section 5.3, after recalling some terminology from geometry, we give

bounds on additive character sums and sums that involve products of Gauss sums. We
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conclude the section with a natural conjecture (see the forthcoming Conjecture 5.3.5),

which states that certain sums of products of Gauss sums are small in magnitude. We also

provide numerical evidence supporting the conjecture. In Section 5.4 we then prove an

equidistribution result for the arguments of certain Gauss sums, which heavily relies on

our conjecture. This result will be the key ingredient in the proof of our main results (see

the forthcoming Theorem 5.5.3 and Corollary 5.5.4). In Section 5.5 we prove our main

results, thereby giving theoretical evidence that there exists a family of Galois sequences of

length n whose peak sidelobe level is at least of order
√
n log log log n. Our results support

numerical evidence made in [63]. We conclude with Section 5.6, where we give a list of

open problems concerning the peak sidelobe level of binary sequences.

5.2 Additive character sums and p-ary Galois sequences

Let Fq be of characteristic p and write n = q − 1. Recall from (2.3) that, for each v ∈ Fq,
the additive character ψv of Fq is given by

ψv(x) = e2πiTrq/p(vx)/p for each x ∈ Fq.

For v ∈ F∗q and a primitive element θ of Fq, we define the p-ary Galois sequence (with

respect to v and θ) to be the sequence A(v, θ) = (a0, a1, . . . , an−1) with

aj = ψv(θ
j) for each j = 0, 1, . . . , n− 1.

Since it does not make much difference in our considerations whether p is odd or even, we

consider the p-ary Galois sequences. Notice that a 2-ary Galois sequence is a Galois sequence

in the usual sense. The following lemma shows that there is a one-to-one correspondence

between the aperiodic autocorrelations of p-ary Galois sequences and additive character

sums of the type

(5.1)
s+`−1∑
j=s

ψ1(θj)

for an integer s and ` ∈ {1, 2, . . . , n−1}. Notice that we may assume that s ∈{0, 1, . . . , n−1}.

Lemma 5.2.1. Let q be a prime power and write n = q − 1. Let θ be a primitive

element of Fq and let ψ1 be the canonical additive character of Fq. Let v ∈ F∗q and let

u ∈ {1, 2, . . . , n− 1}. Then

CA(v,θ)(u) =
s+`−1∑
j=s

ψ1(θj),

where ` = n− u and s is an integer such that θs = v(1 + θu).
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Proof. We have

CA(v,θ)(u) =
n−u−1∑
j=0

ψ1

(
vθj(1 + θu)

)
=

`−1∑
j=0

ψ1(θj+s),

as required.

Therefore, studying the aperiodic autocorrelations of p-ary Galois sequences is the same

problem as studying the additive character sums (5.1). In what follows we shall focus on

the study of the character sums.

We need some more notation. For a positive integer n and real x, the Dirichlet kernel1

is

(5.2) Dn(x) =
n−1∑
j=0

e2πixj .

Notice that Dn(x) = n whenever x ∈ Z. Using the formula for the sum of the first n terms

of a geometric series, we have

(5.3) Dn(x) =
eπinx sin(πnx)

eπix sin(πx)
for all x ∈ R \ Z.

The next lemma will be the starting point for our considerations. It gives an alternative

expression of an additive character sum in terms of Dirichlet kernels and Gauss sums.

Notice that, if θ is a primitive element of Fq, then θd is also a primitive element of Fq
whenever d is an integer with gcd(d, q − 1) = 1.

Lemma 5.2.2. Write n = q − 1, let s be an integer, and let ` ∈ {1, 2, . . . , n − 1}. Let

θ be a primitive element of Fq, let d be an integer with gcd(d, n) = 1, and let ψ1 be the

canonical additive character of Fq. Then

s+`−1∑
j=s

ψ1

(
θdj
)

=
1

n

n−1∑
k=0

D`

(
k

n

)
G
(
χ−kd

−1)
e2πiks/n,

where χ is the multiplicative character of Fq given by χ(θ) = e2πi/n, and d−1 is the

multiplicative inverse of d modulo n.

Proof. We have

(5.4)

s+`−1∑
j=s

ψ1

(
θdj
)

=

n−1∑
j=0

wjψ1

(
θd(j+s)

)
,

1We note that in the literature the Dirichlet kernel is often defined as Dn(x) =
∑
|j|≤n e

2πixj . However,

the definition (5.2) is more convenient for our concerns and follows [3].
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where

wj =

1 for j ∈ {0, . . . , `− 1}

0 otherwise.

The Fourier transform (ŵ0, . . . , ŵn−1) of (w0, . . . , wn−1) is given by

ŵk =

`−1∑
j=0

e2πikj/n = D`

(
k

n

)
for each k = 0, . . . , n− 1,

and via the inverse Fourier transform formula, we have

wj =
1

n

n−1∑
k=0

D`

(
k

n

)
e−2πikj/n for each j = 0, . . . , n− 1.

Substitution into (5.4) gives

s+`−1∑
j=s

ψ1

(
θdj
)

=
1

n

n−1∑
k=0

D`

(
k

n

) n−1∑
j=0

ψ1

(
θd(j+s)

)
e−2πikj/n.

Substituting j = hd−1 − s and using χ(θ) = e2πi/n, we have for each integer k:

n−1∑
j=0

ψ1

(
θd(j+s)

)
e−2πikj/n = χk

(
θs
) n−1∑
h=0

ψ1

(
θh
)
χ−kd

−1(
θh
)

= G(χ−kd
−1

)e2πiks/n,

which proves the lemma.

Upper bound on the peak sidelobe level of Galois sequences

To prove Sarwate’s bound on the peak sidelobe level of Galois sequences we shall need the

following bound on sums of magnitudes of Dirichlet kernels. Its proof follows a well known

method used by Vinogradov [129, Chapter 3, Problem 11]. Write

(5.5) δn =

1 if n is even

0 if n is odd.

Lemma 5.2.3. Let n be a positive integer and let ` ∈ {1, 2, . . . , n− 1}. Then

n−1∑
k=1

∣∣∣∣D`

(
k

n

)∣∣∣∣ < 2n

π
log

(
4n

π

)
+ δn.
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Proof. Using (5.3) and elementary properties of the sine function, we have

n−1∑
k=1

∣∣∣∣D`

(
k

n

)∣∣∣∣ =

n−1∑
k=1

∣∣∣∣sin(π`k/n)

sin(πk/n)

∣∣∣∣
≤

n−1∑
k=1

1

sin(πk/n)

= 2
∑

1≤k≤(n−1)/2

1

sin(πk/n)
+ δn.

Since 1/ sin(x) is convex on (0, π), it is a consequence of Jensen’s inequality (see [90,

Appendix B, eq. (B.2)]) that

1

sin(πk/n)
≤
∫ k+1/2

k−1/2

1

sin(πx/n)
dx

for each 1 ≤ k ≤ (n− 1)/2. Therefore,

(5.6)
n−1∑
k=1

∣∣∣∣D`

(
k

n

)∣∣∣∣ ≤ 2

∫ n/2

1/2

1

sin(πx/n)
dx+ δn.

Substitute y = πx/n to obtain∫ n/2

1/2

1

sin(πx/n)
dx =

n

π

∫ π/2

π/(2n)

1

sin y
dy.

From [46, eq. 2.526] we then find that∫ n/2

1/2

1

sin(πx/n)
dx = −n

π
log

(
tan

(
π

4n

))
<
n

π
log

(
4n

π

)
using cotx < 1/x for 0 < x < π. Substitution into (5.6) completes the proof.

Write n = q− 1, let θ be a primitive element of Fq, and let ψ1 be the canonical additive

character of Fq. Let s be an integer and let ` ∈ {0, 1, . . . , n− 1}. In spite of we know from

Lemma 2.2.1 (i) that
n−1∑
j=0

ψ1(θj) = −1,

the sum
s+`−1∑
j=s

ψ1(θj)

is in general hard to evaluate. However, applying Lemma 5.2.2 and the triangle inequality
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to this sum, we have

(5.7)

∣∣∣∣∣
s+`−1∑
j=s

ψ1(θj)

∣∣∣∣∣ < √n+ 1

(
2

π
log
(4n

π

)
+ δn

)
+ 1

using Lemmas 5.2.3 and 2.2.3, where δn is defined in (5.5).

Extending the definition of the peak sidelobe level from binary to unimodular sequences,

the peak sidelobe level of a unimodular sequence A of length n > 1 is

M(A) = max
0<u<n

|CA(u)|.

We have the following result on the peak sidelobe level of a p-ary Galois sequence. It

follows readily from Lemma 5.2.2 and the bound (5.7).

Theorem 5.2.4 ([109]). Let A be a p-ary Galois sequence of length n. Then

M(A) <
√
n+ 1

(
2

π
log
(4n

π

)
+ δn

)
+ 1,

where δn is defined in (5.5).

We remark that improvements on the bound in Lemma 5.2.3 lead directly to better

bounds in (5.7) and Theorem 5.2.4. As remarked by Sarwate [109], computationally it

seems that the bound in Lemma 5.2.3 can be replaced with 1/2n log n provided that n is

large enough.

Lower bound on the peak sidelobe level of Galois sequences

As mentioned in Section 5.1, the peak sidelobe level of 2-ary Galois sequences of length

n grows at least with order
√
n. Therefore, in view of Lemma 5.2.1, there exists a

constant c > 0 which does not depend on n such that, for given n = 2m− 1 and a primitive

element θ of F2m , there exist an integer s and ` ∈ {1, 2, . . . , n− 1} such that

(5.8)

∣∣∣∣ s+`−1∑
j=s

ψ1(θj)

∣∣∣∣ > c
√
n.

Let p be a prime. Generalising the method of Sarwate [108] slightly, we can see that the

left-hand side of (5.8) can be at least
√
n/2 for all n = pm − 1. Let A = (a0, a1, . . . , an−1)

be a p-ary Galois sequence of length n. For u ∈ {1, 2, . . . , n− 1}, we are interested in the

expectation of the squared magnitude of the aperiodic autocorrelation at shift u over all

cyclic shifts of A. Define B = (b0, b1, . . . , bn−1) with

bj = ajaj+u for each j = 0, 1, . . . , n− 1.
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Notice that B is a p-ary Galois sequence again. Analogously as in the proof of Theorem 2.5.5,

we have

RB(s) =

−1 for s 6≡ 0 (mod n)

n for s ≡ 0 (mod n).

Therefore, we have

1

n

n−1∑
r=0

∣∣CAr,n(u)
∣∣2 =

1

n

n−1∑
r=0

n−u−1∑
k, `=0

ak+rak+r+ua`+ra`+r+u

=
1

n

n−1∑
r=0

n−u−1∑
k, `=0

bk+rb`+r

=
1

n

n−u−1∑
k, `=0

RB(k − `)

=
(n− u)(u+ 1)

n
.

Taking u = d(n− 1)/2e, we obtain

1

n

n−1∑
r=0

∣∣CAr,n(u)
∣∣2 > n

4
.

Therefore, for each n = pm − 1, there exists a p-ary Galois sequence of length n whose

aperiodic autocorrelation at shift d(n− 1)/2e is greater than
√
n/2 in magnitude. In view

of Lemma 5.2.1 that means that, for each n = pm − 1, there exist a primitive element θ of

Fpm and an integer s such that ∣∣∣∣∣
s+`−1∑
j=s

ψ1(θj)

∣∣∣∣∣ >
√
n

2
,

where ` = n− d(n− 1)/2e.
In what follows we examine the following question: Does there exist a function f(n)

with f(n)→∞ as n→∞ such that the left-hand side of (5.8) can be at least f(n)
√
n for

infinitely many n?

The following lemma relies on Lemma 5.2.2. It provides a lower bound on the additive

character sums in question.

Lemma 5.2.5. Let n = q− 1, let ` ∈ {1, 2, . . . , n− 1}, and let H be a positive integer with

H < n/2. Let θ be a primitive element of Fq, let d be an integer with gcd(d, n) = 1, and

let ψ1 be the canonical additive character of Fq. Then there exists an integer t such that

(5.9)

∣∣∣∣∣
t+`−1∑
j=t

ψ1

(
θdj
)∣∣∣∣∣ ≥ 1

n

∣∣∣∣∣ ∑
|h|≤H

D`

(
h

n

)
G
(
χ−hd

−1)(
1− |h|

H

)∣∣∣∣∣,
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where χ is the multiplicative character of Fq given by χ(θ) = e2πi/n, and d−1 is the

multiplicative inverse of d modulo n.

Proof. Write

S(s) =
s+`−1∑
j=s

ψ1

(
θdj
)
.

From Lemma 5.2.2 we know that

S(s) =
1

n

n−1∑
k=0

D`

(
k

n

)
G
(
χ−kd

−1)
e2πiks/n

for each integer s. Considering the factors on the right-hand side as functions in k, they

are all periodic with period n, and therefore we may write

(5.10) S(s) =
1

n

∑
−n/2≤k≤(n−1)/2

D`

(
k

n

)
G
(
χ−kd

−1)
e2πiks/n

for each s ∈ {0, 1, . . . , n− 1}.
For each function δ : {0, . . . , n− 1} → C, define

δ̂(k) =
n−1∑
s=0

δ(s)e2πiks/n

to be the Fourier transform of (δ(0), . . . , δ(n− 1)). From (5.10) we find that

n−1∑
s=0

δ(s)S(s) =
1

n

∑
−n/2≤k≤(n−1)/2

D`

(
k

n

)
G
(
χ−kd

−1)
δ̂(k).

We wish to sum only over k close to zero on the right-hand side. Since the Fourier transform

is one-to-one, we define the function δ by

δ̂(h) =

1− |h|H for |h| ≤ H

0 otherwise,

to obtain

(5.11)

n−1∑
s=0

δ(s)S(s) =
1

n

∑
|h|≤H

D`

(
h

n

)
G
(
χ−hd

−1)(
1− |h|

H

)
.

For this choice of δ̂, we have via the inverse Fourier transform formula for each integer s:

δ(s) =
1

n

∑
−n/2≤k≤(n−1)/2

δ̂(k)e−2πiks/n

=
1

n
FH

(
s

n

)
,(5.12)
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where FN is the Fejér kernel given by

FN (x) =
∑
|j|≤N

(
1− |j|

N

)
e2πixj

for positive integers N and real x. Next we deduce an upper bound on the magnitude of

the left-hand side of (5.11). Using the triangle inequality and (5.12), we have

∣∣∣∣ n−1∑
s=0

δ(s)S(s)

∣∣∣∣ ≤ 1

n
max

0≤t<n
|S(t)|

n−1∑
s=0

∣∣∣∣FH( sn
)∣∣∣∣.

It is known [75, p. 12] that FN (x) ≥ 0 for all positive integers N and real x. Therefore,

∣∣∣∣ n−1∑
s=0

δ(s)S(s)

∣∣∣∣ ≤ 1

n
max

0≤t<n
|S(t)|

n−1∑
s=0

FH

(
s

n

)

=
1

n
max

0≤t<n
|S(t)|

∑
|h|≤H

(
1− |h|

H

) n−1∑
s=0

e2πihs/n

= max
0≤t<n

|S(t)|

since
n−1∑
s=0

e2πihs/n =

n if h ≡ 0 (mod n)

0 otherwise,

which, in combination with (5.11), proves the lemma.

Outline of the proof of the main results

We now give a brief overview of the strategy for the proofs of our main results (see the

forthcoming Theorem 5.5.3 and Corollary 5.5.4). We first have to set some notation. For a

prime p and a positive integer H, define

(5.13) κp(H) = |{h ∈ {1, 2, . . . ,H} : gcd(h, p) = 1}|.

Write κ = κp(H) and define B = (b1, b2, . . . , bκ) to be the vector that contains all κ positive

integers that are at most H and are coprime to p in ascending order. For example, if p = 3

and H = 7, then κ = 5 and B = (1, 2, 4, 5, 7). Let Fq be of characteristic p and let χ be a

primitive multiplicative character of Fq. Define

(5.14) Ψχ : Z× Z→ C, (b, d) 7→
arg
(
G(χbd)

)
2π

.

112



Galois sequences with large peak sidelobe level

We wish to show that the vectors of normalised arguments of Gauss sums

(5.15)
(
Ψχ(b1, d),Ψχ(b2, d), . . . ,Ψχ(bκ, d)

)
become equidistributed in [0, 1)κ when κ is “small” and d ranges over all integers with

gcd(d, q− 1) = 1 and q tends to infinity. Then we choose the integer H as large as possible

such that there exists an integer d with gcd(d, q − 1) = 1 with the property that each

summand on the right-hand side of (5.9) has large real part. Afterwards, we bound the

magnitude of the sum on the right-hand side of (5.9) with the real part of the sum and

then bound the remaining terms.

5.3 Bounds on character sums

In this section we give some bounds on character sums that we shall need to prove our

equidistribution results on the vectors (5.15).

Geometry and bounds on additive character sums

We begin with recalling some terminology from geometry in Rn. Let voln(·) be the n-

dimensional volume with respect to the Lebesgue measure on Rn. For V ⊂ Rn, the convex

hull conv(V ) of V is the set of all finite convex combinations of elements of V . Vectors

v1, . . . ,vd ∈ Rn are called affinely independent if, for all α1, . . . , αd ∈ R with

α1v1 + · · ·+ αdvd = 0 and α1 + · · ·+ αd = 0,

we have α1 = · · · = αd = 0. A simplex is the convex hull of affinely independent vectors.

We have the following well known result on the volume of a simplex in Rn.

Lemma 5.3.1 ([123]). Let T be a simplex with vertices v1,v2, . . . ,vn+1 ∈ Rn. Then

voln(T ) =
1

n!

∣∣det(v2 − v1,v3 − v1, . . . ,vn+1 − v1)
∣∣.

Let Fq[x1, x
−1
1 , . . . , xn, x

−1
n ] be the ring of Laurent polynomials over Fq in the indeter-

minates x1, . . . , xn. For j = (j1, . . . , jn) ∈ Zn, we use the shorthand notation xj for the

element

xj11 · · ·x
jn
n ∈ Fq[x1, x

−1
1 , . . . , xn, x

−1
n ].

For a Laurent polynomial

f(x) =
∑
j∈Zn

ajx
j ∈ Fq[x1, x

−1
1 , . . . , xn, x

−1
n ],
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the Newton polyhedron ∆(f) of f is the subset of Rn given by

conv
(
{j ∈ Zn : aj 6= 0} ∪ {0}

)
,

where 0 = (0, . . . , 0). For a face σ of ∆(f), the restriction of f to σ is

fσ =
∑
j∈σ

ajx
j .

We call f non-degenerate if, for each face σ of ∆(f) that does not contain 0, the system of

the n partial derivatives
∂fσ
∂x1

= · · · = ∂fσ
∂xn

= 0

has no solution with x1 · · ·xn 6= 0 over an algebraic closure of Fq. We shall need the

following bound on sums of additive characters with polynomial arguments, which is

essentially [2, Theorem 1.8].

Proposition 5.3.2 ([2]). Let ψ be a nontrivial additive character of Fq. Let f be non-

degenerate Laurent polynomial in Fq[x1, x
−1
1 , . . . , xn, x

−1
n ], and suppose that ∆(f) has

dimension n. Then ∣∣∣∣∣ ∑
x∈(F∗q)n

ψ
(
f(x)

)∣∣∣∣∣ ≤ n! voln
(
∆(f)

)
qn/2.

The following result is an application of Proposition 5.3.2.

Lemma 5.3.3. Let Fq be of characteristic p, and let ψ be a nontrivial additive character

of Fq. Let M and N be nonnegative integers which are not both equal to zero, and let

h1, . . . , hM+N be positive integers which are coprime to p. Write K =
∑M

j=1 hj and

L =
∑M+N

j=M+1 hj, and suppose that K 6= L. Let r and s be polynomials in Fq[x1, . . . , xM+N ]

given by

r(x) =

M+N∑
j=1

αjxj ,

s(x) = β1

M∏
j=1

x
hj
j + β2

M+N∏
j=M+1

x
hj
j + β3,

where α1, . . . , αM+N , β1, β2 ∈ F∗q and β3 ∈ Fq. Then

(i) ∣∣∣∣∣ ∑
x∈(F∗q)M+N

ψ
(
r(x)

)∣∣∣∣∣ ≤ q(M+N)/2;

(ii) ∣∣∣∣∣ ∑
(x,z)∈(F∗q)M+N+1

ψ
(
r(x) + zs(x)

)∣∣∣∣∣ ≤ (max(K,L) + 1
)
q(M+N+1)/2.
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Proof. We want to make use of Proposition 5.3.2. Therefore, first we have to show that

r(x) and r(x) + zs(x) are non-degenerate.

Let e1, . . . , eM+N be the standard unit vectors of ZM+N . By definition

∆(r(x)) = conv
(
{e1, . . . , eM+N ,0}

)
.

From Lemma 5.3.1 we find that

volM+N

(
∆(r(x))

)
=

1

(M +N)!
,

so that assertion (i) follows from Proposition 5.3.2 since r(x) is non-degenerate.

Now let e1, . . . , eM+N+1 be the standard unit vectors of ZM+N+1. Define a, b ∈
ZM+N+1 by

a = (h1, . . . , hM , 0, . . . , 0︸ ︷︷ ︸
N

, 1),

b = (0, . . . , 0︸ ︷︷ ︸
M

, hM+1, . . . , hM+N , 1).

Then

∆(r(x) + zs(x)) = conv
(
{e1, . . . , eM+N ,0,a, b}

)
.

We now show that r(x) + zs(x) is non-degenerate. Let σ be a face of ∆(r(x) + zs(x))

that does not contain 0. If M = 0 or N = 0, then it is easy to see that r(x) + zs(x) is

non-degenerate, so that we may assume M,N ≥ 1. We distinguish three cases.

Case 1. a or b does not lie in σ. If exactly one of a and b lies in σ, then

∂(r(x) + zs(x))σ
∂z

=

β2
∏M+N
j=M+1 x

hj
j if a /∈ σ and b ∈ σ

β1
∏M
j=1 x

hj
j if b /∈ σ and a ∈ σ,

which has no nontrivial zero. When both a and b do not lie in σ, then there exists

j ∈ {1, . . . ,M +N} such that

∂(r(x) + zs(x))σ
∂xj

= 1,

which has no zero.

Case 2. a, b ∈ σ and ej /∈ σ for some j. Then

∂(r(x) + zs(x))σ
∂xj

has no nontrivial zero.
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Case 3. a, b, e1, . . . , eM+N ∈ σ. The hyperplane through e1, . . . , eM+N ,a consists of all

vectors in RM+N+1 that are of the form

e1 + γ1(a− e1) + γ2(e2 − e1) + γ3(e3 − e1) + · · ·+ γM+N (eM+N − e1)

for some γ1, . . . , γM+N ∈ R. Since h1 + · · ·+hM 6= hM+1 + . . . hM+N , the vector b

is not of this form and therefore this case does not occur.

Next we estimate the volume of ∆(r(x) + zs(x)). Write vol(·) = volM+N+1(·). We have

(5.16) vol
(
∆(r(x) + zs(x))

)
≤ vol(Tb) + max

u∈{e1,...,eM+N ,0,a}
vol(Tu),

where

Tb = conv
(
{e1, . . . , eM+N ,0,a}

)
,

Ta = conv
(
{e1, . . . , eM+N ,0, b}

)
,

T0 = conv
(
{e1, . . . , eM+N ,a, b}

)
,

and

Tej = conv
(
{e1, . . . , eM+N ,0,a, b} \ {ej}

)
for each j ∈ {1, . . . ,M +N}. From Lemma 5.3.1 we find that

vol(Tb) =
1

(M +N + 1)!
,

vol(Ta) =
1

(M +N + 1)!
,

vol(T0) =

∣∣∑M
j=1 hj −

∑M+N
j=M+1 hj

∣∣
(M +N + 1)!

,

vol(Tj) ≤
max(h1, . . . , hM+N )

(M +N + 1)!

for all j ∈ {1, . . . ,M +N}. Substitution into (5.16) and estimation of the volumes gives

vol
(
∆(r(x) + zs(x))

)
≤

max
(∑M

j=1 hj ,
∑M+N

j=M+1 hj
)

+ 1

(M +N + 1)!
.

Proposition 5.3.2 completes the proof.

Bounds on sums that involve products of Gauss sums

We now give a bound on a sum of products of Gauss sums, which is related to Lemma 2.2.7 in

the following sense: The case that U = F̂∗q , k = 1, ` = 0, and g1 = 1 in the following lemma

116



Galois sequences with large peak sidelobe level

is essentially the case that r = v1, s = 0, and α1 = · · · = αr are the trivial multiplicative

characters of Fq in Lemma 2.2.7. Similarly, the case that U = F̂∗q , k = 0, ` = 1, and h1 = 1

in the following lemma is essentially the case that r = 0, s = w1, and β1 = · · · = βs are the

trivial multiplicative characters of Fq in Lemma 2.2.7.

Lemma 5.3.4. Let Fq be of characteristic p and let U be a subgroup of F̂∗q. Let g1, . . . , gk,

h1, . . . , h` be different positive integers which are coprime to p and assume that k and `

are not both equal to zero. Let v1, . . . , vk, w1, . . . , w` be positive integers, and write K =∑k
i=1 givi and L =

∑`
j=1 hjwj. If K 6= L, then

1

q − 1

∣∣∣∣∣∑
χ∈U

k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj ∣∣∣∣∣ ≤ max(K,L) + 1
√
q

+
1

q
.

Proof. Write

S =
1

q − 1

∑
χ∈U

k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj
,

and put M =
∑k

i=1 vi and N =
∑`

j=1wj . Let m be the order of U and write t = (q−1)/m.

Then U = {χt : χ ∈ F̂∗q}, so that

∑
a∈F∗q
at=1

χ(a) =

t if χ ∈ U

0 otherwise.

Therefore,

(5.17) S =
1

t(q − 1)

∑
a∈F∗q
at=1

∑
χ∈F̂∗q

χ(a)

k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj
.

Write

µ(x) = (x1 . . . xv1)g1(xv1+1 . . . xv1+v2)g2 . . . (xM−vk+1 . . . xM )gk ,

ν(y) = (y1 . . . yw1)h1(yw1+1 . . . yw1+w2)h2 . . . (yN−w`+1 . . . yN )h` .

and let ψ1 be the canonical additive character of Fq. We distinguish the cases whether one

of the numbers k and ` is zero or not.

Case 1. k, ` > 0. Applying the definition of a Gauss sum, we have

k∏
i=1

(
G(χgi)
√
q

)vi
= q−M/2

∑
x∈(F∗q)M

χ
(
µ(x)

)
ψ1(x1 + · · ·+ xM )

= q−M/2
∑
b∈F∗q

χ(b)
∑

x∈(F∗q)M

µ(x)=b

ψ1(x1 + · · ·+ xM ).
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Analogously,

∏̀
j=1

(
G(χhj
√
q

)wj
= q−N/2

∑
c∈F∗q

χ(c)
∑

y∈(F∗q)N

ν(y)=c

ψ1(y1 + · · ·+ yN ).

Therefore, for each a ∈ F∗q ,

q(M+N)/2
∑
χ∈F̂∗q

χ(a)
k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj

equals

(q − 1)
∑
b∈F∗q

∑
x∈(F∗q)M

µ(x)=b

ψ1(x1 + · · ·+ xM )
∑

y∈(F∗q)N

ν(y)=ab

ψ1(y1 + · · ·+ yN )

since ∑
χ∈F̂∗q

χ(abc−1) =

q − 1 if c = ab

0 otherwise

by Lemma 2.2.1 (ii). Further elementary manipulations then show that, for each

a ∈ F∗q ,
q(M+N)/2

q − 1

∑
χ∈F̂∗q

χ(a)

k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj
equals ∑

(x,y)∈(F∗q)M+N

sa(x,y)=0

ψ1

(
r(x,y)

)
,

where the functions r and sa are given by

r(x,y) = x1 + · · ·+ xM − y1 − · · · − yN ,

sa(x,y) = µ(x)− ν(y)/a.

Substitution into (5.17) gives

S =
1

tq(M+N)/2

∑
a∈F∗q
at=1

∑
(x,y)∈(F∗q)M+N

sa(x,y)=0

ψ1

(
r(x,y)

)
.
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Define

amax = arg max
a∈F∗q , at=1

∣∣∣∣∣ ∑
(x,y)∈(F∗q)M+N

sa(x,y)=0

ψ1

(
r(x,y)

)∣∣∣∣∣,
to obtain

|S| ≤ q(M+N)/2

∣∣∣∣∣ ∑
(x,y)∈(F∗q)M+N

samax (x,y)=0

ψ1

(
r(x,y)

)∣∣∣∣∣.
We now introduce a new variable z, which since

∑
z∈Fq

ψ1

(
zc
)

=

q if c = 0

0 if c 6= 0

by Lemma 2.2.1 (i), allows us to write

|S| ≤ q−(M+N+2)/2

∣∣∣∣∣ ∑
(x,y)∈(F∗q)M+N

z∈Fq

ψ1

(
r(x,y) + zsamax(x,y)

)∣∣∣∣∣.

We split the sum into two sums (one corresponding to z = 0 and one to z 6= 0),

and obtain by the triangle inequality

|S| ≤ |S1|+ |S2|,

where

S1 = q−(M+N+2)/2
∑

(x,y)∈(F∗q)M+N

ψ1

(
r(x,y)

)
,

S2 = q−(M+N+2)/2
∑

(x,y,z)∈(F∗q)M+N+1

ψ1

(
r(x,y) + zsamax(x,y)

)
.

The proof now follows from Lemma 5.3.3.

Case 2. k = 0 or ` = 0. Without loss of generality, we may assume that ` = 0. Here, for

each a ∈ F∗q , we have

qM/2
∑
χ∈F̂∗q

χ(a)

k∏
i=1

(
G(χgi)
√
q

)vi
= (q − 1)

∑
x∈(F∗q)M

µ(x)=a−1

ψ1(x1 + · · ·+ xM ).

Substitution into (5.17) gives

S =
1

tqM/2

∑
a∈F∗q
at=1

∑
x∈(F∗q)M

µ(x)=a−1

ψ1(x1 + · · ·+ xM ).
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5.4 Equidistribution of the arguments of Gauss sums

The remainder of the proof is analogous to the proof of Case 1.

Remark. Lemma 5.3.4 is a special case of the forthcoming Conjecture 5.3.5, in which the

assumption K 6= L is dropped.

Our equidistribution results on the arguments of Gauss sums shall heavily rely on the

following conjecture.

Conjecture 5.3.5. Let Fq be of characteristic p and let U be a subgroup of F̂∗q. Let

g1, . . . , gk, h1, . . . , h` be different positive integers which are coprime to p and assume that k

and ` are not both equal to zero. Let v1, . . . , vk, w1, . . . , w` be positive integers, and write

K =
∑k

i=1 givi and L =
∑`

j=1 hjwj. Then

(5.18)
1

q − 1

∣∣∣∣∣∑
χ∈U

k∏
i=1

(
G(χgi)
√
q

)vi ∏̀
j=1

(
G(χhj )
√
q

)wj ∣∣∣∣∣ ≤ max(K,L) + 1
√
q

+
1

q
.

The difficulty in proving the correctness of Conjecture 5.3.5 is that the polynomials

that occur as arguments of the additive characters in the proof of Lemma 5.3.4 are not

non-degenerate in the critical case that K = L.

In Table 5.1 we see the maximum values of the left-hand side of (5.18) and the values

of the right-hand side of (5.18) for q = 217, U = F̂∗q , and max(K,L) ≤ 15. In the second

column the maximum is taken over all inputs with K = L, and in the third column the

maximum is taken over all inputs with K 6= L. All values are truncated to six decimal

places. It seems that the maximum values of the left-hand side of (5.18) are not larger in

the case that K = L than in the case that K 6= L.

Table 5.2 provides similar results for q = 311, U = F̂∗q , and max(K,L) ≤ 12. Again, it

seems that the maximum values of the left-hand side of (5.18) are not larger in the case

that K = L than in the case that K 6= L.

5.4 Equidistribution of the arguments of Gauss sums

In this section we prove our equidistribution results on the vectors (5.15).

Uniform distribution in [0, 1)κ

We begin with setting some notation. Let κ be a positive integer and let c = (c1, . . . , cκ), d =

(d1, . . . , dκ) ∈ Rκ. We say that c < d (or c ≤ d) if cj < dj (or cj ≤ dj) for each j = 1, . . . , κ,

and we define

[c,d) = {x ∈ Rκ : c ≤ x < d}.

Now let A = (a1,a2,a3, . . . ) be a sequence of vectors, where aj ∈ [0, 1)κ for each j. For a

subset E of [0, 1)κ, we denote by XA(E;n) the number of points aj with j ∈ {1, . . . , n}
that lie in E.
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Galois sequences with large peak sidelobe level

Table 5.1: Maximum values of the left-hand side (LHS) of (5.18) and values of the right-hand

side (RHS) of (5.18) for q = 217 and U = F̂∗q .

max(K,L) LHS with K = L LHS with K 6= L RHS

1 cannot occur 2.762 · 10−3 5.531 · 10−3

2 cannot occur 0.770 · 10−3 8.294 · 10−3

3 0.007 · 10−3 3.898 · 10−3 11.056 · 10−3

4 cannot occur 7.813 · 10−3 13.818 · 10−3

5 3.898 · 10−3 9.348 · 10−3 16.580 · 10−3

6 0.770 · 10−3 11.431 · 10−3 19.342 · 10−3

7 8.811 · 10−3 14.588 · 10−3 22.104 · 10−3

8 9.346 · 10−3 15.965 · 10−3 24.866 · 10−3

9 12.199 · 10−3 23.289 · 10−3 27.628 · 10−3

10 11.284 · 10−3 20.370 · 10−3 30.391 · 10−3

11 11.608 · 10−3 20.392 · 10−3 33.153 · 10−3

12 10.643 · 10−3 23.763 · 10−3 35.915 · 10−3

13 10.599 · 10−3 25.477 · 10−3 38.677 · 10−3

14 17.906 · 10−3 27.229 · 10−3 41.439 · 10−3

15 18.167 · 10−3 30.742 · 10−3 44.201 · 10−3

Table 5.2: Maximum values of the left-hand side (LHS) of (5.18) and values of the right-hand

side (RHS) of (5.18) for q = 311 and U = F̂∗q .

max(K,L) LHS with K = L LHS with K 6= L RHS

1 cannot occur 2.375 · 10−3 4.757 · 10−3

2 0.000 · 10−3 2.375 · 10−3 7.133 · 10−3

3 cannot occur 3.558 · 10−3 9.509 · 10−3

4 2.669 · 10−3 4.613 · 10−3 11.885 · 10−3

5 2.375 · 10−3 8.936 · 10−3 14.261 · 10−3

6 8.941 · 10−3 12.159 · 10−3 16.637 · 10−3

7 9.411 · 10−3 11.133 · 10−3 19.013 · 10−3

8 10.755 · 10−3 13.412 · 10−3 21.388 · 10−3

9 10.549 · 10−3 15.755 · 10−3 23.764 · 10−3

10 15.333 · 10−3 16.663 · 10−3 26.140 · 10−3

11 15.651 · 10−3 23.759 · 10−3 28.516 · 10−3

12 15.333 · 10−3 26.135 · 10−3 30.892 · 10−3
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5.4 Equidistribution of the arguments of Gauss sums

Definition. Let A = (a1,a2,a3, . . . ) with aj ∈ [0, 1)κ for each j. We say that A is

uniformly distributed 2 in [0, 1)κ if

(5.19) lim
n→∞

XA([c,d);n)

n
=

κ∏
j=1

(dj − cj)

for all intervals [c,d) ⊆ [0, 1)κ.

In general, the condition (5.19) is hard to check. The following theorem, which is

known as Weyl’s criterion, gives an equivalent condition on a sequence to be uniformly

distributed in [0, 1)κ. For a, b ∈ Rκ, the inner product of a and b is

〈a, b〉 = a1b1 + a2b2 + · · ·+ aκbκ.

Theorem 5.4.1 ([78, Theorem 6.2]). Let A = (a1,a2,a3, . . . ) with aj ∈ [0, 1)κ for each j.

Then A is uniformly distributed in [0, 1)κ if and only if, for each k ∈ Zκ \ {0}, we have

lim
n→∞

1

n

n∑
j=1

e2πi〈k,aj〉 = 0.

In order to prove our equidistribution results on the vectors (5.15), we shall need two

more lemmas.

The number of prime divisors

For a positive integer n, let ω(n) be the number of distinct prime divisors of n. It is plain

that, if p is a prime, then ω(pm) = 1 for each positive integer m. The average order of

growth of ω(n) is known (see [53, Theorem 430], for example): We have, as n→∞,

(5.20)
1

n

n∑
j=1

ω(j) = log log n+O(1).

We are particularly interested in the number of prime divisors of Mersenne numbers

2m − 1. If such a number is a prime, then it is called a Mersenne prime. It is easy to see

that if 2m − 1 is a prime, then m must be a prime – the converse is false: 211 − 1 = 23 · 89.

However, it is believed by many mathematicians that there are infinitely many Mersenne

primes (see [76, Section 2.9], for example).

Now let p be an arbitrary prime. To our knowledge, the best known upper bound on

infinitely many values of ω(n) for n = pm− 1 is of order log n/ log log n, which is very weak

compared to the average order of growth of ω(n) given in (5.20). The bound comes from

2We note that [78] defines uniform distribution modulo 1 in Rκ for general sequences with entries in Rκ
by reducing each component of each entry modulo 1. For the sake of simplicity, we restrict ourselves to
sequences with entries in [0, 1)κ.
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the next result, which bounds ω(n) in the “worst case scenario”: Let n take values in the

infinite set

{2, 2 · 3, 2 · 3 · 5, 2 · 3 · 5 · 7, 2 · 3 · 5 · 7 · 11, . . . }

of primorials. Then it is known [53, Section 22.10] that

ω(n) log log n

log n
→ 1

as n→∞. In particular, we have the following result.

Lemma 5.4.2 ([53]). Let ε > 0. There exists n0 such that, for each integer n > n0, we

have

ω(n) < (1 + ε)
log n

log logn
.

We shall also need the following inequality, which arises from the inclusion-exclusion

principle.

Lemma 5.4.3. Let n > 1 be an integer, and let f : (Z/nZ,+)→ C be an arbitrary function.

Then ∣∣∣∣∣ ∑
d∈Z/nZ

gcd(d,n)=1

f(d)

∣∣∣∣∣ ≤ 2ω(n) max
U

∣∣∣∣∣∑
d∈U

f(d)

∣∣∣∣∣,
where the maximum is taken over all subgroups U of Z/nZ.

Proof. If n is a prime, then the lemma follows from∑
d∈Z/nZ

gcd(d,n)=1

f(d) =
∑

d∈Z/nZ

f(d)− f(0),

the triangle inequality, and ω(n) = 1. Therefore, assume that n is not prime. Let

p1, . . . , pω(n) be the distinct prime divisors of n, and let Ui be the (unique) Sylow pi-

subgroup of Z/nZ for each i = 1, . . . , ω(n). Writing

V =

ω(n)⋃
i=1

Ui,

we have ∑
d∈Z/nZ

gcd(d,n)=1

f(d) =
∑

d∈Z/nZ

f(d)−
∑
d∈V

f(d).

For non-empty I ⊆ {1, . . . , ω(n)}, write

UI =
⋂
i∈I

Ui
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and obtain via the inclusion–exclusion principle∑
d∈Z/nZ

gcd(d,n)=1

f(d) =
∑

d∈Z/nZ

f(d)−
∑

I⊆{1,...,ω(n)}
I 6=∅

(−1)|I|−1
∑
d∈UI

f(d).

The lemma now follows from the triangle inequality since the power set of {1, . . . , ω(n)} is

of size 2ω(n).

Equidistribution of the vectors (5.15)

Combining Conjecture 5.3.5 and Theorem 5.4.1, we obtain the following result.

Corollary 5.4.4. Assume that Conjecture 5.3.5 is true, let p be a prime, and let H be

a positive integer. Write κ = κp(H), where κp(H) is defined in (5.13). Define B =

(b1, b2, . . . , bκ) to be the vector that contains all κ positive integers that are at most H and

are coprime to p in ascending order.

Let q take values in the powers of p. For each q, write n = q − 1, let χ be a primitive

multiplicative character of Fq, define Dn = (d1, d2, . . . , dϕ(n)) to be the vector that contains

all ϕ(n) positive integers that are at most n and are coprime to n in ascending order, and

let An = (a1,a2, . . . ,aϕ(n)), where

aj =
(
Ψχ(b1, dj),Ψχ(b2, dj), . . . ,Ψχ(bκ, dj)

)
for each j = 1, 2, . . . , ϕ(n) and Ψχ is defined in (5.14). Then An becomes uniformly

distributed in [0, 1)κ as n→∞.

Proof. Let k = (k1, . . . , kκ) ∈ Zκ \ {0}. We have

ϕ(n)∑
j=1

e2πi〈k,aj〉 =

ϕ(n)∑
j=1

κ∏
h=1

e2πikhΨχ(bh,dj)

=
n−1∑
d=1

gcd(d,n)=1

κ∏
h=1

e2πikhΨχ(bh,d)

=
n−1∑
d=1

gcd(d,n)=1

κ∏
h=1

(
G(χbhd)
√
q

)kh
.

Therefore, by Lemma 5.4.3 we have∣∣∣∣∣
ϕ(n)∑
j=1

e2πi〈k,aj〉

∣∣∣∣∣ ≤ 2ω(n) max
U

∣∣∣∣∣∑
d∈U

κ∏
h=1

(
G(χbhd)
√
q

)kh∣∣∣∣∣,
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where the maximum is taken over all subgroups U of Z/nZ. Equivalently,∣∣∣∣∣
ϕ(n)∑
j=1

e2πi〈k,aj〉

∣∣∣∣∣ ≤ 2ω(n) max
U

∣∣∣∣∣∑
χ∈U

κ∏
h=1

(
G(χbh)
√
q

)kh∣∣∣∣∣,
where the maximum is now taken over all subgroups U of F̂∗q . Writing K =

∑κ
h=1 bh|kh|,

we find from Conjecture 5.3.5 that

1

ϕ(n)

∣∣∣∣∣
ϕ(n)∑
j=1

e2πi〈k,aj〉

∣∣∣∣∣ ≤ 2ω(n)√n
ϕ(n)

(K + 2),

where we have used

n

(
K + 1√
n+ 1

+
1

n+ 1

)
≤
√
n(K + 2).

It is known [106, Section 4.6.2, Fact 11] that ϕ(n) > n/(6 log logn) for n > 4. For all

sufficiently large n, we have ω(n) < 2 log n/ log log n by Lemma 5.4.2 with ε = 1. Therefore,

for all sufficiently large n, we have

(5.21)
1

ϕ(n)

∣∣∣∣∣
ϕ(n)∑
j=1

e2πi〈k,aj〉

∣∣∣∣∣ ≤ 2
2 logn

log logn log log n√
n

(6K + 12).

Using

2
2 logn

log logn log logn√
n

= e
2 log 2 logn

log logn +log logn− 1
2

logn
,

it is readily verified that the right-hand side of (5.21) tends to zero as n → ∞, so that

Theorem 5.4.1 completes the proof.

In order to prove our main results we shall need a stronger version of Corollary 5.4.4.

Therefore, we now undertake a quantitative analysis of the distribution uniformity for

the vectors (5.15). In the proof of the next theorem, which will be the key ingredient in

the proof of our main results, we explicitly carry out the equidistribution argument of

Theorem 5.4.1. Define T κ = (R/Z)κ to be an κ-dimensional torus.

Theorem 5.4.5. Assume that Conjecture 5.3.5 is true and let p be a prime. Let q take

values in the powers of p. For each q, let χ be a primitive multiplicative character of Fq.
For each positive integer H, write κ = κp(H), and define B = (b1, b2, . . . , bκ) to be the

vector that contains all κ positive integers that are at most H and are coprime to p in

ascending order.

Then, for all sufficiently large n = q−1, each positive integer H with κ ≤ 0.720 log logn,

and each y = (y1, y2, . . . , yκ) ∈ T κ, there exists an integer d with gcd(d, n) = 1 such that

∣∣yh + Ψχ(bh, d)
∣∣ ≤ 1

8

for all h = 1, 2, . . . , κ.
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Proof. For z = (z1, . . . , zκ) ∈ T κ, define

γ(z) =

1 if |zh| ≤ 1
16 for all h = 1, . . . , κ

0 otherwise

to be the indicator function of [−1/16, 1/16]κ, and let g be the convolution of γ with itself,

which is

g(z) =

∫
Tκ
γ(x)γ(z − x)dx.

If g(z) 6= 0 for some z ∈ T κ, then there exists x ∈ T κ such that γ(x) 6= 0 and γ(z−x) 6= 0.

This means that x, z − x ∈ [−1/16, 1/16]κ and hence z ∈ [−1/8, 1/8]κ. Therefore, our

goal is to show the existence of an integer d with gcd(d, n) = 1 such that g(u(d) + y) 6= 0,

where the function u is given by

u : Z→ T κ, d 7→
(
Ψχ(b1, d), . . . ,Ψχ(bκ, d)

)
.

Define

τ : Z→ R, k 7→


1
8 for k = 0

sin(πk/8)
πk for k 6= 0.

Then ∫ 1/16

−1/16
e−2πikxdx = τ(k),

so that the Fourier series of γ is

γ(z) =
∑
k∈Zκ

( κ∏
h=1

τ(kh)

)
e2πi〈k,z〉.

Therefore, the Fourier series of g is

g(z) =
∑
k∈Zκ

r(k)e2πi〈k,z〉,

where

r(k) =
κ∏
h=1

(
τ(kh)

)2
.
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We now show that the Fourier series of g converges absolutely. Define

λ : Z→ R, k 7→


1
64 for |k| ≤ 2

1
π2k2

for |k| > 2.

Then we have

∑
k∈Z

λ(k) =
5

64
+

2

π2

∞∑
k=3

1

k2

=
79

192
− 5

2π2
(5.22)

using Euler’s evaluation
∑∞

k=1 1/k2 = π2/6. Since

(5.23) r(k) ≤
κ∏
h=1

λ(kh)

for each k ∈ Zκ, we have

∑
k∈Zκ

∣∣∣r(k)e2πi〈k,z〉
∣∣∣ ≤ ∑

k∈Zκ

κ∏
h=1

λ(kh)

=

(∑
k∈Z

λ(k)

)κ
=

(
79

192
− 5

2π2

)κ
by (5.22). Since the Fourier series of g is absolutely converging, we have

n−1∑
d=1

gcd(d,n)=1

g(u(d) + y) =
∑
k∈Zκ

r(k)e2πi〈k,y〉
n−1∑
d=1

gcd(d,n)=1

e2πi〈k,u(d)〉

=
∑
k∈Zκ

r(k)e2πi〈k,y〉
n−1∑
d=1

gcd(d,n)=1

κ∏
h=1

e2πikhΨχ(bh,d)

=
∑
k∈Zκ

r(k)e2πi〈k,y〉
n−1∑
d=1

gcd(d,n)=1

κ∏
h=1

(
G(χbhd)
√
q

)kh
.

Write

(5.24) S(k) =

n−1∑
d=1

gcd(d,n)=1

κ∏
h=1

(
G(χbhd)
√
q

)kh
.
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Extracting the term corresponding to k = 0, we obtain by the triangle inequality

(5.25)

∣∣∣∣∣
n−1∑
d=1

gcd(d,n)=1

g(u(d) + y)− ϕ(n)

64κ

∣∣∣∣∣ ≤ ∑
k∈Zκ\{0}

r(k)|S(k)|

since S(0) = ϕ(n) and r(0) = 1/64κ. Using Lemma 5.4.3 we have by Conjecture 5.3.5 that

(5.26) |S(k)| < 2ω(n)√n
(

2 +

κ∑
h=1

bh|kh|
)

for each k 6= 0, where we have used

n

(
1 +

∑κ
h=1 bh|kh|√
n+ 1

+
1

n+ 1

)
<
√
n

(
2 +

κ∑
h=1

bh|kh|
)
.

Let µ be a positive real number to be chosen later. We now partition the summation

range on the right-hand side of (5.25) into the cases distinguishing maxh|kh| ≤ µ and

maxh|kh| > µ. We will obtain an estimate on the sum where maxh|kh| ≤ µ using (5.26),

while for the sum where maxh|kh| > µ we will bound |S(k)| trivially by ϕ(n), which is just

the number of summands of S(k) in (5.24). By (5.25) we then have

(5.27)

∣∣∣∣∣
n−1∑
d=1

gcd(d,n)=1

g(u(d) + y)− ϕ(n)

64κ

∣∣∣∣∣ < Σ1 + Σ2,

where

Σ1 = 2ω(n)√n
∑

k∈Zκ\{0}
maxh|kh|≤µ

r(k)

(
2 +

κ∑
h=1

bh|kh|
)
,

Σ2 = ϕ(n)
∑
k∈Zκ

maxh|kh|>µ

r(k).

We now provide upper bounds on Σ1 and Σ2.

Using |τ(kh)| ≤ 1/8, we have r(k) ≤ 1/64κ for each k ∈ Zκ. Therefore,

Σ1 ≤
2ω(n)

64κ
√
n

∑
k∈Zκ\{0}

maxh|kh|≤µ

(
2 + µ

κ∑
h=1

bh

)

≤ 2ω(n)

64κ
√
n

∑
k∈Zκ\{0}

maxh|kh|≤µ

(
2 + µ

H(H + 1)

2

)

≤ 2ω(n)

64κ

(
2 + µ

H(H + 1)

2

)(
(2µ+ 1)κ − 1

)√
n,
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where we have used
κ∑
h=1

bh ≤
H∑
h=1

h =
H(H + 1)

2

in the second step.

In order to estimate Σ2, we make use of ϕ(n) < n and (5.23), to obtain

Σ2 < n
∑
k∈Zκ

maxh|kh|>µ

κ∏
h=1

λ(kh)

≤ 2κn
∑
k∈Zκ
k1>µ

κ∏
h=1

λ(kh)

≤ 2κn
∑
k∈Zκ
k1>µ

1

π2k2
1

κ∏
h=2

λ(kh)

=
2κn

π2

∑
k1>µ

1

k2
1

κ∏
h=2

∑
kh∈Z

λ(kh).

Using (5.22) and

∑
k1>µ

1

k2
1

≤
∑
k1>µ

1

(k1 − 1)k1
=
∑
k1>µ

(
1

k1 − 1
− 1

k1

)
≤ 1

µ− 1
,

we obtain

Σ2 <
2κn

π2(µ− 1)

(
79

192
− 5

2π2

)κ−1

.

Finally, combining the bounds on Σ1 and Σ2, we find that the left-hand side of (5.27)

is smaller than

2ω(n)

64κ

(
2 + µ

H(H + 1)

2

)(
(2µ+ 1)κ − 1

)√
n+

2κn

π2(µ− 1)

(
79

192
− 5

2π2

)κ−1

.

We choose µ such that the two terms are (almost) equal, more precisely

µ = 32

(
79

192
− 5

2π2

)
n

1
2κ+4 ,

so that

5.060 · n
1

2κ+4 < µ < 5.061 · n
1

2κ+4 .

Then, for all sufficiently large n, we have∣∣∣∣∣
n−1∑
d=1

gcd(d,n)=1

g(u(d) + y)− ϕ(n)

64κ

∣∣∣∣∣ < 5.061 ·H2 · 0.159κ2ω(n)n1− 1
2κ+4 .
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It is known [106, Section 4.6.2, Fact 11] that ϕ(n) > n/(6 log log n) for n > 4. By

Lemma 5.4.2 with ε = 0.001, we have ω(n) < 1.001 log n/ log logn. Thus, if

(5.28)
n

6 log log n · 64κ
≥ 5.061 ·H2 · 0.159κ2ω(n)n1− 1

2κ+4 ,

then ∣∣∣∣∣
n−1∑
d=1

gcd(d,n)=1

g(u(d) + y)

∣∣∣∣∣ 6= 0,

and there exists d ∈ {1, . . . , n − 1} with gcd(d, n) = 1 such that g(u(d) + y) 6= 0, which

completes the proof. For (5.28) to be valid it is enough that

κ ≤ (2 · 1.001 · log 2 + 0.001)−1 log log n,

provided that n is large enough. The proof is completed by noting that

0.720 < (2 · 1.001 · log 2 + 0.001)−1.

5.5 Large character sums and large peak sidelobe levels

In order to prove our main results, we shall need two technical lemmas that give bounds

on specific sums that involve Dirichlet kernels.

Lemma 5.5.1. Let n be an odd positive integer and H be a positive integer with H ≤ n/38.

Then

H∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
>

0.9991

2π
n logH − 1

2
n

and

H∑
h=2
h even

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
≤ π

8
H.

Proof. From (5.3) we find that

(5.29)

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣ =

∣∣∣∣sin
(
πh
2 + πh

2n

)
sin
(
πh
n

) ∣∣∣∣
for each h 6≡ 0 (mod n).

We begin with proving the first statement. Using (5.29) and |sin(πh/2 + x)| = |cos(x)|
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for odd h and real x, we have

H∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
=

H∑
h=1
h odd

cos
(
πh
2n

)
sin
(
πh
n

)(1− h

H

)
.

Using

cos
(πh

2n

)
≥ cos

(πH
2n

)
≥ cos

( π
76

)
> 0.9991

for all h ∈ {1, . . . ,H}, and |x| ≥ |sinx| for real x, we obtain

H∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
>

0.9991

π
n

H∑
h=1
h odd

(
1

h
− 1

H

)

≥ 0.9991

π
n

(
− H + 1

2H
+

∑
1≤h≤(H+1)/2

1

2h− 1

)

since
∑H

h=1, h odd 1 ≤ (H + 1)/2. Using

1

2h− 1
>

1

2h
and

∑
1≤h≤(H+1)/2

1

h
≥ logH − log 2,

we have

H∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
>

0.9991

2π
n

(
logH − log 2− H + 1

H

)
.

The first part of the lemma is proved by noting that

0.9991

2π

(
log 2 +

H + 1

H

)
<

1

2
.

In order to prove the second statement, we use (5.29) and |sin(πh/2 + x)| = |sin(x)| for

even h and real x, to obtain

H∑
h=2
h even

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
=

H∑
h=2
h even

sin
(
πh
2n

)
sin
(
πh
n

)(1− h

H

)
.

Now use 2x/π < sinx < x for 0 < x < π/2 to obtain

H∑
h=2
h even

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
≤ π

4

H∑
h=2
h even

(
1− h

H

)
.
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The proof is completed by noting that

H∑
h=2
h even

(
1− h

H

)
≤ H

2
.

Lemma 5.5.2. Let k be an odd integer with k > 2 and let n be a positive integer with

n+ 1 ≡ 0 (mod k). Let H be an integer with 1 < H ≤ kn/76. Then

H∑
h=2
h even

h6≡0 (mod k)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣(1− h

H

)
>

0.9991(k − 1)

πk2
n logH − n

and

H∑
h=2
h even

h≡0 (mod k)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣(1− h

H

)
≤ π

4k2
H.

Proof. From (5.3) we find that∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣ =

∣∣∣∣sin
(
πh
k + πh

kn

)
sin
(
πh
n

) ∣∣∣∣
for each h 6≡ 0 (mod n). Therefore, by the identity

sin(x+ y) = sin(x) cos(y) + cos(x) sin(y)

for real x and y, we have

(5.30)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣ =

∣∣∣∣sin
(
πh
k

)
cos
(
πh
kn

)
+ cos

(
πh
k

)
sin
(
πh
kn

)
sin
(
πh
n

) ∣∣∣∣
for each h 6≡ 0 (mod n).

We begin with proving the first statement. By (5.30) and the triangle inequality, we

have ∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣ ≥
∣∣ sin (πhk )∣∣ cos

(
πh
kn

)
sin
(
πh
n

) −
∣∣ cos

(
πh
k

)∣∣ sin (πhkn)
sin
(
πh
n

)
for each h = 1, . . . ,H. Using 2x/π < sinx < x for 0 < x < π/2 and

cos
(πh
kn

)
≥ cos

(πH
kn

)
≥ cos

( π
76

)
> 0.9991
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for H ≤ kn/76, we obtain ∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣ > 1.9982

kπh
n− π

2k

for each h = 1, . . . ,H with h 6≡ 0 (mod k). Thus,

(5.31)
H∑
h=2
h even

h6≡0 (mod k)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣(1− h

H

)
>

1.9982n

kπ

H∑
h=2
h even

h6≡0 (mod k)

1

h
−∆,

where

(5.32) ∆ =

(
1.9982n

kπH
+

π

2k

) H∑
h=2
h even

h6≡0 (mod k)

1− π

2kH

H∑
h=2
h even

h6≡0 (mod k)

h.

In what follows, we find a lower bound for the sum on the right-hand side of (5.31) and an

upper bound for ∆.

Dropping the second sum in (5.32) and using

H∑
h=2
h even

h6≡0 (mod k)

1 ≤ H

2
,

we have

∆ ≤ 0.9991n

kπ
+
Hπ

4k
.

By noting that H ≤ kn/76, we have

∆ <
n

8
,

where we have used
0.9991

2kπ
+

π

304
<

1

8
.

On the other hand,

H∑
h=2
h even

h6≡0 (mod k)

1

h
=

∑
1≤h≤H/2

1

2h
−

∑
1≤h≤H/2
h≡0 (mod k)

1

2h

=
1

2

∑
1≤h≤H/2

1

h
− 1

2k

∑
1≤h≤H/(2k)

1

h
.
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since k is odd. Use

(5.33) logm ≤
m∑
h=1

1

h
≤ logm+ 1

for each positive integer m to obtain

H∑
h=2
h even

h6≡0 (mod k)

1

h
≥ 1

2
log

(
H − 1

2

)
− 1

2k

(
log

(
H

2k

)
+ 1

)

>
1

2
log(H − 1)− 1

2
log 2− 1

2k
logH

using log(2k) > 1. From (5.33) we deduce that

log(H − 1) ≥ logH − 1− 1

H
,

so that
H∑
h=2
h even

h6≡0 (mod k)

1

h
>
k − 1

2k
logH − 2,

where we have used
1

2

(
1 +

1

H
+ log 2

)
< 2.

Substitution of this and the bound on ∆ into (5.31) gives

H∑
h=2
h even

h6≡0 (mod k)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣(1− h

H

)
>

0.9991(k − 1)

πk2
n logH − n,

where we have used
2 · 1.9982

kπ
+

1

8
< 1,

as required.

We now prove the second statement. Since sin(hπ) = 0 and |cos(hπ)| = 1 for each

integer h, we find from (5.30) that∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣ =
sin
(
πh
kn

)
sin
(
πh
n

)
for each h = 1, . . . ,H with h ≡ 0 (mod k), so that∣∣∣∣Dn+1

k

(
−h
n

)∣∣∣∣ < π

2k
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for each h = 1, . . . ,H with h ≡ 0 (mod k). Therefore,

H∑
h=2
h even

h≡0 (mod k)

∣∣∣∣Dn+1
k

(
−h
n

)∣∣∣∣(1− h

H

)
≤ π

2k

H∑
h=2
h even

h≡0 (mod k)

(
1− h

H

)
.

The proof is completed by noting that

H∑
h=2
h even

h≡0 (mod k)

(
1− h

H

)
≤ H

2k
.

Main results

We now prove the main results of this chapter. The following theorem states that the

additive character sums in (5.1) can become large in magnitude (in a precise sense).

Theorem 5.5.3. Assume that Conjecture 5.3.5 is true and let p be a prime. For all

sufficiently large n = pm − 1 and each primitive element θ of Fpm, there exist integers t

and d with gcd(d, n) = 1 such that

∣∣∣∣∣
t+n+1

p
−1∑

j=t

ψ1

(
θdj
)∣∣∣∣∣ ≥


0.999√

2π

√
n+ 1 log log log n if p = 2

0.999
√

2(p−1)
πp2

√
n+ 1 log log log n if p 6= 2,

where ψ1 is the canonical additive character of Fpm.

Proof. Let χ be the multiplicative character of Fpm given by χ(θ) = e2πi/n, and write

S(t, d) =

t+n+1
p
−1∑

j=t

ψ1

(
θdj
)
.

From Lemma 5.2.5 with ` = (n+ 1)/p we find that, for each integer d with gcd(d, n) = 1

and each positive integer H with H < n/2, there exists an integer t such that

|S(t, d−1)| ≥ 1

n

∣∣∣∣∣ ∑
|h|≤H

Dn+1
p

(
h

n

)
G
(
χ−hd

)(
1− |h|

H

)∣∣∣∣∣.
Using D(n+1)/p(0) = (n+ 1)/p and Lemma 2.2.3 (ii), we extract the term corresponding to

h = 0 and obtain via the triangle inequality

|S(t, d−1)| ≥ 1

n

∣∣∣∣∣ ∑
|h|≤H
h6=0

Dn+1
p

(
h

n

)
G
(
χ−hd

)(
1− |h|

H

)∣∣∣∣∣− n+ 1

np
.
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We have D(n+1)/p(−x) = D(n+1)/p(x) for real x, and G(λ−1) = λ(−1)G(λ) for each

nontrivial multiplicative character λ of Fpm by Lemma 2.2.3 (v). Thus, |S(t, d−1)| is at

least

(5.34)
1

n

∣∣∣∣∣
H∑
h=1

(
Dn+1

p

(
−h
n

)
G
(
χhd
)

+Dn+1
p

(
−h
n

)
G
(
χhd
)
χhd(−1)

)(
1− h

H

)∣∣∣∣∣− n+ 1

pn
.

We now distinguish the cases that p is even or odd.

Case 1. p = 2. Then χhd(−1) = 1 for each h, so that we find from (5.34) that

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=1

Dn+1
2

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣− n+ 1

2n
.

Separating the sum into two sums (one corresponding to the odd h and one to the

even h), and then applying the triangle inequality, we obtain

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=1
h odd

Dn+1
2

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣
− 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

Dn+1
2

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣− n+ 1

2n
.

Applying the triangle inequality to the second sum, using Lemma 2.2.3 (iv), and

then the second part of Lemma 5.5.1, we have

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=1
h odd

Dn+1
2

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣−∆(H)

for each positive integer with H ≤ n/38, where

∆(H) =
2(n+ 1) + πH

√
n+ 1

4n
.

Recall the definition of Ψχ from (5.14) and define

Φ: Z→ C, h 7→
arg
(
Dn+1

2
(−hn )

)
2π

,

to obtain

|S(t, d−1)| ≥ 2
√
n+ 1

n

H∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H

)
Re
(
e2πi(Φ(h)+Ψ(h,d))

)
−∆(H)
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by Lemma 2.2.3 (iv) and using |z| ≥ Re(z) for each complex z.

Recall the definition of κp(H) from (5.13) and define H0 to be the largest even

integer with H0/2 ≤ 0.720 log log n. From Theorem 5.4.5 (with H = H0, so that

κ2(H0) = H0/2) we find that there exists an integer d0 with gcd(d0, n) = 1 such

that

|Φ(h) + Ψ(h, d0)| ≤ 1

8

for each odd h ∈ {1, . . . ,H0}, which means that

Re
(
e2πi(Φ(h)+Ψ(h,d0))

)
≥ 1√

2

for each odd h ∈ {1, . . . ,H0}. Therefore, we know from Lemma 5.2.5 that there

exists an integer t0 such that

|S(t0, d
−1
0 )| ≥

√
2(n+ 1)

n

H0∑
h=1
h odd

∣∣∣∣Dn+1
2

(
−h
n

)∣∣∣∣(1− h

H0

)
−∆(H0).

Recalling the definitions of H0 and ∆(H0), it is a consequence of the first part of

Lemma 5.5.1 that

|S(t0, d
−1
0 )| ≥ 0.999√

2π

√
n+ 1 log log log n,

provided that n is large enough.

Case 2. p 6= 2. Then d is odd since n is even, so that χhd(−1) = (−1)h for each h.

Therefore, we find from (5.34) that |S(t, d−1)| is at least

1

n

∣∣∣∣∣
H∑
h=1

(
Dn+1

p

(
−h
n

)
G
(
χhd
)

+Dn+1
p

(
−h
n

)
G
(
χhd
)
(−1)h

)(
1− h

H

)∣∣∣∣∣− n+ 1

pn
.

Separating the sum into two sums (one corresponding to the odd h and one to the

even h), and using z + z = 2 Re(z) and z − z = 2 Im(z)i for complex z, we obtain

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))

+ Im

(
H∑
h=1
h odd

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))
i

∣∣∣∣∣− n+ 1

pn
.
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Use |a+ bi| ≥ |a| for real a and b to obtain

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣− n+ 1

pn
.

Separating the sum into two sums, and then applying the triangle inequality, we

obtain

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

h6≡0 (mod p)

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣

− 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

h≡0 (mod p)

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣− n+ 1

pn
.

Applying the triangle inequality to the second sum, using Lemma 2.2.3 (iv), and

then the second part of Lemma 5.5.2 with k = p, we have

|S(t, d−1)| ≥ 2

n

∣∣∣∣∣Re

(
H∑
h=2
h even

h6≡0 (mod p)

Dn+1
p

(
−h
n

)
G
(
χhd
)(

1− h

H

))∣∣∣∣∣−∆(H)

for each integer H with 1 < H ≤ pn/76, where

∆(H) =
2p(n+ 1) + πH

√
n+ 1

2p2n
.

Define

Φ: Z→ C, h 7→
arg
(
Dn+1

p
(−hn )

)
2π

,

to obtain

|S(t, d−1)| ≥ 2
√
n+ 1

n

H∑
h=2
h even

h6≡0 (mod p)

∣∣∣∣Dn+1
p

(
−h
n

)∣∣∣∣(1− h
H

)
Re
(
e2πi(Φ(h)+Ψχ(h,d))

)
−∆(H).

Notice that, for positive integers H with H ≡ 0 (mod p), we have

κp(H) =
(p− 1)H

p
.

Define H0 to be the largest integer with H0 ≡ 0 (mod p) and (p − 1)H0/p ≤
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0.720 log logn. From Theorem 5.4.5 (with H = H0, so that κp(H0) = (p− 1)H0/p)

we find that there exists an integer d0 with gcd(d0, n) = 1 such that

|Φ(h) + Ψ(h, d0)| ≤ 1

8

for each h ∈ {1, . . . ,H0} with h 6≡ 0 (mod p), which means that

Re
(
e2πi(Φ(h)+Ψ(h,d0))

)
≥ 1√

2

for each h ∈ {1, . . . ,H0} with h 6≡ 0 (mod p). Therefore, we know from Lemma 5.2.5

that there exists an integer t0 such that

|S(t0, d
−1
0 )| ≥

√
2(n+ 1)

n

H∑
h=2
h even

h6≡0 (mod p)

∣∣∣∣Dn+1
p

(
−h
n

)∣∣∣∣(1− h

H0

)
−∆(H0).

Recalling the definitions of H0 and ∆(H0), it is a consequence of the first part of

Lemma 5.5.2 that

|S(t0, d
−1
0 )| ≥ 0.999

√
2(p− 1)

πp2

√
n+ 1 log log log n,

provided that n is large enough.

Combining Theorem 5.5.3 and Lemma 5.2.1, we have the following result on the peak

sidelobe level of p-ary Galois sequences.

Corollary 5.5.4. Assume that Conjecture 5.3.5 is true and let p be a prime. For all

sufficiently large n = pm − 1, there exists a p-ary Galois sequence A of length n with

∣∣∣CA(n− (n+ 1)/p
)∣∣∣ ≥


0.999√

2π

√
n+ 1 log log log n if p = 2

0.999
√

2(p−1)
πp2

√
n+ 1 log log log n if p 6= 2.

In particular, there exists a family of p-ary Galois sequences whose peak sidelobe level grows

at least with order
√
n log log log n.

5.6 Conclusion and open problems

Besides the upper bound in Theorem 5.2.4 of Sarwate from 1984 and the lower bound of

order
√
n nothing is known on the peak sidelobe level of Galois sequences. In this chapter

we gave theoretical evidence that, for each prime p, there exists a family of p-ary Galois

sequences whose peak sidelobe level grows at least with order
√
n log log log n. In the case

that p = 2 this supports numerical evidence made in [63] and contradicts the claim that

139



5.6 Conclusion and open problems

the peak sidelobe level of Galois sequences grows like O(
√
n), which appears frequently in

the radar literature. Our main results Theorem 5.5.3 and Corollary 5.5.4 heavily rely on

Conjecture 5.3.5.

Let p be a prime. If we would have a slightly better upper bound on the number of

prime divisors of numbers n of the form n = pm − 1 (or of an infinite set of numbers of

that form), say (log n)1−ε for some ε > 0 instead of log n/ log log n as in Lemma 5.4.2, then

we could choose the integer H in the assumption of Theorem 5.4.5 such that κ is of order

(log n)δ for some δ > 0. Taking such an H in the proof of Theorem 5.5.3 would guarantee

the existence of a character sum whose magnitude is at least of order
√
n log logn in the

assertion of Theorem 5.5.3. That would immediately imply that there exists a family of

p-ary Galois sequences whose peak sidelobe level grows at least with order
√
n log log n,

which would be the best lower bound that we can achieve with our methods. In particular,

in the case that p = 2 the existence of infinitely many Mersenne primes would imply this

result.

We conclude with a list of open problems concerning the peak sidelobe level.

• Let p be a prime. Prove that there exist infinitely many numbers n of the form

n = pm − 1 with only a few prime divisors, say (log n)1−ε for some ε > 0.

Although this problem is purely number-theoretic, we included it in this list since

it would imply that there exists a family of p-ary Galois sequences whose peak

sidelobe level grows at least with order
√
n log logn (under the assumption that

Conjecture 5.3.5 is true).

• Prove that Conjecture 5.3.5 is true.

A proof of this conjecture would make the considerations of this chapter much more

valuable.

• Find any other specific family of binary sequences whose peak sidelobe level grows

like O(
√
n log n) besides that given by Schmidt [110].

• Solve Problem 1.5, that is, find a family of binary sequences whose peak sidelobe

level grows slower than c
√
n log n for each constant c > 0.

Schmidt [110] conjectured that the peak sidelobe level of his sequences grows with

order
√
n log log n. The best upper bound that he was able to prove is

√
2n log(2n).

Other good candidates to attack this problem are of course Galois sequences (see

Conjecture 5.1.1).

• Prove that Conjecture 5.1.1 is true.

• Show that there exists a family of Galois sequences whose peak sidelobe level grows

like O(
√
n).

• Prove that Conjecture 5.1.2 is true.
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• Solve Problem 1.4, that is, determine the asymptotic behaviour of Mn as n → ∞,

where Mn is the minimum of M(A) taken over all 2n binary sequences A of length n.

This problem is just included for the sake of completeness. A solution is way beyond

the scope of our methods.

The last five problems are arguably very challenging.
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Chapter 6

Sequence pairs with asymptotically

optimal aperiodic correlation

6.1 Introduction and chapter overview

Recall from Chapter 1 that the Pursley-Sarwate criterion of two unimodular sequences A

and B of length n > 1 is given by

PSC(A,B) = (F(A) F(B))−1/2 + CF(A,B)−1,

where

F(A) =
n2∑

u∈Z\{0}|CA(u)|2

is the (autocorrelation) merit factor of A and

CF(A,B) =
n2∑

u∈Z|CA,B(u)|2

is the crosscorrelation merit factor of A and B.

We begin with briefly reviewing known results on the Pursley-Sarwate criterion of

sequence pairs. Katz [70] showed that carefully chosen binary sequence pairs derived from

Galois sequences and also carefully chosen binary sequence pairs derived from Legendre

sequences produce an asymptotic Pursley-Sarwate criterion of 7/6. Boothby and Katz [10]

studied the Pursley-Sarwate criterion of binary sequence pairs derived from the cyclotomic

classes of order four. Again, the lowest asymptotic Pursley-Sarwate criterion they could

obtain is 7/6. It is remarkable that, for each real α with 6/5 ≤ α ≤ 6, there exists an

infinite family of pairs (An, Bn) of binary sequences of length n derived from the cyclotomic

classes of order four such that

lim
n→∞

F(An) = lim
n→∞

F(Bn) = α and lim
n→∞

CF(An, Bn) =
6α

7α− 6
,
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so that limn→∞ PSC(An, Bn) = 7/6 [10]. Katz, Lee, and Trunov [72] examined the Pursley-

Sarwate criterion of pairs of modifications of Shapiro sequences. The best asymptotic

Pursley-Sarwate criterion they obtained is 331/300, which is slightly smaller than 7/6.

Recall from Theorem 1.7.2 that pairs of unimodular sequences (A,B) with PSC(A,B) =

1 are exactly the Golay pairs. Golay pairs are known to exist for infinitely many, though

not for all, lengths (see [36] for the existence for small lengths). The classification in

Theorem 1.7.2 does however not say anything about the individual quantities F(A), F(B),

and CF(A,B) for a Golay pair (A,B). Recall from Chapter 1 that we already know these

values for the Shapiro sequences Am and Bm of length 2m. Asymptotically, we have

lim
m→∞

F(Am) = lim
m→∞

F(Bm) = 3 and lim
m→∞

CF(Am, Bm) =
3

2
.

In this chapter we exhibit unimodular sequences whose Pursley-Sarwate criterion is

asymptotically 1 and for which (unlike for general Golay pairs) we can control the auto-

correlation and the crosscorrelation merit factor. Our results involve Chu sequences1 [21],

which are unimodular sequences of length n of the form

Z(a)
n = (z0, z1, . . . , zn−1), zj = eπiaj

2/n for each j = 0, 1, . . . , n− 1,

where a is an integer. The merit factor of the Chu sequence Z
(a)
n depends heavily on

a. Several authors [95], [121], [91] have shown independently that F(Z
(1)
n ) grows with

order
√
n and the exact constant has been determined by Schmidt [111] by showing that

(6.1) lim
n→∞

F
(
Z

(1)
n

)
√
n

=
π

2
.

Recall that this is very different from the binary case, where the largest known asymptotic

merit factor equals 6.342061 . . . (see Chapter 3). However, the best known asymptotic

merit factor behaviour for unimodular sequences comes from Frank sequences [111], whose

merit factor grows like π2/4
√
n.

In fact, since F(Z
(1)
n ) tends to infinity, this immediately implies that

lim
n→∞

PSC(Z(1)
n , Z(1)

n ) = 1.

However, the pair (Z
(1)
n , Z

(1)
n ) would be a bad choice when good crosscorrelation is required

since the crosscorrelation at the zero shift equals the sequence length n. This problem is

avoided by taking the pair (Z
(1)
n , Z

(−1)
n ). Indeed it can be shown using the forthcoming

Lemma 6.3.2 that in this case the crosscorrelation at the zero shift is of order
√
n. In detail,

in the forthcoming Theorem 6.3.4 we shall prove that

(6.2) lim
n→∞

F
(
Z

(−1)
n

)
√
n

=
π

2

1We note that Chu [21] used a slightly different definition when n is odd.
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and

lim
n→∞

CF(Z(1)
n , Z(−1)

n ) = 1,

so that together with (6.1) we deduce

lim
n→∞

PSC(Z(1)
n , Z(−1)

n ) = 1.

In our second result (see the forthcoming Theorem 6.3.5) we construct a pair of

unimodular sequences from two Chu sequences of even length such that the Pursley-

Sarwate criterion is asymptotically 1 and the autocorrelation and crosscorrelation merit

factors are asymptotically balanced, which means that they all tend to the same constant 2.

In detail, we shall prove

(6.3) lim
n→∞

F
(
Z

(n+1)
2n

)
= lim

n→∞
F
(
Z

(n−1)
2n

)
= 2

and

lim
n→∞

CF(Z
(n+1)
2n , Z

(n−1)
2n ) = 2,

so that

lim
n→∞

PSC(Z
(n+1)
2n , Z

(n−1)
2n ) = 1.

The remainder of this chapter is structured as follows. In Sections 6.2 and 6.3 we prove

our results on the autocorrelation and the crosscorrelation of the Chu sequences in question,

respectively. We conclude with Section 6.4, where we give two open problems concerning

the Pursley-Sarwate criterion of unimodular sequences that arise from this chapter.

The results of this chapter can also be found in [50].

6.2 Autocorrelation of Chu sequences

In this section we prove our results on the autocorrelation of Chu sequences. We begin

with a lemma which gives an expression for the merit factor of Chu sequences.

Lemma 6.2.1. Let a and n be integers with n > 1, and write d = gcd(a, n). Then

1

F
(
Z

(a)
n

) =
4d

n2

∑
1≤u≤n/(2d)

(
sin(πau2/n)

sin(πau/n)

)2

+
(d− 1)(2d− 1)

3d
− 2d

n2
δn/d,

where

δn/d =

1 if n/d ≡ 2 (mod 4)

0 otherwise.

Proof. Write Z = Z
(a)
n , a = db, and n = dm. Straightforward manipulations give

|CZ(u)| = |CZ(−u)| =

∣∣∣∣∣
n−u−1∑
j=0

e2πibuj/m

∣∣∣∣∣
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for 0 ≤ u < n. Hence, if u is not a multiple of m, then

|CZ(u)| =
∣∣∣∣sin(πbu2/m)

sin(πbu/m)

∣∣∣∣.
Therefore,

1

F
(
Z

(a)
n

) =
2

n2

n−1∑
u=1

|CZ(u)|2

=
2d

n2

m−1∑
u=1

|CZ(u)|2 +
2

n2

d−1∑
k=1

|CZ(km)|2

=
4d

n2

∑
1≤u≤m/2

|CZ(u)|2 +
2

n2

d−1∑
k=1

|CZ(km)|2 − 2d

n2
δm

since |CZ(u)| = |CZ(m− u)| for 1 ≤ u < m and |CZ(m/2)| = δm for even m. Finally, note

that

d−1∑
k=1

|CZ(km)|2 =
d−1∑
k=1

(n− km)2

= m2
d−1∑
k=1

k2

=
n2

6d
(d− 1)(2d− 1),

which completes the proof.

We shall also need the following result due to Schmidt [111]. For convenience, we

include his proof.

Lemma 6.2.2 ([111]). We have

lim
n→∞

1

n3/2

∑
1≤u≤n/2

(
sin(πu2/n)

sin(πu/n)

)2

=
1

2π
,

lim
n→∞

1

n3/2

∑
1≤u≤n/2

(
sin(πu2/n)

πu/n

)2

=
1

2π
.

Proof. Let x be a real number with 0 < x ≤ π/2. From the Maclaurin series of sinx we

find that x− x3/6 ≤ sinx ≤ x, from which it follows that

0 <
1

(sinx)2
− 1

x2
< 1.
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Therefore, ∣∣∣∣∣ ∑
1≤u≤n/2

(
sin(πu2/n)

sin(πu/n)

)2

−
∑

1≤u≤n/2

(
sin(πu2/n)

πu/n

)2
∣∣∣∣∣ < n

2
,

so that

lim
n→∞

1

n3/2

∑
1≤u≤n/2

(
sin(πu2/n)

sin(πu/n)

)2

= lim
n→∞

1

n3/2

∑
1≤u≤n/2

(
sin(πu2/n)

πu/n

)2

provided that one of the limits exist. Thus, defining the function r : R→ R via

r(x) =

(
sin(πu2/n)

πu/n

)2

,

the lemma is proved by showing that

(6.4) lim
n→∞

1

n3/2

∑
1≤u≤n/2

r(u) =
1

2π
.

From the Euler-Maclaurin formula (see [47, p. 469], for example) we deduce that, for all

real a and b, we have∣∣∣∣∣
∫ b

a
r(x)dx −

∑
a<u≤b

r(u)

∣∣∣∣∣ ≤ 1

2

(
|r(a)|+ |r(b)|

)
+

1

12

(
|r′(a)|+ |r′(b)|+

∫ b

a
|r′′(x)|dx

)
.

We take b = n/2 and let a tend to zero. Elementary calculations give

|r(n/2)| ≤ 4

π2
, |r′(n/2)| ≤ 8

π
+

16

nπ2
, lim

a→0
r(a) = lim

a→0
r′(a) = 0,

and |r′′(x)| ≤ 34 for all real x. Therefore,∣∣∣∣∣
∫ n/2

0
r(x)dx −

∑
1≤u≤n/2

r(u)

∣∣∣∣∣ ≤ 2

π2
+

2

3π
+

4

3nπ2
+

17n

12
,

so that

lim
n→∞

1

n3/2

∑
1≤u≤n/2

r(u) = lim
n→∞

1

n3/2

∫ n/2

0
r(x)dx

provided that both limits exist. Substitute y = πx2/n to obtain

lim
n→∞

1

n3/2

∫ n/2

0
r(x)dx = lim

n→∞

1

2π3/2

∫ πn/4

0

(sin y)2

y3/2
dy

=
1

2π3/2

∫ ∞
0

(sin y)2

y3/2
dy.
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The identity (see [46, 3.823], for example)∫ ∞
0

(sin y)2

y3/2
dy =

√
π

completes the proof of (6.4).

Schmidt obtained (6.1) from Lemma 6.2.1 with a = 1 and the first identity in

Lemma 6.2.2. From Lemmas 6.2.1 and 6.2.2 we also deduce (6.2). We now use Lem-

mas 6.2.1 and 6.2.2 to prove (6.3).

Proof of (6.3). Write Xn = Z
(n+1)
2n and Yn = Z

(n−1)
2n . We distinguish the cases that n runs

through the set of even and odd positive integers. First, we show that

(6.5) lim
m→∞

F(X2m) = lim
m→∞

F(Y2m) = 2.

It is readily verified that the aperiodic autocorrelations of X2m and Y2m have equal

magnitudes at all shifts, so that it is sufficient to establish that F(X2m)→ 2. Noting that

2m+ 1 is coprime to 4m and using trigonometric addition formulas, Lemma 6.2.1 with

n = 4m and a = 2m+ 1 shows that

4m2

F(X2m)
=

2m∑
u=1
u even

(
sin(πu2/(4m))

sin(πu/(4m))

)2

+
2m∑
u=1
u odd

(
cos(πu2/(4m))

cos(πu/(4m))

)2

.

By Lemma 6.2.2, the first sum on the right-hand side is O(m3/2), so that it is sufficient to

show that

(6.6) lim
m→∞

1

m2

m∑
v=1

(
cos((π(2v − 1)2/(4m))

cos(π(2v − 1)/(4m))

)2

= 2.

Let x be a real number satisfying 0 < x < π/2. From the Taylor series of cosx at π/2 we

find that

−(x− π/2) + 1
6(x− π/2)3 < cosx < −(x− π/2),

from which it follows that

0 <
1

(cosx)2
− 1

(x− π/2)2
< 1.

Therefore,∣∣∣∣∣
m∑
v=1

(
cos(π(2v − 1)2/(4m))

cos(π(2v − 1)/(4m))

)2

−
m∑
v=1

(
cos(π(2v − 1)2/(4m))

π(2v − 1)/(4m)− π/2

)2
∣∣∣∣∣ < m.
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Put v = m+ 1− w to obtain

m∑
v=1

(
cos(π(2v − 1)2/(4m))

π(2v − 1)/(4m)− π/2

)2

=

m∑
w=1

(
cos(π(2w − 1)2/(4m))

π(2w − 1)/(4m)

)2

.

Apply (cosx)2 = 1− (sinx)2 to the right-hand side and use Lemma 6.2.2 to obtain

lim
m→∞

1

m2

m∑
w=1

(
cos(π(2w − 1)2/(4m))

π(2w − 1)/(4m)

)2

=
16

π2

∞∑
w=1

1

(2w − 1)2

=
16

π2

( ∞∑
w=1

1

w2
−
∞∑
w=1

1

(2w)2

)

=
12

π2

∞∑
w=1

1

w2

= 2,

using Euler’s evaluation
∑∞

w=1 1/w2 = π2/6. This gives (6.6), and so completes the proof

of (6.5).

Next we prove that

(6.7) lim
m→∞

F(X2m+1) = lim
m→∞

F(Y2m+1) = 2.

Note that gcd(2m+ 2, 4m+ 2) = 2, so that Lemma 6.2.1 with n = 4m+ 2 and a = 2m+ 2

gives

1

F(X2m+1)
=

8

(4m+ 2)2

m∑
u=1

(
sin(π(m+ 1)u2/(2m+ 1))

sin(π(m+ 1)u/(2m+ 1))

)2

+
1

2
.

On the other hand, gcd(2m, 4m + 2) = 2, so that Lemma 6.2.1 with n = 4m + 2 and

a = 2m gives

1

F(Y2m+1)
=

8

(4m+ 2)2

m∑
u=1

(
sin(πmu2/(2m+ 1))

sin(πmu/(2m+ 1))

)2

+
1

2
.

Comparing the two preceding equations and using∣∣∣∣ sin( πmk

2m+ 1

)∣∣∣∣ =

∣∣∣∣ sin( πmk

2m+ 1
− πk

)∣∣∣∣ =

∣∣∣∣ sin(π(m+ 1)k

2m+ 1

)∣∣∣∣,
we conclude that F(X2m+1) = F(Y2m+1). To complete the proof of (6.7), we show that

(6.8) lim
m→∞

1

m2

m∑
u=1

(
sin(πmu2/(2m+ 1))

sin(πmu/(2m+ 1))

)2

= 0.
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For even k, we have∣∣∣∣ sin( πmk

2m+ 1

)∣∣∣∣ =

∣∣∣∣ sin( πmk

2m+ 1
− π

2
k

)∣∣∣∣ =

∣∣∣∣ sin( πk

4m+ 2

)∣∣∣∣,
so that

m∑
u=1
u even

(
sin(πmu2/(2m+ 1))

sin(πmu/(2m+ 1))

)2

= O(m3/2)

by Lemma 6.2.2. For odd k, we have∣∣∣∣ sin( πmk

2m+ 1

)∣∣∣∣ =

∣∣∣∣ cos

(
πmk

2m+ 1
− π

2
k

)∣∣∣∣ =

∣∣∣∣ cos

(
πk

4m+ 2

)∣∣∣∣,
so that

m∑
u=1
u odd

(
sin(πmu2/(2m+ 1))

sin(πmu/(2m+ 1))

)2

=
m∑
u=1
u odd

(
cos(πu2/(4m+ 2))

cos(πu/(4m+ 2))

)2

.

The summands on the right hand side are at most 2, so that the entire sum is at most m+1.

This proves (6.8), and so completes the proof of (6.7).

6.3 Crosscorrelation of Chu sequences and main results

In this section we prove our results on the crosscorrelation of Chu sequences and thereby also

the main results of this chapter. A straightforward computation shows that the aperiodic

crosscorrelations between two Chu sequences of equal length are equal in magnitude to

generalised Gauss sums, which are, for real x and θ and integral N , defined to be

SN (x, θ) =
N∑
j=1

eπixj
2+2πiθj .

An asymptotic expansion of these sums was obtained by Paris [101] using an asymptotic

expansion of the error function. We deduce an estimate for generalised Gauss sums from

this expansion. To state the result, define for real θ and x 6= 0,

E(x, θ) = e−πiθ
2/x erfc

(
eπi/4θ

√
π/x

)
,

where, for complex z,

erfc(z) = 1− 2√
π

∫ z

0
e−t

2
dt

is the complementary error function and the integral is over any path from 0 to z.
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Proposition 6.3.1 ([101, Theorem 1]). Let N be a positive integer, let x ∈ (0, 1), and let

θ ∈ (−1/2, 1/2]. Write Nx+ θ = M + ε, where M is integral and ε ∈ (−1/2, 1/2]. Then

SN (x, θ) =
e−πiθ

2/x+πi/4

√
x

SM (−1/x, θ/x) +
µ− 1

2

+
eπi/4

2
√
x

(
E(x, θ)− µE(x, ε)

)
+
i

2

(
g(θ)− µg(ε)

)
+R,

where |R| < x and µ = eπixN
2+2πiθN and g : [−1/2, 1/2]→ R is given by

g(t) =

0 for t = 0

cot(πt)− (πt)−1 otherwise.

Fiedler, Jurkat, and Körner [37, Lemma 4] obtained the following estimate from a

slightly weaker version of Proposition 6.3.1.

Lemma 6.3.2 ([37, Lemma 4]). Let N, k, and m be integers such that gcd(k,m) and

N/m are bounded by absolute constants, and let θ be real. Then

|SN (k/m, θ)| = O(
√
m),

where the implicit constant is absolute.

From Proposition 6.3.1 we can also deduce the following lemma, which will be the key

ingredient in the proofs of our main results.

Lemma 6.3.3. Let m be a positive integer and let u be an integer such that either u or

m− u is in the set

(6.9) {w ∈ Z : m2/3 ≤ w ≤ m/2−m2/3}.

Then

(6.10)
∣∣Sm−u(2/m, u/m)

∣∣ =

√
m

2
+O(m1/3),

where the implicit constant is absolute.

Proof. Throughout the proof, all implicit constants are absolute. We first prove the desired

bound when u is in the set (6.9). This is an application of Proposition 6.3.1 with N = m−u,

x = 2/m, θ = u/m, so that M = 2 and ε = −u/m and µ = 1. We have

cot(πθ)− cot(πε)− 1

πθ
+

1

πε
= 2 cot(πu/m)− 2m

πu

= O(m1/3),
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6.3 Crosscorrelation of Chu sequences and main results

using that cot(πt) is nonnegative on (0, 1/2] and, for m ≥ 8,

cot(πu/m) ≤ cot
(
πm−1/3

)
≤ 1

sin
(
πm−1/3

)
≤ 1

2
m1/3.

Now use the identity erfc(−z) = 2− erfc(z) to obtain

E(x, θ)− E(x,−θ) = 2E(x, θ)− 2e−πiθ
2/x.

Since

S2(−1/x, θ/x) = (−i)m(−1)u + 1,

we find from Proposition 6.3.1 that

|SN (x, θ)| =
√
m

2

∣∣(−i)m(−1)u + E(x, θ)
∣∣+O(m1/3).

From the asymptotic expansion [101, (1.3) and (1.4)] of E(x, θ) we find that∣∣∣∣E(x, θ)− e−2πiθ2/x−πi/4√x
πθ

∣∣∣∣ ≤ x3/2

2π2θ3
,

so that |E(x, θ)| is O(m−1/6) and (6.10) follows, as required.

Now assume that m− u is in the set (6.9). Put v = m− u and apply Proposition 6.3.1

with N = v, x = 2/m, and θ = −v/m, so that M = 0 and ε = v/m and µ = 1. Proceeding

similarly as in the first case, we obtain

|SN (x, θ)| =
√
m

2

∣∣e−πiθ2/x − E(x, θ)
∣∣+O(m1/3),

which again implies (6.10).

Main results

We now give our results on the Pursley-Sarwate criterion of pairs of Chu sequences. Our

first result is the following theorem.

Theorem 6.3.4. For each positive integer n, let Xn = Z
(1)
n and Yn = Z

(−1)
n be Chu

sequences of length n. Then, as n→∞,

(i) F(Xn)→∞, F(Yn)→∞;

(ii) CF(Xn, Yn)→ 1;

(iii) PSC(Xn, Yn)→ 1.

152



Sequence pairs with asymptotically optimal aperiodic correlation

Proof. Part (i) follows from (6.1) and (6.2). We proceed with proving part (ii). For each

u ∈ {0, 1, . . . , n− 1}, we have

|CXn,Yn(u)| = |CXn,Yn(−u)| =

∣∣∣∣∣
n−u−1∑
j=0

e2πi(j2+ju)/n

∣∣∣∣∣.
Extend the summation range to n− u and compensate the extra term (which equals 1)

by taking out the term corresponding to j = 0. The sum then equals Sn−u(2/n, u/n) and

therefore
n2

CF(Xn, Yn)
= |Sn(2/n, 0)|2 + 2

n−1∑
u=1

|Sn−u(2/n, u/n)|2.

Now use Lemma 6.3.3 to find that |Sn−u(2/n, u/n)|2 = n/2 +O(n5/6) when u or n− u is

in the set

{w ∈ Z : n2/3 ≤ w ≤ n/2− n2/3}

and use Lemma 6.3.2 to bound the remaining O(n2/3) values of |Sn−u(2/n, u/n)|2 by O(n).

This gives
1

CF(Xn, Yn)
= 1 +O(n−1/6),

as required.

The third part follows from (i) and (ii).

We now prove our second result.

Theorem 6.3.5. For each positive integer n, let Xn = Z
(n+1)
2n and Yn = Z

(n−1)
2n be Chu

sequences of length 2n. Then, as n→∞,

(i) F(Xn)→ 2, F(Yn)→ 2;

(ii) CF(Xn, Yn)→ 2;

(iii) PSC(Xn, Yn)→ 1.

Proof. Part (i) is just (6.3). We now prove part (ii). For each u ∈ {0, 1, . . . , 2n− 1}, we

have

|CXn,Yn(u)| = |CXn,Yn(−u)| =

∣∣∣∣∣
2n−u−1∑
j=0

(−1)jueπi(j
2+ju)/n

∣∣∣∣∣.
If u is odd, then the summands corresponding to j and 2n− u− j add to zero, leaving the

summand corresponding to j = 0. Therefore, |CXn,Yn(u)| = 1 for each odd u satisfying

|u| ≤ 2n− 1. Hence,

(2n)2

CF(Xn, Yn)
= |S2n(1/n, 0)|2 + 2

n−1∑
v=1

|S2n−2v(1/n, v/n)|2 +O(n).

Now use Lemma 6.3.3 to find that |S2n−2v(1/n, v/n)|2 = n+O(n5/6) when 2v or 2n− 2v
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is in the set

{w ∈ Z : (2n)2/3 ≤ w ≤ n− (2n)2/3}

and use Lemma 6.3.2 to bound the remaining O(n2/3) values of |S2n−2v(1/n, v/n)|2 by

O(n). This gives
1

CF(Xn, Yn)
=

1

2
+O(n−1/6),

as required.

Again, the third part follows from (i) and (ii).

6.4 Conclusion and open problems

In Theorems 6.3.4 and 6.3.5 we established two families of pairs of different Chu sequences

whose Pursley-Sarwate criterion tends to 1 as the sequence length tends to infinity, and for

which (unlike for general Golay pairs) we can control the autocorrelation and crosscorrelation

merit factors. For convenience, we list the occurring asymptotic autocorrelation and

crosscorrelation merit factors of unimodular sequence pairs with asymptotic Pursley-

Sarwate criterion 1 in Table 6.1.

Table 6.1: Families of sequence pairs with asymptotic Pursley-Sarwate criterion 1.

Sequence pair (A,B) F(A) = F(B) CF(A,B) Reference

Shapiro sequences 3 3/2 [73] or Section 6.1

Chu sequences (1) ∞ 1 Theorem 6.3.4

Chu sequences (2) 2 2 Theorem 6.3.5

We conclude with two open questions concerning the Pursley-Sarwate criterion of

unimodular sequence pairs that arise from this chapter.

• Does there exist a family of unimodular sequence pairs (An, Bn) such that F(An)

and F(Bn) tend to different finite limits and PSC(An, Bn) tends to 1 as the length n

of the sequences tends to infinity?

• Among all families of unimodular sequence pairs (An, Bn) such that F(An), F(Bn),

and CF(An, Bn) tend to limits as the length n of the sequences tends to infinity, and

such that PSC(An, Bn) tends to 1, what is the largest possible limiting value for

CF(An, Bn)?
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Chapter 7

Summary

In this thesis we investigated various problems concerning the aperiodic autocorrelations

and aperiodic crosscorrelations of binary and unimodular sequences. Thereby, we provided

in Chapters 3, 5, and 6 at least partial solutions to Problems 1.1 and 1.2. In addition, we

examined the Lα norm of families of Littlewood polynomials and gave in Chapter 4 partial

results on Problem 1.3.

The main results are summarised below.

• In Theorem 3.3.2 we determined the asymptotic merit factor of generalised Sidelnikov

sequences, proving [61, Conjecture 7.2] in the affirmative and explaining numerical

evidence made in [54].

Theorem 3.4.4 gives the asymptotic merit factor of generalised characteristic sequences

of Gordon-Mills-Welch difference sets, proving that [61, Conjecture 7.1] is true.

Theorem 3.5.3 is a very general theorem on the asymptotic merit factor of binary

sequences that arise from cyclotomy.

From Theorem 3.5.3 we deduced Corollaries 3.5.4, 3.5.7, and 3.5.10, which includes

results on Paley and Hall difference sets, and also on Ding-Helleseth-Lam almost

difference sets.

Our results on the asymptotic merit factor of binary sequences provide the first

essentially new examples since 1991. Furthermore, it is remarkable that the limiting

function for the asymptotic merit factor of generalised characteristic sequences of Hall

difference sets is different from the other known limiting functions for the asymptotic

merit factor (see Figure 3.3).

• In Theorem 4.3.6 we established an explicit formula for the limit of the ratio of

Lα and L2 norm of shifted Fekete polynomials when their degree tends to infinity

and α is an even positive integer. Theorem 4.3.7 considers the (unshifted) Fekete

polynomials and is the case R = 0 of Theorem 4.3.6. Sequences of the numerators and

denominators of these limits for R = 0 and R = 1/4 appear now in [1] as A280034,
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A280035, A280038, and A280039, respectively. Furthermore, Corollary 4.3.8 provides

an efficient way to compute the limiting values in Theorem 4.3.7. Scaled versions of

the numbers that are build in Corollary 4.3.8 define a triangular array of integers,

which now appears in [1] as A268481.

In Theorem 4.4.4 we gave an explicit formula for the limit of the ratio of Lα and

L2 norm of Galois polynomials when their degree tends to infinity and α is an

even positive integer. The sequences of the numerators and denominators of these

limits appear now in [1] as A280036 and A280037, respectively. Corollary 4.4.5 then

provides an efficient way to compute the limiting values in Theorem 4.4.4. Scaled

versions of the numbers that are build in Corollary 4.4.5 define a triangular array of

integers, which now appears in [1] as A268482.

Our results vastly generalise earlier results on the L4 norm of Fekete and Galois

polynomials. These are the first results on the Lα norm that give these limiting values

for specific sequences of nontrivial Littlewood polynomials and infinitely many α.

• Based on Conjecture 5.3.5 we gave in Theorem 5.5.3 theoretical evidence that specific

additive character sums can become very large. From this result, we deduced in

Corollary 5.5.4 that, for each prime p, there exists a family of p-ary Galois sequences

whose peak sidelobe level grows at least with order
√
n log log log n. The case that

p = 2 in Corollary 5.5.4 supports numerical evidence made in [63] and contradicts

the claim that the peak sidelobe level of Galois sequences grows like O(
√
n), which

appears frequently in the radar literature.

• In Theorems 6.3.4 and 6.3.5 we established two families of pairs of unimodular

sequences whose Pursley-Sarwate criterion tends to 1 as the sequence length tends to

infinity, and for which (unlike for general Golay pairs) we can control the autocorre-

lation and crosscorrelation merit factors.
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Notation

C Complex numbers

R Real numbers

Fq Field with q elements

Z Integers

Z/nZ Integers modulo n

N Positive integers

O(f(n)) Big O notation

i Imaginary unit (also index variable)

εn(x) The complex number e2πix/n

CA,B(u) Aperiodic crosscorrelation of the sequences A and B at shift u

CA(u) Aperiodic autocorrelation of A at shift u

RA(u) Periodic autocorrelation of A at shift u

fA Polynomial with coefficient sequence A

‖f‖α Lα norm of the polynomial f

M(A) Peak sidelobe level of the sequence A

F(A) (Autocorrelation) merit factor of A

CF(A,B) Crosscorrelation merit factor of A and B

PSC(A,B) Pursley-Sarwate criterion of A and B

Mn Minimum of M(A) taken over all 2n binary sequences A of length n

Fn Maximum of F(A) taken over all 2n binary sequences A of length n

ϕν(R, T ) Limiting function for asymptotic merit factors

E(X) Expected value of the random variable X

Pr(E) Probability of the event E

Ĝ Character group of the group G

η Quadratic character of a finite field

ψ1 Canonical additive character of a finite field

Trqm/q Trace function from Fqm to Fq
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Notation

dD Difference function of the set D

1D Indicator function of D

ψ(D) Character value of D

G(χ, ψ) Gauss sum of the multiplicative character χ and the additive character ψ

G(χ) Canonical Gauss sum of χ

SN (x, θ) Generalised Gauss sum

J(χ, λ) Jacobi sum of the characters χ and λ

ϕ(n) Number of positive integers up to n that are coprime to n

ω(n) Number of different prime divisors of n

κp(H) Number of integers up to H that are coprime to p

Πm Set of partitions of {1, 2, . . . ,m}
Eα(n) Set of even tuples in (Z/nZ)2α

Aα(n) Set of abelian squares in (Z/nZ)2α〈
n
x

〉
Generalised Eulerian number

T (k) Signed Tangent number

C(k) Signed Carlitz number

Dn(x) Dirichlet kernel

∆(f) Newton polyhedron of the Laurent polynomial f

voln(P ) n-dimensional volume of the set P

conv(V ) Convex hull of V
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Index

Lα norm, 2, 81

Abelian square, 93

Affinely independent, 113

Almost difference set, 31

cyclic, 31

Ding-Helleseth-Lam, 69

Sidelnikov, 38

Aperiodic autocorrelation, 1

nontrivial, 2

trivial, 2

Aperiodic crosscorrelation, 1

Character, 23

additive, 24

canonical additive, 24

multiplicative, 24

nontrivial, 23

primitive multiplicative, 24

quadratic, 24

trivial, 23

Character group, 23

Character value, 28

Convex hull, 113

Cyclotomic classes, 61

Difference function, 27

Difference set, 26

cyclic, 27

Dillon-Dobbertin, 76

Gordon-Mills-Welch, 58

Hadamard, 37

Hall, 70

Maschietti, 74

No-Chung-Yun, 77

Paley, 30

Singer, 40

trivial, 27

Dirichlet kernel, 106

Euler’s totient function, 40

Even partition, 87

Even tuple, 85

Gamma function, 15

Gauss sum, 25

canonical, 25

generalised, 150

Generalised Eulerian number, 88

Golay pair, 18

Hadamard parameters, 37

Indicator function, 32

Inner product, 122

Jacobi sum, 25

Merit factor

autocorrelation, 8, 16, 43, 143

crosscorrelation, 16, 143

Mersenne number, 40

Mersenne prime, 77, 122

Newton polyhedron, 114
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Peak sidelobe level, 5, 103, 109

Periodic autocorrelation, 21

k-level, 34

Polynomial

Fekete, 81

Galois, 82

Littlewood, 2

non-degenerate Laurent, 114

Shapiro, 16

Primitive element, 23

Pursley-Sarwate criterion, 17, 143

Sequence, 1

p-ary Galois, 105

balanced binary, 22, 36

Barker, 4

binary, 2

characteristic, 32

Chu, 144

coefficient, 2

cyclically distinct, 40

Galois, 40

Jacobi, 78

Legendre, 32

optimal balanced binary, 36

optimal binary, 34

Shapiro, 11

Sidelnikov, 38

unimodular, 2

Signed Carlitz number, 95

Signed Tangent number, 86

Simplex, 113

Singer parameters, 40

Trace function, 24

Uniform distribution in [0, 1)κ, 122
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