UNIVERSITATS-
BIBLIOTHEK
PADERBORN

Stochastik

Barth, Friedrich
Munchen, [20]03

7. 5. Axiomatische Definition der Wahrscheinlichkeit durch Kolmogorow

urn:nbn:de:hbz:466:1-83580

Visual \\Llibrary


https://nbn-resolving.org/urn:nbn:de:hbz:466:1-83580

T

ger,

7.5. Axiomatische Definition der Wahrscheinlichkeit durch Kolmogorow 79

Auch Abraham de Moivre setzt die Gleichleichtigkeit aller Fille ausdriicklich voraus, als er

1711 seine Abhandlung De Mensura Sortis, ganz im Stile seiner Zeit und aller seiner Vorgin-
mit der Definition des Verhiltnisses der Wahrscheinlichkeiten fiir Eintreten und Nicht-
Eintreten eines Ereignisses beginnt, da Spieler nur dieses Verhéltnis interessierte™®
»Si p sit numerus casuum quibus eventus aliquis contingere possit, et ¢ numerus casuum
quibus possit non-contingere; tam contingentia quam non-contingentia eventus suum
habent probabilitatis gradum: Quod si casus omnes quibus eventus contingere vel non-
contingere potest, sint aeque faciles; probabilitas contingentiae, erit ad probabilitatem
non-contingentiae ut p ad g.«

1718 formuliert aber de Moivre in The Doctrine of Chances bereits
»The Probability of an Event is greater, or less, according to the number of Chances by
which it may Happen, compar’d with the number of all the Chances, by which it may either
Happen or Fail.«

1738 fiigt er in der 2. Auflage eine explizite Definition der Wahrscheinlichkeit hinzu:
wWherefore. if we constitute a Fraction whereof the Numerator be the number of Chances
whereby an Event may happen, and the Denominator the number of all the Chances
whereby it may either happen or fail, that Fraction will be a proper designation of the Pro-
bability of happening.«

Und eine Seite weiter lautet es noch priziser

»[...] that it is the comparative magnitude of the number of Chances to happen, in respect
to the whole number of Chances either to happen or to fail, which is the true measure of
Probability.«

Also wortlich die von Laplace gegebene Definition! Zwar fehlt hier die Einschriinkung, dal

néelich sein miissen — damals stillschweigend meist vorausgesetzt — aber in

alle Fille gleich 1
einem anschlieBenden Beispiel weist de Moivre wieder ausdriicklich darauf hin
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Als Jakob Bernoulli (1655-1705) im 1. Teil seiner Ars {'{JHft’('ffHIrﬁ Huygens’
Abhandlung kommentiert, spiirt er, daB ein MaB fiir die Wahrscheinlichkeit
fehlt** Er erginzt den oben zitierten Satz 3 durch Bildung des Quotienten
;5. wobei p die Anzahl der Fille angibt, in denen man etwas gewinnen kann,
und ¢ die Anzahl der Fille, in denen man nichts gewinnt, und verwendet diesen
Quotienten als MaB fiir die Wahrscheinlichkeit, ohne ihn jedoch so zu benennen.
Erst im 4. Kapitel des 4. Teils kommt er auf diese Quotientenbildung nochmals
zurtick und schreibt:

»Und hier scheint uns gerade die Schwierigkeit zu liegen, da nur fiir die wenigsten Erschei-

* Die erste Aufeabe. bei der nach der Wahrscheinlichkeit in unserem Sinne gelragt wird, |' nden wir in der 2. Aull
des Essay von Montmort. Dort .in Brief von Nikolaws Bernoullian Montmort yom 30. 12. 1712 L‘: N
stellt das »Probléme I: Plusieurs Joueurs dont le nombre est n+ | jouent une |m-.||.i. on

probabilité que chacun a de gagner la poulle.
** Wahrscheinlichkeit ¢
von Port Royal, die sicl
1st vermutlich Bernoullis Ars conjectandi gepragt

er 1662, die Logik

» Ars cogitandi

Beerifl erscheint zum ersten Mal in La L
nspiriert wurde. Nach deren lateinisc
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nungen und fast nirgends anders als in Gliicksspielen dies moglich ist: die Gliicksspiele
wurden aber [...] so eingerichtet, daB die Zahlen der Fille, in welchen sich Gewinn oder
Verlust ergeben muB, im voraus bestimmt und bekannt sind, und daB alle Féille mit gleicher
Leichtigkeit eintreten konnen. Bei den weitaus meisten anderen Erscheinungen aber,
welche von dem Walten der Natur oder von der Willkiir der Menschen abhidngen, ist dies
keineswegs der Fall.«

Der klassische Wahrscheinlichkeitsbegriff bewihrt sich also sehr bei der Analyse
von Gliicksspielen, ist aber kaum tragfihig fiir Probleme aus Technik und Wirt-
schaft, bei denen es praktisch unméglich ist, die Ergebnisse so festzulegen, dal3
sie uns als »gleich wahrscheinlich« erscheinen. Auch bei der bereits von Jakob
Bernoulli vorgenommenen Anwendung der Wahrscheinlichkeitsrechnung auf
Krankheiten und Todesfille lassen sich »gleich mogliche« Félle nicht ausziihlen.

Die Schwierigkeiten bei der statistischen und auch der klassischen Definition der
Wahrscheinlichkeit rithren davon her, dal} sie »Wahrscheinlichkeit« durch eine
explizite Definition inhaltlich erfassen wollten. In der modernen Mathematik
geht man solchen Schwierigkeiten dadurch aus dem Weg, daBl man die Theorie
axiomatisch begriindet und die Begriffe darin implizit definiert. So treibt man
Geometrie mit Punkten und Geraden, ohne explizit definiert zu haben, was Punkte
und Gerade sind. Wichtig sind ihre Eigenschaften, die in den Axiomen der Geo-
metrie festgelegt sind. Fiir die Wahrscheinlichkeitstheorie wurde ein solcher
axiomatischer Aufbau von Andrei Nikolajewitsch Kolmogorow* (1903-1987) in
seiner 1933 in Berlin erschienenen Arbeit Grundbegriffe der Wahrscheinlichkeits-
rechnung vorgeschlagen. Die mathematische Festlegung des Wahrscheinlichkeits-
begriffs orientiert sich dabei auch an der experimentell zuginglichen relativen
Héufigkeit, aber sie ist allgemein genug, um auch eine Grundlage fiir den subjek-
tiven Wahrscheinlichkeitsbegriff abzugeben. Kolmogorow hat gezeigt, daB 3 ge-
eignet ausgewihlte Eigenschaften der relativen Hiufigkeit gcniigcn_- um »Wahr-
scheinlichkeit« so zu definieren, daB3 damit eine tragfihige Grundlage fiir eine in
der Praxis brauchbare Theorie aufgebaut werden kann. Nach Kolmogorow wird
aul der Ereignisalgebra die Wahrscheinlichkeit P(4) eines Ereignisses 4 als
Funktionswert einer reellwertigen Funktion P definiert. Ist der Ergebnisraum Q
endlich, so lassen sich die Forderungen von Kolmogorow wie folgt formulieren:

lichkeitsverteilung, wenn sie folgenden Bedingungen geniigt:
Axiom I: P(A4) = 0 (Nichtnegativitit)
Axiom II: P(Q)= 1 (Normierung)

AxiomIll: An B=( = P(4uB)= P(4)+ P(B) (Additivitit)

Nichtnegativitit und Normierung entsprechen den Eigenschaften (1) und (4) fiir
relative Haufigkeiten aus 4.2. Dem Additionsaxiom fiir unvereinbare Ereignisse
liegt die entsprechende Eigenschalft (6) fiir relative Hiufigkeiten zugrunde.

Man kénnte auf die Idee kommen, an Stelle von Eigenschaft (6) die Eigenschaft (5)

*ygr
Konmoropos (sprich: kelmegsref)
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dem dritten Axiom zugrunde zu legen, da sie keine Voraussetzungen fir die
Ereignisse 4 und B fordert. Das ergibe ein

Axiom III': P(Au B) = P(A)+ P(B)— P(An B).

Leider geht das aber schief, weil die Axiome I, IT und III" auch unerwiinschte Wahr-
scheinlichkeitsverteilungen zulassen. So wiirde z B. die Festsetzung P(E):= 1
fiir alle Ereignisse E des Ereignisraums die Axiome I, I und III" erfiillen:

. PA)=1=0

I1: P(Q)=1

[II': 1 = P(AwB)= P(A)+ P(B)— P(AnB)=1+1—-1=1.

Bei dieser Wahrscheinlichkeitsverteilung hitte die leere Menge und damit das
unmogliche Ereignis die Wahrscheinlichkeit 1. Also kann man aus [, IT und I1I"
bestimmt nicht mehr folgern, daB P(0) = 0, was aber fiir eine sinnvolle Anwen-
dung wiinschenswert ist, weil die Interpretationsregel P(0) = 0 nahelegt. Nach
(3) gilt namlich A,(0) = 0.

Wir haben in Definition 42.1 die Wahrscheinlichkeit ebenfalls axiomatisch defi-
niert. Die daraus gefolgerten Sitze 44.1, 44.2 und 44.3 sind gerade die drei
Axiome von Kolmogorow. Umgekehrt 148t sich aus den drei Kolmogorow-Axiomen
unsere Definition 42.1 herleiten. Es gilt ndmlich

Satz 81.1: Ist P eine Wahrscheinlichkeitsverteilung iiber einem endlichen
Ergebnisraum €, die den Axiomen von Kolmogorow genigt, dann gilt:
1) Fiir alle we Q gilt 0 = P({w}) = 1.
2) Die Summe der Wahrscheinlichkeiten aller Elementarereignisse ist 1;
kurz E P{jm:-] — =
e
3) Die Wahrscheinlichkeit des unméglichen Ereignisses ist 0; kurz P(0) = 0.
4) Ist A nicht das unmégliche Ereignis, so ist die Wahrscheinlichkeit P(A)
gleich der Summe der Wahrscheinlichkeiten derjenigen Elementarereig-
nisse, deren Vereinigung das Ereignis A ergibt; kurz
A+0 = P(A)= ) P({o}.

weA
Beweis:
4) Ist A = {a,,ay,...,a.), so erhalten wir durch wiederholte Anwendung des
3. Kolmogorow-Axioms
PlA)Y= PlHai,@s,---»057) =
= Pi{a,} v ia. @} =
= 1!}[ :(ll| :] ‘I’ [J{jﬂ?" ""{'IL-;} =
it > ] i 3 1
P(la;}) + P({az;
i.

= P({a,}) + P({as}) + P({a3,.... @;) =

o -
ta:JJ......f:;‘.Jj =

= P({a,}) + P({a,}) + ... + P({a,}).
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3NIstA=0s0ist AnB=0nB=0. Somit st fiir 4 B die Voraussetzung des
3. Axioms von Kolmogorow erfullt, und wir erhalten emerseits FP(4 w B) =
= P(0w B) = P(B), andererseits P(4w B) = P(4)+ P(B) = P(Q) + P(B).
Der Vergleich der beiden rechten Seiten ergibt P(0) = 0.

2) Nach dem soeben bewiesenen Teil 4 dieses Satzes ist P(Q)= ) P({w}).
men

Axiom 11 besagt aber, daB P(Q) =1 ist, woraus die Behauptung folgt.

1) Wegen Axiom I ist P({w}) = 0 fiir jedes w € Q. Unter Verwendung des soeben
bewiesenen Teils 2 erhalten wir noch P({w}) = }_ Plio})=1.

e}

Fiir endliche Ergebnisriume sind die beiden Definitionen demnach dquivalent.
Wir haben Definition 42.1 gewiihlt, weil das Belegen der Elementarereignisse mit
Wahrscheinlichkeiten ein sehr anschaulicher Vorgang ist, ebenso wie das Zusam-
mensetzen der Wahrscheinlichkeit eines Ereignisses aus den Wahrscheinlichkei-
ten seiner Elementarereignisse. Die Definition von Kelmogorow hat den Vorteil,
daB sie sich so verallgemeinern 1dft, daB sie auch fiir unendliche Ergebnisriume
brauchbar wird. Das haben wir in diesem Buch aber nicht vor.

Die Festlegung der Funktionswerte P(4), d.h. der Wahrscheinlichkeiten der Er-
eignisse, ist im Rahmen dieser Axiome véllig willkiirlich. Man wird jedoch die
Werte so festlegen, daf} sie den jeweiligen Verhiltnissen angepalBt sind. So wird
man bei einem idealen Wiirfel auf Grund der Symmetrie fiir jede Augenzahl die
Wahrscheinlichkeit ¢ a priori festlegen. Bei einem realen Wiirfel hingegen emp-
fiehlt es sich, wie im Beispiel auf Seite 42 durchgefiihrt, die relativen Hiufig-
keiten der Augenzahlen in einer moglichst langen Versuchsserie zu bestimmen
und diese relativen Hdufigkeiten als Wahrscheinlichkeiten der Augenzahlen a
posteriori zu verwenden. Dann ist niimlich die Interpretationsregel fiir Wahr-
scheinlichkeiten (Seite 44) anwendbar, wie Jakob Bernoulli im Hauptsatz seiner
Ars conjectandi, dem »Gesetz der groflen Zahlen«, gezeigt hat.

Aufgaben

Die Behauptungen der Aufgaben 1, —6. sollen rein formal aus den Axiomen von Kolmogorow
hergeleitet werden.

1. Fiir alle Ereignisse A gilt: P(4)=1— P(4). | 5. Fiir paarweise unvereinbare Ereignisse
2. B()=0. A (i=1,2,...,n) giltdie folgende
3. Fiir alle Ereignisse A gilt: P(4) = 1. ' Verallgemeinerung des Axioms [11:
4. Fiir alle Ereignisse A, B gilt: :
P(A\ B) = P(A)+ P(B)— P(4An B). | [P(U 4)= Y P(4).

6. Es gilt das Monotoniegesetz fiir Wahrscheinlichkeiten: 4 = B = P(A4) < P(B).
e7. a) Ein Axiomensystem heiit widerspruchsfrei, wenn es ein Modell gibt, das siimtliche
Axiome erfiillt, Zeige, daB das Axiomen-

: ; R 4 0 Q
system von Kolmogorow widerspruchsfrei Q:={w! und

ist anhand nebenstehenden Modells: P(4) | 0 1

b) Emn Axiomensystem heillt unvollstindig, wenn es mehrere, nicht isomorphe Modelle
gibt. Begriinde, dafi das Axiomensystem von Kolmogorow unvollstindig ist.
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