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11 . Zufallsgrößen

11 . 1 . Zufallsgrößen und ihr Erwartungswert

11. 1 . 1 . Einführendes Beispiel

Auf einem Rummelplatz wird in einer Glücksbude folgendes Spiel angeboten :
Der Spieler leistet 1 DM Einsatz , darf eine der Zahlen 1,2, . . . , 6 nennen und dann

3 Würfel werfen . Zeigt mindestens einer der Würfel seine Zahl , so erhält er vom
Budenbesitzer den Einsatz zurück und außerdem für jeden Würfel , der diese Zahl

zeigt, noch zusätzlich 1 DM . Erscheint seine Zahl nicht , so verfällt der Einsatz .

(Ein solches Spiel ist in den USA unter dem Namen chuck-a -luck* bekannt .) Wir

erinnern an die Beziehung

GEWINN = AUSZAHLUNG minus EINSATZ .

Üblicherweise bezeichnet man negativen Gewinn als Verlust . Der Spieler kann

also entweder 1 DM verlieren oder 1 DM bzw . 2 DM bzw . 3 DM gewinnen . Na¬

türlich wird sich jeder Spieler dafür interessieren , mit welcher Wahrscheinlichkeit

diese Ereignisse eintreten . Um diese Frage zu klären , müssen wir das zugrunde¬

liegende Zufallsexperiment untersuchen . Es handelt sich um einen 3fachen Würfel¬

wurf . Als Ergebnisraum fl bietet sich die Menge aller Tripel abc an , wobei

1 Sa,b,c ^ 6 gilt . ß enthält also 63 = 216 Elemente . Jedem solchen Ergebnis
ist durch die Spielregel eine der Gewinnzahlen 3 , 2, 1 , — 1 zugeordnet . Dadurch

ist der Gewinn X als eine Funktion auf
dem Ergebnisraum fl definiert , nämlich

X : o) i—►V ( co) ; Dx = fl ;
Wertemenge = { — 1,1,2 , 3 } .

Da die Werte der Funktion X vom Zufall
bestimmt werden , nennt man X eine Zu¬
fallsgröße auf fl . * *
Um die Wertetabelle dieser Funktion Ge¬
winn X aufstelleh zu können , nehmen wir
an , daß der Spieler die Sechs als seine
Glückszahl gewählt hat . Figur 165 . 1 ver¬
anschaulicht dann diese Funktion X , de¬
ren Wertetabelle folgendes Aussehen hat :

Fig . 165. 1 Veranschaulichung der
Zufallsgröße X beim chuck -a- luck

0) 666 665 664 . . 655 654 . . 555 554 . . 111

3 2 2 . . 1 1 . . - 1 - 1 . . - 1

* to chuck = werfen
** Im Memoire sur /es Probabilites ( 1780) , veröffentlicht 1781 im Band für 1778 der Histoire de l’Academie Royale

des Sciences, spricht Laplace von einer quanule variable ', auf Grund seiner deterministischen Einstellung faßt er sie

jedoch nicht als eine Größe auf , die vom Zufall abhängt , wie sie später von Tschebyschow(1821- 1894) konzipiert

wurde, der aber immer nur von einer Größe spricht . [ Hinweis von Ivo Schneider:] Erst 1901 führte Pawel Alexeje-

witsch Nekrassow (a betont , Heicpacoe , 1853 - 1924) den Begriff Zufallsgröße bzw. zufällige Variable ein , den schließ¬

lich Alexander Alexandrowitsch Tschuprow (o betont , HynpOB , 1874- 1926) zum Grundpfeiler aller stochastischen

Begriffsbildungen machte . Heute bezeichnet man mit Zufallsgröße die reellwertigen zufälligen Variablen .
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Die Ereignisse , für die sich der Spieler interessiert , heißen »Der Gewinn X be¬
trägt x DM « , d . h . »Die Zufallsgröße X nimmt den Wert x an « mit x e { — 1,1 ,
2 , 3 } , was wir kurz schreiben wollen als »X = x « . Die zugehörige Ergebnismenge
ist {oi \ X (cü) = x } . In unserem Falle ergibt sich
»X = 3« = Menge aller Tripel aus ß , die genau 3 Sechsen enthalten = {666} ,
»X = 2« = Menge aller Tripel aus ß , die genau 2 Sechsen enthalten =

= {661 , 662, . . . , 665, 616, . . . , 566} ,
»X = 1« = Menge aller Tripel aus ß , die genau 1 Sechs enthalten =

= {611 , 612, . . . , 161, . . . ,556 } ,
»X = — 1« = Menge aller Tripel aus ß , die keine Sechs enthalten =

= { 111 , 112, . . . , 115 , . . . ,555 } .
Da wir annehmen dürfen , daß mit Laplace -Würfeln gespielt wird , erhalten wir für
die gesuchten Wahrscheinlichkeiten die Werte

P (X = 3) = 2i6 , P {X = 2) = tfs , P {X = l ) = ^ k , P (X = - l ) = Mf ,
was man übersichtlich in folgender Wertetabelle zusammenfassen kann :
Gewinn x j

— 1 1 2 3
T) ( V _ -vA 125 75 15 1.TJA — X ) | 216 216 216 216

Durch diese Wertetabelle läßt sich auf ganz IR eine Funktion W definieren , näm¬
lich W '. x ^ r P (X = x) , Dw = IR , deren Wertemenge dem Intervall [0 ; 1 ] ange¬hört . Sie heißt Wahrscheinlichkeitsfunktion W der Zufallsgröße X.
Die so definierte Wahrscheinlichkeitsfunktion W hat meist den Wert 0 , weil für
alle x , die nicht als Werte der Zufallsgröße X auftreten , W(x) = 0 ist .
Ein Spieler , der die Wahrscheinlichkeiten für die Gewinnzahlen x kennt , braucht
den Rückgriff auf den Ergebnisraum ß der Tripel nicht mehr . Er könnte
ß ' == { — 1,1,2 , 3 } als seinen Ergebnisraum wählen . Dann ist die Wahrschein¬
lichkeitsfunktion W nichts anderes als eine (nicht -gleichmäßige ) Wahrschein¬
lichkeitsverteilung P ' auf ß ' mit P '

( { - 1 } ) = Tif ; F '
( { 1 } ) = P ' i {2 } ) = Oe

und P '
({ 3 }) = 216 . Aus diesem Grunde nennt man W auch Wahrscheinlichkeits¬

verteilung der Zufallsgröße X . Man sagt , die Zufallsgröße X ist nach W ver¬
teilt .
Figur 167 . 1 zeigt den Graphen Gw der Wahrscheinlichkeitsfunktion W. Um die
Darstellung deutlicher zu machen , wurden auf beiden Achsen verschiedene Maß¬
stäbe gewählt ; dennoch ist der optische Eindruck noch recht dürftig . Zur Ver¬
besserung dieses Eindrucks wählt man in der Praxis andere Arten der Veran¬
schaulichung ; nämlich das Stabdiagramm und das Histogramm * .
Bei einem Stabdiagramm werden die Wahrscheinlichkeiten durch Längen dar¬
gestellt , indem man die Ordinaten von Gw als Stäbe zeichnet (Figur 167 .2) . Bei
einem Histogramm werden die Wahrscheinlichkeiten durch Rechtecksflächen
dargestellt . Man geht dabei folgendermaßen vor :
Über jeder Gewinnzahl wird symmetrisch ein Rechteck errichtet , dessen Flächen¬
maßzahl gleich der jeweiligen Wahrscheinlichkeit ist . Wählt man als Breite Ax = 1 ,so ist die Höhe des Rechtecks gerade die Wahrscheinlichkeit der Gewinnzahl
* 6 laxiq = das Gewebe . - Graphische Darstellungen führte 1786 William Playfair ( 1759 - 1823 ) in die Statistik ein.Er nannte sie lineal Arithmetic.
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Fig. 167. 1
Graph der Wahr¬
scheinlichkeitsver¬
teilung W für das
chuck-a-luck .

Fig . 167.2
Stabdiagramm der
Wahrscheinlich¬
keitsverteilung W
für das chuck -a-luck

Fig . 167.3
Histogramm der
Wahrscheinlich¬
keitsverteilung W
für das chuck -a -luck
mit Ax = 1

Fig . 167 .4
Histogramm der
Wahrscheinlich¬
keitsverteilung W
für das chuck -a -luck
mit Ax = j

(Figur 167 .3) . Wählt man als Breite Ax = j , so muß man als Rechteckshöhe das

Doppelte der Wahrscheinlichkeit der Gewinnzahl wählen (Figur 167 .4) .
Wenn irgend möglich wird man die Breite immer Ax = 1 wählen . Manchmal

muß man jedoch auf andere Breiten ausweichen , wenn man nämlich Überlap¬

pungen der Rechtecke vermeiden will . Das wäre z . B . der Fall , wenn statt der

Gewinnzahl 2 die Gewinnzahl 2,5 aufgetreten wäre . Auf alle Fälle wird man je¬
doch die Rechtecksbreiten gleich groß wählen , um einen unmittelbaren Vergleich
der Wahrscheinlichkeiten durchführen zu können .
Wahrscheinlichkeitsfunktion W, Stabdiagramm und Histogramme zeigen die

Verteilung der Wahrscheinlichkeiten auf die Gewinnzahlen . Man kann daraus
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z . B . entnehmen , daß die Wahrscheinlichkeit für einen Verlust etwas größer als
50 % ist . Bei einem einzigen Spiel muß man also damit rechnen , 1 DM zu ver¬
lieren ! Es wäre jedoch vorschnell , daraus zu schließen , daß das Spiel auch auf
lange Sicht zu Verlusten für den Spieler führen müsse . Man kann ja nur 1 DM ver¬
lieren , die Gewinne können jedoch 1 DM , 2 DM oder sogar 3 DM betragen . Das
könnte auf Dauer einen Ausgleich schaffen . Ein Spieler , der dieses Spiel sehr oft
spielt , wird sich dafür interessieren , wieviel Geld er im Mittel pro Spiel gewinnen
(oder verlieren ) wird . Dazu kann er folgende Überlegung anstellen .
Bei n Spielen erwartet er in jfä ' n Fällen 3 DM Gewinn , in ' n Fällen 2 DM
Gewinn , in %% • n Fällen 1 DM Gewinn und schließlich in ^f§ • n Fällen 1 DM
Verlust . Der zu erwartende Gesamtgewinn ergibt sich also zu
3 DM • 2i6 ■« + 2 DM • ^ 6

• « + 1 DM ■ ■n — 1 DM • -jff • n .
Der durchschnittliche Gewinn pro Spiel ergibt sich , indem man diesen Wert durch
die Anzahl n der Spiele teilt , zu
3 DM -

2% + 2DM - ^ + 1DM - ^ - lDM - ^ = - ^ DM « - 0,08 DM .
Der Spieler hat also im Schnitt pro Spiel einen Verlust von knapp 8 Pf zu erwarten .
(Er kann sich überlegen , ob ihm die Lust am Spiel diesen Verlust wert ist .)Man erkennt , daß sich dieser »mittlere Spielwert « als das mit den Wahrschein¬
lichkeiten gewichtete Mittel der Einzelgewinne ergibt .
Die Zahl — 3% heißt nach Christiaan Huygens ( 1629 —1695) Erwartungswert der
Zufallsgröße »Gewinn beim chuck -a-luck « .
Was sagt uns dieser Wert über die Zufallsgröße ?
Er bedeutet , daß man auf lange Sicht damit rechnen muß , etwa 0,08 DM proSpiel zu verlieren . Die vorschnelle Vermutung , daß das chuck -a-luck ein Verlust¬
spiel für den Spieler ist , hat sich also doch bestätigt , was auch zu erwarten war ,weil das Spiel wirklich angeboten wird .

11 . 1 . 2 . Definitionen und grundlegende Eigenschaften
Wir wollen nun die im letzten Abschnitt eingeführten Begriffe allgemein definieren .

Definition 168. 1 : Es sei (Q, P) ein Wahrscheinlichkeitsraum mit endlichem
Ergebnisraum Q. Jede Funktion X , die den Ergebnisraum Q in die Menge
IR der reellen Zahlen abbildet , heißt Zufallsgröße X (auf ß ) . Es gilt also :

X : co t- >- X (co) mit Dx = Q und X (co) e IR .
Wir haben schon viele Zufallsgrößen * kennengelernt , ohne sie »Zufallsgröße «
genannt zu haben . Wir erinnern an Augenzahl und Augensumme beim Würfeln
oder an die Anzahl der gezogenen schwarzen Kugeln beim Ziehen aus einer Urne .
Ein weiteres Beispiel einer Zufallsgröße liefert jede Wahrscheinlichkeitsvertei¬
lung P auf Q vermöge der Zuordnung : o>h-»- X (co) mit X (co) = P ( { oj }) . Auch
die relative Häufigkeit ist eine Zufallsgröße . Ein triviales Beispiel einer Zufalls¬
größe ist eine konstante Zufallsgröße , die für alle coeQ den konstanten Wert a
* Statt »Zufallsgröße « sagt man auch »Stochastik « , »zufällige Größe «, »Zufallsvariable « oder »aleatorische Größe «-Siehe auch Fußnote ** auf Seite 165.
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annimmt . Man verwendet dann sowohl für die Zufallsgröße als auch für ihren

einzigen Funktionswert denselben Buchstaben a.
Jede Zufallsgröße X erzeugt auf natürliche Weise eine Zerlegung von ß . Eine

Komponente dieser Zerlegung ist dabei die Menge derjenigen Ergebnisse co, de¬
nen vermöge X derselbe Funktionswert x zugeordnet wird . Es gilt also :

ß = Ü {co \ X (a>) = Xi } .
i = 1

ß wird demnach in so viele Ereignisse zerlegt ,
wie es verschiedene Funktionswerte von X gibt
(siehe Figur 169 . 1) .
Betrachtet man nur eine einzige Zufallsgröße X
auf ß , so kann man ß vergröbern , indem man
die Wertemenge von X als neuen Ergebnisraum
ß ' auffaßt . Das bedeutet , daß man in ß die Er¬
gebnisse co in den einzelnen Komponenten der
durch X erzeugten Zerlegung nicht mehr unter¬
scheidet .
Jeder reellen Zahl x , die Wert der Zufallsgröße X ist , läßt sich damit die Wahr¬
scheinlichkeit des Ereignisses { co | X (co) = x } zuordnen . Ordnet man allen an¬
deren reellen Zahlen x , also gerade denen , die nicht Funktionswerte von X sind ,
auch P ( { co | X ( co) = x } ) als Wert zu - was bedeutet , ihnen den Wert 0 zuzuord¬
nen - so können wir damit auf ganz (R eine Funktion definieren , die Wahrschein¬
lichkeitsfunktion W. Für den recht schwerfälligen Term P ( { co | V (co) = x } ) füh¬
ren wir die Abkürzung P (X = x ) ein , also

P (X = x) := P {{ (o \X {(o) = x })

Fig . 169. 1 Zerlegung von
ß durch eine Zufalls¬
größe X

Damit gewinnen wir

Definition 169 . 1 : Die Funktion W: x i—>• P (X = x) , Dw = IR, heißt Wahr¬
scheinlichkeitsfunktion der Zufallsgröße X . Man sagt , die Zufallsgröße X
ist nach W verteilt .

Auf Grund der Definition von W erkennen wir , daß W eine Wahrscheinlichkeits¬

verteilung P ' auf dem vergröberten Ergebnisraum ß ' ist vermöge
P '

({x } ) := P (X = x) = W (x ) für alle x e ß ' .
Man nennt daher W auch Wahrscheinlichkeitsverteilung der Zufallsgröße X ,
kurz auch Verteilung der Zufallsgröße X .
Figur 169 .2 zeigt den Zusammenhang zwi¬
schen einer Zufallsgröße X und ihrer
Wahrscheinlichkeitsfunktion W.

Fig . 169 .2 Zusammenhang zwischen
einer Zufallsgröße X und ihrer Wahr¬
scheinlichkeitsverteilung W

AV
P(X=xl
-0
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Zur Veranschaulichung von Wahrscheinlich¬
keitsverteilungen verwendet man üblicherweise
3 Darstellungen . Wir zeigen sie an Hand einer
Zufallsgröße X mit der Wahrscheinlichkeits¬
verteilung

- 1,5 - 0,5 0,5 2

W (x) 0,4 0,2 0,1 0,3

1 . Man stellt die Wahrscheinlichkeitsfunktion
durch ihren Graphen dar wie in Figur 170 . 1a) .

2. Man zeichnet ein Stabdiagramm der Wahr¬
scheinlichkeitsfunktion wie in Figur 170 . 1b). *

3 . Man verwendet Histogramme (Figur 170 . 1c) ,
die allgemein wie folgt definiert werden .* *

0.5- -

0.5- -

Definition 170. 1 :
Auf der Zahlengeraden [R werden
m + 1 Punkte a0 < a 1 < . . . < am so
gewählt , daß alle Werte x 1, x 2 , . . . ,x „ der
Zufallsgröße X zwischen a0 und am liegen .
Es entstehen die m + 2 Intervalle
] - oo,a 0] » ] a0 , ßi ] , > ] am - i » am] ,
] am , + oo [ .
Über jedem Intervall ] a ; , ui + 1] wird ein
Rechteck errichtet , dessen Flächenmaß¬
zahl gleich der Wahrscheinlichkeit dafür
ist , daß die Zufallsgröße X Werte aus
diesem Intervall ] a ; , cz; + 1] annimmt . Die
Rechtecke auf dem ersten Intervall
] — oo , fl0] und auf dem letzten Intervall
] am , + oo [ haben natürlich die Höhe 0 .
Rechtecke der Höhe 0 werden nicht ge¬
zeichnet . Die sich so ergebende Anordnung
von Rechtecken heißt ein Histogramm der
Zufallsgröße X bzw . der zugehörigen
Wahrscheinlichkeitsfunktion W.

* Das erste Stabdiagramm findet sich im Commercial and Political
Atlas (MW ) von William Playfair {1759—1823 ). Stabdiagramme nannte
man früher auch pipe organ chart bzw. Panflötendiagramm .** Die ersten Histogramme stammen von Andre Michel Guerry
(1802 - 1866) aus seinem Essai sur la statistique morale de la France
von 1833 . Karl Pearson (1857 - 1933) prägte 1895 das Wort Histo¬
gramm , wofür man im Deutschen auch Staffelbild sagt .

C) 0.5-

x, << X
ä„ ä, ä2 ä3 ät äs

Fig . 170. 1
a) Graph einer Wahrscheinlich¬

keitsfunktion W
b) Stabdiagramm von W
c) Ein Histogramm von W
d) Graph der zum Histogramm

von c) gehörenden Dichte¬
funktion /
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Bemerkungen :
1. Die Flächenmaßzahl eines Rechtecks hat den Wert ,P ( {® \a t < X (co) V a i + l j ) ,

kurz P (a t < X ^ a i + 1) .
2. Die Gestalt des Histogramms hängt von der Auswahl der Intervalle ab . Es ist

üblich , Intervalle von gleicher Länge (meist 1) zu wählen und sie symmetrisch
um die Werte von X anzuordnen . (Vergleiche Figur 167. 3 und 167 .4 .)

Histogramme sind keine Funktionen ; man kann aus jedem von ihnen aber einen
Funktionsgraphen auf folgende Art gewinnen . Man nimmt die oberen Seiten
der Histogrammrechtecke als Stücke des Graphen . Nicht gezeichnete Rechtecke
der Höhe 0 ergeben als Graphenstücke dann Teile der x -Achse . Weil aber eine
Funktion eindeutig sein muß , müssen wir an den Rechtecksecken noch festlegen ,
welche Ecke Punkt des Graphen sein soll . Es wird vereinbart , daß die rechte
obere Ecke Punkt des Graphen ist , die linke obere Ecke hingegen nicht * . Die
so durch diesen Graphen definierte Funktion / ist also linksseitig stetig . Sie heißt
Wahrscheinlichkeitsdichtefunktion der Zufallsgröße X , kurz Dichtefunktion* * .
Ihr Term ist sehr kompliziert ; es gilt nämlich

P (aj < X g a i + l) für xe ] a ; ; a i + 1]

0 sonst

Zujedem Histogramm gehört also genau eine Dichtefunktion ; siehe Figur 170. 1c)
und Figur 170 . Id ) .
Die Wahrscheinlichkeit dafür , daß die Zufallsgröße X Werte im Intervall ja, -; ak]
annimmt , ist gleich der Summe der Maßzahlen der Rechtecksflächen über ] ay, ak] .
Diese Summe läßt sich mittels der Dichtefunktion / auch als Integral schreiben .

Es gilt nämlich : P (dj < I | ak) = j f (x) dx .
a]

Diese Beziehung kann dazu dienen , den Namen »Dichtefunktion « plausibel zu
machen . Denkt man sich nämlich einen Stab mit der eindimensionalen Dichte¬

verteilung f , so erhält man als Masse zwischen den Punkten cij und ak den Wert

m = f fix ) dx .

Man beachte also , daß der Funktionswert / (x) der Dichtefunktion / keine
Wahrscheinlichkeit darstellt , so wie die Dichte auch keine Masse ist . Nur eine
Fläche unter der Dichtefunktion / zwischen den Grenzen dj und ak liefert uns
eine Wahrscheinlichkeit ! Es kann sogar Vorkommen , daß die Funktionswerte
der Dichtefunktion größer als 1 sind - wenn nämlich die Intervallbreiten beim

zugehörigen Histogramm klein genug sind . Man vergleiche dazu das Histogramm

von Figur 167 .4 . Dagegen gilt immer f / (x) dx = 1.

Beim chuck -a-luck betrachteten wir den mittleren Gewinn pro Spiel auf lange
* Fällt die linke obere Ecke mit der rechten oberen Ecke des vorhergehenden Rechtecks zusammen , so gehöre sie

dem Graphen an .
* Merke : D i chtefunktion - 1i nksseitig stetig.
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Sicht und nannten ihn den Erwartungswert der Zufallsgröße Gewinn . In Ver¬
allgemeinerung definiert man für eine beliebige Zufallsgröße X ihren mittleren
Wert pro Versuch auf lange Sicht als ihren Erwartungswert gemäß

Definition 172 . 1 : Die Zufallsgröße X habe die Wertemenge {x u x 2 , ■■. , x „} .
Die zugehörigen Wahrscheinlichkeiten seien WixJ , W (x 2 ) , . . . ,W (xn) .
Dann heißt die Zahl

H -.= ßX -.= £ XiW (Xi)
i = 1

Erwartungswert der Zufallsgröße X .

Bemerkungen:
1 . Statt SX schreibt man auch S (X ) , vor allem dann , wenn Mißverständnisse

zu befürchten sind . S ist nämlich eine Funktion , die »Erwartung « , durch die
der Zufallsgröße X eine reelle Zahl SX zugeordnet wird . Man unterscheidet
also zwischen der Funktion $ und dem Funktionswert SX .

2 . Der Erwartungswert einer Zufallsgröße ist das mit ihren Wahrscheinlichkeiten
gewichtete arithmetische Mittel der Werte der Zufallsgröße, * also der mittlere
Wert der Zufallsgröße pro Versuch auf lange Sicht . Das Symbol p. soll an diese
Bedeutung des Erwartungswerts als Mittelwert erinnern .

3 . Der Erwartungswert SX einer Zufallsgröße X wird im allgemeinen nicht dem
Wertebereich der Zufallsgröße X angehören ! (Beim chuck -a-luck ist — ju
keine Gewinnzahl .)

4 . Der Erwartungswert SX muß nicht einmal in der Nähe des wahrscheinlichsten
Wertes der Zufallsgröße X liegen . (Vgl . Aufgabe 188/15 .)

5 . Die Zahl S X kann auch physikalisch gedeutet werden . Denkt man sich auf
einem masselosen Stab an den Stellen x t die Massen W (x ;) angebracht , so
stellt S X die Koordinate des Massenschwerpunkts dar *

6 . Wegen W (x t) = £ F ( { co }) läßt sich SX folgendermaßen schreiben :
X (a ) = Xi

SX = £ X (m ) ■/ >( {© })
toeQ

Mit dem Erwartungswert des Gewinns als »Wert des Spiels« schuf Christiaan
Huygens ( 1629 - 1695 ) den ersten wahrscheinlichkeitstheoretischen Begriff , der
lange Zeit auch der einzige blieb , mit dem Aufgaben über Spiele gelöst werden
konnten . Huygens beginnt seine Abhandlung van reeckening in speelen van geluck
( 1657 ) mit 3 Sätzen über den Erwartungswert , für den er noch keinen Fachaus¬
druck hatte . Er umschreibt ihn mit

“ Het is my soo veel weerdt ” - »Das ist mir soviel wert« ,
was Frans van Schooten (um 1615 - 1660 ) kurz mit expectatio mea und valor ex-
pectationis meae ins Lateinische übersetzt .

Diese Interpretation gab Nikolaus Bernoulli (1687- 1759) in De usu artis conjectandi in jure 1709 .
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Wie sehr diese Wortschöpfung damals und auch heute noch der Umgangssprache
widerspricht , zeigt sich in der Erklärung , die Jakob Bernoulli ( 1655 - 1705 ) in seiner
Ars Conjectandi ( 1713 ) der Huygensschcn Definition beifügt :

»Aus dem Gesagten ist zu entnehmen , daß das Wort Erwartung nicht nur in dem gewöhn¬
lichen Sinne zu nehmen ist , in dem wir üblicherweise das erwarten oder hoffen , was für uns
das Allerbeste ist ; es kann vielmehr auch den Sinn haben , daß Schlimmeres uns zufällt . Er¬

wartung bedeutet also unsere Hoffnung , das Beste zu gewinnen , soweit diese nicht durch die
Furcht , Ungünstigeres zu erzielen , gemäßigt und verkleinert wird , und zwar in dem Maße ,
daß mit Wert der Erwartung immer das Mittel aus dem Besten , das wir erhoffen , und dem
Schlimmsten , das wir befürchten , bezeichnet wird .«

In der französischen Literatur hat sich daher neben esperance mathematique auch
valeur moyenne und in der englischen neben expected value auch mean value für

Erwartungswert eingebürgert .

Zur Illustration des Begriffs Erwartungswert führen wir nun 3 Beispiele vor .
Beispiel 1 : Die Zufallsgröße »Augenzahl « beim einfachen Wurf eines Laplace-

Würfels hat die Wahrscheinlichkeitsfunktion

X 1 2 3 4 5 6

W{x) 16 16 16 16 16 16

Damit ergibt sich

8X = = l ■£ + 2 - i + 3 -

+ 4 16 + 5 16 +

= 2S Fig . 173. 1 Stabdiagramm der Wahrscheinlich¬
keitsfunktion der Zufallsgröße »Augenzahl
eines Laplace -Würfels« mit Erwartungswert p

Beispiel 2 : Die Zufallsgröße »Augensumme « beim Wurf zweier Laplace-Würfel
hat , wie Bild 26 .2 veranschaulicht , die Wahrscheinlichkeitsverteilung

X 2 3 4 5 6 7 8 9 10 u 12

W {x) 1
36

2
36

3
36

4
36

5
36

6
36

5
36

4
36

3
36

2
36

1
36

Damit ergibt sich

$ X = p = 2 - jz + '5 ' 3g + 4 - t6 +

+ 5 ' ^ + 6 - ^ + 7 - -̂ +

+ 8 -
;fe + 9 - ^ + 10 - ^ +

+ 11 ’ Ä + 12 ’ m =
_ 252— 36 —

= 7 .

Fig . 173.2 Stabdiagramm der Wahrscheinlich¬
keitsfunktion der Zufallsgröße »Augensumme
beim Doppelwurf « mit Erwartungswert p
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Beispiel 3 : Die Zufallsgröße »Quadrat der Augenzahl « beim einfachen Wurf
eines Laplace -Würfels hat die Wahrscheinlichkeitsverteilung

X 1 4 9 16 25 36

W(x) 16 6 16 16 6 16
Damit ergibt sich

= M = 1 ' i + 4 • i +
+ 9 - i + 16 - i +
+ 25 • \ + 36 • i =
91
6

&
M-

Fig . 174. 1 Stabdiagramm der Wahrscheinlichkeits¬
funktion der Zufallsgröße »Quadrat der Augenzahl
eines Laplace -Würfels« mit Erwartungswert fj.

Die Berechnung des Erwartungswerts wird besonders übersichtlich , wenn man
die Wertetabelle der Wahrscheinlichkeitsverteilung um die Zeile xW (x) er¬
weitert .
Betrachten wir dazu das einfache
Beispiel 4 : In einer Urne liegen 4 Kugeln , die mit den Zahlen 0 , 1 , 2 und 3 be¬
schriftet sind . Man zieht 2 Kugeln nacheinander ohne Zurücklegen . Die Zufalls¬
größe X sei die größere der beiden gezogenen Zahlen . Wir berechnen den Er¬
wartungswert von X :

X 1 2 3

W (x) 12 3
6 6 6

xW (x) 1 4 9
6 6 6 SX 14 _ <■) 1

6 ~ ^ 3 -

11 . 2 . Die kumulative Verteilungsfunktion einer Zufallsgröße
Einführendes Beispiel : Die 52 Karten des Bridgespiels werden auf 4 Spieler ver¬
teilt . Theodor hat dabei keine Herzkarte erhalten . Nun interessiert er sich dafür ,
mit welcher Wahrscheinlichkeit seine Spielgegnerin Dorothea eine bestimmte
Höchstzahl von Herzkarten , z . B . höchstens 8 Herzkarten , erhalten hat . Wir
wollen die Anzahl der Herzkarten , die Dorothea erhält , mit X bezeichnen .
Dann ist X eine Zufallsgröße , die die Werte x 1 = 0 , x 2 = 1 , . . . ,x 14 = 13 an¬
nehmen kann . Die Wahrscheinlichkeit dafür , daß sie den Wert x t annimmt ,

berechnet sich zu P (X = xj = W (x ;)
.13

39
13

Die Werte der Wahr¬

scheinlichkeitsfunktion W sind in Tabelle 175 . 1 wiedergegeben . Theodor inter¬
essiert sich also für Wahrscheinlichkeiten der Ereignisse »X ist höchstens so
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