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168 11. Zufallsgrolben

z.B. entnehmen, dafl die Wahrscheinlichkeit fiir einen Verlust etwas gréBer als
509, ist. Bei einem einzigen Spiel muBl man also damit rechnen, 1 DM zu ver-
lieren! Es wire jedoch vorschnell, daraus zu schlieBen, daB das Spiel auch auf
lange Sicht zu Verlusten fiir den Spieler fithren miisse. Man kann ja nur 1 DM ver-
lieren, die Gewinne kénnen jedoch 1 DM, 2 DM oder sogar 3 DM betragen. Das
konnte auf Dauer einen Ausgleich schaffen. Ein Spieler, der dieses Spiel sehr oft
spielt, wird sich dafiir interessieren, wieviel (.'jc_l_d er im Mittel pro Spiel gewinnen
(oder verlieren) wird. Dazu kann er folgende Uberlegung anstellen.

Ber n Spielen erwartet er in 315 - n Fillen 3 DM Gewinn, in 5% - n Fillen 2 DM
Gewinn, in 55% -n Fillen 1 DM Gewinn und schlieBlich in 423 - Fiillen 1 DM
Verlust. Der zu erwartende Gesamtgewinn ergibt sich also zu

3

3DM 755 n+2DM- 4% -n+ 1DM 5% -n — I DM - 42 - n.

Der durchschnittliche Gewinn pro Spie
die Anzahl n der Spiele teilt, zu

ergibt sich, indem man diesen Wert durch

3DM 315 +2DM 7% + IDM - 5% — IDM- 425 = _ L2 DM ~ —0,08 DM.

Der Spieler hat also im Schnitt pro Spiel einen Verlust von knapp 8 Pf zu erwarten.
(Er kann sich tiberlegen, ob ihm die Lust am Spiel diesen Verlust wert ist.)

Man erkennt, daB sich dieser »mittlere Spielwert« als das mit den Wahrschein-
lichkeiten gewichtete Mittel der Einzelgewinne ergibit.

Die Zahl — 5% heiBt nach Christiaan Huygens (1629-1695) Erwartungswert der
ZufallsgroBe »Gewinn beim chuck-a-luck«.

Was sagt uns dieser Wert iiber die ZufallsgroBe?

Er bedeutet, daB man auf lange Sicht damit rechnen mul}, etwa 0,08 DM pro
Spiel zu verlieren. Die vorschnelle Vermutung, daB das chuck-a-luck ein Verlust-
spiel fiir den Spieler ist, hat sich also doch bestiitigt, was auch zu erwarten war,
weil das Spiel wirklich angeboten wird

11.1.2. Definitionen und grundlegende Eigenschaften

Wir wollen nun die im letzten Abschnitt eingefiihrten Begriffe allgemein definieren.

Definition 168.1: Es sei (22, P) ein Wahrscheinlichkeitsraum mit endlichem
Ergebnisraum Q. Jede Funktion X. die den Ergebnisraum Q in die Menge
R der reellen Zahlen abbildet, heiBt ZufallsgroBe X (auf Q). Es gilt also:

X: 0 X(w) mit Dy = Q und X(w)elR.

Wir haben schon viele ZufallsgroBen* kennengelernt, ohne sie nZufallsgroBe«
genannt zu haben. Wir erinnern an Augenzahl und Augensumme beim Wiirfeln
oder an die Anzahl der gezogenen schwarzen Kugeln beim Ziehen aus einer Urne.
Ein weiteres Beispiel einer ZufallsgréBe liefert jede Wahrscheinlichkeitsvertei-
lung P auf Q vermoge der Zuordnung: w — X (w) mit X (w) = P({w}). Auch
die relative Hiufigkeit ist eine ZufallsgréBe. Ein triviales Beispiel einer Zufalls-
groBe ist eine konstante ZufallsgroBe, die fiir alle we Q den konstanten Wert a

* Statt wZufallsgroBe« sapgt man auch »Stochastike, nzufillige GroBes, nZufallsvariablex oder »aleatorische Grofex
Siehe auch FuBnote ** auf Seite 165,




11.1. ZufallsgréBen und thr Erwartungswert 169

annimmt. Man verwendet dann sowohl fiir die ZufallsgréBe als auch fiir thren
einzigen Funktionswert denselben Buchstaben a.

Jede ZufallsgroBe X erzeugt auf natiirliche Weise eine Zerlegung von €. Eine
Komponente dieser Zerlegung ist dabei die Menge derjenigen Ergebnisse @, de-
nen vermoge X derselbe Funktionswert x zugeordnet wird. Es gilt also:

n

Q=) {w| X =x;.

i=1 Q
@ wird demnach in so viele Ereignisse zerlegt.
wie es verschiedene Funktionswerte von X gibt

(siche Figur 169.1).
Betrachtet man nur eine einzige ZufallsgroBBe X

auf 2, so kann man @ vergrébern, indem man %

die Wertemenge von X als neuen Ergebnisraum

Q' auffaBt. Das bedeutet, dall man in @ die Er- Fig. 169.1 Zerlegung von
gebnisse  in den einzelnen Komponenten der Q durch eine Zufalls-
durch X erzeugten Zerlegung nicht mehr unter- grobe X

scheidet.

Jeder reellen Zahl x. die Wert der ZufallsgroBe X ist, liBt sich damit die Wahr-
scheinlichkeit des Ereignisses {@|X (@) = x} zuordnen. Ordnet man allen an-
deren reellen Zahlen x, also gerade denen, die nicht Funktionswerte von X sind,
auch P({w|X (w) = x}) als Wert zu — was bedeutet, ihnen den Wert 0 zuzuord-
nen—. so kénnen wir damit auf ganz R eine Funktion definieren, die Wahrschein-
lichkeitsfunktion W. Fiir den recht schwerfilligen Term P({@|X () = x}) fiih-
ren wir die Abkiirzung P(X = x) ein, also

P(X =x) := r”[:r_rrl.‘\'[{u] —x i

Damit gewinnen wir

Definition 169.1: Die Funktion W: x+— P(X = x), Dy = R, hei3t Wahr-
scheinlichkeitsfunktion der ZufallsgroBe X. Man sagt, die Zufallsgrobe X
ist nach W verteilt.

Auf Grund der Definition von W erkennen wir, dal W eine Wahrscheinlichkeits-
verteilung P’ auf dem vergroberten Ergebnisraum € ist vermoge

P'[‘..\':J = P(X = x) = Wi(x) fur alle xe Q"

Man nennt daher W auch Wahrscheinlichkeitsverteilung der Zufallsgrifie X,

kurz auch Verteilung der Zufallsgrofie X. = b
Figur 169.2 zeigt den Zusammenhang zwi- = X
schen einer ZufallsgréBe X und ihrer r””’:,\ i
Wahrscheinlichkeitsfunktion W. S NG, X W
Fig. 169.2 Zusammenhang zwischen N bl 2 ?’-x”"
ciner ZufallsgroBe X und ihrer Wahr- A

scheinlichkeitsverteilung
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Zur Veranschaulichung von Wahrscheinlich- a)
keitsverteilungen verwendet man iiblicherweise

3 Darstellungen. Wir zeigen sie an Hand einer
Zufallsgrofie X mit der Wahrscheinlichkeits-
verteilung

X B s st e Il

=¥

W (x) 04 02 01 03

I. Man stellt die Wahrscheinlichkeitsfunktion b)
durch thren Graphen dar wie in Figur 170.1a).

2. Man zeichnet ein Stabdiagramm der Wahr-
scheinlichkeitsfunktion wie in Figur 170.1b).*

3. Man verwendet Histogramme (Figur 170.1¢),
die allgemein wie folgt definiert werden **

Definition 170.1: £’
Auf der Zahlengeraden R werden
m+ 1 Punkte ay<a; < ... <a, so
gewidhlt, dal} alle Werte x;, x,,.... x, der
ZufallsgroBe X zwischen a, und a,, liegen.
Es entstehen die m + 2 Intervalle
\=uayl, Jagial, o 1 ads . |
la,, +ol. L e g
Uber jedem Intervall la;, a4, ] wird ein
Rechteck errichtet, dessen Flichenmal- d)
zahl gleich der Wahrscheinlichkeit dafiir
1st, dall die ZufallsgroBe X Werte aus
diesem Intervall a;, @; ] annimmt. Die
Rechtecke auf dem ersten Intervall
] —0,a,] und auf dem letzten Intervall
la,,, +oo[ haben natiirlich die Hohe 0.
Rechtecke der Hohe 0 werden nicht ge-
zeichnet. Die sich so ergebende Anordnung
von Rechtecken heiBt ein Histogramm der s T T R L
ZufallsgroBe X bzw. der zugehorigen g :
Wahrscheinlichkeitsfunktion W. Fig. 170.1
| a) Graph einer Wahrscheinlich-
keitsfunktion W
b) Stabdiagramm von W

w®

* Das erste Stabdiagramm findet sich im Commercial and Palitical

Atlas (1786) von | amt Playfair (1759-1823), Stabdiagramme nannte

man frither auch pipe organ chart bzw. Panflétendiagramm ¢) Ein Histogramm von W
** Die ersten Histogramme stammen von André Michel Guerry d) Graph der zum Histogramm
(1802-1866) aus seinem Essai sur la statistigue morale de la France 7

1295 das Wort Histo. von ¢) gehdrenden Dichte-

dbild sagt. funktion f

von 1833. Karl Pearson (1857-1933) pragle
gramm, woliir man im Deutschen auch Sraff
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Bemerkungen :

1. Die FlichenmaBzahl eines Rechtecks hat den Wert P({w|a; < X(w) = a;447),
kurz Pla; < X £ a;+,)-

2. Die Gestalt des Histogramms hiingt von der Auswahl der Intervalle ab. Es ist
iiblich, Intervalle von gleicher Linge (meist 1) zu wihlen und sie symmetrisch
um die Werte von X anzuordnen. (Vergleiche Figur 167.3 und 167.4.)

Histogramme sind keine Funktionen; man kann aus jedem von ihnen aber einen
Funktionsgraphen auf folgende Art gewinnen. Man nimmt die oberen Seiten
der Histogrammrechtecke als Stiicke des Graphen. Nicht gezeichnete Rechtecke
der Hohe 0 ergeben als Graphenstiicke dann Teile der x-Achse. Weil aber eine
Funktion eindeutig sein muB, miissen wir an den Rechtecksecken noch festlegen,
welche Ecke Punkt des Graphen sein soll. Es wird vereinbart, dal die rechte
obere Ecke Punkt des Graphen ist, die linke obere Ecke hingegen nicht*. Die
so durch diesen Graphen definierte Funktion f ist also linksseitig stetig. Sie heilit
Wahrscheinlichkeitsdichtefunktion der ZufallsgroBe X, kurz Dichtefunktion™®*.
[hr Term ist sehr kompliziert; es gilt namlich

| Pla< X Za;.,)

fir. velasad
Aiyq — 4; Ja;; a4

flx):=
| () sonst

Zu jedem Histogramm gehort also genau eine Dichtefunktion; siehe Figur 170.1¢)
und Figur 170.14d).
Die Wahrscheinlichkeit dafiir, daB die ZufallsgroBe X Werte im Intervall Ja;; a, |
annimmt, ist gleich der Summe der MaBzahlen der Rechtecksfliichen tiber Ja;; a;]-
Diese Summe LBt sich mittels der Dichtefunktion f auch als Integral schreiben.
”.k
Es gilt ndmlich: P(g; <X = q) = | flx)dx.
a;
Diese Beziehung kann dazu dienen, den Namen wDichtefunktion« plausibel zu
machen. Denkt man sich nimlich einen Stab mit der eindimensionalen Dichte-
verteilung f. so erhilt man als Masse zwischen den Punkten g; und g, den Wert

I
ag

m= | f(x)dx.

Man beachte also. daB der Funktionswert f(x) der Dichtefunktion f keine
Wahrscheinlichkeit darstellt, so wie die Dichte auch keine Masse ist. Nur eine
Fliiche unter der Dichtefunktion f zwischen den Grenzen a; und @ liefert uns
eine Wahrscheinlichkeit! Es kann sogar vorkommen, dal} die Funktionswerte
der Dichtefunktion gréBer als 1 sind — wenn nédmlich die Intervallbreiten beim
zugehorigen Histogramm klein genug \md Man vergleiche dazu das Histogramm

von Figur 167.4. Dagegen gilt immer | f(x)dx =

o
Beim chuck-a-luck betrachteten wir den mittleren Gewinn pro Spiel auf lange
> EHIE dis Sk e Tere Bilie it dec Tochtdt dBAcen Foke e vorhergehenden Rechtecks zusammen, so gehore sie
dem Graphen an.

. : i L
Merke: D ichtefunktion — 1i nksseitig stetig
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Sicht und nannten ihn den Erwartungswert der ZufallsgroBe Gewinn. In Ver-

allgemeinerung definiert man fiir eine beliebige ZufallsgréBe X ihren mittleren

Wert pro Versuch auf lange Sicht als ihren Erwartungswert gemil
Definition 172. 1: Die ZufallsgroBle X habe die Wertemenge {x,, x,,..... X,
Die zugehorigen Wahrscheinlichkeiten seien Wi(x,), Wi(x,),..., W(x,).
Dann heiB3t die Zahl

H

p=8X =Y xW(x)

Erwartungswert der Zufallsgrofle X.

Bemerkungen :

1. Statt & X schreibt man auch &(X), vor allem dann, wenn MiBverstindnisse
zu befiirchten sind. & ist namlich eine Funktion, die »Erwartung«, durch die
der ZufallsgroBle X eine reelle Zahl & X zugeordnet wird. Man unterscheidet
also zwischen der Funktion & und dem Funktionswert & X.

2. Der Erwartungswert einer ZufallsgréBe ist das mit ihren Wahrscheinlichkeiten
gewichtete arithmetische Mittel der Werte der ZufallsgrofBe.* also der mittlere
Wert der Zufallsgrifie pro Versuch auf lange Sicht. Das Symbol u soll an diese
Bedeutung des Erwartungswerts als Mittelwert erinnern.

3. Der Erwartungswert & X einer ZufallsgréBe X wird im allgemeinen nicht dem
Wertebereich der Zufallsgrofle X angehéren! (Beim chuck-a-luck ist —37¢
keine Gewinnzahl.)

4. Der Erwartungswert & X muf nicht einmal in der Nihe des wahrscheinlichsten
Wertes der ZufallsgroBe X liegen. (Vgl. Aufgabe 188/15.)

5. Die Zahl & X kann auch physikalisch gedeutet werden. Denkt man sich auf
emem masselosen Stab an den Stellen x; die Massen W(x;) angebracht, so
stellt & X die Koordinate des Massenschwerpunkts dar.*

6. Wegen W(x;) = 3 P({w}) laBt sich £ X folgendermaBen schreiben:

X(ao)=x i

EX = E X (w): P({o})

we

Mit dem Erwartungswert des Gewinns als »Wert des Spiels« schuf Christiaan
Huygens (1629-1695) den ersten wahrscheinlichkeitstheoretischen Begriff, der
lange Zeit auch der einzige blieb, mit dem Aufgaben iiber Spiele geldst werden
konnten. Huygens beginnt seine Abhandlung van reeckening in speelen van geluck
(1657) mit 3 Sitzen iiber den Erwartungswert, fiir den er noch keinen Fachaus-
druck hatte. Er umschreibt ihn mit

“Het is my soo veel weerdt” — »Das ist mir soviel wert«.

was Frans van Schooten (um 1615-1660) kurz mit expectatio mea und valor ex-
pectationis meae ins Lateinische iibersetzt.

* o P et e ra i I} TE9T 17000 g
Diese Interpretation gab Nikelaus Bernoulli (1687-1759) in De usu artis conjectandi in jure 1709
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Wie sehr diese Wortschépfung damals und auch heute noch der Umgangssprache
widerspricht, zeigt sich in der Erklirung, die Jakob Bernoulli (1655-1705) in seiner
Ars Conjectandi (1713) der Huygensschen Definition beiftigt:

»Aus dem Gesagten ist zu entnehmen, daf} das Wort Erwartung nicht nur in dem gewohn-
lichen Sinne zu nehmen ist, in dem wir iiblicherweise das erwarten oder hoffen, was fiir uns
das Allerbeste ist: es kann vielmehr auch den Sinn haben, dall Schlimmeres uns zufdllt. Ex-
wartung bedeutet also unsere Hoffnung, das Beste zu gewinnen, soweit diese nicht durch die
Furcht, Ungiinstigeres zu erzielen, gemiBigt und verkleinert wird, und zwar in dem MabBe,
daB mit Wert der Erwartung immer das Mittel aus dem Besten, das wir erhoffen, und dem
Schlimmsten, das wir befiirchten, bezeichnet wird.«

In der franzosischen Literatur hat sich daher neben espérance mathématique auch
valeur moyenne und in der englischen neben expected value auch mean value fiir
Erwartungswert eingebiirgert.

Zur Ilustration des Begriffs Erwartungswert fithren wir nun 3 Beispiele vor.
Beispiel 1: Die ZufallsgroBe »Augenzahl« beim einfachen Wurf eines Laplace-
Wiirfels hat die Wahrscheinlichkeitsfunktion

X 2 A O R 1 |
1 . g1 E i [ L
T 1 1
W(x ) EI1 'tl'u 6 6 tl l!| I i
|

Damit ergibt sich

e 1 .
X =pu=1:2+2:5+3 g+ . |
1 g, 1 Gt |
+4:-2+5-g+6"% et x
=2 - Ay T 5 1B
(i} H v
=35 Fig. 173.1 Stabdiagramm der Wahrscheinlich-

keitsfunktion der ZufallsgroBe »Augenzahl
eines Laplace-Wiirfels« mit Erwartungswert x

Beispiel 2: Die Zufallsgrofe »Augensumme« beim Wurf zweier Laplace-Wiirfel
hat. wie Bild 26.2 veranschaulicht, die Wahrscheinlichkeitsverteilung

X Pa = JHAGPUEEN oA NG v VLR B O o
W(x) 1 T 4 SSE TG TSN 415 o 2 l
3 | A6 36 36 Ao 36 36 36 A6 36 36 36
5 :
36 1
| - | ?
Damit ergibt sich ' I | .
X . . | j=n [y
{1 i e o 1 0 e o i | |
EX = =23+ 3 d+4 3¢ . . { .
st 250 Jamie oy i ' |
+5:3g+6: 35+ 7 36+ & [ | 1I ‘ | | T .
I e TR R 4 E e o | i : - T T T T r T T —
+ 8 36 A i 10 - 45 + ] 2 Iq IO p ] s L st s 1% | la PSR
1l + 1245 = _ b L5
36 ey Fig. 173.2 f;l:li‘ldlilj-l['ill'l'llﬂ der \-\"Lll]l"\'ﬁ.:l'lﬁ."l.ﬂlll;.'h'
252 = : : P ..
EA05 T keitsfunktion der Zufallsgrofie »Augensumme

=7, beim Doppelwurfe mit Erwartungswert p
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Beispiel 3: Die Zufallsgrofie »Quadrat der Augenzahl« beim einfachen Wurf
eines Laplace-Wiirfels hat die Wahrscheinlichkeitsverteilung

X 1 4 9 16 25 36 : i
OB ST O AR b it
|
Damit ergibt sich
EX=p=1-4+4-%+4
+9-++16-1 +
L5 +364= g | 1
s 1 & 9 116 25
; Iﬁﬁ-i _ Fig. 174.1 Slzahdiugruml{; der Wahrscheinlichkeits-

funktion der ZufallsgréBe »Quadrat der Augenzahl
eines Laplace-Wiirfels« mit Erwartungswert u

Die Berechnung des Erwartungswerts wird besonders iibersichtlich, wenn man
die Wertetabelle der Wahrscheinlichkeitsverteilung um die Zeile xW(x) er-
weitert.

Betrachten wir dazu das einfache

Beispiel 4: In einer Urne liegen 4 Kugeln, die mit den Zahlen 0, 1, 2 und 3 be-
schriftet sind. Man zieht 2 Kugeln nacheinander ohne Zuriicklegen. Die Zufalls-
groBe X sei die groBere der beiden gezogenen Zahlen. Wir berechnen den Er-
wartungswert von X:

& lesmikip 023
e 1 2 3
H {\} A & r3
IS i g 5 1
xXW(x) St el X =4 =01

11.2. Die kumulative Verteilungsfunktion einer Zufallsgrifie

Einfiihrendes Beispiel: Die 52 Karten des Bridgespiels werden auf 4 Spieler ver-
teilt. Theodor hat dabei keine Herzkarte erhalten. Nun interessiert er sich dafiir,
mit welcher Wahrscheinlichkeit seine Spielgegnerin Dorothea eine bestimmte
Hochstzahl von Herzkarten, z.B. hochstens 8 Herzkarten. erhalten hat. Wir
wollen die Anzahl der Herzkarten, die Dorothea erhiilt, mit X bezeichnen.
Dann ist X eine ZufallsgroBe, die die Werte x, =0, x, = 1, ...,. x4 = 13 an-
nehmen kann. Die Wahrscheinlichkeit dafiir, daB sie den Wert x, annimmt,

(i:] (-] 3_'?(3 \]

F N )

berechnet sich zu P(X = x)) = W(x,) = —. Die Werte der Wahr-

| ()

scheinlichkeitsfunktion W sind in Tabelle 175.1 wiedergegeben. Theodor inter-
essiert sich also fiir Wahrscheinlichkeiten der Ereignisse »X ist héchstens so
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