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12.4. Siitze liber MabBzahlen 203
Xlw) = X((a,|a,;)) = a, und R
Y(ew) = ¥((a,|a;)) = as.
[hre Summe X + Y ist eine neue | -a,+4a,
ZufallsgroBe Z iiber (2, P). =Z{w)
Dabei ist
Z(w) = (X+Y)w) = X (w) + Y(w).
Figur 203.1 veranschaulicht diesen
Zusammenhang. Die Wertetabelle L
von Z sieht folgendermafBien aus: Fig. 203.1
Zur Summe zweier Zufallsgrofien
a, iy l 5 3 4 5 6 Zlw) = (X + ¥)lw) = X(w)+ Y(w)
? 3 4 5 6 7
2 3 4 5 5 7 8
3 4 5 6 7 8 9
8 5 6 7 8 e )
5 6 7 8 S A
4] 7 3 9 10 11 12

Die Wahrscheinlichkeitsfunktion W, von Z ergibt sich geméil

Wz = Wy v (X 05): so ist z. B.
Wz(10) = >, Wyl p) =
Xt y;= 10
Wy v(4.6) + Wy y(5,5) + Wy 1 (6,4) =
1 1 1

= 3e " 36 T 36

Man erhalt:

z 4 3 4 3 (4] 7 8 9 [0 11 12
ol L 2 3 4 i ) 2 4 3 2 L
W Z (z) 36 36 16 36 36 36 36 kT 36 36 36

Erstaunlicherweise ist Z nicht gleichmiBig verteilt, obwohl die Summanden
X und Y gleichmiBig verteilt sind (vgl. Figuren 173.1 und 173.2).

12.4. Siitze iiber MaBzahlen

Fiir Erwartung und Varianz lassen sich einige einfache Sitze leicht beweisen,
durch die deren Berechnung in vielen Fillen erleichtert wird.

12.4.1. Sitze iiber die Erwartung
Der Erwartungswert einer konstanten ZufallsgroBe a ist als thr Mittelwert na-
tiirlich die Konstante selber, d.h., £a = a.
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Addiert man zu jedem Wert einer beliebigen Zufallsgréfe X die Konstante 3,
so ist es anschaulich klar, dall auch ihr Mittelwert £ X um 3 wiichst; man ver-
mutet, da} (X + a) = & X + a allgemein gilt.

Verdreifacht man hingegen jeden Wert einer ZufallsgroBe X, so ist es klar, daB
auch der Mittelwert verdreifacht wird; man vermutet, daB &(aX) =a-&X all-
gemein gilt. Wir beweisen

Satz 204.1: Fir jede ZufallsgroBe X und jede Konstante ae R gilt:

{ ]J fa=a

(2) EX +a)=8E(X)+a

(3) EaX)=a X
Beweis:

(1. fa=a-Wia) =a-1 = a.
(2). Mit g(X):= X + a gilt nach Satz 178.1

&(X +a) = :': (i +aW(x) = ) x;W(x)+a Y Wix)=6X+a-1=
i=1 i=1 i=1

e
(3). Mit g(X'):=aX gilt nach Satz 178.1
daX) = :}_ ax;W(x;) = a \_ xWx)=a-&X.

i=1 i=1

Der Mittelwert der Summe zweier Zufallsgrofien miiBte wohl die Summe der bei-
den Mittelwerte sein, wie Beispiel 1 und Beispiel 2 von Seite 173 fiir die Zufalls-
grofe »Augensumme zweier L-Wiirfel« vermuten lassen, DaB dies auch all-
gemein gilt, ist die Aussage von

Satz 204.2: Sind X und Y ZufallsgroBen iiber demselben Wahrscheinlich-
keitsraum (€, P), dann gilt

CX+Y)=8X+&Y

Beweis:
Nach der Bemerkung 6 von Seite 172 gilt

EX+Y)= ) (X+Y)w): P} =

e

= ;\_.— {_‘\’[.!.'J] -t }'.':l"}}]'ln[ji.'.J:_F

w e
= ) X)) P{o})+ ¥ Y(o) P(w)) =
— ({l {\Il {l“ }’

Aus Satz 204.1 und Satz 204.2 folgt sofort, daB die Erwartung eine lineare Funk-
tion ist:
dlaX +bY)=alfX +bEY
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Diese Formel gestattet, den Erwartungswert der ZufallsgroBe Z :=aX + bY zu
berechnen, ohne daB man die Wahrscheinlichkeitsverteilung dieser Zufalls-
groBe Z kennt! Dartiber hinaus a8t sich sogar der Erwartungswert einer Zufalls-
grolle berechnen, die Summe von mehr als 2 ZufallsgroBen ist, ohne dal man
ihre (meist recht komplizierte) Wahrscheinlichkeitsverteilung zu kennen braucht.
Es gilt ndmlich

Satz 205.1: Sind X, X,..... X, Zufallsgrofien iiber demselben Wahr-
scheinlichkeitsraum (€, P), dann gilt

o Xi+a, X+ ... +a,X)=a,6X,+a, X, + ... +a,6X,,
kurz

(‘I[_E a;X) =) afX,.

=1 =1

Beweis:
Wir verwenden das Beweisverfahren von Satz 204.2,

gLy AN — Y (@ X, + a; X, + ... +a,X,)(0): P{w}) =
=1 e}
= E [a, X (w)+ a, X5 (w)+ ... +a, X, (@)] P({w}) =

= 1)

well

= L [u, Xi(w):Plow})+a, Xs(w) P{o}) + ... + a,X,(w): P({w})] =
el

= a, z Xi(ow)- P({ow}) + ... +a, l X,(w) P({w}) =

wef? me 2

=aq; X+, 6 X+ ... +a,&X,.
Merkregel: Erwartungswert einer Summe = Summe der Erwartungswerte

Man kénnte nun vermuten, daBl ein dhnlicher Satz auch fiir das Produkt von
ZufallsgroBen gilt. Beispiel | und Beispiel 3 von Seite 173f. zeigen aber, daf} dem
nicht so ist, weil dort & X = 3,5, dagegen

E(X: X)=&(X3?) =15+ +3,5% = (£X)* ist.

Erfreulicherweise gilt aber wenigstens

Satz 205.2: Sind X und Y stochastisch unabhdngige ZufallsgroBen iiber
demselben Wahrscheinlichkeitsraum (€2, P), so gilt

EX Y)=8E6X -EF

Beweis :
é { X- }/J =y H\ Y [\"- 1> V1 J + X 1 ,1"?. H\ Y ‘1 1 .1I2} e '\.n .]Im ”"\ Y t."'-n' .llm} =

m

= Z > X Wy (X0, 1))
i=1 j= '

1
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Diese Doppelsumme 143t sich wegen der vorausgesetzten Unabhingigkeit von
X und Y nach Definition 200.1 umformen zu

n m

E(X - Y= z }_: {_\—;_ - .]\j-, . H,\ ‘-_‘l,:_} 2 H-‘, [_l'ﬂ,-J' v
i=1 j=1
= Y xWe(x) Y yWyly,) =
i=1 j=1
=FX &Y.

Satz 205.2 1aBt sich nicht umkehren! Die ZufallsgroBen sind nimlich nicht not-
wendig unabhingig, wenn das Produkt der Erwartungswerte gleich dem Er-
wartungswert des Produkts ist. Wir zeigen dies an folgendem

Beispiel: Die Zufallsgrolen X und ¥ besitzen die gemeinsame Wahrscheinlich-
keitsverteilung:

...11

; i . Wy (x)
: ' E i Damit gilt fiir das Produkt X - V:
0 D5 D 4
2 : 0 % > Xy 0 2 4

Wy | 2 3 % Wy . y(xp) 20 4

Fiir die Erwartungswerte ergibt sich:
EX=0-4+2-1=1;
{E.}'F:_D~_LL+1.;|-3+2|£:
E(X-Y)=0 2

Offenbar gilt £ X - &Y = &(X - Y). Die ZufallsgroBen X und Y sind jedoch nicht
unabhingig; es gilt nimlich

PX=0=3; P¥Y=0=1; aber PIX =0An¥Y=0)=0F4+

Wie schon erwiihnt, kénnen wir mit Hilfe der letzten Siitze die Berechnung von
Erwartungswerten oft wesentlich vereinfachen. So erhilt man leichter als im
Beispiel 2 von Seite 173 den Erwartungswert der ZufallsgroBe »Augensumme«
beim Doppelwurf nach Satz 204.2 zu 3,54+ 35=7 X bzw. ¥ sind dabei die
Augenzahlen des 1. bzw. 2. Wurfs. Es gilt also X ((a|b)) = a bzw. Y((a|b)) = b.
Entsprechend erhilt man fiir den Erwartungswert der ZufallsgréBe »Augenpro-
dukt« beim Doppelwurf nach Satz 205.2 den Wert 3,5-3,5 = 12.25. Dieser Wert
unterscheidet sich vom Erwartungswert 154 des Quadrats der Augenzahl beim
einfachen Wiirfelwurf (siehe Beispiel 3, Seite 174), Die ZufallsgroBen X = Augen-
zahl beim 1. Wurf und Y = Augenzahl beim 2. Wurf sind niimlich unabhingig,
wihrend die ZufallsgréBe X natiirlich von sich selber abhangig ist.

12.4.2. Siitze iiber die Varianz

Auf Seite 181 haben wir angekiindigt, daf} die Berechnung der Varianz einer Zu-
fallsgroBe oftmals einfacher durchgefiihrt werden kann als durch direkte Be-
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rechnung geméal ihrer Definition (Definition 180.1). Mit Hilfe der Siitze aus
12.4.1. iiber die Erwartung kénnen wir die dazu nétige Formel herleiten.
Die Varianz einer Zufallsgrofie X ist definiert als Erwartung des Abweichungs-
quadrates (X — & X)?, d.h. als £((X — u)*). Was ergibt sich, wenn wir allgemein
die Erwartung eines beliebigen Abweichungsquadrats (X — a)* berechnen?
(X —-a]=6([(X—w+@u—al]®) =

=X —pl+(p—a’®+2(X —pwu—a)] =

=8[(X -l +é[u—a)]+28[(X —pp—a)] =

=8[(X - W]+ u—0aP+26X —pp—a) =

= VarX + (u — a)*.

Aus der gewonnenen Gleichung &[(X —a)*] = Var X + (u — a)® 1Bt sich eine
interessante Minimaleigenschaft des Erwartungswerts p ablesen. Da namlich
der 2. Summand nie negativ wird und den Wert 0 nur fiir ¢ = g annimmt, gilt
offenbar, dafl das mittlere Abweichungsquadrat einer Zufallsgréfie von emer
Zahl g dann am kleinsten wird, wenn diese Zahl a gleich dem Erwartungswert
it der ZufallsgroBe ist. Das Streuungsmall »Varianz« ist also dem Erwartungs-
wert einer ZufallsgroBe besonders gut angepalt!

Durch Umstellen gewinnt man aus der letzten Gleichung

Satz 207.1: Verschiebungssatz.
VarX = §[(X — a)*] — (X — a)*

Fiir den Fall @ = 0 liefert Satz 207.1 die versprochene einfache Berechnungs-
méglichkeit fiir die Varianz einer ZufallsgroBe. Es gilt dann nidmlich

Satz 207.2: VarX =&(X?) —(£X)% = £(X?) — ii?

Die Berechnung von VarX nach Satz 207.2 ist meist dann giinstig, wenn X
ganzzahlige Werte annimmt, & X jedoch nicht ganzzahlig ist. So ist es beim
chuck-a-luck, fiir das wir nochmals VarX berechnen; man vergleiche damit
die Berechnung auf Seite 181.

i, 200 , 15 ( 1 Tl
VarX = 1-4% +4- 4% + 9 515 — (— 715> =
_ 269-216—289
2162 =
_ 57815
T A6 656
= 124

Die Siitze 204.1 bis 205.2 zeigten einige wichtige Eigenschaften der Erwartung
auf. Welche analogen Eigenschaften gelten fiir die Varianz?

Eine konstante Zufallsgrofe nimmt einen einzigen Wert a an, der auch ihr
Mittelwert ist. Die Abweichungen davon sind also 0; daher ist auch das mittlere
Abweichungsquadrat 0.
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Addiert man zu jedem Wert einer Zufallsgrofle X die Konstante 3, so wird der
Graph der Wahrscheinlichkeitsfunktion von X (bzw. das Stabdiagramm oder
das Histogramm) um 3 nach rechts verschoben. Es ist anschaulich klar. daB in
der verschobenen Verteilung das mittlere Abweichungsquadrat beziiglich des
verschobenen Erwartungswertes u+ 3 genauso grof} ist wie das mittlere Ab-
weichungsquadrat in der urspriinglichen Verteilung beziiglich des urspriinglichen
Erwartungswertes p. Man vermutet, daB3 Var(X +a) = VarX allgemein gilt.
Verdreifacht man hingegen jeden Wert einer ZufallsgréBe X, so ist klar, daB auch
jede Abweichung verdreifacht wird. Damit wird jedes Abweichungsquadrat ver-
neunfacht, also auch das mittlere Abweichungsquadrat. Man vermutet, daB
Var(aX) = a*Var X allgemein gilt.

Wir beweisen

Satz 208.1: Fiir jede ZufallsgroBe X und jede Konstante ae R gilt:

(1) Vara =0
(2) Var(X +a) = Var X
(3) Var(aX) = a*Var X

Beweis: Mit Hilfe von Satz 204.1 erhilt man
(1) Vara = é[(a — fa)*] = &[(a—a)*] = £0 = 0.
(2) Var(X + a) = §([(X + a) — &(X + f.']]'j'_] =
= (ﬂl-k— +a—&X — c!J3] =
= S([X-6X] =
= VarX.
(3) Var(aX) = 6([aX — £(aX)]?) =
=&([aX —a&X]?) =
=6@[X -€6X]%) =
=a*8([X -&6X]?) =
= a*Var X

Satz 208.1 zeigt einerseits, daB die Varianz im Gegensatz zur Erwartung keine
lineare Funktion sein kann, andererseits, daB Var(X +a) = VarX + Vara gilt.
Man konnte also vermuten, daB wenigstens der Varianzwert einer Summe von
ZufallsgroBen gleich der Summe der Varianzwerte dieser ZufallsgroBen ist. Unter
der einschrinkenden Bedingung der Unabhiingigkeit gilt tatséichlich

Satz 208.2: Sind X und Y stochastisch unabhingige ZufallsgroBen auf dem-
selben Wahrscheinlichkeitsraum (©, P), dann gilt

Var(X +Y) = VarX + VarY.

Beweis: Wir setzen p=¢&X und v:=¢&Y und berechnen damit unter Verwen-
dung der Siitze 204.1 und 204.2:
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Var(X +Y) = &([(X +Y) — &(X }"II"]:P -
=E([X+Y—-u—v]»
=&[(X—-p+F—-9])=
=&[X—p)?+F - +2X - (¥ —v)] =
=8[X -]+ E[(Y—vW]+28[(X — (¥ —v)] =
= VarX + VarY + 2&[(X — w)(Y — v)].

Aus Aufgabe 214/15 folgt, daB mit X und ¥ auch X — pu und ¥ — v stochastisch
unabhingig sind. Wir konnen also auf den letzten Summanden Satz 205.2 an-
wenden und erhalten

Var(X + Y) = VarX + VarY +2&(X — p)- &Y —v),

woraus man, wieder unter Beniitzung von Satz 204.1,
Var(X +Y) = VarX + VarY + 2(6 X — u): (&Y — v)

erhilt. Da die beiden Faktoren des letzten Summanden den Wert 0 haben, ist
die Behauptung bewiesen.

Satz 208.2 wird mit Vorteil angewendet, wenn es gelingt, eine Zufallsgrofie als
Summe von zwei unabhingigen einfacheren Zufallsgrofien darzustellen. Dann
liBt sich namlich ihre Varianz aus der Varianz der Summanden berechnen, ohne
daB man die meist komplizierte Wahrscheinlichkeitsverteilung der Summe zu
kennen braucht. So kann man z.B. die Varianz der »Augensumme beim Dop-
pelwurf« als Summe der Varianzen der unabhiingigen ZufallsgroBen »Augenzahl
beim i-ten Wurf« (i = 1, 2) einfacher als durch Riickgriff auf ihre Definition (vgl.
Aufgabe 194/45) berechnen:

Var (Augensumme) = Var(X +Y) = VarX + VarY =2 VarX =

— 2-£[(X —3,57]
1

5

o et B e e i e

LA

SRR
2-%-(2,
j

= 2.(6,25+ 2,25+ 0,25) =

Die Behauptung von Satz 208.2 1iBt sich auf mehr als 2 ZufallsgroBen erweitern.
Als Voraussetzung geniigt dabei aber schon die paarweise Unabhidngigkeit der

auftretenden Summanden. 1853 bewies Irénée-Jules Bienaymé (1796—1878)

Satz 209.1: Sind X,, X,..... X, stochastisch paarweise unabhéngige Zufalls-
grofen iiber demselben Wahrscheinlichkeitsraum (€2, P), dann ist die
Varianz der Summe dieser ZufallsgroBen gleich der Summe ihrer Varianzen:
Var(X,; + X; + ... + X,) = Var X, + VarX, + ... + VarX,,
" n
kurz: Var() X)= ) VarX,.
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Beweis: Unter Verwendung von y; = & X, ergibt sich mit Satz 204.1 und Satz 205.1

wi=l1 ! V=1 I

\-‘;n-{ X, X] = ( }_ rE= ‘=_ U‘] =

i o
|| {I_ 5
= & (X, — ) =
N 1 J )
=& f XK= +2- % (X —p) (X, — p) ]
2 I —pll+2- Y (X — w)(X;— )]

Aus Aufgabe 214/15 folgt, daB mit den X,; auch die ZufallsgroBen X, — y; paarweise unab-
hingig sind. Nach Satz 205.2 4Bt sich der 2. Term umformen, und man erhilt

Var ( Y ,’\"r-.'J = Y VarX, +2- Y EX;—p)- (X, — ) =

= E VarX, + 2+ }_ (& X
=

- ) (E X — i) =

Y VarX,.
i=1

Fir die Aussage von Satz 205.2 iiber den Erwartungswert des Produkts zweier
Zufallsgroflen muBte die Unabhiingigkeit dieser ZufallsgréBen vorausgesetzt
werden. Die komplizierte MaBzahl Varianzwert benotigt diese Voraussetzung be-
reits beim Satz tiber die Summe (Satz 208.2). Die Unabhiingigkeit reicht als Vor-
aussetzung nicht mehr aus, wenn man einen zu Satz 205.2 analogen Satz iiber die
Varianz des Produkts zweier ZufallsgroBen aufstellen will; dies zeigt das folgende
Beispiel: Eine L-Miinze werde zweimal geworfen. Die ZufallsgréBen X und Y
beschreiben die Ausfille des 1. bzw. des 2. Wurfs. Dabei werde eine 1 notiert, falls
Adler fillt, sonst eine 0. Dann gilt:

x TEAE y Pl
W, (x) il i L0 R N Sl

X =&Y = 1.
VarX = Var¥ = +.

Fiir die gemeinsame Wahrschein- y - 0 | Wy(»)
lichkeitsfunktion W, , erhilt man: | " I
" Y ]
0 1 I )
1 1 1 1
3 a 3

B

b
e

=
—
b
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Die Wy y-Tabelle ist eine Produkttafel der Randwahrscheinlichkeiten, also sind
X und Y unabhingige ZufallsgrofBen.
Fiir das Produkt X - Y gilt:

Xy kil
Wy .y(x ) 2., 2

F(X-Y) = 1 — XA
Var(X -Y) = & II‘\ : }51_| - I.rs (X ]"Jl?: = _It — 5—],_—; =y

Dagegen ist VarX -VarY =4-4 = L.

12.4.3. Zusammenfassung

[n den beiden vorausgehenden Abschnitten 12.4.1. und 12.4.2. wurde eine Reihe
von Siitzen iiber Erwartung und Varianz von ZufallsgroBen bewiesen, die wir in
der folgenden Tabelle iibersichtlich zusammenstellen wollen. Dabei geben wir
zusitzlich die entsprechenden Sitze fiir die Standardabweichung ¢ an.

a, belR

Erwartung & Varianz Var Standardabweichung o
fa=ua Vara =0 gla) =10
X +a)=EX +a Var(X +a) = Var X alX +a)=a(X)
SlaX)=a &X Var(aX) = a®VarX glaX) = la| o(X)

G X+Y)=8X 4+ &Y

21y X P BEX,
\i=t, =

& 1st eine lineare

Funktion, d.h..

SlaX +bY) = a8 X + b&Y

X und ¥ stochastisch unabhiingig =

(X ) = £X &Y Var(X + ¥) = VarX + VarY |g(X +¥) = |/VarX + VarY
bzw.
0%,y = Oy + 0%

Alle X; paarweise stochastisch unabhiingig =

Var [i 'i] = i Var X, nﬁz \] = ‘Is_ Var X;
vi=1 ! i=1 =1 f i=1

bzw.

ﬁll-'.\'r' = '_‘”{:.

12.5. Das arithmetische Mittel von Zufallsgrofien

Bei der Messung einer GréBe geht heute jedermann von der Vorstellung aus, dal3
das arithmetische Mittel aus n Einzelmessungen »genauery ist als eine Einzel-




	Seite 203
	12. 4. 1. Sätze über die Erwartung
	Seite 203
	Seite 204
	Seite 205
	Seite 206

	12. 4. 2. Sätze über die Varianz
	Seite 206
	Seite 207
	Seite 208
	Seite 209
	Seite 210
	Seite 211

	12. 4. 3. Zusammenfassung
	Seite 211


