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12.4. Siitze liber MabBzahlen 203
Xlw) = X((a,|a,;)) = a, und R
Y(ew) = ¥((a,|a;)) = as.
[hre Summe X + Y ist eine neue | -a,+4a,
ZufallsgroBe Z iiber (2, P). =Z{w)
Dabei ist
Z(w) = (X+Y)w) = X (w) + Y(w).
Figur 203.1 veranschaulicht diesen
Zusammenhang. Die Wertetabelle L
von Z sieht folgendermafBien aus: Fig. 203.1
Zur Summe zweier Zufallsgrofien
a, iy l 5 3 4 5 6 Zlw) = (X + ¥)lw) = X(w)+ Y(w)
? 3 4 5 6 7
2 3 4 5 5 7 8
3 4 5 6 7 8 9
8 5 6 7 8 e )
5 6 7 8 S A
4] 7 3 9 10 11 12

Die Wahrscheinlichkeitsfunktion W, von Z ergibt sich geméil

Wz = Wy v (X 05): so ist z. B.
Wz(10) = >, Wyl p) =
Xt y;= 10
Wy v(4.6) + Wy y(5,5) + Wy 1 (6,4) =
1 1 1

= 3e " 36 T 36

Man erhalt:

z 4 3 4 3 (4] 7 8 9 [0 11 12
ol L 2 3 4 i ) 2 4 3 2 L
W Z (z) 36 36 16 36 36 36 36 kT 36 36 36

Erstaunlicherweise ist Z nicht gleichmiBig verteilt, obwohl die Summanden
X und Y gleichmiBig verteilt sind (vgl. Figuren 173.1 und 173.2).

12.4. Siitze iiber MaBzahlen

Fiir Erwartung und Varianz lassen sich einige einfache Sitze leicht beweisen,
durch die deren Berechnung in vielen Fillen erleichtert wird.

12.4.1. Sitze iiber die Erwartung
Der Erwartungswert einer konstanten ZufallsgroBe a ist als thr Mittelwert na-
tiirlich die Konstante selber, d.h., £a = a.
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Addiert man zu jedem Wert einer beliebigen Zufallsgréfe X die Konstante 3,
so ist es anschaulich klar, dall auch ihr Mittelwert £ X um 3 wiichst; man ver-
mutet, da} (X + a) = & X + a allgemein gilt.

Verdreifacht man hingegen jeden Wert einer ZufallsgroBe X, so ist es klar, daB
auch der Mittelwert verdreifacht wird; man vermutet, daB &(aX) =a-&X all-
gemein gilt. Wir beweisen

Satz 204.1: Fir jede ZufallsgroBe X und jede Konstante ae R gilt:

{ ]J fa=a

(2) EX +a)=8E(X)+a

(3) EaX)=a X
Beweis:

(1. fa=a-Wia) =a-1 = a.
(2). Mit g(X):= X + a gilt nach Satz 178.1

&(X +a) = :': (i +aW(x) = ) x;W(x)+a Y Wix)=6X+a-1=
i=1 i=1 i=1

e
(3). Mit g(X'):=aX gilt nach Satz 178.1
daX) = :}_ ax;W(x;) = a \_ xWx)=a-&X.

i=1 i=1

Der Mittelwert der Summe zweier Zufallsgrofien miiBte wohl die Summe der bei-
den Mittelwerte sein, wie Beispiel 1 und Beispiel 2 von Seite 173 fiir die Zufalls-
grofe »Augensumme zweier L-Wiirfel« vermuten lassen, DaB dies auch all-
gemein gilt, ist die Aussage von

Satz 204.2: Sind X und Y ZufallsgroBen iiber demselben Wahrscheinlich-
keitsraum (€, P), dann gilt

CX+Y)=8X+&Y

Beweis:
Nach der Bemerkung 6 von Seite 172 gilt

EX+Y)= ) (X+Y)w): P} =

e

= ;\_.— {_‘\’[.!.'J] -t }'.':l"}}]'ln[ji.'.J:_F

w e
= ) X)) P{o})+ ¥ Y(o) P(w)) =
— ({l {\Il {l“ }’

Aus Satz 204.1 und Satz 204.2 folgt sofort, daB die Erwartung eine lineare Funk-
tion ist:
dlaX +bY)=alfX +bEY
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Diese Formel gestattet, den Erwartungswert der ZufallsgroBe Z :=aX + bY zu
berechnen, ohne daB man die Wahrscheinlichkeitsverteilung dieser Zufalls-
groBe Z kennt! Dartiber hinaus a8t sich sogar der Erwartungswert einer Zufalls-
grolle berechnen, die Summe von mehr als 2 ZufallsgroBen ist, ohne dal man
ihre (meist recht komplizierte) Wahrscheinlichkeitsverteilung zu kennen braucht.
Es gilt ndmlich

Satz 205.1: Sind X, X,..... X, Zufallsgrofien iiber demselben Wahr-
scheinlichkeitsraum (€, P), dann gilt

o Xi+a, X+ ... +a,X)=a,6X,+a, X, + ... +a,6X,,
kurz

(‘I[_E a;X) =) afX,.

=1 =1

Beweis:
Wir verwenden das Beweisverfahren von Satz 204.2,

gLy AN — Y (@ X, + a; X, + ... +a,X,)(0): P{w}) =
=1 e}
= E [a, X (w)+ a, X5 (w)+ ... +a, X, (@)] P({w}) =

= 1)

well

= L [u, Xi(w):Plow})+a, Xs(w) P{o}) + ... + a,X,(w): P({w})] =
el

= a, z Xi(ow)- P({ow}) + ... +a, l X,(w) P({w}) =

wef? me 2

=aq; X+, 6 X+ ... +a,&X,.
Merkregel: Erwartungswert einer Summe = Summe der Erwartungswerte

Man kénnte nun vermuten, daBl ein dhnlicher Satz auch fiir das Produkt von
ZufallsgroBen gilt. Beispiel | und Beispiel 3 von Seite 173f. zeigen aber, daf} dem
nicht so ist, weil dort & X = 3,5, dagegen

E(X: X)=&(X3?) =15+ +3,5% = (£X)* ist.

Erfreulicherweise gilt aber wenigstens

Satz 205.2: Sind X und Y stochastisch unabhdngige ZufallsgroBen iiber
demselben Wahrscheinlichkeitsraum (€2, P), so gilt

EX Y)=8E6X -EF

Beweis :
é { X- }/J =y H\ Y [\"- 1> V1 J + X 1 ,1"?. H\ Y ‘1 1 .1I2} e '\.n .]Im ”"\ Y t."'-n' .llm} =

m

= Z > X Wy (X0, 1))
i=1 j= '

1
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Diese Doppelsumme 143t sich wegen der vorausgesetzten Unabhingigkeit von
X und Y nach Definition 200.1 umformen zu

n m

E(X - Y= z }_: {_\—;_ - .]\j-, . H,\ ‘-_‘l,:_} 2 H-‘, [_l'ﬂ,-J' v
i=1 j=1
= Y xWe(x) Y yWyly,) =
i=1 j=1
=FX &Y.

Satz 205.2 1aBt sich nicht umkehren! Die ZufallsgroBen sind nimlich nicht not-
wendig unabhingig, wenn das Produkt der Erwartungswerte gleich dem Er-
wartungswert des Produkts ist. Wir zeigen dies an folgendem

Beispiel: Die Zufallsgrolen X und ¥ besitzen die gemeinsame Wahrscheinlich-
keitsverteilung:

...11

; i . Wy (x)
: ' E i Damit gilt fiir das Produkt X - V:
0 D5 D 4
2 : 0 % > Xy 0 2 4

Wy | 2 3 % Wy . y(xp) 20 4

Fiir die Erwartungswerte ergibt sich:
EX=0-4+2-1=1;
{E.}'F:_D~_LL+1.;|-3+2|£:
E(X-Y)=0 2

Offenbar gilt £ X - &Y = &(X - Y). Die ZufallsgroBen X und Y sind jedoch nicht
unabhingig; es gilt nimlich

PX=0=3; P¥Y=0=1; aber PIX =0An¥Y=0)=0F4+

Wie schon erwiihnt, kénnen wir mit Hilfe der letzten Siitze die Berechnung von
Erwartungswerten oft wesentlich vereinfachen. So erhilt man leichter als im
Beispiel 2 von Seite 173 den Erwartungswert der ZufallsgroBe »Augensumme«
beim Doppelwurf nach Satz 204.2 zu 3,54+ 35=7 X bzw. ¥ sind dabei die
Augenzahlen des 1. bzw. 2. Wurfs. Es gilt also X ((a|b)) = a bzw. Y((a|b)) = b.
Entsprechend erhilt man fiir den Erwartungswert der ZufallsgréBe »Augenpro-
dukt« beim Doppelwurf nach Satz 205.2 den Wert 3,5-3,5 = 12.25. Dieser Wert
unterscheidet sich vom Erwartungswert 154 des Quadrats der Augenzahl beim
einfachen Wiirfelwurf (siehe Beispiel 3, Seite 174), Die ZufallsgroBen X = Augen-
zahl beim 1. Wurf und Y = Augenzahl beim 2. Wurf sind niimlich unabhingig,
wihrend die ZufallsgréBe X natiirlich von sich selber abhangig ist.

12.4.2. Siitze iiber die Varianz

Auf Seite 181 haben wir angekiindigt, daf} die Berechnung der Varianz einer Zu-
fallsgroBe oftmals einfacher durchgefiihrt werden kann als durch direkte Be-
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