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Geleitwort

Systems Engineering fiir den Entwurf Intelligenter Technischer Systeme ist die verbin-
dende Leitidee des Heinz Nixdorf Instituts und des damit verbundenen Fraunhofer-Insti-
tuts Entwurfstechnik Mechatronik IEM.

Viele Unternehmen des Maschinenbaus und verwandter Branchen vollziehen mit ihren
Produkten den Innovationssprung von mechatronischen hin zu intelligenten technischen
Systemen. Derartige Systeme sind in der Lage sich autonom und flexibel an Verdnderun-
gen in ihrer Umgebung anzupassen. Sie sind adaptiv, robust, vorausschauend und benut-
zungsfreundlich.

Die Realisierung von intelligenten technischen Systemen sowie der damit verbundene
Innovationssprung stellt die strategische StoBrichtung des Spitzenclusters it’'s OWL (In-
telligente Technische Systeme OstWestfalenLippe) dar. Dabei greift der Spitzencluster
it’s OWL auf eine Technologieplattform zuriick, die u.a. Ansitze der Selbstoptimierung
bereitstellt. Mit ihnen kann die Informationsverarbeitung von mechatronischen Systemen
intelligenter realisiert werden.

Vor diesem Hintergrund hat Herr Iwanek eine Systematik zur Steigerung der Intelligenz
mechatronischer Systeme im Maschinen- und Anlagenbau entwickelt. Die Systematik
umfasst ein Stufenmodell, Methoden zur Planung der Umsetzung, ein Vorgehensmodell
sowie Hilfsmittel zur Férderung der Kommunikation und Spezifikation. Zunéchst wird
der Bedarf zur Weiterentwicklung bestehender Maschinen und Anlagen identifiziert. Da-
rauf basierend werden unter Beriicksichtigung des Stufenmodells Ideen fiir intelligentes
Systemverhalten spezifiziert. Die spezifizierten Ideen gilt es nachfolgend durch die Be-
teiligten hinsichtlich des Nutzens sowie des Umsetzungsaufwands zu bewerten. Auf die-
sem Wege entsteht eine fundierte Grundlage fiir die Entwicklung intelligenter Maschinen
und Anlagen. Die Systematik wurde in einem anspruchsvollen Industrieprojekt validiert.
Aufgabe in dem Projekt war die Identifikation und Auswahl von Ideen zur Steigerung der
Intelligenz von Maschinen und Anlagen in Lackierstralen.

Mit seiner Dissertation bewegt sich Herr Iwanek auf einem hochaktuellen und sehr her-
ausfordernden Gebiet. Er leistet einen grundlegenden Beitrag fiir die Erforschung und
Entwicklung intelligenter technischer Systeme in der Wissenschaft und Praxis. Die Arbeit
ist ein weiterer wichtiger Baustein fiir unsere Paderborner Schule des Entwurfs intelli-
genter technischer Systeme.

Paderborn, im Januar 2017

Prof. Dr.-Ing. J. Gausemeier Prof. Dr.-Ing. R. Dumitrescu
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Zusammenfassung

Die absehbaren Entwicklungen der Informations- und Kommunikationstechnik ermogli-
chen zunehmend die Entwicklung von technischen Systemen mit inhdrenter Teilintelli-
genz. Diese Systeme konnen als Intelligente Technische Systeme bezeichnet werden.
Schlagworte, die in diesem Kontext stets genannt werden sind: ,,Cyber-Physical Sys-
tems®, ,,Industrie 4.0 oder ,,Selbstoptimierung®. Die Ansétze in den Bereichen weisen
hohes Potential zur Weiterentwicklung bestehender mechatronischer Systeme auf, jedoch
werden diese von den Unternehmen des Maschinen- und Anlagenbaus nicht systematisch
berticksichtigt. Es bedarf einer Systematik, mit der die Intelligenz mechatronischer Sys-
teme im Maschinen- und Anlagenbau gesteigert werden kann.

Ziel der vorliegenden Arbeit ist eine Systematik zur Steigerung der Intelligenz mechatro-
nischer Systeme im Maschinen- und Anlagenbau. Sie umfasst vier Bestandteile: ein Stu-
fenmodell zur Steigerung der Intelligenz mechatronischer Systeme, Methoden zur Pla-
nung und Umsetzung von intelligentem Verhalten, ein Vorgehensmodell zur Steigerung
der Intelligenz mechatronischer Systeme sowie Hilfsmittel zur Férderung der Kommuni-
kation und Spezifikation. Die Systematik unterstiitzt die Unternehmen bei der Analyse
bestehender Systeme sowie der Identifikation, Spezifikation und Auswahl Erfolg verspre-
chender Losungsideen. Diese bilden die Basis zur Umsetzung von zukiinftigen intelligen-
ten Maschinen und Anlagen.

Summary

The foreseeable development of communication and information technologies open up
fascinating perspectives which move far beyond current standards of mechatronics:
mechatronic systems having inherent partial intelligence. These systems are also called
“Intelligent Technical Systems”. Keywords such as “Cyber-Physical Systems”, “Indus-
trie 4.0” or “Self-Optimization” express this perspective of Intelligent Technical Systems.
However, a major challenge is to consider the possibility of the integration of intelligent
features into mechatronic systems and to show a way for the integration. Especially for
companies in machinery and plant engineering this is a challenge. In order to provide
companies from machinery and plant engineering to integrate intelligence into the sys-
tems, it is necessary to support them with a systematic approach.

The aim of this thesis is an approach for increasing the intelligence of mechatronic sys-
tems in machinery and plant engineering. The approach consists of four components: a
stage model for increasing the intelligence of mechatronic systems, methods for planning
the realization of intelligent behavior, a procedure model for increasing the intelligence
of mechatronic systems and tools to support the communication and specification within
the project team. The approach supports the experts in the companies in a systematic way
to analyze current systems and identify, specify and to choose the ideal ideas for the in-
tegration of intelligence into machines.
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1 Einleitung

Die vorliegende Arbeit entstand im Rahmen des Cluster-Querschnittsprojekts ,,Selbstop-
timierung® im BMBF-Spitzencluster ,,Intelligente Technische Systeme OstWestfalen-
Lippe* (it's OWL). Ziel des Cluster-Querschnittsprojekts ,,Selbstoptimierung* ist ein In-
strumentarium fiir die Integration von Intelligenz in die maschinenbaulichen Systeme von
morgen. Hierzu wurden Methoden und Verfahren erarbeitet, mit denen Unternehmen bei
der Realisierung von selbstoptimierenden Systemen unterstiitzt werden kénnen. Durch
die intensive Kooperation mit den beteiligten Unternehmen des Spitzenclusters wurden
die Methoden und Verfahren stetig validiert und weiterentwickelt.

Gegenstand der vorliegenden Arbeit ist eine Systematik zur Steigerung der Intelligenz
mechatronischer Systeme im Maschinen- und Anlagenbau. Die entwickelte Systematik
zeigt auf, wie der Bedarf zur Modifikation bestehender Systeme identifiziert sowie Lo-
sungsideen spezifiziert, bewertet und Erfolg versprechende Losungsideen ausgewihlt
werden konnen.

In den Abschnitten 1.1 und 1.2 werden Problematik und Zielsetzung der vorliegenden
Arbeit dargestellt. Abschnitt 1.3 gibt einen Uberblick iiber den Aufbau der Arbeit.

1.1 Problematik

Innovationen sind insbesondere in Deutschland die Basis fiir Wachstum, Beschéaftigung
und Wohlstand [BGR+07], [GGL10]. Zukiinftig werden neue Innovationen und damit
verbundene Technologien verstirkt aus dem Bereich der Informations- und Kommuni-
kationstechnik kommen [BSW+09, S. 27]. Heutige Erzeugnisse des Maschinen- und
Anlagenbaus (wie z.B. Verpackungs-, Textil- oder Werkzeugmaschinen) sind in der Re-
gel mechatronische Systeme, die durch die Mechanik geprégt sind. Hierdurch entstanden
in der Vergangenheit Innovationen maf3igeblich durch die Arbeiten der Mechanik-Kon-
struktion und den damit verbundenen mechanischen Komponenten. In den letzten Jahren
hat jedoch der Anteil der Elektronik und der Softwaretechnik an der Produktentstehung
enorm zugenommen, wenngleich natiirlich ein gewisser Anteil an Mechanik stets not-
wendig sein wird [Gla93, S. 2], [Koh90, S. 263ff.]. Im Vergleich zu anderen Branchen
(z.B. Unterhaltungselektronik) steht die Digitalisierung' der Produkte im Kontext des
Maschinen- und Anlagenbaus noch am Anfang [Saul3, S. 14].

! Fiir den Begriff der Digitalisierung wird in der Arbeit auf folgende Beschreibung zuriickgegriffen: ,,Die
Digitalisierung [...]. In Deutschland firmiert sie aktuell unter dem Titel »Industrie 4.0« und setzt auf
selbstorganisierende und echtzeitfihige Systeme. Sichtbar wird sie in Form vernetzter Produktionsanla-
gen, hoher Durchgéngigkeit der IT-Systeme, intelligenter Werkstiicke und Transporthilfsmittel sowie in
der Nutzung mobiler Kommunikationstechnik* [BSH+14, S. 5].
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Aus der sich abzeichnenden Entwicklung der Informations- und Kommunikationstechnik
erdffnen sich neue Perspektiven fiir mechatronische Systeme: Mechatronischer Systeme
mit inhdrenter Teilintelligenz. Diese Systeme werden auch als Intelligente Technische
Systeme (ITS) bezeichnet [DJG12, S. 24]. Im Kontext von ITS werden hiufig folgende
Schlagworte genannt: ,,Cyber-Physical Systems®, ,,Internet der Dinge*, ,,Industrie 4.0%
oder ,,Selbstoptimierung®. Systeme aus diesem Bereich werden nicht mehr durch rein
ingenieurwissenschaftliche Ansétze entstehen. Verstirkt werden Ansitze aus den Berei-
chen des maschinellen Lernens, der Kognitionswissenschaften oder der mathematischen
Optimierung ihre Beriicksichtigung finden [Duml1, S. 42]. Diese Systeme kdnnen durch
vier zentrale Eigenschaften charakterisiert werden: Sie sind adaptiv, robust, vorausschau-
end und benutzungsfreundlich [Gaull, S. 23], [DJG12, S. 24], [GDS+13, S. 18].

Zahlreiche Beispielanwendungen zeigen die Nutzenpotentiale Intelligenter Technischer
Systeme auf [GDE+16]. Beispiel ist ein Teigkneter der Fa. WP Kemper. Bei der Bedie-
nung von Knetmaschinen zur Herstellung von Teig (z.B. fiir Brotchen) ist Expertenwis-
sen von geschulten Biackern notwendig. Der Backer weill in Abhédngigkeit der eingesetz-
ten Zutaten und der eingestellten Parameter am Teigkneter, wie lange der Knetvorgang
stattfinden muss, um eine optimale Qualitét des Teigs zu erzielen. Hierdurch wird sowohl
eine Uberknetung als auch eine zu geringe Knetung vermieden [GIV+14, S. 56]. Dieses
Wissen tiber die Zusammenhédnge ist beim Bécker in Form von impliziten Wissen vor-
handen, welches mit Hilfe von Ansétzen der theoretischen Modellbildung (auf Basis von
physikalischen Gesetzen) nur schwer abbildbar ist. Zur erhdhten Automatisierung bedarf
es der Externalisierung des Expertenwissens sowie der Integration des Wissens in die
Maschine. Die Externalisierung und Integration ist mit Hilfe von maschinellen Lernver-
fahren aus dem Bereich der experimentellen Modellbildung moglich. Das erlernte Modell
analysiert eingehende Sensorwerte und schliefit automatisiert Riickschliisse auf den Teig-
zustand [GIV+14, S. 56].

Obwohl die Integration solcher Funktionen hohes Nutzenpotential aufweist, werden z.B.
die Ansitze aus dem Bereich der kiinstlichen Intelligenz im Maschinen- und Anlagenbau
kaum berticksichtigt, um die Leistungsfahigkeit der technischen Systeme zu steigern
[Krel5, S. 47]. Gleiches betrifft auch den Einsatz von mathematischen Optimierungsver-
fahren zur Verbesserung des Systemverhaltens. Dies kann sowohl an einer fehlenden Sen-
sibilisierung der Unternehmen beziiglich der zu erschlieBenden Nutzenpotentiale liegen,
als auch an fehlenden Kompetenzen in diesen Bereichen.

Die systematische Weiterentwicklung von Systemen (z. B. auf Basis von maschinellen
Lern- oder mathematischen Optimierungsverfahren) basiert im Wesentlichen auf drei
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Aufgaben: 1. Identifikation des Bedarfs zur Modifikation bestehender Systeme, 2. Spezi-
fikation von intelligenten Losungsideen? sowie 3. Bewertung und Auswahl Erfolg ver-
sprechender Losungsideen. Dariiber hinaus gilt es den Kunden friihzeitig und bedarfsge-
recht in diese Aufgaben einzubinden, um den Markterfolg abzusichern. Diese Aufgaben
stellen fiir den Maschinen- und Anlagenbau eine Herausforderung dar. Vor diesem Hin-
tergrund ergeben sich folgende Fragestellungen:

®  Wie kann der Bedarf zur Weiterentwicklung bestehender Maschinen und Anlagen
systematisch identifiziert werden?

= Welche Moglichkeiten existieren, um zukiinftige Maschinen und Anlagen intelli-
genter zu realisieren?

®  Wie kann eine geeignete Bewertung und Auswahl von intelligenten Losungsideen
sichergestellt werden?

® In welcher Art und Weise kann der Kunde bedarfsgerecht in die Weiterentwick-
lung eingebunden werden?

= Welche Hilfsmittel sind zur Verfiigung zu stellen, um Unternehmen des Maschi-
nen- und Anlagenbaus bei den genannten Aufgaben und Herausforderungen zu
unterstiitzen?

Die dargestellten Herausforderungen fithren zu der Notwendigkeit, eine Steigerung der
Intelligenz mechatronischer Systeme im Maschinen- und Anlagenbau methodisch zu un-
terstiitzen. Hierzu gilt es im Wesentlichen zwei Aspekte integrativ zu betrachten. Zum
einen gilt es den Kunden bei der Weiterentwicklung von Maschinen und Anlagen zu be-
rlicksichtigen. Denn nur wenn die Bediirfnisse des Kunden durch weiterentwickelte Ma-
schinen und Anlagen adressiert werden, kann der Reiz zum Kauf generiert werden
[Rupl2, S. 36ff], [HF11, S. 2f]. Des Weiteren sind die Losungen aus dem Bereich der
Selbstoptimierung bedarfsgerecht einzusetzen, um die Intelligenz in mechatronischen
Systemen zu steigern. Die entsprechenden Losungen aus dem Bereich der Selbstoptimie-
rung weisen das Nutzenpotential auf, um die Informationsverarbeitung von mechatroni-
schen Systemen intelligenter zu realisieren [GDJ+14, S. 6]. Zu diesen zéhlen mathemati-
sche Optimierung, maschinelles Lernen, fortgeschrittene Regelungstechnik sowie Ver-
lasslichkeitskonzepte fortgeschrittener Systeme [its16]. Bild 1-1 visualisiert diesen Sach-
verhalt sowie die daraus resultierende Notwendigkeit einer Systematik zur Steigerung der
Intelligenz mechatronischer Systeme.

2 Im Rahmen dieser Arbeit beschreiben intelligente Losungsideen Ideen zum Realisieren von intelligentem
Systemverhalten. Intelligentes Systemverhalten wird durch folgende vier Eigenschaften charakterisiert:
adaptiv, robust, vorausschauend und benutzungsfreundlich [Gaull, S. 23].
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Bild 1-1:  Notwendigkeit einer Systematik zur Steigerung der Intelligenz mechatroni-
scher Systeme im Maschinen- und Anlagenbau

Der beschriebenen Notwendigkeit folgend lassen sich Handlungsfelder definieren. Es
bedarf an Moglichkeiten, aktuelle Maschinen und Anlagen ganzheitlich und disziplin-
iibergreifend abzubilden und nachfolgend systematisch auf Potentiale hin zu analysieren.
Die Motivation zur Identifikation dieser Potentiale ist die Steigerung der Intelligenz. Zu-
dem gilt es das Losungswissen aus dem Bereich der Selbstoptimierung zu externalisieren
und fiir die Weiterentwicklung des Systems bereitzustellen. Ferner sind geeignete Metho-
den und Hilfsmittel zur Verfligung zu stellen, mit denen Losungsideen fiir intelligentes
Systemverhalten spezifiziert, bewertet und ausgewéhlt werden kdnnen. Die resultieren-
den Ergebnisse sollen zudem eine bedarfsgerechte Einbindung des Kunden ermdglichen
sowie fiir den Einsatz im Maschinen- und Anlagenbau geeignet sein.

Fazit:

Zukiinftig werden neue Innovationen und damit verbundene Technologien verstirkt aus
dem Bereich der Informations- und Kommunikationstechnik kommen. Insbesondere die
Entwicklungen im Bereich der Selbstoptimierung zeigen die resultierenden Nutzenpoten-
tiale fiir technische Systeme auf. Zurzeit werden diese Nutzenpotentiale und die damit
verbundenen Ansédtze jedoch nicht ausreichend beriicksichtigt, um Innovationen hervor-
zubringen. Dies betrifft insbesondere die Unternehmen im Maschinen- und Anlagenbau.
Vor diesem Hintergrund bedarf es einer Systematik, mit der die Intelligenz in Maschinen
und Anlagen gesteigert werden kann.
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1.2 Zielsetzung

Ziel der Arbeit ist eine Systematik zur Steigerung der Intelligenz mechatronischer Sys-
teme im Maschinen- und Anlagenbau. Die Systematik unterstiitzt insbesondere die Spe-
zifikation zukiinftiger, intelligenter Produktideen. Der Einsatz der Systematik ist fiir die
frithen Phasen der Produktentstehung bestimmt.

Die Systematik soll eine Bedarfsidentifikation zur Modifikation des bestehenden me-
chatronischen Systems ermdglichen, um Schwachstellen des Systems oder auch Wiinsche
der Kunden zu identifizieren, die durch eine Steigerung der Intelligenz adressiert werden.
Auf Basis des identifizierten Bedarfs soll nachfolgend eine Spezifikation von intelligen-
ten Losungsideen ermdoglicht werden, welche auf Losungen aus dem Bereich der
Selbstoptimierung aufsetzen (z.B. Maschinelles Lernen oder mathematische Optimie-
rung). Ferner soll die Systematik eine Bewertung und Auswahl Erfolg versprechender
Losungsideen unterstiitzen. Im Kern soll die Systematik aus folgenden Bestandteilen be-
stehen:

e cinem Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme,
e Methoden zur Planung der Umsetzung von intelligenten Losungsideen,

e cinem Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Sys-
teme im Maschinen- und Anlagenbau sowie

e Hilfsmitteln zur Férderung der Kommunikation und Spezifikation.

Das Stufenmodell soll aufzeigen, wie die Vision von selbstoptimierenden Systemen
schrittweise realisiert werden kann. In diesem Zusammenhang soll es Mdglichkeiten zur
Weiterentwicklung des mechatronischen Systems umfassen, wie z.B. aus dem Kontext
der mathematischen Optimierung, des maschinellen Lernens, fortgeschrittene Steue-
rungs- und Regelungskonzepte und Ansétze zur Steigerung der Verlésslichkeit intelligen-
ter Systeme. Die Methoden zur Planung der Umsetzung sollen fiir die zuvor genannten
Bereiche die Umsetzungsschritte aufzeigen, um eine frithzeitige Abschitzung des Um-
setzungsaufwands sowie der damit verbundenen Kompetenzen zu erreichen. Das Vorge-
hensmodell zur Steigerung der Intelligenz mechatronischer Systeme soll die beteilig-
ten Personen bei der Analyse des bestehenden Systems sowie der Identifikation, Spezifi-
kation sowie Auswahl und Bewertung von intelligenten Losungsideen unterstiitzen. Vor
dem Hintergrund der Interdisziplinaritit der Aufgabe sollen die Hilfsmittel zur Forde-
rung der Kommunikation und Spezifikation den Wissensaustausch und -transfer im
Projektteam unterstiitzen.

Als Resultat der Anwendung liegen bewertete und ausgewéhlte Losungsideen fiir zukiinf-
tige Maschinen und Anlagen mit intelligenten Systemfunktionen vor. Die Losungsideen
bilden die Grundlage fiir die weiteren Schritte im Rahmen der Produktentstehung.
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1.3 Vorgehensweise

Die vorliegende Arbeit gliedert sich in sechs Kapitel. In Kapitel 2 erfolgt eine Prazisie-
rung der in Abschnitt 1.1 dargelegten Problematik. Hierfiir erfolgt zunichst eine Defini-
tion der relevanten Begriffe. Im Anschluss werden die Charakteristika des deutschen Ma-
schinen- und Anlagebaus, fortgeschrittene mechatronische Systeme, die Aufgaben im
Rahmen der Strategischen Planung und integrativen Entwicklung von Marktleistungen
sowie die Bedeutung der Kundeneinbindung in der Produktentstehung erldutert. In die-
sem Kontext werden die Handlungsfelder zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau prizisiert, um zuletzt Anforderungen an die
Systematik zu formulieren.

In Kapitel 3 wird der Stand der Technik vor dem Hintergrund der Anforderungen an die
Systematik diskutiert. Es werden Ansétze vorgestellt, die die Thematik der vorliegenden
Arbeit adressieren und sich fiir die Erfiillung der formulierten Anforderungen eignen. Zu-
ndchst werden iibergreifende Ansitze erldutert, die die Integration von Intelligenz in tech-
nische Systeme verfolgen. Ferner werden Ansétze und Methoden zur Identifikation des
Modifikationsbedarfs technischer Systeme vorgestellt. Da die Steigerung der Intelligenz
in der Regel schrittweise erfolgt, werden sukzessive Ansitze zur Spezifikation von Fi-
higkeiten von Intelligenz im Sinne von Stufen beschrieben. Zur Bewertung von ausgear-
beiteten, intelligenten Losungsideen werden dariiber hinaus Methoden zur Bewertung
und Auswahl von Losungsideen vorgestellt. Zuletzt werden die dargestellten Ansétze hin-
sichtlich der in Kapitel 2 formulierten Anforderungen bewertet, um den resultierenden
Handlungsbedarf abzuleiten.

Kapitel 4 beinhaltet die Systematik zur Steigerung der Intelligenz mechatronischer Sys-
teme im Maschinen- und Anlagenbau. Zunichst wird ein Uberblick iiber die Systematik
gegeben. In den nachfolgenden Abschnitten werden die einzelnen Bestandteile der Sys-
tematik ndher vorgestellt. Hierzu zdhlen ein Stufenmodell zur Steigerung der Intelligenz
mechatronischer Systeme, Methoden zur Planung der Umsetzung von intelligentem Ver-
halten, das Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Systeme im
Maschinen- und Anlagenbau sowie Hilfsmittel zur Forderung der Kommunikation und
Spezifikation.

Die Systematik wird in Kapitel 5 an einem Validierungsbeispiel vorgestellt. Das Kapitel
schliefft mit einer Bewertung der Systematik hinsichtlich der definierten Anforderungen
aus Kapitel 2.

Kapitel 6 fasst die wesentlichen Inhalte der Arbeit zusammen und zeigt den zukiinftigen
Forschungsbedarf auf.
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2 Problemanalyse

Ziel der Problemanalyse sind Anforderungen an eine Systematik zur Steigerung der In-
telligenz mechatronischer Systeme im Maschinen- und Anlagenbau. Hierfiir werden in
Abschnitt 2.1 die wesentlichen Begriffe definiert. AnschlieBend wird in Abschnitt 2.2 der
deutsche Maschinen- und Anlagenbau charakterisiert. In Abschnitt 2.3 werden fortge-
schrittene mechatronische Systeme sowie deren Funktionsweise vorgestellt. Im Fokus
stehen mechatronische Systeme, adaptiv geregelte Systeme sowie selbstoptimierende
Systeme im Sinne von Intelligenten Technischen Systemen. In Abschnitt 2.4 werden die
Strategische Planung und integrative Entwicklung von Marktleistungen erldutert und die
vorliegende Arbeit eingeordnet. Im Fokus von Abschnitt 2.5 stehen Ansétze zur Einbin-
dung von Kunden im Rahmen der Produktentstehung. In Abschnitt 2.6 werden die we-
sentlichen Herausforderungen zur Ausarbeitung der Systematik erldutert, aus welchen in
Abschnitt 2.7 die Anforderungen an die Systematik folgen.

2.1 Begriffsdefinition und Ausrichtung der Arbeit

Ziel dieser Arbeit ist eine Systematik zur Steigerung der Intelligenz mechatronischer Sys-
teme im Maschinen- und Anlagenbau. Im Rahmen dieser Arbeit orientiert sich der Begriff
Systematik an der Definition von DUMITRESCU zur Entwicklungssystematik [Dumll1,
S. 5f.], [Han55, S. 36]. Vor diesem Hintergrund beschreibt eine Systematik ein Rahmen-
werk, das ein Vorgehensmodell sowie Hilfsmittel zur erfolgreichen Bearbeitung einer
gegebenen Aufgabe zur Verfiigung stellt [Duml1, S. 6]. In der vorliegenden Arbeit be-
steht die Aufgabe in der Spezifikation von Erfolg versprechenden Losungsideen zur Stei-
gerung der Intelligenz mechatronischer Systeme.

Die qualitative Beschreibung von Intelligenz mechatronischer Systeme erfolgt auf Ba-
sis von vier zentralen Eigenschaften Intelligenter Technischer Systeme. Intelligente Tech-
nische Systeme sind adaptiv, robust, vorausschauend und benutzungsfreundlich [DJG12,
S. 24f.], [Gaull, S. 22f.], [Duml1, S. 41], [Eur09-ol, S. 27].

e Adaptiv: Die Systeme interagieren mit dem Umfeld und passen ihr Systemver-
halten dementsprechend an. Hierdurch konnen sie sich im Betrieb in einem vom
Entwickler vorgesehenen Rahmen weiterentwickeln [Gaull, S.23], [Nau0O,
S. 7f.].

¢ Robust: Die Systeme sind in der Lage auch vom Entwickler nicht berticksichtigte
Situationen in einem dynamischen Umfeld zu bewéltigen. Unsicherheiten und
fehlende Informationen werden bis zu einem gewissen Grad ausgeglichen
[Gaull, S. 23], [Nau00, S. 7f.].

e Vorausschauend: Mit Hilfe von akquiriertem Erfahrungswissen (aus vergangen
Betriebssituationen) konnen diese Systeme kiinftige Wirkungen und Einfliisse
und mogliche Zusténde antizipieren. Hierdurch konnen Potentiale fiir den Betrieb
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zur Steigerung der Leistungsfahigkeit frithzeitig erkannt und Verhaltensanpassun-
gen durchgefiihrt werden. Dies ist vor allem in Situationen sinnvoll, in denen die
Grenzen der entworfenen Modelle iiberschritten werden [SFBO1, S. 11], [Gaull,
S. 23], [Nau00, S. 7f.].

e Benutzungsfreundlich: Die Systeme passen sich dem spezifischen Benutzerver-
halten an und stehen in einer bewussten Interaktion mit dem Benutzer. Hierbei
sollte das Systemverhalten stets nachvollziehbar fiir den Benutzer sein [Gaull,
S. 23].

Auf Grundlage dieser Definition resultiert aus einer Verbesserung der Systemeigenschaf-
ten in den Bereichen adaptiv, robust, vorausschauend und benutzungsfreundlich eine Stei-
gerung der Intelligenz von mechatronischen Systemen. In diesem Sinne gilt es die Sys-
teme adaptiver, robuster, vorausschauender und benutzungsfreundlicher zu gestalten.

Die Systematik zur Steigerung der Intelligenz adressiert mechatronische Systeme. Me-
chatronische Systeme basieren auf dem synergetischen Zusammenwirken der Fachdis-
ziplinen Maschinenbau, Elektrotechnik und Informationstechnik [VDI2221, S. 14].

Im Fokus der Arbeit stehen mechatronische Systeme des Maschinen- und Anlagenbaus.
Zu diesen Systemen gehoren z.B. Verpackungs-, Textil- oder Werkzeugmaschinen. Im
Folgenden wird fiir die Charakterisierung des Maschinen- und Anlagenbaus auf die De-
finition der sogenannten Abteilung ,,Maschinenbau‘ des STATISCHEN BUNDESAMTES zu-
riickgegriffen:

[...] umfasst den Bau von Maschinen, die mechanisch oder durch Wdrme
auf Materialien einwirken oder an Materialien Vorgdnge durchfiihren
(wie Bearbeitung, Bespriihen, Wiegen oder Verpacken), einschlief3lich
ihrer mechanischen Bestandteile, die Kraft erzeugen und anwenden, so-
wie spezieller Teile dafiir. Hierunter fallen feste, bewegliche oder hand-
gefiihrte Vorrichtungen, ungeachtet, ob sie fiir Industrie und Gewerbe,
den Bau, die Landwirtschaft oder fiir den Einsatz im Haushalt bestimmt
sind. [...] umfasst ferner die Herstellung von Hebezeugen und Forder-
mitteln* [Sta08, S. 291].

2.2 Der deutsche Maschinen- und Anlagenbau

Die zu erarbeitende Systematik soll maBgeblich im Maschinen- und Anlagenbau zum
Einsatz kommen, da dort verstirkt ein Wandel von mechatronischen Systemen hin zu
Intelligenten Technischen Systemen bevorsteht [PFV 14, S. 160f.], [VDM14, S. 5]. Vor
diesem Hintergrund werden in Abschnitt 2.2.1 zundchst die Charakteristika des deutschen
Maschinen- und Anlagenbaus beschrieben. Nachfolgend werden in Abschnitt 2.2.2 die
Zukunftsperspektiven diskutiert, welche die Stirke des Maschinen- und Anlagenbaus zu-
kiinftig ausbauen sollen.



Problemanalyse Seite 9

2.2.1 Charakteristika des deutschen Maschinen- und Anlagenbaus

Der Maschinen- und Anlagenbau gilt mit iiber 3% Anteil an der Bruttowertschopfung als
einer der wichtigsten Industriezweige der deutschen Wirtschaft. Dies wird auch mit dem
erwirtschafteten Gesamtumsatz von 218 Milliarden Euro im Jahr 2015 ausgedriickt. Zu-
dem ist der Maschinen- und Anlagenbau mit 1.009.000 Beschéftigten (Jahresdurch-
schnitt im Jahr 2015) der groBte industrielle Arbeitgeber in Deutschland [VDM16, S. 7].
Unter den Beschiftigten waren im Jahr 2013 iiber 183.000 Ingenieure, Wirtschaftsinge-
nieure und Informatiker [VDM14, S. 33]. Die Stellung des Maschinen- und Anlagenbaus
gegeniiber weiteren groBen Industriezweigen, wie z.B. der Elektroindustrie, kann im An-
hang betrachtet werden (vgl. Anhang A1.2). Zu den umsatzstirksten Fachzweigen im
deutschen Maschinen- und Anlagenbau (bezogen auf den Maschinenauflenhandel) z&hl-
ten im Jahr 2015 die Antriebstechnik, die Fordertechnik, Werkzeugmaschinen sowie die
sogenannte allgemeine Lufttechnik [VDM16, S. 27].

Zudem sind die deutschen Hersteller des Maschinen- und Anlagenbaus im Export fiih-
rend. In 24 von 31 vergleichbaren Fachzweigen sind die deutschen Unternehmen unter
den drei umsatzstirkten Landern vertreten. Bei 18 von diesen sogar fiihrend. China ist
mit 23 und die USA mit 18 Fachzweigen unter den ersten drei Rangen vertreten [VDMI16,
S. 30f.]. Eine Tendenzumfrage® im Jahr 2012 unterstreicht diese Stellung ebenfalls. In
dieser Umfrage sahen sich ein Fiinftel der befragten deutschen Unternehmen als Welt-
marktfithrer; 43% schétzen sich als Teil der Spitzengruppe ,,Top Five™ ein [VDMI2,
S. 3]. Die internationale Wettbewerbsstiirke des deutschen Maschinen- und Anla-
genbaus liegt u.a. in dem kontinuierlichen Ausbau des Exportgeschéftes begriindet. Hier-
durch konnte im Vergleich zu den iibrigen westlichen Nationen seit den neunziger Jahren
ein konstanter Anteil am Weltmarkt gehalten werden [Thil2, S. 56]. Im Jahr 2014 erziel-
ten die Fachzweige Reinigungssysteme (Anteil von 29,7%), Mess- und Priiftechnik (An-
teil von 26,9%) sowie Holzbearbeitungsmaschinen (Anteil von 24,9%) die hochsten
Werte bei den Marktanteilen [VDM16, S. 31].

Der deutsche Maschinen- und Anlagenbau ist gepragt von mittelstiindischen Unterneh-
mensstrukturen. So beschiftigten laut Statistischem Bundesamt ca. 85,4% der Unter-
nehmen im Maschinenbau im Jahr 2013 weniger als 250 Mitarbeiter, ca. zwei Drittel der
Unternehmen sogar weniger als 100 Mitarbeiter. Nur ca. 2% der Unternehmen beschéf-
tigen mehr als 1.000 Mitarbeiter [Stal4, S. 18]. Bild 2-1 visualisiert den Anteil der Un-
ternehmen in den jeweiligen BetriebsgroBenklassen®.

Der VDMA fiihrte die Umfrage im Sommer 2012 durch. Im Rahmen der Studie teilten die Unternehmen

mit, wie laut ihrer Einschétzung die Wettbewerbsposition im internationalen Vergleich aussieht. An der
Studie haben 483 Unternehmen teilgenommen [VDM12, S. 1].

Im Rahmen der Datenerhebung des STATISTISCHEN BUNDESAMTES sind Unternehmen mit weniger als
20 beschéftigten Personen nicht in der Statistik beriicksichtigt (nicht Teil des Berichtskreises) [Stal4,
S. 4]. Somit ist der tatsdchliche Anteil der kleineren Unternehmen héher anzunehmen als ermittelt.
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216 Unternehmen mit 3,5% 29, 125 Unternehmen mit
500 - 999 Mitarbeitern \ 1000 und mehr Mitarbeitern

557 Unternehmen mit 9 1%
250 - 499 Mltarbeltern

/
39,9%
21 1% “ 2448 Unternehmen

1297 Unternehmen mit mit 1 - 49 Mitarbeitern
100 - 249 Mitarbeitern

< 24,4%
1495 Unternehmen mit
50 - 99 Mitarbeitern

Bild 2-1:  Anzahl der Unternehmen in den jeweiligen Betriebsgrofienklassen (Absolut
und Anteilen) nach [Stal4, S. 18]

Die Unternehmen mit unter 250 Beschiftigten erzielten im Jahr 2013 einen Anteil von
29,8% am Umsatz im gesamten Bereich des Maschinenbaus. Unternehmen mit einer Be-
schiftigtenanzahl von 250 bis unter 1000 haben einen Anteil von 37,1% und die Unter-
nehmen mit {iber 1000 Mitarbeitern 33,1% am gesamten Umsatz [Stal4, S. 40].

Die mittelstindischen Unternehmensstrukturen sind u.a. in der hohen Spezialisierung der
Unternehmen im Maschinen- und Anlagenbau begriindet. Die Spezialisierung betrifft so-
wohl die bedienten Kundenanforderungen an die Systeme, als auch die verbundene und
erforderliche technologische Kompetenz. Die Bedienung der unterschiedlichen Kunden-
anforderungen, der teils sehr kleinen Kundensegmente, resultiert in einer Positionierung
als sogenannte Nischenplayer [EDB+15-ol, S. 24]. Hervorzuheben ist, dass viele der klei-
nen und mittleren Unternehmen aufgrund der Spezialisierung weltweit fithrend sind
[VDM14-ol].

Gleichzeitig stellen die mittelstidndisch gepréigten Strukturen die Unternehmen vor Her-
ausforderungen im Umgang mit Wissen bzw. dem gezielten Wissensmanagement. Oft
ist das wertvolle Wissen nur in den Kdpfen einzelner Mitarbeiter implizit vorhanden.
Aufgrund dessen kann das implizite Wissen nicht von allen im Unternehmen genutzt wer-
den. Die Folge: Wertvolles Wissen kann verloren gehen oder nur ungeniigend genutzt
werden [OVK11, S. 5ff.]. Dieser Umstand ist kritisch, da Wissen Grundlage fiir Innova-
tionen ist [OVKI11, S. 5]. Im Umkehrschluss kénnen durch einen gezielten Wissenstrans-
fer hoch innovative Losungen entstehen [KSH14, S. 4].

Fazit:

Die Unternehmen des deutschen Maschinen- und Anlagenbaus weisen eine starke Positi-
onierung im internationalen Wettbewerb auf. Viele Unternehmen sehen sich als Welt-
marktfiihrer oder zdhlen zu den Topunternehmen auf dem Weltmarkt. Diese Position gilt
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es in Zukunft zu festigen und auszubauen. Zudem ist der deutsche Maschinen- und Anla-
genbau geprigt durch mittelstindische Unternehmensstrukturen. Fiir mittelstandisch ge-
priagte Unternehmen ist der gezielte Wissenstransfer entscheidend, um Innovationen zu
realisieren. Vor diesem Hintergrund soll die Systematik den Wissenstransfer innerhalb
des Unternehmens durch geeignete Hilfsmittel fordern.

2.2.2 Zukunftsperspektiven im Maschinen- und Anlagenbau

Als wesentlicher Treiber fiir die gute Positionierung der Unternehmen des deutschen Ma-
schinen- und Anlagenbaus am Markt werden Innovationen gesehen. Dies liegt an der
Notwendigkeit, dass der deutsche Maschinen- und Anlagenbau u.a. aufgrund geringer
Finanzreserven Innovationen benétigt [Sch08, S. 1], um Rezessionsphasen durch verbes-
serte Margen zu kompensieren [Har13, S. 7], [Thil2, S. 3]. Zudem erfordert der globale
Wettbewerb durch Mitbewerber aus Asien insb. eine Qualitéiits- und Technologiefiih-
rerschaft zur Differenzierung gegeniiber den Mitbewerbern. Infolgedessen werden in
Premiumsegmenten fortgeschrittene Technologien sowie anwendungsfallspezifische Lo-
sungen angeboten, um Kostennachteile durch einen hohen Verkaufspreis zu kompensie-
ren [Thil2, S. 57]. Der deutsche Maschinen- und Anlagenbau erwirtschaftete ca. 23% des
Umsatzes mit neuen oder verbesserten Produkten. Dies zeigt die hohe Bedeutung von
Innovationen sowie den Bedarf, Potentiale zur Weiterentwicklung systematisch zu iden-
tifizieren [VDM14-ol].

Ein weiterer Aspekt, der die hohe Bedeutung der Innovation im Maschinen- und Anla-
genbau untermauert, ist die Anzahl der Patentanmeldungen®. Deutsche Unternehmen
meldeten 25,7% der Patente im Bereich des Maschinen- und Anlagenbaus an. Im Ver-
gleich hierzu haben die iibrigen 27 EU-Mitgliedsstaaten zusammen einen Anteil von
28,4% und die Vereinigten Staaten einen Anteil von 19,4% der Patentanmeldungen
(Quelle: Eurostat, VDMA) [Auel4-ol, S. 7].

In Deutschland sind Innovationen haufig das Ergebnis von systematischen Innovations-
prozessen. Beispielsweise stellen Kooperationen zwischen Unternehmen und For-
schungseinrichtungen einen wesentlichen Erfolgsfaktor dar. Hierdurch kénnen sowohl
neue technische Moglichkeiten als auch gut ausgebildete Fachkrifte identifiziert werden
[MV14, S. 27]. Aber auch funktionsiibergreifende Teams (z.B. aus Service, Entwicklung
und Vertrieb) sowie das Reflektieren von Kundenbediirfnissen (z.B. Einbeziehen von
Kundenwiinschen sowie das Wissen aus dem Service und Vertrieb) sind entscheidend
[MV14, S. 63]. Eine fortfiihrende Beriicksichtigung dieser Faktoren sowie der Ausbau
sind von hoher Relevanz, um auch zukiinftig die gute Positionierung am internationalen
Markt sicherzustellen.

> Die Aussage bezieht sich auf die Anzahl der Patentanmeldungen im European Patent Office in den Jahren
2001 bis 2010.
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Die Fortfiihrung bzw. den Ausbau der Fihigkeit zur Innovation schligt auch eine im
Jahr 2014 veroffentliche Studie von MCKINSEY & COMPANY und dem VDMA vor
[MV14, S. 45]. In dieser werden sechs Maflnahmen definiert, welche den Erfolg in Zu-
kunft sichern sowie ausbauen (vgl. Bild 2-2) [MV 14, S. 8f.]. Hierzu zéhlen Optimierung
des Produkt-/Portfoliowerts, Ausbau des Aftersales-/Servicegeschiifts, zielgerichtete In-
ternationalisierung, Exzellenz in der heimischen Wertschopfung, Standardisierung und
Modularisierung sowie Verbesserung des Projektmanagements. Vor dem Hintergrund
der Arbeit ist die Mallnahme Optimierung des Produkt-/Portfoliowerts hervorzuheben:
Sie motiviert die systematische Weiterentwicklung bestehender Systeme [MV 14, S. 8f.].

Erfolg im Maschinen- und Anlagenbau

MaBnahmen
Optimierung des Ausbau des Aftersales-/ Zielgerichtete
Produkt-/Portfoliowerts Servicegeschifts Internationalisierung
Ve S 2 .
F i\
A K
Exzellenz in der heimischen Standardisierung und Verbesserung des
Wertschopfung Modularisierung Projektmanagements

T & || A

Bild 2-2:  Mafinahmen zur Sicherstellung und zum Ausbau des Erfolgs deutscher Un-
ternehmen im Maschinen- und Anlagenbau in Anlehnung an [MV14, S. 50]

Die Weiterentwicklung des Systems kann durch die zunehmenden Moglichkeiten aus
dem Bereich der Informations- und Kommunikationstechnik erfolgen. Infolgedessen
konnen technologische Innovationen entstehen [MV 14, S. 45]. Beispielsweise konnen
mit Hilfe integrierter IKT Systeme intelligenter realisiert werden, um z.B. die Adaptivitit
oder Robustheit von Systemen zu erhéhen (vgl. Abschnitt 2.1). Zudem erdffnet die Ver-
netzung und Auswertung von Sensordaten eine verbesserte Funktionalitit der Systeme,
da Systemstorungen auf Grund des konsolidierten Erfahrungswissens vermieden werden
konnen. Neue Fernwartungssysteme konnen entstehen, die einen Ausbau des Servicege-
schiftes ermoglichen [MV 14, S. 56]. Diese Entwicklungen konnen unter den Begriffen
»Industrie 4.0 oder ,,Cyber-Physische Produktionsanlagen® zusammengefasst werden.
Experten sehen in dieser Entwicklung hohes Potential, um den Maschinen- und Anlagen-
bau zu starken [SGG+13, S. 1211.].

Eine Herausforderung zum Ergreifen des Potentials besteht insb. im Hinblick auf die Or-
ganisationsstrukturen in den produzierenden Unternehmen. So belegt eine Studie des
Fraunhofer IAO, dass eine systematische Entwicklung der Kompetenzen der Mitarbeiter
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erfolgen muss, um die Potentiale von intelligenten Systemen zu ergreifen [SGG+13,
S. 124]. Dies betrifft besonders den Ausbau der Kompetenzen im Bereich der Informati-
onstechnik [SGG+13, S. 124]. Ein Beispiel fiir produzierende Unternehmen, die einen
Wandel in der Kostenstruktur der Produkte und daraus folgend der Mitarbeiter-Kompe-
tenzstruktur erleben werden, ist die Automobilindustrie. Hier ist eine Steigerung des Kos-
tenanteils von Software von 15% im Jahre 2010 auf 25% im Jahr 2025 zu erwarten
[RK10-0l, S. 4]. Zu den identifizierten Trends in diesem Bereich gehoren u.a. Vernet-
zung, Cloud-Dienste, Big Data und kiinstliche Intelligenz [Krel5, S. 47].

Ein Uberblick iiber die zukiinftig geforderten Kompetenzen im Kontext Industrie 4.0
geben zudem BAUER ET AL. So werden z.B. hohere Kompetenzen im Bereich der Infor-
mationstechnik und stdrkeres interdisziplindres Denken und Handeln der Mitarbeiter
(vgl. Bild 2-3) gefordert [BSH+14, S. 26]. Den Ausbau der interdisziplindren Vorgehens-
weise im Maschinen- und Anlagenbau schldgt auch BICK vor, um die starke Stellung im
internationalen Wettbewerb zu starken und auszubauen [Bic13-ol].

86% | Bereitschaft zum lebenslangen Lernen

77% | Interdisziplinares Denken und Handeln der Mitarbeiter

76% | Héhere Kompetenzen im Bereich der Informationstechnik

75% |Betei|igung an Problemldsungs- und Optimierungsprozessen

72% | Hoheres Systemwissen

71% | Beherrschung zunehmend komplexer Arbeitsinhalte

61%| Starkere Mitwirkung und Gestaltung von Innovationsprozessen

-

Nennung/Anzahl der Befragten'

Bild 2-3:  Geforderte Kompetenzen an die Mitarbeiter in den Unternehmen durch die
Entwicklungen im Kontext Industrie 4.0 nach [BSH+14, S. 26]

Fazit:

Die Positionierung als Technologie- und Qualititsfiihrer gilt als Erfolg versprechend, um
sich auch zukiinftig am Markt zu differenzieren. Erfolgsfaktor ist u.a. eine starke Innova-
tionsorientierung [FRS+15, S. 47]. Vor dem Hintergrund, dass ca. 23% des Umsatzes mit
neuen oder verbesserten Produkten erwirtschaftet werden, gilt es Potentiale zur Weiter-
entwicklung systematisch zu identifizieren. Eine Weiterentwicklung ist u.a. durch An-
satze aus dem Kontext der ITS mdglich. Die daraus resultierenden Nutzenpotentiale fiir
den Maschinen- und Anlagenbau zeigt eine Studie des Spitzenclusters it’s OWL [its14-
ol, S. 38]. Die zu erarbeitende Systematik soll insbesondere die Positionierung als Tech-
nologiefiihrer unterstiitzen und auf Ansétze aus dem Kontext ITS zuriickgreifen.

2.3 Fortgeschrittene mechatronische Systeme

Die Erzeugnisse des Maschinen- und Anlagenbaus vollziehen einen Wandel hin zu Sys-
temen mit inhédrenter Teilintelligenz. Wesentlicher Treiber dieser Entwicklung ist die In-
formations- und Kommunikationstechnik [GCD15, S. 11]. Derartige Systeme sind in
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der Lage, sich ihrer Umgebung und den Wiinschen ihrer Anwender im Betrieb anzupas-
sen. Im Folgenden wird der Innovationssprung von der Mechatronik hin zu fortgeschrit-
tenen mechatronischen Systemen beschrieben. Hierzu erfolgt im Abschnitt 2.3.1 zunéchst
die Erlduterung zu mechatronischen Systemen. In Abschnitt 2.3.2 werden adaptiv, gere-
gelte Systeme vorgestellt. Die in diesem Zusammenhang vorgestellten Adaptionsstrate-
gien ermdglichen eine Weiterentwicklung von geregelten, mechatronischen Systemen.
Gegenstand des Abschnitts 2.3.3 sind selbstoptimierende Systeme.

2.3.1 Mechatronische Systeme

Der Begriff Mechatronik — im Englischen ,,mechatronics* — wurde erstmalig im Jahr
1969 von dem Unternehmen YASKAWA ELECTRIC CORPORATION verwendet und nachfol-
gend als Handelsname eingetragen [Com94, S. 46], [Roh08-o0l], [Ise08, S.31°. Laut
KYURA und OHO wurde der Begriff ,,mechatronics* aus den Begriffen ,,mechanism* und
»electronics® zusammengefiihrt [KO96, S. 10], [Mor69], [Jap72]. Derzeit existieren zahl-
reiche Definition des Begriffs ,,Mechatronik* [Ise08, S. 3]. Im Rahmen dieser Arbeit wird
die Definition der VDI-Richtlinie 2206 verwendet [VDI2206, S. 14], welche auf den Ar-
beiten von HARASHIMA, TOMIZUKA und FUKUDA basiert [HTF96, S. 11f.]:

., Mechatronik bezeichnet das synergetische Zusammenwirken der Fach-
disziplinen Maschinenbau, Elektrotechnik und Informationstechnik beim
Entwurfund der Herstellung industrieller Erzeugnisse sowie bei der Pro-
zessgestaltung “ [VDI2206, S. 14].

Mechatronische Systeme bestehen aus einem Grundsystem, Sensorik, Aktorik sowie ei-
ner Informationsverarbeitung. Die Systeme sind zudem eingebettet in einer Umgebung
und konnen iiber entsprechende Schnittstellen mit dem Menschen sowie mit anderen In-
formationsverarbeitungen interagieren. Bild 2-4 zeigt die Grundstruktur eines mecha-
tronischen Systems nach der VDI-Richtlinie 2206 [VDI2206, S. 14].

Das Grundsystem bildet i.d.R. eine mechanische, elektromechanische oder hydraulische
Struktur. Es sind jedoch auch weitere physikalische Systeme denkbar [VDI2206, S. 14].
Diese Systeme konnen wiederum als hierarchisch, strukturierte mechatronische Systeme
dargestellt werden. Die Sensorik hat die Aufgabe, ZustandsgroBen des Grundsystems
sowie der Systemumgebung zu erfassen, zu digitalisieren und an die Informationsverar-
beitung zu iibergeben. Die Informationsverarbeitung bestimmt die Stellgrofen fiir die
Aktorik, um das Verhalten des Systems aktiv zu verdndern. Dies erfolgt auf Basis von
Informationen der Sensorik, vernetzter Informationsverarbeitungen sowie des Menschen.

® In der Literatur existieren widerspriichliche Aussagen bzgl. des Ursprungs des Begriffes ,,mechatronics®.
COMERFORD folgend geht der Begriff auf den Japaner Ko KIKUCHI zuriick [Com94, S. 46]. Im Gegensatz
dazu verweist ROHDE in einem Bericht des Unternehmens YASKAWA auf MORI [Roh08-ol].
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Die einzelnen Einheiten des Systems sind iiber Fliisse miteinander verbunden. In Anleh-
nung an PAHL/BEITZ werden folgende drei Flussarten unterschieden: Stoff-, Energie- und
Informationsfliisse [VDI2206, S. 15], [FG13, S. 241].

Logische Ebene (digitale GroRRen)
=== A o . T e L M L AL AN e EmEEEEEE
. K kat i . g ine- i |
| Informations- e — Rommunikationssystem _ | Informations- <-Msn—8(11 ﬁ/la_sghﬂle_s_ch_nits_teﬂe’: Mensch !
| verarbeitung | F——————— verarbeitung |- —-—————— !
O, 4 v ! | R
1
Leistungs Aktorik Sensorik <1 Umgebung
versorgung
p| Grundsystem >
Physikalische Ebene (analoge GroRen)
Legende:
————— = |nformationsfluss — - Energiefluss ———m Stofffluss

r————/
I:I notwendige Einheit | | optionale Einheit
e —_—d

Bild 2-4:  Struktur mechatronischer Systeme nach [GEKO01, S. 32], [VDI2206, S. 14]

Mechatronische Systeme konnen in verschiedenen Hierarchieebenen eines Systems vor-
kommen oder selbst aus vernetzten eigenstindigen Systemen bestehen. Zur Strukturie-
rung von mechatronischen Systemen kann die Unterscheidung nach HONEKAMP ET. AL
verwendet werden [HSN+97, S. 3f.], [Nau00, S. 22f.], [GRS14a, S. 8]:

Mechatronische Funktionsmodule bilden in der Regel die unterste Ebene in der Hierar-
chie. Sie bestehen aus dem mechanischen Grundsystem, Sensorik, Aktorik sowie Kom-
ponenten fiir die lokale Informationsverarbeitung. Beispiele hierfiir sind eine aktive Fahr-
zeugfederung oder das Antiblockiersystem im Automobil [Nau00, S. 22].

Autonome Mechatronische Systeme stehen auf der mittleren Ebene und setzten sich
zusammen aus mehreren MFM. Die Kopplung zu diesen kann mechanisch und/oder in-
formationstechnisch realisiert werden. Die Bezeichnung autonom beschreibt, dass das
System ,,selbstdindig* Handlungen ausfiihren kann. Beispiele fiir solche Systeme sind fah-
rerlose Transportsysteme oder Roboter [Nau00, S. 22f.].

Vernetzte Mechatronische Systeme bilden die oberste Hierarchieebene bei mechatro-
nischen Systemen. Gruppen von autonomen mechatronischen Systemen bilden gemein-
sam ein VMS. Die Kopplung von VMS erfolgt ausschlieBlich informationstechnisch.
Hervorzuheben ist, dass die Kopplung dynamisch erfolgt und sich hierdurch die System-
grenze verdndert. Beispiele hierfiir sind kooperierende Roboter oder Fahrzeugkolonnen
im Sinne von Konvois [Nau00, S. 22] In diesem Zusammenhang kann auch von System
of Systems oder Cyber-Physical Systems gesprochen werden [EGN12, S. 34].
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Fazit:

Die Steigerung der Leistungsfihigkeit mechatronischer Systeme weist im Wesentlichen
vier Handlungsfelder auf: Verbesserung von Grundsystem, Sensorik, Aktorik und Infor-
mationsverarbeitung. Vor dem Hintergrund einer Steigerung der Intelligenz wird im Rah-
men der vorliegenden Arbeit der Fokus vorranging auf der Informationsverarbeitung lie-
gen. Da Verbesserungen der Informationsverarbeitung auch Verbesserungen der einge-
setzten Sensorik und Aktorik erfordern kdnnen, werden diese ebenfalls beriicksichtigt.

2.3.2 Adaptiv geregelte Systeme

Das Verhalten mechatronischer Systeme ist im Betriebsfall vom definierten Betriebs-
punkt des Systems abhéngig. Dieser wird in Abhingigkeit der vorliegenden Situation
(z.B. einer entsprechenden Last, wie Drehmoment oder Temperatur) auf Basis des defi-
nierten Prozessmodells im Betrieb verdndert [Ise08, S. 319]. Jedoch verdndern sich die
Prozesse wihrend ihrer Betriebszeit, sodass die dazugehorigen Prozessmodelle (z.B.
durch Verschleil oder nicht beriicksichtigte Einfliisse) nicht mehr tibereinstimmen und
die Giite der Regelung abnimmt [Ise08, S. 326]. Adaptive Regelungen adressieren dies
und tragen dazu bei, eine hohere Giite der Regelung im Betrieb zu erreichen [Ise08,
S. 326]. Das Prinzip der adaptiven Regelung basiert auf der Erfassung von veranderlichen
Streckeneigenschaften. Bei adaptiven Regelungen ist zunichst die Identifikation von
Streckenparametern erforderlich sowie eine Auswertung mit Hilfe von Parameterschitz-
verfahren. Die identifizierten Parameterdnderungen der Strecke erfordern nachfolgend
(z.B. auf Basis eines Entscheidungssystems [Nau00, S. 9f.], [SR88, S. 18]) eine Modifi-
kation der Reglerparameter oder der Reglerstruktur [RB11, S. X19]. Prinzipiell konnen
adaptive Regler unterschieden werden in adaptive Regler mit und ohne Riickfiihrung. In
Bild 2-5 sind die beiden Strukturen von adaptiven Reglern dargestellt.

Adaptiver Regler ohne Riickfiihrung Adaptiver Regler mit Riickfiihrung

z(k)

Adaption Adaption

x(k)

w(k) u(k) y(k) — w(k) u
Regler »| Prozess —»2—» Regler o> Prozess

y(k)

\j

Legende: w(k): SystemeingangsgréRen (Sollgréfien)
u(k): ReglerausgangsgréRen (StellgrolRen)
y(k): Systemausgangsgréflen (Messgrofien)
z(k): Einflisse auf das System/StérgroRRen
x(k): Anderungen im Prozess

Bild 2-5:  Grundlegende Strukturen von adaptiven Regelungen nach [ILM92, S. 6f.],
[Nau00, S. 10f.], [AW0S, S. 2f]]

Bei adaptiven Reglern ohne Riickfiihrung erfolgt die Adaption auf Basis der Storgro-
Ben, welche auf den Prozess wirken. Vor diesem Hintergrund muss das Systemverhalten
hinreichend genau bekannt sein, um die relevanten Storgrofen zu identifizieren. Im Ge-
gensatz dazu werden beim adaptiven Regler mit Riickfiihrung die Stellgroen und die
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Systemgroflen bei der Adaption beriicksichtigt. Hierdurch kann trotz unbekannter Stre-
ckenparameter ein verbessertes Systemverhalten realisiert werden [Nau00, S. 10].

Fazit:

Ansitze im Kontext von adaptiven Regelungen, wie z.B. Identifikationsverfahren, liefern
Moglichkeiten zur Leistungssteigerung von mechatronischen Systemen. Vor diesem Hin-
tergrund sind diese als erste Moglichkeit fiir eine schrittweise Weiterentwicklung von
geregelten oder gesteuerten mechatronischen Systemen zu verstehen.

2.3.3 Selbstoptimierende Systeme

Die Entwicklungen im Bereich der Informations- und Kommunikationstechnik eroff-
nen neue Moglichkeiten, um Verbesserungen zukiinftiger Produkte und Produktionssys-
teme zu realisieren: Intelligente Technische Systeme (ITS). Diese Systeme sind in der
Lage, sich an ihre Umgebung und die Wiinsche ihrer Anwender im Betrieb anzupassen.
Schlagworte die zukiinftige ITS beschreiben sind ,,Cyber-Physical Systems* [GB12], ,,In-
dustrie 4.0“ [Pal3] oder ,,Selbstoptimierung™ [GRS14a]. ITS zeichnen sich durch vier
Eigenschaften aus: adaptiv, robust, vorausschauend und benutzungsfreundlich (vgl. Ab-
schnitt 2.1) [DJG12, S. 24f.], [Gaull, S. 22f.], [Duml1, S. 41], [Eur09-ol, S. 27].

Die Entwicklung von maschinenbaulichen Systemen mit den vorgestellten Eigenschaften
stellt fiir die Unternehmen eine Herausforderung dar, wenngleich die resultierenden Sys-
teme hohes Nutzenpotential aufweisen konnen [BH15, S. 54], [aca09, S. 8f.]. Dieser Her-
ausforderungen begegnet der vom Bundesministerium fiir Bildung und Forschung
(BMBF) geforderte Spitzencluster ,,Intelligente Technische Systeme OstWestfalen-
Lippe“ (it’'s OWL) [GTD13, S. 49ft.]. Ziel der beteiligten Unternehmen, Forschungs-
einrichtungen und Organisationen ist es, gemeinsam den Innovationssprung von der Me-
chatronik zu Intelligenten Technischen Systemen zu gestalten [its16-ol].

Die Technologieplattform im Spitzencluster ,,it's OWL* bilden fiinf Querschnittsthe-
men. Die Themen sind Selbstoptimierung, Mensch-Maschine-Interaktion, Intelligente
Vernetzung, Energieeffizienz und Systems Engineering [GDJ+14, S. 6f.]. Eine Zuordnung
dieser zu den Bestandteilen eines ITS im Sinne des Spitzenclusters it’s OWL ist in
Bild 2-6 dargestellt [GDJ+14, S. 6]’

Im Folgenden wird das Querschnittsthema Selbstoptimierung im Detail erldutert, da der
Fokus dieser Arbeit auf den Ansétzen der Selbstoptimierung liegt. Hierzu wird in Ab-
schnitt 2.3.3.1 zunédchst die Definition zur Selbstoptimierung vorgestellt. Nachfolgend
wird in Abschnitt 2.3.3.2 das Operator-Controller-Modul (OCM) erlédutert. In Ab-
schnitt 2.3.3.3 werden die Ansétze zur Realisierung der Selbstoptimierung aufgezeigt. In
Abschnitt 2.3.3.4 werden abschlie8end verschiedene Anwendungsbeispiele vorgestellt.

7 Weiterfithrende Erlduterungen zu der Technologiekonzeption sind [GDJ+14] zu entnehmen.
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Bild 2-6:  Technologiekonzeption von Intelligenten Technischen Systemen nach
[Gaull, S. 25], [DJG12, S. 25], [GDJ+14, S. 6]
2.3.3.1 Definition der Selbstoptimierung

Zukiinftige Systeme werden in der Lage sein, autonom und flexibel auf verénderte Be-

triebsbedingungen zu reagieren. Zu diesen Systemen zéhlen insbesondere selbstoptimie-
rende Systeme. Im Rahmen des Sonderforschungsbereichs 614 ,,Selbstoptimierende

Systeme des Maschinenbaus wurde das Wirkparadigma der Selbstoptimierung fiir den
Maschinenbau betrachtet [GRS14a]. Der Begriff ,,Selbstoptimierung* wurde im SFB 614

folgendermallen definiert:

,, Unter Selbstoptimierung eines technischen Systems wird die endogene
Anpassung der Ziele des Systems aufverdnderte Einfliisse und die daraus
resultierende zielkonforme autonome Anpassung der Parameter und ggf.
der Struktur und somit des Verhaltens dieser Systeme verstanden. Damit
geht Selbstoptimierung tiber die bekannten Regel- und Adaptionsstrate-
gien wesentlich hinaus; Selbstoptimierung ermoglicht handlungsfihige
Systeme mit inhdrenter ,, Intelligenz“, die in der Lage sind, selbstindig
und flexibel auf verdnderte Betriebsbedingungen zu reagieren‘ [SFB04,

S. 11f].

Im Kern vollzieht sich die Selbstoptimierung als stets wiederkehrender Prozess in der
Betriebsphase eines technischen Systems, der sogenannte Selbstoptimierungsprozess.

% Die dargestellten Ebenen der Informationsverarbeitung sind in Anlehnung an STRUBE entstanden [Str98].
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Der Selbstoptimierungsprozess besteht aus drei aufeinanderfolgenden Aktionen
[GRS14a, S.7]. In Bild 2-7 ist der Selbstoptimierungsprozess dargestellt sowie die
grundlegenden Aufgaben/Fragestellungen in den jeweiligen Phasen eingeordnet.

Haben sich die Einflisse
auf das Systemverhalten
oder den Prozess verandert?

Online-Analyse des
Betriebszustands

@

Selbstoptimierungs-

prozess
Autonome Anpassung
Anpassung des der vom System
Systemverhaltens verfolgten Ziele
Wie mussen Struktur oder Parameter Welche Auswirkungen hat der
des Systems verandert werden, um verdnderte Betriebszustand auf
die Ziele des Systems zu erreichen? die Ziele des Systems?

Bild 2-7:  Der Selbstoptimierungsprozess nach [GRS+14b, S. 3], [GIV+14, S. 56]

Online-Analyse des Betriebszustandes: Im Rahmen der Online-Analyse werden die
Einfliisse auf das System analysiert. Die Einfliisse konnen unterschieden werden in Ein-
fliisse aus der Umgebung des Systems (z.B. verdndertes Drehmoment, Temperatur), Ein-
fliisse vom Benutzer (z.B. Anderung der Benutzerwiinsche) sowie Einfliisse des Systems
selbst (z.B. Verschleill von Systemkomponenten). Die Einfliisse werden entweder vom
System selbst (z.B. mit Hilfe von Sensorik), durch Kommunikation mit anderen Systemen
oder durch die Benutzerschnittstelle erfasst. Zudem wird gepriift, ob die Ziele fiir die
aktuelle Situation angemessen sind [ADG+09, S. 5f.], [GIV+14, S. 55f.].

Anpassung der vom System verfolgten Ziele: Auf Basis der Online-Analyse erfolgt die
Anpassung der Systemziele. Systemziele im Sinne der Selbstoptimierung sind z.B. ,,mi-
nimiere Energieverbrauch® oder ,,maximiere Leistungsfahigkeit™ des technischen Sys-
tems. Die Ziele werden als Zielfunktionen abgebildet, die von bestimmten Systemgrofien
abhingig sind. In den jeweiligen Situationen erhilt das System hierdurch einen quantita-
tiven Zielfunktionswert (Erfiillungsgrad). Mit Hilfe der Selbstoptimierung werden opti-
male Kompromisse zwischen konkurrierenden Zielen gebildet, die in der vorliegenden
Aktion zur Verfligung stehen und situationsspezifisch priorisiert werden konnen
[ADG+09, S. 8], [GIV+14].

Autonome Anpassung des Systemverhaltens: Die neue Situation und die damit ver-
bundene Zielanpassung erfordert nachfolgend eine Anpassung des Systemverhaltens. Das
Systemverhalten kann durch die Verédnderung von Parametern oder gegebenenfalls der
Systemstruktur erfolgen. Die einfachste Art der Verdnderung ist die Modifikation der Pa-
rameter des Reglers [Nau00, S. 31]. Bei der Anderung der Systemstruktur erfolgt eine
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Modifikation der Anordnung und Beziehungen zwischen den Elementen eines Systems
[ADGH+09, S. 8]. Dies stellt die komplexeste Art der Veranderung dar [Nau0O0, S. 32].
Nachfolgend wird wiederum im ersten Schritt gepriift, welche Auswirkungen die Anpas-
sung des Systemverhaltens hatte und ob ein verbesserter Zielfunktionswert erreicht wurde
[ADG+09, S. 8f.].

Durch die situationsspezifische Beriicksichtigung und Veranderung der Systemziele er-
geben sich selbstoptimierende Regelungen, die {iber bekannte Regel- und Adaptions-
strategien hinausgehen [BSK+06, S. 4673f.]. Diese sind nicht als Alternative zu den klas-
sischen oder adaptiven Regelungen zu sehen sondern als Erweiterung [Duml1, S. 15f],
[BSK+06, S. 4673f.]. Diese Erweiterung ist in Bild 2-8 dargestellt. Vor diesem Hinter-
grund ergibt sich die Forderung nach einer geeigneten Strukturierung der Informations-
verarbeitung des selbstoptimierenden Systems [HOGO04], [Nau0O0].

Bewertung der
Zielerfullung

A

1

1

1

1

1

1

1

1

1

1

I | Auswahl der Ziele/ |
i | Desicion Making
1
1
1
1
1
1
1
1
1
1
1

Bild 2-8:  Erweiterung von geregelten und adaptiven Regelungen zu selbstoptimieren-
den Regelungen in Anlehnung an [BSK+06, S. 4674]

Fazit:

Die Handlungsoptionen zur Entwicklung von ITS sind vielféltig. Durch die Selbstopti-
mierung konnen intelligente Systeme realisiert werden. Die schrittweise Umsetzung zur
Selbstoptimierung kann auf Basis von Regelungen und Ansétzen der adaptiven Regelung
vollzogen werden. Eine Steigerung der Intelligenz kann durch die vier Eigenschaften von
ITS charakterisiert werden: adaptiver, robuster, vorausschauender oder benutzungs-
freundlicher (vgl. Abschnitt 2.1).

2.3.3.2 Operator-Controller-Modul

Selbstoptimierende Regelungen erweitern durch die Beriicksichtigung von Systemzielen
klassische Regelungen und erhohen somit die Flexibilitdt und Leistungsfahigkeit des Sys-
tems [Nau0O, S. 28]. Dies erfordert jedoch die Trennung der bereits bekannten Steuer-
und Regelaufgaben von den Aufgaben, die zur Kontrolle dieser Aufgaben und zur Opti-
mierung dienen. Dies ist insbesondere durch die Betrachtung von zeitlichen Restriktionen
notwendig, da einige Aufgaben in Echtzeit erfiillt werden miissen, wohingegen andere
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z.B. Zeit zur Simulation und Optimierung bendtigen. Aus diesen Anforderungen heraus
wurde im Rahmen des Sonderforschungsbereichs 614 ,,Selbstoptimierende Systeme des
Maschinebaus* das sogenannte Operator-Controller-Modul (OCM) nach NAUMANN
weiterentwickelt [Nau00, S. 27ff.], [HOGO04], [GRS14a, S. 10f.]. Bild 2-9 zeigt die drei
Ebenen des OCM: Controller, reflektorischer Operator und kognitiver Operator.

Operator-Controller-Modul (OCM)

LCERTTIEIRo ETETLTN Kognitive Informationsverarbeitung

| Verhaltensbasierte Selbstoptimierung |

Modellbasierte Selbstoptimierung

Planungsebene

Reflektorischer Operator Reflektorische

Informationsverarbeitung

Uberwachung
Konfigurations- Notfall

Handlungsebene
@ ST T eicre ecnt

&
2
Al —<

e

- .

i

. steuerung Ablauf-
steuerung

Strecke

Bild 2-9:  Struktur des OCM nach [HOGO04, S. 2], [ADG+09, S. 14]

Auf unterster Ebene des OCM befindet sich der Controller. Er iibernimmt die Aufgaben
der klassischen Regelungstechnik. Hierzu existieren z.B. ein oder mehrere Regler, die
iber entsprechende Sensorik Informationen {iber das Systems selbst oder tiber die Umge-
bung erhalten und eine Berechnung der StellgroBen fiir die Aktorik durchfiihren. Der Re-
gelkreis des Controllers mit dem System, der Sensorik und Aktorik wird als motorischer
Kreis bezeichnet. Charakteristisch fiir den Controller ist, dass Sensordaten und Stellgro-
Ben in Echtzeit verarbeitet und erzeugt werden, um das gewiinschte dynamische Verhal-
ten des Systems zu realisieren [Kriil4, S. 7f.], [HOG04], [ADG+09, S. 13ff.].
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Der reflektorische Operator bildet die mittlere Ebene des OCM. Dieser beeinflusst die
Aktorik des Systems indirekt, indem er Anderungen am Controller durchfiihrt und diesen
iiberwacht. Der reflektorische Operator initiiert Anderungen an den Parametern der Reg-
ler oder Strukturanpassungen. So konnen Umschaltvorginge von Reglern durchgefiihrt
oder Komponenten des Controllers entfernt oder hinzugefiigt werden. Die Verbindung
zwischen reflektorischem Operator und dem Controller wird auch als reflektorischer
Kreis bezeichnet. Die moglichen Anderungen kénnen aus Adaptionsstrategien oder defi-
nierten Ablaufsteuerungen resultieren. Zudem kdnnen Sicherheits- oder Notfallroutinen
hinterlegt werden. Da der Controller durch den reflektorischen Operator konfiguriert
wird, muss dieser ebenfalls harten Echtzeitbedingungen geniigen. Auf Basis von Schnitt-
stellen zum kognitiven Operator (Lernen aus der Vergangenheit, Optimierung etc.) miis-
sen nicht alle Funktionen Echtzeitanforderungen geniigen [Kriil4, S. 9f.], [HOGO04]
[ADGH09, S. 15].

Die oberste Ebene bildet der kognitive Operator. Im kognitiven Operator finden alle
Methoden und Verfahren Einsatz, welche nicht den harten Echtzeitbedingungen des Sys-
tems geniigen miissen. Diese sollen im Wesentlichen dazu beitragen, Wissen iiber das
System selbst sowie seiner Umgebung aufzubauen und eine Verbesserung des System-
verhaltens zu realisieren. Die Methoden und Verfahren konnen in Ansitze zur modellba-
sierten und verhaltensbasierten Selbstoptimierung unterschieden werden. Beispielsweise
konnen bei den modellbasierten Ansdtzen auf Basis von physikalischen Modellen des
Systems sowie der Umgebung, optimale Systemkonfigurationen berechnet werden, um
das Systemverhalten zu verbessern. Bei verhaltensbasierten Verfahren, konnen auf Basis
von Black-Box-Modellen Wirkzusammenhénge identifiziert und fiir die Verbesserung
des Systems genutzt werden. Einsatz finden z.B. maschinelle Lernverfahren. Die Anpas-
sung des Systemverhaltens erfolgt durch Zugriff auf den reflektorischen Operator (kog-
nitiver Kreis) [HOGO04], [Kriil4, S. 9f.], [ADG+09, S. 15f.].

Fazit:

Der OCM zeigt eine vollstindige Strukturierung von selbstoptimierenden Systemen auf.
In diesem Zusammenhang werden Elemente aus der Erweiterung von Regelungen und
adaptiven Regelung aufgegriffen. Fiir den Einsatz im Maschinen- und Anlagenbau wei-
sen die Begriffe jedoch Potential auf, da sie eine ausfiihrliche Erlduterung erfordern und
nicht intuitiv sind.

2.3.33 Ansatze zur Realisierung der Selbstoptimierung

Zur Realisierung der Selbstoptimierung existieren zahlreiche Ansitze, die in den ver-
schiedenen Aktionen im Selbstoptimierungsprozess eingesetzt werden konnen. Diese be-
inhalten z.B. ingenieurwissenschaftliche Ansétze der fortgeschrittenen Regelungstechnik
zur Adaption des Systemverhaltens oder dem Auslegen von Adaptionsalgorithmen, aber
auch Ansitze aus den Bereichen maschinellen Lernens sowie mathematische Optimie-
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rung. Dariiber hinaus existieren Ansétze, welche die Verldsslichkeit des selbstoptimie-
renden Systems sicherstellen bzw. erhhen [Son14]. Bild 2-10 zeigt eine Auswahl an An-
sdtzen, die zur Realisierung des Selbstoptimierungsprozess im mechatronischen System
beitragen konnen [ADG+09, S. 123f.].

[ Pradiktive Wartungsplanung ] [ SEllEsiep ol ]

Regelungen

Online-Analyse des
] Betriebszustands [

Q

[ Adaptive Regelunge“} Selbstoptimierungs-
prozess

Optimalsteuerungs-
verfahren

Mehrzieloptimierungs-
verfahren

Erlernte Prozessmodelle in
der Betriebsphase

Autonome
Anpassung des
Systemverhaltens

Anpassung
der vom System
verfolgten Ziele

[ Condition Monitoring } [VirtuelleSensorik J

Bild 2-10: Der Selbstoptimierungsprozess sowie Losungsansdtze zur Unterstiitzung des
Prozesses nach [GRS+14b, S. 3], [GIV+14, S. 56]

Online-Analyse des Betriebszustands: Im Rahmen der Online-Analyse werden der Sys-
temzustand sowie die Umgebung analysiert (vgl. Abschnitt 2.3.3.1). Dies erfolgt auf Ba-
sis von Modellen, welche Wirkzusammenhinge beschreiben [Ise08, S. 47ff.]. Die Mo-
delle ermoglichen die Identifikation von notwendigen Eingriffen in das System in den
betrachteten Situationen.

Im Bereich der quantitativen Modellbildung kann zwischen der theoretischen und ex-
perimentellen Modellbildung unterschieden werden [Ise08, S. 47ft.]. In den klassischen
Ingenieurwissenschaften wird in der Regel die Vorgehensweise zur theoretischen Mo-
dellbildung als vorteilhaft betrachtet [Ise08, S. 51]. Dennoch stellen maschinelle Lern-
verfahren einen geeigneten Ansatz dar, um bei komplexen und schwer beschreibbaren
Systemen valide Modelle zu erhalten (erlernte Prozessmodelle) [MRB14, S. 2170]. Tech-
nische Prozesse, wie z.B. Umform- oder Knetprozesse, sind mitunter schwer oder unter
Umsténden nicht mit physikalischen Modellen abzubilden. So weil3 z.B. ein Prozessex-
perte, dass bestimmte EinflussgroB3en (wie die Temperatur) positiv oder aber auch negativ
auf einen Prozess wirken. Warum diese Einflussgréf3en aber den Prozess beeinflussen, ist
meist nicht physikalisch beschreibbar. Dieser Umstand erschwert das Reproduzieren von
Prozessergebnissen und die die damit verbundene Automatisierung.

Lernverfahren erlauben es jedoch, den betrachteten Prozess ausschlielich anhand be-
obachteter Eingangs- und Ausgangsgrof3en zu modellieren [Neul3, S. 1{f.]. Maschinelle
Lernverfahren extrahieren dazu Regelmifigkeiten aus den beobachteten Gréfen und
reprasentieren diese Zusammenhédnge in effizient ausfiihrbaren, erlernten Modellen.
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Durch den Einsatz von Lernverfahren er6ffnen sich somit neue Perspektiven fiir die Au-
tomatisierung von komplexen technischen Prozessen, wie z.B. virtuelle Sensoren
[USA+14, S. 2170ff.] oder Ansétze zur Zustandsvorhersage [GIV+14]. Auf Basis der
Systemdaten konnen bspw. Schidigung von Systemkomponenten (Condition Monitoring
[Mat13, S. 116f.]) erkannt und bei der Anpassung des Systemverhaltens beriicksichtigt
werden (z.B. im Rahmen einer prddiktiven Wartungsplanung [LKY 14, S. 3f.]). Beispiels-
weise setzte ThyssenKrupp Elevator gemeinsam mit Microsoft eine neue Service-Losung
um, die auf diesem Prinzip beruft. In die Aufziige wurden Sensoren integriert, die ver-
schiede Daten aufgenommen haben, wie z.B. Temperatur des Antriebsmotors oder Kabi-
nengeschwindigkeit und mit Wartungen bzw. Storungen der Aufziige korreliert. Resul-
tierend entstand ein Modell, welches ThyssenKrupp Elevator nun nutzen kann, um pré-
ventiven Service anzubieten und somit Ausfallzeiten zu minimieren und die Kundenzu-
friedenheit zu erhohen [Rid14-ol].

Anpassung der vom System verfolgten Ziele: Auf Basis der Online-Analyse erfolgt die
Anpassung der Systemziele (vgl. Abschnitt 2.3.3.1). Ziele im Sinne der Selbstoptimie-
rung sind z.B. ,,minimiere Energieverbrauch® oder ,,maximiere Leistungsfahigkeit™. In
Abhingigkeit der Situation werden die Ziele priorisiert und das Verhalten entsprechend
angepasst. Die Zielauswahl kann durch Verfahren aus dem Bereich der mathematischen
Optimierung unterstiitzt werden [IDG15, S. 186]. Hierzu zihlen u.a. Mehrzieloptimie-
rungs- sowie Optimalsteuerungsverfahren. Mehrzieloptimierungsverfahren ermoglichen
die Optimierung mehrerer Zielfunktionen. Die Zielfunktionen werden mathematisch be-
schrieben [ADG+09, S. 125ff.]. Bei dieser Optimierung wird die sogenannte Pare-
tomenge approximiert, die aus den optimalen Kompromissen zwischen konkurrierenden
Zielfunktionen besteht. In diesem Zusammenhang bestehen zahlreiche Moglichkeiten die
Paretomenge zu berechnen, wie z.B. durch Optimierung gewichteter Summen (ein Uber-
blick ist in [Mie98, S. 78ff.] gegeben), mittels Beschrankungsmethoden [Ehr05, S. 97ff.],
Unterteilungsverfahren (z.B. [DSHOS5, S. 113ff.]) oder Pfadverfolgungstechniken (z.B.
[HilO1, S. 87ff.]). Aufgabe der optimalen Steuerung ist es, einen Prozess beziiglich einer
Zielgrofle zu optimieren, wobei das durch Modelle beschriebene dynamische Verhalten
des technischen Systems zu bertlicksichtigen ist. Beispielsweise sind Fahrwege eines Ro-
boterarms so zu gestalten, dass sie moglichst energieeffizient abgefahren werden, wenn-
gleich gewisse Nebenbedingungen erfiillt werden miissen [LOM+10, S. 1f.]. Vorausset-
zungen flir den Einsatz von mathematischen Optimierungsverfahren sind simulationsfa-
hige Modelle [ADG+09, S. 123f.].

Autonome Anpassung des Systemverhaltens: Die neue Situation sowie die damit ver-
bundene Zielanpassung- bzw. Optimierung erfordert eine Anpassung des Systemverhal-
tens (vgl. Abschnitt 2.3.3.1). Dies kann durch eine Parameteranpassung erfolgen, wenn
z.B. Reglerparameter im Betrieb verdndert werden. Es kdnnen aber auch Parameter im
zugrundeliegenden Modell des Systems selbst verdndert werden, wenn beispielsweise
Identifikationsverfahren (bei adaptiven Regelungen eingesetzt) aktuellere Parameter-
werte bestimmen [Kriil4, S.5]. Neben Parameteranpassungen kann zudem auch die
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Struktur des Systems angepasst werden. Dies erfolgt, wenn zwischen verschiedenen Reg-
lern im System umgeschaltet wird. Ein Beispiel hierfiir ist die Umschaltung von Ab-
stands- auf Geschwindigkeitsregler in Fahrzeugen [Kriil4, S. 5]. Eine Form der Struk-
turanpassung stellt auch die Rekonfiguration dar. Falls z.B. ein Sensor- oder Aktoraus-
fall vorliegt, kann das Einfiigen eines Rekonfigurationsblocks in der Regelungsstruktur
ein zufriedenstellendes Systemverhalten realisieren [ADG+09, S. 6f.], [Kriil4, S. 6].
Hierdurch kann insbesondere bei kritischen Systemen die Verldsslichkeit gesteigert wer-
den [LKT12, S. 1f.]. Die Umsetzung des vollstindigen Selbstoptimierungsprozesses er-
moglicht selbstoptimierende Regelungen [KGI+13].

Fazit:

Die Ansitze zur Realisierung der Selbstoptimierung (z.B. Condition Monitoring, Adap-
tive Regelungen, Mehrzieloptimierung) lassen sich auch unabhingig vom Selbstoptimie-
rungsprozess einsetzen. Vor diesem Hintergrund konnen diese individuell eingesetzt wer-
den, um eine Leistungssteigerung von bestehenden Systemen zu erreichen, wenngleich
gewisse Abhédngigkeiten bestehen. Diese werden jedoch nicht mit dem Selbstoptimie-
rungsprozess dargestellt. Zudem zeigt die Architektur der Informationsverarbeitung
(OCM) die konkreten Zusammenhinge und Abhéngigkeiten nicht ausreichend auf. Zu-
sammenfassend existieren im Bereich der Selbstoptimierung zahlreiche Losungsmoglich-
keiten, um die Maschinen und Anlagen intelligenter zu realisieren. Dies resultiert jedoch
in uniiberschaubaren Handlungsoptionen fiir die Unternehmen des Maschinen- und An-
lagenbaus.

2334 Selbstoptimierung in der Anwendung

Im Rahmen dieses Abschnittes werden Beispiele fiir selbstoptimierende Systeme aus dem
Sonderforschungsbereich (SFB) 614 ,,Selbstoptimierende Systeme des Maschinenbaus*
sowie aus dem Spitzencluster it's OWL vorgestellt. Die Methoden und Verfahren zur
Entwicklung selbstoptimierender Systeme wurden im SFB 614 an forschungsseitigen De-
monstratoren erprobt. Bild 2-11 zeigt eine Auswahl der betrachteten Demonstratoren.
Im Folgenden werden das Schienenfahrzeug RailCab sowie das X-by-Wire Versuchs-
fahrzeug Chamileon kurz vorgestellt.

Ein Demonstrator des SFB 614 war das System Railcab der Neuen Bahntechnik Pader-
born’. Ein Railcab ist ein schienengebundenes Verkehrssystem, das als umfassende Ver-
suchsanlage im MalBstab 1:2,5 realisiert ist. Kern des Systems bilden autonome Fahrzeuge
(RailCabs) fiir den Personen- und Giitertransport. Besonders ist, dass diese nach Bedarf
und nicht nach Fahrplan fahren. Sie handeln proaktiv; beispielsweise bilden sie Konvois,
um den Energiebedarf zu verringern [ADG+09, S. 29]. Ein RailCab umfasst mehrere
selbstoptimierende Funktionsmodule, wie z.B. das Antriebsmodul des Fahrzeugs, ein

? Website des Projekts ,,Neue Bahntechnik Paderborn/RailCab* der Universitidt Paderborn: http://nbp-
www.upb.de.
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hybrides Energieversorgungsmodul (bestehend aus Doppelschichtkondensator (DLC)
und Nickel-Metallhybrid-Batterie (NiMH)) und ein Energiemanagement [ADG+09,
S. 3]. Die Module sowie das gesamte System verfolgen im Betrieb verschiedene Ziele,
die auch im Konflikt zueinander stehen. Diese werden in Abhéngigkeit der Betriebssitu-
ation priorisiert. Beispielweise kann das Energieversorgungsmodul des RailCabs zwi-
schen den Zielen ,,max. Ladegrad des DLC* und ,,max. Energieeffizienz* priorisieren.
Durch das Ziel ,,max. Energieeffizienz* wird eine mdglichst hdufige Nutzung des DLC
angestrebt. Hierdurch werden die Energieverluste minimiert, da beim Laden und Entladen
des DLC aufgrund des geringen Innenwiderstandes wesentlich weniger Verluste auftre-
ten, als durch die Nutzung der NiMH-Batterie [Rom13, S. 21{f.]. Durch das Ziel ,,max.
Leistungsreserve® wird der DLC, in den dafiir vorgesehenen Situationen, auf einem be-
stimmten Ladegrad gehalten, mit dem der energetische Bedarf der meisten unerwarteten
Leistungsspitzen abgedeckt werden kann [GID+13, S. 215f.].

Miniaturroboter
,BeBot“

X-by-Wire Versuchsfahr-
zeug ,,Chamileon*

Schienenfahrzeué
»RailCab“

Bild 2-11: Beispiele fiir selbstoptimierende Systeme (Quelle: SFB 614)

Ein weiterer Demonstrator fiir die Selbstoptimierung ist das X-by-Wire-Versuchsfahr-
zeug Chamiileon. Es ist ein vollaktives mechatronisches Versuchsfahrzeug, das aus-
schlieBlich elektrisch aktuiert wird. Es wird by-Wire gesteuert!?. Eine vollstindig elekt-
rische Lenkung bietet z.B. die Moglichkeit einer situationsspezifischen variablen Lenk-
iibersetzung [KGB+10, S. 160]. In den Arbeiten zur Selbstoptimierung wurde eine Mehr-
zieloptimierung zur Bestimmung optimaler Bremskraftverteilungen durchgefiihrt. Zudem
wurden auch Ansitze zur Rekonfiguration der Fahrwerksaktorik betrachtet, um z.B. Ak-
torausfille zu kompensieren [RT14, S. 56ff.], [LKT12].

Im Rahmen des SFB 614 wurden die Demonstratoren in der Regel eingesetzt, um den
ganzen Prozess der Selbstoptimierung zu realisieren. Im Spitzencluster it’'s OWL wurde
das Potential erkannt, die Losungen aus dem Bereich der Selbstoptimierung unabhén-
gig vom vollstdndigen Selbstoptimierungsprozess einzusetzen. Dies erfolgt am Beispiel

10 X-by-Wire Systeme verzichten auf eine mechanische Kopplung zwischen Bedienelement und Wirkein-
heit [RT14].
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eines intelligenten Teigkneters auf Basis von maschinellen Lernverfahren, die eine On-
line-Analyse des Betriebszustandes unterstiitzen sollen. Maschinelle Lernverfahren er-
moglichen die effiziente Abbildung von Wirkzusammenhédngen in komplexen techni-
schen Prozessen [USA+14, S. 1ff.]. Im Selbstoptimierungsprozess sind somit maschi-
nelle Lernverfahren besonders fiir die Online-Analyse des Betriebszustands relevant.

Im Innovationsprojekt ,,Intelligenter und optimierter Teigkneter* des Spitzenclusters
it’s OWL ist die sensorische Erkennung des Teigzustands ein wichtiger Erfolgsfaktor fiir
eine Automatisierung des Knetprozesses. Diese Erkennung kann sowohl mit Hilfe der
theoretischen Modellbildung erfolgen, oder aber auch auf Basis von experimentellen An-
sitzen, wie z.B. durch den Einsatz maschineller Lernverfahren. In dem durch die Firma
WP KEMPER geleiteten Projekt, wurde in Zusammenarbeit mit dem Institut fiir Kognition
und Robotik der Universitdt Bielefeld eine solche Teigphasenerkennung maschinell ge-
lernt. Basierend auf der Teigtemperatur, dem Motormoment des Knethakens sowie des
Motordrehmoments des Teigbottichs bestimmt ein maschinell trainierter Klassifikator die
aktuelle Knetphase, so dass der Knetprozess automatisch nach Erreichen der gewiinsch-
ten Teigqualitdt vom System selbst beendet werden kann [GIV+14, S. 56f.]. Bild 2-12
visualisiert die Klassifikation der Zustinde am Teigkneter.
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Bild 2-12: Klassifikation von Zustdnden des Teigkneters mit Hilfe von maschinellen
Lernverfahren (Quelle: Kemper) nach [GIV+14]

Dariiber hinaus existieren weitere Beispiele fiir den Einsatz ausgewihlter Ansitze der
Selbstoptimierung in technischen Systemen. Hierzu zéhlen u.a. folgende Anwendungs-
beispiele: Kupferbondmaschinen (Maschinelles Lernen zur Modellierung des Systemver-
haltens) [USA+14], elektrisch angetriebene Fahrzeuge (Mathematische Optimierung flir
eine optimale Gaspedalstellung) [DEF+14], Frasmaschine (Zustandsiiberwachung des
Werkzeugs einer Frasmaschine) [MKS15] oder Fertigungen (Maschinelles Lernen zum
Entwurf eines Expertensystems) [IRD+15].
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Fazit:

Die Beispiele zeigen die Potentiale, welche sich durch die Umsetzung der Selbstoptimie-
rung sowie den Ansétzen der Selbstoptimierung ergeben. Die entsprechenden Nutzenpo-
tentiale fiir einzelne Ansétze im Kontext der Selbstoptimierung sollten vor diesem Hin-
tergrund ausgearbeitet werden, um eine bedarfsgerechte Auswahl dieser zu unterstiitzen.

2.4 Produktentstehung

Zum besseren Verstidndnis der vorliegenden Arbeit ist die Beschreibung der Aufgaben im
Bereich der Strategischen Produktplanung und Produktentwicklung von besonderer Be-
deutung. Vor diesem Hintergrund wird im Abschnitt 2.4.1 zunéchst das Referenzmodell
der Strategischen Planung und integrativen Entwicklung von Marktleistungen nach GAU-
SEMEIER erldutert, das u.a. die Wechselwirkung der beiden Bereiche beschreibt. Fiir die
detaillierte Betrachtung der Potential- und Produktfindung wird in Abschnitt 2.4.2 der
Innovationsprozess nach IHMELS vorgestellt. AnschlieBend wird in Abschnitt 2.4.3 das
Vorgehen im Rahmen der Produktentwicklung analysiert.

241 Referenzmodell der Strategischen Planung und integrativen Ent-
wicklung von Marktleistungen

Das Referenzmodell der Strategischen Planung und Entwicklung von Marktleistungen
nach GAUSEMEIER erstreckt sich von der Produkt- bzw. Geschéftsidee bis zum Serienan-
lauf. Es umfasst die Aufgabenbereiche Strategische Produktplanung, Produktentwick-
lung, Dienstleistungsentwicklung und Produktionssystementwicklung. Das Referenzmo-
dell wird nicht als stringente Folge von Phasen und Meilensteinen verstanden. Vielmehr
handelt es sich hierbei um ein Wechselspiel von Aufgaben, die sich in vier Zyklen glie-
dern lassen [GAD+14, S. 13f.], [GP14, S. 25ff.]. Das Referenzmodell ist in Bild 2-13 vi-
sualisiert (wobei aus Griinden der Ubersichtlichkeit auf die vollstindige Darstellung der
drei Entwicklungszyklen verzichtet wird).

Die Strategische Produktplanung bildet den ersten Zyklus. Thr Ziel ist eine aus unter-
nehmerischer und technischer Sicht Erfolg versprechende Produktkonzeption, welche
auch als Prinzipldsung verstanden werden kann [GBK 10, S. 345]. Der erste Zyklus deckt
die Aufgabenbereiche Potentialfindung, Produktfindung, Geschéftsplanung und Produkt-
konzipierung ab. Die Produktkonzipierung bildet die Schnittstelle zwischen dem ersten
und dem zweiten Zyklus — der Produktentwicklung [GP14, S. 25f.].

Im Zyklus der Produktentwicklung erfolgen neben der Produktkonzipierung, der fach-
disziplinspezifische Entwurf sowie die entsprechende Ausarbeitung und die Integration
der Ergebnisse zu einer verifizierten Gesamtlosung. Die Produktentwicklung erfolgt
durch die verschiedenen Fachdisziplinen der Mechatronik, wie z.B. Mechanik, Elektrik/
Elektronik, Regelungstechnik und Softwaretechnik [GP14, S. 25f.].
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Bild 2-13: Referenzmodell der Strategischen Planung und integrativen Entwicklung von
Marktleistungen nach [GAD+14, S. 15]

Ziel der Dienstleistungsentwicklung ist eine Marktleistung, die auf Basis der Dienstleis-
tungsidee erarbeitet wird [BS06], [GAD+14, S. 13ff.]. Im Rahmen der Dienstleistungs-
entwicklung werden die Aufgaben Dienstleistungskonzipierung, Dienstleistungsplanung
und Dienstleistungsintegration im Wechselspiel erarbeitet [GAD+14, S. 13{f.].

Ausgangspunkt des dritten Zyklus — der Produktionssystementwicklung — ist die Kon-
zeption des Produktionssystems. Die Produktionssystementwicklung behandelt und inte-
griert die Fachdisziplinen Arbeitsablaufplanung, Arbeitsstéttenplanung sowie die Mate-
rialfluss- und Arbeitsmittelplanung. Zudem besteht ein Wechselspiel zwischen der Ar-
beitsplanung und der Entwurfs- und Ausarbeitungsphase der Produktentwicklung, um
frithzeitige Entscheidungen z.B. iiber neue Technologien ganzheitlich zu treffen [GP14,
S. 26].

Fazit:

Das Referenzmodell zeigt die verschiedenen Aufgabenbereiche der Strategischen Pla-
nung und integrativen Entwicklung von Marktleistungen auf. Fiir die Entwicklung einer
Systematik zur Steigerung der Intelligenz mechatronischer Systeme sind insb. die Aufga-
benbereiche der Potentialfindung, der Produktfindung und Produktkonzipierung von Re-
levanz. Vor diesem Hintergrund werden in den nachfolgenden Abschnitten diese Berei-
che néher vorgestellt.
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2.4.2 Strategische Produktplanung im Innovationsprozess

Der Innovationsprozess beschreibt, welche Aktivititen die Definition von Erfolg ver-
sprechenden Produktideen unterstiitzten [Thm10, S. 6]. Grundsétzlich kann der Innovati-
onsprozess fiir zwei verschiedene Storichtungen des Innovationsmanagements definiert
werden: Technology Push (technologie-induziert) sowie Market Pull (nachfrage-indu-
ziert) [Ger05, S. 51], [VB13, S. 63]. Fiir die zu erarbeitenden Systematik sind die Aktivi-
taten aus dem Bereich des Market Pull von besonderer Relevanz, da diese den Anstol3 zur
Modifikation des bestehenden Systems aus Kundensicht adressieren.

Bild 2-14 visualisiert den generischen Innovationsprozess fiir nachfrageinduzierte In-
novationen nach IHMELS (Market Pull) [Thm10, S. 82ff.]. Aus Sicht der Strategischen Pro-
duktplanung umfasst dieser Innovationsprozess die Phasen Potentialfindung, Ideenfin-
dung sowie Konzipierung. Der Entwicklungsauftrag bildet das Bindeglied zwischen den
Phasen im Innovationsprozess: der Strategischen Produktplanung und der Entwicklung.
Im Folgenden werden die Phasen der Strategischen Produktplanung beschrieben.
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Bild 2-14: Nachfrageinduzierter Innovationsprozess mit Fokus auf die Phasen der Stra-
tegischen Produktplanung nach IHMELS [Thm10, S. 82]

Potentialfindung: Im Rahmen der Potentialfindung werden Chancen fiir neue Innovati-
onen erkannt. Es werden u.a. Marktentwicklungen, Wettbewerber, das Geschaftsumfeld
sowie Kunden analysiert, um Innovationsfelder zu definieren. Zudem wird z.B. auch die
Szenario-Technik eingesetzt, um einen detaillierten Uberblick iiber mdgliche Entwick-
lungen des Umfeldes oder des Marktes zu erhalten [Thm10, S. 83ff.].

Ideenfindung: In der Ideenfindung werden basierend aus den Ergebnissen der Potential-
findung Ideen fiir zukiinftige Produkte bzw. Produktgenerationen entwickelt. Hierbei
werden insbesondere auch Kreativititstechniken eingesetzt, um z.B. zu den identifizier-
ten Kundenbediirfnissen entsprechende Losungsmdglichkeiten zu definieren [IhmlO,
S. 83]. Die Ideenfindung kann auf zwei Arten erfolgen, unterstiitzt durch das intuitive
Denken (z.B. Brainstorming) sowie durch das diskursive Denken (z.B. morphologischer
Kasten und Konstruktionskataloge) [GEKO1, S. 122ff.], [FG13, S. 311]. Dariiber hinaus
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existieren auch Methodensammlungen, die beide Denkarten adressieren (z.B. laterales
Denken, TRIZ — Theorie des erfinderischen Problemlésens) [GEKO1, S. 123].

Konzipierung: Die Konzipierung hat im Innovationsprozess nach IHMELS den Entwick-
lungsauftrag als Ziel. Hierbei wird u.a. auch der Zeitpunkt der Produkteinfiihrung unter
Berticksichtigung der vorliegenden Markt- und Wettbewerbssituation bestimmt. Dariiber
hinaus wird analysiert, welche Technologien zum Einsatz kommen, um die Produktidee
zu realisieren. Um den Entwicklungsauftrag zu beschreiben, werden zudem auch die not-
wendigen Entwicklungsressourcen und Innovationsaufwendungen ermittelt. Dies bildet
die Basis, um die Entwicklung des Produkts zu beginnen [Ihm10, S. 83].

Fazit:

Der nachfrageinduzierte Innovationsprozess nach IHMELS beschreibt die Aktivitdten der
Strategischen Produktplanung ausfiihrlich. Vor dem Hintergrund der vorliegenden Arbeit
sind die Aktivitdten in der Produktfindung von hoher Relevanz, um Erfolg versprechende
Ideen zu identifizieren. Der aus Kundensicht resultierende Bedarf zur Modifikation soll
im Rahmen der Systematik insbesondere durch Ansétze aus dem Bereich der Selbstopti-
mierung adressiert werden (im erweiterten Sinne eines ,,Science Push® [Gaull, S. 20]).
Hierdurch soll eine Steigerung der Intelligenz des mechatronischen Systems unterstiitzt
werden.

2.4.3 Produktentwicklung

Im Anschluss an die Aktivitdten der Strategischen Produktplanung folgt die Produktent-
wicklung. Fiir ein besseres Verstidndnis der Tatigkeiten in der Produktentwicklung wird
in Abschnitt 2.4.3.1 zunédchst die Produktentwicklung mechatronischer Systeme vorge-
stellt. Da an der Entwicklung selbstoptimierender Systeme zudem weitere Disziplinen
beteiligt sind, wird in Abschnitt 2.4.3.2 die Entwicklung dieser Systeme erldutert.

2431 Entwicklung mechatronischer Systeme

Erzeugnisse des Maschinenbaus und verwandter Branchen waren lange Zeit durch eine
Mechanik-zentrierte Entwicklung geprégt. Dies hat sich in den letzten Jahren durch die
verstérkte Integration von elektronischen und softwaretechnischen Komponenten gewan-
delt [Her07, S. 26]. Heutige maschinenbauliche Systeme sind in der Regel mechatroni-
sche Systeme. Thre Entwicklung beruht auf dem Zusammenwirken der Fachdisziplinen
Mechanik, Elektrotechnik und Informationstechnik [VDI2206, S. 2].

Fiir die Entwicklung derartiger Systeme schlidgt die VDI-Richtlinie 2206 ,,Entwicklungs-
methodik fiir mechatronische Systeme* das sog. V-Modell vor. Dieses umfasst u.a. einen
interdisziplindren Entwurf des System, um ein gemeinsames Versténdnis iiber das zu ent-
wickelnde System zu erhalten sowie eine begleitete Modellbildung und -analyse
[VDI2206, S. 29f.]. Das V-Modell der VDI 2206 ist im Bild 2-15 dargestellt.
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Bild 2-15: V-Modell der VDI-2206 [GTS14, S. 11] nach [VDI2206, S. 29]

Ausgangspunkt der Entwicklung mechatronischer Systeme bilden Anforderungen,
[VDI2206, S. 29], welche in der Strategischen Produktplanung definiert werden und in
Form eines Entwicklungsauftrages vorliegen. Der Entwicklungsauftrag beinhaltet das fiir
die Entwickler relevante Wissen und umfasst marktorientierte Produktspezifikationen
[WDG15, S. 252f.] [GP14, S. 16]. Die Anforderungen dienen in den spéteren Phasen als
Malistab, anhand dessen das System zu bewerten ist [VDI2206, S. 29].

Die erste Phase der Entwicklung gemil3 der VDI 2206 bildet der fachdiszipliniibergrei-
fende Systementwurf. Ziel ist die Festlegung eines fachdiszipliniibergreifenden Kon-
zepts, welches die wesentlichen physikalischen und logischen Wirkungsweisen des zu-
kiinftigen Systems beschreibt. Hierzu wird die zu realisierende Gesamtfunktion eines
Systems in Teilfunktionen zerlegt. Diesen Teilfunktionen werden geeignete Wirkprinzi-
pien bzw. Losungselemente zugeordnet [VDI2206, S. 29f.], [GTS14, S. 11]. Zudem kon-
nen bereits erste Analysen durchgefiihrt werden [GCD15, S. 38f.].

Nach der diszipliniibergreifenden Spezifikation eines Losungskonzepts, erfolgt der fach-
disziplinspezifische Entwurf. Die weitere Konkretisierung des Losungskonzepts erfolgt
meist getrennt voneinander in den beteiligten Fachdisziplinen sowie mit den entsprechen-
den fachdisziplinspezifischen Entwicklungsmethodiken'! [VDI2206, S. 29].

1 zur Vertiefung wird auf folgende Literatur verwiesen: Maschinenbau auf die VDI 2221 [VDI2221] und
die Konstruktionslehre nach PAHL/BEITZ [FG13]; Elektrotechnik auf die VDI/VDE 2422 [VDI2422],
das Y-Diagramm nach GAJSKI/KUHN [GK83] oder die Layoutsynthese nach LIENIG [Lie06] ; Software-
technik auf den Rational Unified Process [Kru04], das V-Modell XT [HHO8] oder der UML (Unified
Modeling Language) [Kle13]. Einen Uberblick liefern auch GAUSEMEIER ET AL., BENDER sowie EIGNER
ET AL. [GEKO1], [Ben05], [ERZ14].
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Die Entwicklung mechatronischer Systeme schlieft mit der Systemintegration. Bei der
Systemintegration werden die Ergebnisse aus den einzelnen Fachdisziplinen sukzessiv zu
einem Gesamtsystem integriert. Hierdurch kdnnen disziplinintegrierende Simulationen
durchgefiihrt werden [GCD15, S. 38ff.], [VDI2206, S. 30].

Zudem kann das System auch auf Basis von realen Prototypen analysiert werden. Ergeb-
nis der Phase ist ein Produkt in entsprechender Reife, wie z.B. Labormuster, Funktions-
muster, Serienprodukt [GTS14, S. 11].

Begleitet wird die Entwicklung durch MaBBnahmen zur Eigenschaftsabsicherung. Der
Entwurfsfortschritt wird fortlaufend anhand des spezifizierten Konzepts und der Anfor-
derungen iiberpriift werden. Es ist sicherzustellen, dass realisierte und geforderte Syste-
meigenschaften tibereinstimmen [VDI2206, S. 30].

Die genannten Phasen werden begleitet durch Tétigkeiten der Modellbildung und -ana-
lyse. Durch die modellbasierte Beschreibung des Systems sowie entsprechenden Analy-
sen kann ein tiefergehendes Systemverstandnis erzielt werden, um das Erreichen der ge-
forderten Anforderungen friihzeitig sicherzustellen [VDI2206, S. 30]. Eine tiefergehende
Analyse der Bedeutung von Modellen im Rahmen der Entwicklung mechatronischer Sys-
teme ist im Anhang zu finden (vgl. Anhang A1.1).

Neben dem V-Modell der VDI 2206 existieren noch zahlreiche weitere Vorgehensmo-
delle im Bereich der Mechatronik, wie z.B. das W-Modell nach NATTERMANN und AN-
DERL [NA10] oder das 3-Ebenen-Vorgehensmodell nach BENDER [Ben05].

Fazit:

An der Entwicklung von mechatronischen Systemen sind mehrere Disziplinen mit ihren
eigenen Sichtweisen beteiligt. Vor diesem Hintergrund gilt es, friihzeitig ein einheitliches
Systemverstindnis im Sinne einer diszipliniibergreifenden Systembeschreibung zu schaf-
fen. Um die Sichtweisen der verschiedenen Disziplinen und ihre Expertise auch bei der
Weiterentwicklung bestehender Systeme zu nutzen, kann diese Systembeschreibung zu-
dem bereits in der Potential- und Produktfindung nichster Systemgenerationen als Basis
genutzt werden.

243.2 Entwicklung selbstoptimierender Systeme

Die Entwicklung von selbstoptimierenden Systemen bedarf einer geeigneten Entwick-
lungsmethodik, welche insb. die interdisziplindre Zusammenarbeit zwischen den Fach-
disziplinen der Mechatronik (Mechanik, Elektrik/Elektronik, Regelungstechnik, Softwa-
retechnik) aber auch den Experten aus den Bereichen der mathematischen Optimierung
und der kiinstliche Intelligenz adressiert [DGI+14, S. 4f.]. Im Rahmen des SFB 614
wurde ein interdisziplindrer Ansatz zur Entwicklung dieser Systeme entwickelt. Das Vor-
gehen gliedert sich, wie in Bild 2-16 gezeigt, grundsétzlich in die Phasen diszipliniiber-
greifende Konzipierung und disziplinspezifischer Entwurf und Ausarbeitung [GFD+09,
S. 201ff.] [GV 14D, S. 25ff.], [GV 14a, S. 66f.].
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Bild 2-16: Vorgehen bei der Entwicklung selbstoptimierender Systeme nach [GFD+09,
S. 266/, [GV14a, S. 67]

Das Vorgehen zur Entwicklung selbstoptimierender Systeme ist vergleichbar mit dem
V-Modell der VDI-Richtlinie 2206. Die Phase Entwurf und Ausarbeitung umfasst im Ge-
gensatz zur VDI 2206 sowohl den fachdisziplinspezifischen Entwurf als auch die Sys-
temintegration. Hierdurch werden fachdisziplinspezifische Ergebnisse so frith wie mog-
lich zu Systemkomponenten sowie zum Gesamtsystem integriert und disziplinintegrie-
rende Simulationen zum Funktionsnachweis durchgefiihrt. Zudem werden Prozess-
schritte zum Entwurf der Optimierung des Systems (im Sinne der Selbstoptimierung) o-
der von Lernstrategien fiir die Betriebsphase im Rahmen der System- oder Subsystemin-
tegration durchgefiihrt [GV14a, S. 671t.].

In der Konzipierung erarbeiten die beteiligten Akteure der Fachdisziplinen Mechanik,
Elektrik/Elektronik, Regelungs- und Softwaretechnik gemeinsam mit den Experten der
mathematischen Optimierung sowie der kiinstlichen Intelligenz die Prinziplosung
selbstoptimierender Systeme. Diese legt den grundsitzlichen Aufbau sowie die Wir-
kungsweise des Systems fest. In diesem Zusammenhang kommen insb. auch neue An-
satze zur Entwicklung selbstoptimierender Systeme zum Einsatz, wie z.B. Vorgehens-
weisen zur Entwicklung eines Zielsystems (im Sinne von Zielen der Selbstoptimierung)
sowie zur Integration kognitiver Funktionen. Ferner konnen erste Analysen auf Basis der
Prinziplosung des Systems durchgefiihrt werden (z.B. zum Nachweis der Wirtschaftlich-
keit [VaB315] und zur Absicherung der Verldsslichkeit [Dorl15]) [GV 14c, S. 691f.].

Die Entwicklung in Entwurf und Ausarbeitung erfolgt parallel in den einzelnen Sub-
systemen, in dem die involvierten Fachdisziplinen die sie betreffenden Aspekte ausarbei-
ten. Hierbei werden fachdisziplinspezifischen Methoden, Werkzeuge und Beschreibungs-
sprachen genutzt. Die Phase Entwurf und Ausarbeitung ist durch einen hohen Abstim-
mungs- und Koordinationsaufwand geprigt. Die Ergebnisse werden kontinuierlich im
Rahmen der Subsystem-Integration sowie der System-Integration integriert und synchro-
nisiert. Hierzu werden Modelltransformation, Synchronisationstechniken sowie virtuelle
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Prototypen eingesetzt. Zudem werden Experten der mathematischen Optimierung sowie
der kiinstlichen Intelligenz maB3geblich involviert, da hier die Umsetzung der Selbstopti-
mierung erfolgt. Das Ergebnis sind die Fertigungsunterlagen fiir das zu entwickelnde
selbstoptimierende System. Der Entwicklungsprozess fiir eine konkrete Entwicklungs-
aufgabe ist auf Basis des Referenzprozesses auszupragen. Eine detaillierte Darstellung
des Referenzprozesses erfolgt in GAUSEMEIER ET AL. [GV 14a, S. 66ft.].

Fiir die Entwicklung von mechatronischen, selbstoptimierenden Systemen sind Modelle
essentiell. Die Modelle reprisentieren Aspekte des technischen Systems zweckorientiert
und konnen somit ein Abbild des technischen Systems oder auch Vorbild fiir ein zu ent-
wickelndes technisches System sein [HGPO6, S. 21], [Sta73, S. 128ff.], [ERZ14, S. 80].
Vor diesem Hintergrund ist im Anhang (vgl. Anhang A1.1) eine Analyse der Bedeutung
von Modellen beigefiigt. Aus der Analyse folgt der Bedarf insbesondere interdisziplinére
Modelle zur Systemspezifikation und frithzeitigen Analyse bereits in den frithen Phasen
der Produktentstehung zu nutzen, um Potentiale zur Weiterentwicklung zu identifizieren
und auch die Moglichkeiten zur Einbindung des Kunden wahrzunehmen.

Fazit:

Die Entwicklung selbstoptimierender Systeme adressiert neben den Fachdisziplinen der
Mechatronik explizit eine Beteiligung der mathematische Optimierung sowie des maschi-
nellen Lernens. Die Motivation zur Integration der Selbstoptimierung resultiert aus kon-
kurrierenden Zielen des Systems (z.B. maximiere Leistungsfahigkeit und minimiere
Energieverbrauch), die auf Basis der bestehenden Ansétze nicht im Betrieb optimal geldst
werden konnen [GV14c, S. 70ff.]. Eine Analyse hinsichtlich einer stufenweisen Leis-
tungssteigerung hin zur Selbstoptimierung erfolgt nicht. Ebenso ist eine Beriicksichtigung
des Kunden im gesamten Prozess nicht vorgesehen. Dariiber hinaus gilt es insbesondere
interdisziplindre Modelle bereits in den frithen Phasen der Produktentstehung zu nutzen,
um Potentiale zur Weiterentwicklung zu identifizieren.

2.5 Kundeneinbindung in der Produktentstehung

Die Erfiillung von Kundenanforderungen ist von zentraler Bedeutung, um am Markt er-
folgreich zu sein und somit Innovationen hervorzubringen (Fit-to-Market [KPS15,
S. 19]). Die Moglichkeiten eigene Innovationen hervorzubringen sind bei vielen Unter-
nehmen jedoch begrenzt [DBJO06, S. 69], [Jan12, S. 34]. Dies gilt z.B. in Bezug auf ver-
fiigbare Zeiten der Mitarbeiter im Unternehmen fiir Projekte im Bereich der Forschung
und Entwicklung (FuE), verfiigbare finanzielle Mittel (z.B. fiir Erhalt und Ausbau von
FuE-Vorhaben) aber insbesondere auch bzgl. des unternehmensinternen Potentials zu
Problem- sowie Losungsideen fiir zukiinftige Innovationen [Jan12, S. 34f.].

Ein Losungsansatz um dieser Herausforderung zu begegnen, liegt in einer verstirkten
Kundeneinbindung im Rahmen der Produktentstehung. Unter Kundeneinbindung kon-
nen alle Aktivitidten verstanden werden, welche die Produktentstehung durch Wissen iiber
Kunden, von Kunden oder durch andere direkte Kundenbeitrage in der Produktentstehung
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beeinflussen [Wec035, S. 35]. In Abhdngigkeit der Aktivitdt der eingebundenen Kunden
konnen drei Grundtypen der Kundeneinbindung unterschieden werden: Kundenbe-
obachtung, Kundenbeteiligung und Kundenintegration [Wec05, S. 35ft.].

Die Kundenbeobachtung weist die geringste Einbindung bzw. Aktivitit des Kunden auf.
Die Kundenbeobachtung verfolgt das Ziel, ein besseres Verstindnis {iber den Kunden
sowie seiner Bediirfnisse zu erhalten. Der Kunde hat in diesem Zusammenhang eine pas-
sive Rolle. Hierdurch ist es erforderlich, aus den Beobachtungen Informationen abzulei-
ten. Diese konnen jedoch auch Fehlinterpretationen darstellen [Wec05, S. 37]. Die Kun-
denbeteiligung verfolgt den Grundsatz, dass der Kundenwunsch das hochste Entwick-
lungsziel darstellt. Infolgedessen wird der Kunde hinsichtlich seiner Wiinsche und Be-
diirfnisse befragt. Bediirfnisse konnen auch durch die Betrachtung der Produktverwen-
dungen identifiziert werden [Wec05, S. 37]. Bei der Kundenintegration sollen Kunden
aktiv in den wertschopfenden Prozess eingebunden werden. Hierdurch kdnnen sowohl
Bediirfnisse, als auch Kundenideen zu mdglichen Produktinnovationen beriicksichtigt
werden [Wec05, S. 35ff.].

Insbesondere die Integration von Kunden in die eigenen Wertschopfungsprozesse weist
hohes Nutzenpotential auf [Jan12, S. 35f.], [GFS13, S. 371]. Das Mitwirken bzw. die In-
tegration kann in verschiedenen Phasen der Marktleistungserstellung (vgl. Ab-
schnitt 2.4.1) erfolgen. Diesen Zusammenhang visualisiert Bild 2-17. Beispielsweise
kann der Kunde Bediirfnisse formulieren oder bei der Generierung von Ideen unterstiit-
zend mitwirken [Sch06, S. 6], [Ste06, S. 120]. Vor diesem Hintergrund werden in den
nachfolgenden Abschnitten die Mdglichkeiten zur Integration des Kunden in den frithen
Phasen tiefergehend analysiert (vgl. Abschnitte 2.5.1 und 2.5.2).

Einbindung
durch...
/ I
Abschnitt 2.5.1 Abschnitt 2.5.2 Abschnitt 2.5.2
Formulierung Generierung Bewertung Bewertung Einsatz
von von Ideen von Ideen oder von von
Bediirfnissen Konzepten Prototypen Pilotsystemen

! ! ! ! !

Potentiale
Q Marktleistungserstellung m'

Bild 2-17: Integration des Kunden in Anlehnung an [Sch06, S. 6], [Ste06, S. 120]
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Kunden werden durch die verstirkte Beriicksichtigung zu externen Ressourcen, die den
Innovationsprozess nachhaltig verbessern konnen [Jan12, S. 34f.]. Hierdurch lassen sich
Kundenbediirfnisse systematisch identifizieren, womit die Entwicklung von unge-
wiinschten oder nicht geforderten Produktfunktionen vermieden werden kann (im Sinne
des Over-Engineering [Sch06, S. 3]). Zudem kann hierdurch die Qualitét der Innovation
gesteigert werden [RJ15, S. 93]. Eine stérkere Ausrichtung von Systemen an den Kunden
motivieren KLEINSCHMIDT ET AL. folgendermaf3en:

,, Nur beim Kunden selbst kann man erkunden, welche Probleme ihn be-
schdftigen, welche Produktfunktionen ihm Vorteile bringen wiirden, wel-
che Priferenzen er hat und fiir welche Bediirfnisse er bereit wire, Geld
auszugeben. Das neue Produkt muf3 auf diesen Innovationsbedarf ausge-
richtet werden* [KGCY96, S. 107].

Fazit:

Die Einbindung des Kunden in die Produktentstehung weist hohes Potential auf, um In-
novationen hervorzubringen. Infolgedessen sind in der vorliegenden Arbeit geeignete An-
sdtze zum ErschlieBen der Potentiale zu beriicksichtigen, um auf diese Weise den Markt-
erfolg durch eine Leistungssteigerung des mechatronischen Systems friihzeitig abzusi-
chern. Vor diesem Hintergrund werden in Abschnitt 2.5.1 zunichst Bediirfnisse des Kun-
den an technische Systeme tiefergehend analysiert. In Abschnitt 2.5.2 werden nachfol-
gend die Moglichkeiten zur Einbindung des Kunden in den frithen Phasen erlautert.

2.5.1 Kundenbedirfnisse an technische Systeme

Der Kunde erwartet bei einer Investition in neue technische Systeme, dass diese be-
stimmte Bediirfnisse und Wiinsche erfiillen, die vorher nicht oder nur bedingt erfiillt wur-
den. Vor diesem Hintergrund bildet die Identifikation von Kundenbediirfnissen die Basis,
um Kundennutzen zu generieren. Kundenbediirfnisse bilden bei einer kundenintegrier-
ten Entwicklung die Basis zur Weiterentwicklung des Systems. Bediirfnisse konnen als
Ausdruck des Mangels an Zufriedenstellung verstanden werden. Eine Moglichkeit zur
Strukturierung von menschlichen Bediirfnissen im Allgemeinen entwickelte MASLOW
mit der Bediirfnispyramide [Mas43]. Der Pyramide liegt die Theorie zugrunde, dass sich
mit wachsendem Wohlstand die Bediirfnisse verdndern. Auf technische Produkte (insb.
des hochpreisigen Industriegiitermarkts) bezogen, resultiert dies in hoheren Anspriichen
des Kunden, wie z.B. hinsichtlich zusitzlicher Funktionen, hoherer Leistung oder erhoh-
tem Komfort [HF11, S. 2f.]. Das Erfiillen von Kundenbediirfnissen kann durch verschie-
dene Faktoren reprisentiert werden (z.B. Produktivitit, Qualitdt, Verldsslichkeit, Be-
quemlichkeit und Image) [Rup12, S. 36ff.]. Einen Uberblick iiber verschiedene Arbeiten
in diesem Bereich liefert RUPERTI [Rup12, S. 36]. Im Kontext dieser Arbeit wird folgende
Unterteilung von Kundenbediirfnissen verwendet [Gaull, S. 21]: Steigerung der Leis-
tungsfahigkeit, Steigerung der Verldsslichkeit, Erhohung der Ressourceneffizienz und
Verbesserung der Benutzungsfreundlichkeit.
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Steigerung der Leistungsfihigkeit: Die Leistungsfahigkeit technischer Systeme wird
mafgeblich von der Anzahl der Funktionen des Systems sowie dem Erfiillungsgrad dieser
bestimmt. Beispielsweise kann die Leistungsfahigkeit bei Lackieranlagen durch den
Durchsatz der lackierten Werkstiicke pro Stunde bestimmt werden und durch die erreichte
Lackierqualitdt. In Anlehnung an die Gegeniiberstellung von RUPERTI werden hierbei u.a.
Faktoren adressiert, wie z.B. Produktqualitét, Produktivitit, Funktionale Leistung, Flexi-
bilitdt und Schnelligkeit [Rup12, S. 37ff.].

Steigerung der Verlisslichkeit: In Anlehnung an die AVIZIENIS ET AL. wird im Rahmen
dieser Arbeit unter Steigerung der Verldsslichkeit auch Steigerungen von Sicherheit, Zu-
verldssigkeit, Verfiigbarkeit, Vertraulichkeit, Integritét und Instandhaltbarkeit verstanden
[ALR+04, S. 4], [Gaull, S. 21]. Dies bedeutet beispielsweise, dass durch Ansétze der
pradiktiven Wartungsplanung die Verfligbarkeit einer Anlage verbessert werden kann.
Das wiederum erhdht den Kundennutzen und befriedigt ein Bediirfnis. Faktoren die
hierzu zéhlen sind Ausfallrisiko, Garantien, Sicherheit und Abnutzung [Rup12, S. 37ff.].

Erhohung der Ressourceneffizienz: Die Funktionalitit von technischen Systemen er-
fordert den Einsatz von verschiedenen Ressourcen [Gaull, S. 21]. So benétigt eine La-
ckieranlage zum Lackieren von Werkstiicken u.a. elektrische Leistung, Lack und Druck-
luft. Fiir den Kunden ist ein effizienter Einsatz dieser Ressourcen entscheidend, da dies
unmittelbar Kosten im Betrieb verursacht. In gleicher Weise bewerten Kunden aber auch
die Investitionskosten fiir ein System. Faktoren die hierzu zdhlen sind Kosten (Akquisiti-
onskosten, Lohnkosten) und Energieaufwand [Rup12, S. 37ff.].

Verbesserung der Benutzungsfreundlichkeit: Die Bedienung von Systemen soll intui-
tiv und fiir den Benutzer nachvollziehbar sein [Gaull, S. 21]. Infolgedessen sollen sich
die Systeme an das spezifische Benutzerverhalten anpassen. Die Benutzungsfreundlich-
keit kann durch verbesserte Schnittstellen realisiert werden, die z.B. verstandliche Benut-
zeroberflichen oder auch Sprachsteuerung unterstiitzen. Faktoren die hiervon beeinflusst
werden, sind z.B. Bequemlichkeit, Flexibilitidt und Vertrauen [Rup12, S. 37ff.].

Diese dargestellte Unterteilung von Bediirfnissen liefert jedoch nur ein Hilfsmittel zur
Strukturierung. Eine eindeutige Zuordnung zu den entsprechenden Gruppen ist vor dem
Hintergrund der Arbeit nicht immer moglich. Dennoch hilft die Unterteilung die Motiva-
tion der Kunden besser zu verstehen. Zudem kénnen Kundenbediirfnisse in explizite und
implizite Bediirfnisse unterschieden werden [RJ15, S. 93]. Explizite Kundenbediirfnisse
werden i.d.R. vom Kunden artikuliert. Implizite Bediirfnisse sind schwieriger zu identi-
fizieren, insb. weil diese vom Kunden weder als Problem noch als Chance bewusst er-
kannt werden [RJ15, S. 93]. Die Notwendigkeit der Beriicksichtigung von impliziten und
expliziten Bediirfnissen begriindeten HAMEL und PRAHALAD:

“However well a company meets the articulated need of current custom-
ers, it runs a great risk if it doesn’t have a view of the need customers
can't yet articulate, but would love to have satisfied” [HP94, S. 111].
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Fiir die Entwicklung von fortgeschrittenen technischen Systemen ist es nicht ausreichend
herauszufinden, welche impliziten und expliziten Bediirfnisse die derzeit bedienten Kun-
den haben. Vielmehr sind auch zukiinftige Kundenbediirfnisse von noch nicht bedienten
Kunden zu identifizieren [HP9S5, S. 1611f.], [GEKO1, S. 75]. Weiterfiihrende Informatio-
nen hierzu sind im Anhang zu finden (vgl. Anhang A1.4).

Fazit:

Kunden erwarten bei einer Investition das Erfiillen von Bediirfnissen und Wiinschen. Da-
her erzeugt das Erfiillen dieser den entsprechenden Kundennutzen. Im Rahmen der vor-
liegenden Arbeit liegt der Fokus auf fiinf ausgewéhlten Bediirfnissen, die mit Hilfe von
Ansitzen zur Steigerung der Intelligenz des mechatronischen Systems adressiert werden
sollen. Diese sind: Steigerung der Leistungsfahigkeit, Steigerung der Verldsslichkeit, Er-
héhung der Ressourceneffizienz und Verbesserung der Benutzungsfreundlichkeit. Zudem
gilt es idealerweise gegenwirtige und zukiinftige, explizite und implizite Bediirfnisse so-
wie Bediirfnisse bedienter Kunden als auch nicht bedienter Kunden zu adressieren [Hil05,
S. 50].

2.5.2 Kundeneinbindung in den friihen Phasen sowie Kundenrollen

Die Einbindung des Kunden kann in der Produktentstehung an verschiedenen Stellen
erfolgen. Hervorzuheben ist die Einbindung des Kunden bei den Tétigkeiten der Ideen-
generierung und -bewertung (in der Produktfindung) [GFS13, S. 372f.], [Tho80]. Dar-
iber hinaus existieren auch Mdoglichkeiten, den Kunden bereits in der Potentialfindung
und somit vor der Ideengenerierung (z.B. bei der Definition von Suchfeldern [GEKO1,
S. 117f.]) zu integrieren [Let13, S. 129f.]. Im Rahmen dieser Arbeit stehen die Tatigkei-
ten Ideengenerierung und Ideenbewertung im Fokus.

Ideengenerierung: Die Entwicklung von zukiinftigen Maschinen- und Anlagen stellt sel-
ten eine vollstindige Neuentwicklung dar: In der Regel basieren diese auf vorangegangen
Systemgenerationen. Das fiihrt dazu, dass Wissen iiber die Anwendung dlterer Systeme
(z.B. liber Informationen aus dem After-Sales Bereich) die Entwicklung neuer System-
generationen deutlich beeinflusst [GFS13, S. 373], [Nam02, S. 394]. Vor diesem Hinter-
grund ist eine verstirkte Zusammenarbeit mit systemerfahrenen Kunden bei der Ideenge-
nerierung Erfolg versprechend. Es wird der Bedarf zur Modifikation (Bediirfnis) aus Kun-
densicht gepriift (Problemidee) [Kiih03, S. 88]. Bei der Identifikation von Problemideen
treten die Kunden als sogenannte Bediirfnis- bzw. Problemtriiger'? auf [Rei02, S. 43],
Die Problemideen bilden nachfolgend die Grundlage zur Generierung von Losungsideen
[Kiih03, S. 88].

12 Die verschiedenen Rollen des Kunden im Rahmen der Kundeneinbindung resultieren in unterschiedli-
chen Intensitéten. Hierzu erarbeitete STEINHOFF eine sogenannte Intensitétsskala der Kundeneinbindung.
Weitere Informationen zu diesen Arbeiten konnen im Anhang (Anhang A1.4) eingesehen werden [Ste06,
S. 235f].
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Die Identifikation von Ideen zur Systemmodifikation auf Basis von Kundenbediirfnis-
sen kann in drei Ansitze unterteilt werden. Einen Uberblick dieser drei Arten visualisiert
Bild 2-18 [Sch06, S. 55f.].

Extraktion von Ideen [~
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Bild 2-18: Identifikation von Ideen zur Modifikation in Anlehnung an [Sch06, S. 55f.]

[TTTT

Zu den Arten zéhlen: Extraktion von Ideen aus Beobachtungen des Kunden, direkte Be-
riicksichtigung von Kundenmeinungen und Ideengenerierung auf Basis von Benutzungs-
daten (Felddaten) (in Anlehnung an [Sch06, S. 55f.]). Informationen zu Kundenbediirf-
nissen stellen in der Regel einen Engpass dar [Ste06, S. 152]. Nachfolgend werden die
Arten kurz erldutert. Eine detaillierte Erlduterung ist im Anhang zu finden (Anhang A1.3).

e Bei der Extraktion von Ideen auf Basis von Beobachtungen erfolgt die Integra-
tion der Kundenmeinung auf Basis von Wahrnehmungen der Mitarbeiter im Un-
ternehmen. Diese extrahieren die Ideen aus der Beobachtung des Kunden [Sch06,
S. 55f.]. Diese Quelle fiir Ideen zeichnet sich in der Regel durch eine schnelle
Verfiigbarkeit und verhéltnismaBig geringe Kosten aus [HH13, S. 127].

¢ Die Ansitze aus dem Bereich der direkten Beriicksichtigung von Kundenmei-
nungen integrieren den Kunden bewusster in die sog. Ideenakquise [Sch06,
S. 57]. Es gilt es die Bediirfnisse des Kunden durch strukturierte oder unstruktu-
rierte sowie direkte oder indirekte Fragen zu identifizieren [Sch06, S. 57].

e Die Identifikation von Ideen auf Basis von Benutzungsdaten adressiert eine
systematische Informationsriickfiihrung aus der Betriebsphase des Systems, um
zukiinftige Systemgenerationen zu entwickeln [Sch06, S. 58ff.]. So werden z.B.
Informationen tiber Fehler und Produktschwachstellen erhoben, die in der Pro-
duktentstehung noch nicht erkannt wurden oder iiber das Produktverhalten im
kundenspezifischen Betrieb (Lebensdauer etc.) [EdIO1, S. 1].

Ideenbewertung: Die Ideengenerierung resultiert i.d.R. in einer Vielzahl von potentiel-
len Handlungsoptionen. Jedoch ist es nicht sinnvoll alle Ideen zu konkretisieren, insb.
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unter Beriicksichtigung technischer und wirtschaftlicher Aspekte [GB04, S. 5]. Hierdurch
gilt es zu priifen, welche Ideen die hochsten Erfolgschancen im Markt aufweisen (unter
Beriicksichtigung der jeweiligen Risiken). Um genau diese Marktsicht abzubilden, kon-
nen Kunden den Prozess in der Rolle von Evaluatoren unterstiitzen [Rei02, S. 43]. Falls
eine Validierung der Ideen auf Basis bestehender Produktkonzepte (Produktarchitekturen
etc.) erfolgt, kann auch von Kunden als Co-Creatoren gesprochen werden [Nam02,
S. 403]. Hierdurch konnte also die Konzipierung des Produkts kundenintegriert erfolgen.
Dariiber hinaus kann der Kunde auch Priferenzen hinsichtlich Produkteigenschaften du-
Bern sowie auf notwendige Schnittstellen hinweisen [GFS13, S. 373].

Fazit:

Im Rahmen der Systematik ist die Kundeneinbindung auf die frithen Phasen auszurichten.
Als Erfolg versprechend zeigt sich die Integration des Kunden zum Formulieren von
Problemen sowie dem friithzeitigen Bewerten von Konzepten. Zudem ist insb. auch eine
indirekte Kundeneinbindung durch Vertrieb und Service zu beriicksichtigen.

2.6 Herausforderungen

Es existieren zahlreiche Losungsmoglichkeiten (z.B. im Bereich der mathematischen Op-
timierung oder des maschinellen Lernens), um die Intelligenz bestehender mechatroni-
scher Systeme zu steigern (vgl. Abschnitt 2.3.3) und somit den Ausbau der Innovations-
fahigkeit im Maschinen- und Anlagenbau sicherzustellen (vgl. Abschnitt 2.2.2). Die zahl-
reichen Losungsmoglichkeiten resultieren jedoch in uniiberschaubaren Handlungsoptio-
nen fiir die Unternehmen des Maschinen- und Anlagenbaus (vgl. Abschnitt 2.3.3.4). Zwar
existieren Vorgehen, die z.B. eine Entwicklung von selbstoptimierenden Systemen unter-
stiitzen (vgl. Abschnitt 2.4.3), jedoch adressieren diese keine bedarfsgerechte Integration
der Losungsansdtze (vgl. Abschnitt 2.3.3.3). Insbesondere die frithzeitige Berticksichti-
gung der Losungsansitze in der Produktentstehung fehlt. Dies gilt insbesondere fiir die
Aufgaben der Strategischen Produktplanung (z.B. Produktfindung). In diesem Zuge ist es
erforderlich, die Losungen zur Steigerung der Intelligenz mechatronischer Systeme am
Bedarf zur Modifikation auszurichten. In diesem Zusammenhang ist der Kunde besonders
zu berticksichtigen, da Innovationen erst dann stattfinden, wenn die Bediirfnisse der Kun-
den durch die Neuerungen verbessert oder iiberhaupt zum ersten Mal erfiillt werden (vgl.
Abschnitt 2.5.1). Infolgedessen gilt es den Kunden frithzeitig in die Produktentstehung
einzubinden, um den Markterfolg sicherzustellen (vgl. Abschnitt 2.5.2).

Vor diesem Hintergrund basiert die systematische Weiterentwicklung von Systemen
(z.B. auf Basis von maschinellen Lern- oder mathematischen Optimierungsverfahren) im
Wesentlichen auf drei Aufgaben: 1.) Identifikation des Bedarfs zur Modifikation beste-
hender Systeme, 2.) Spezifikation von intelligenten Losungsideen sowie 3.) Bewertung
und Auswahl Erfolg versprechender Losungsideen. Dariiber hinaus gilt es den Kunden
frithzeitig und bedarfsgerecht in diese Aufgaben einzubinden, um den Markterfolg abzu-
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sichern. Diese Aufgaben stellen fiir den Maschinen- und Anlagenbau eine Herausforde-
rung dar. Aus der beschriebenen Notwendigkeit lassen sich drei Handlungsfelder definie-
ren. Diese sind in Bild 2-19 visualisiert.

/\

Bedarf Losungsideen Lésungsideen
identifizieren spezifizieren auswihlen
Identifikation des Spezifikation von Auswahl von Erfolg
Modifikationsbedarfs intelligenten Lésungsideen versprechenden Ideen

-») || B
= EE' —===| 0 ]
| >

Systematik zur Steigerung der Intelligenz
mechatronischer Systeme im Maschinen- und Anlagenbau

Bild 2-19: Handlungsfelder zur Steigerung der Intelligenz mechatronischer Systeme im
Maschinen- und Anlagenbau

Handlungsfeld 1:  Identifikation des Modifikationsbedarfs

Es bedarf an Mdglichkeiten, aktuelle Systeme systematisch auf Potentiale zur Weiterent-
wicklung hin zu analysieren. Die Potentiale zeigen auf, wie eine Optimierung des Pro-
duktwertes umgesetzt werden kann (vgl. Abschnitt 2.2.2). Zudem ist hervorzuheben, dass
die Entstehung eines weiterentwickelten Systems verstirkt z.B. durch Phasen der Nut-
zung einer vorangegangenen Generation des Systems (z.B. Informationen aus dem After-
Sales Bereich) beeinflusst wird. Die Informationen aus der Anwendung kénnen im Sinne
eines Reuse zur Weiterentwicklung genutzt werden'®> [Wesl13, S.147f.], [Rohl3,
S. 227ff.]. Daraus resultierend ist u.a. eine frithzeitige Einbindung des Kunden zu bertick-
sichtigen, um z.B. den Bedarf des Marktes zur Automatisierung zu identifizieren sowie
eine Absicherung des Markterfolgs fiir das zukiinftige System sicherzustellen (vgl. Ab-
schnitt 2.5.2).

Handlungsfeld 2:  Spezifikation von intelligenten Losungsideen

Auf Basis des identifizierten Modifikationsbedarfs gilt es nachfolgend die Losungen zur
Verbesserung des Systems zu spezifizieren. In diesem Zusammenhang gilt es insbeson-
dere die Losungsmoglichkeiten im Kontext der Selbstoptimierung bedarfsgerecht einzu-

13 Dieser Sachverhalt kann vertiefend im Anhang betrachtet werden (vgl. Anhang A1.5).
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setzen (vgl. Abschnitt 2.3.3.3). Der bedarfsgerechte Einsatz soll die Vision eines selbst-
optimierenden Systems aufzeigen, jedoch auch eine schrittweise Umsetzung unterstiitzen
(vgl. Abschnitt 2.3.3.4). Die Losungen sowie die dazugehorigen Potentiale sind in einer
Losungsidee zusammenzufassen. Die Losungsideen sind zu dokumentieren, um einen
Wissensaustausch im Unternehmen (vgl. Abschnitt 2.2.1) sowie mit den Kunden zu un-
terstiitzen (vgl. Abschnitt 2.5.2).

Handlungsfeld 3: ~ Auswahl von Erfolg versprechenden Ideen

Die spezifizierten Losungsideen geben einen Uberblick iiber die Optionen zur Weiterent-
wicklung bestehender Systeme. Die Entscheidung, welche Losungsidee mit den gegebe-
nen Ressourcen (Kompetenzen im Unternehmen, finanzielle und zeitliche Rahmenbedin-
gungen etc.) zu welchem Zeitpunkt konkretisiert wird, ist jedoch nicht ohne eine Bewer-
tung und Priorisierung moglich (vgl. Abschnitt 2.4.2), [Kiih03, S. 16f.]. Neben dem Auf-
wand ist auch der Nutzen aus Kundensicht zu bewerten (vgl. Abschnitt 2.5.2). Infolge-
dessen bedarf es einer Analyse der Losungsideen unter Beriicksichtigung des Kunden.

2.7 Anforderungen an die Systematik

Um den in Abschnitt 2.6 zusammengefassten Herausforderungen und Handlungsfeldern
bei der Steigerung der Intelligenz mechatronischer Systeme im Maschinen- und Anlagen-
bau zu begegnen, hat die zu entwickelnde Systematik die folgenden Anforderungen zu
erfiillen. Eine Zuordnung der abgeleiteten Anforderungen zu den Handlungsfeldern der
Systematik ist in Bild 2-20 dargestellt.
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Al: Identifikation von Potentialen

Potentiale zeigen auf, wie eine Optimierung des Produktwertes umgesetzt werden kann
(vgl. Abschnitt 2.2.2). Infolgedessen soll die Systematik eine Analyse von Potentialen in
bestehenden technischen Systemen ermdglichen. Potentiale kdnnen u.a. Stérungen des
Betriebsverhaltens des Systems darstellen, die z.B. den Benutzungskomfort oder die Leis-
tungsfahigkeit (nicht optimale Betriebspunkte des Systems) beeintrdchtigen. Zudem ist
die Identifikation von Potentialen auch auf Basis von bereits bekannten Schwachstellen
des Systems (z.B. aus Sicht von Service-Mitarbeitern) zu ermoglichen [Eis99, S. 22f.].

A2: Beriicksichtigung des Kundenbedarfs

Kunden erwarten bei einer Investition das Erfiillen von Bediirfnissen und Wiinschen. Da-
her erzeugt das Erfiillen dieser den entsprechenden Kundennutzen (vgl. Abschnitt 2.5.1).
Die zu erarbeitende Systematik soll Ansétze bereitstellen, mit denen der Bedarf zur Mo-
difikation aus Kundensicht beriicksichtigt werden kann, um Kundennutzen zu stiften. Be-
darfe aus Kundensicht konnen z.B. die Leistungsfihigkeit des technischen Systems, die
Verldsslichkeit oder die Ressourceneffizienz adressieren (vgl. Abschnitt 2.5.1). Dariiber
hinaus soll die Systematik auch eine Analyse hinsichtlich einer Steigerung der Benut-
zungsfreundlichkeit ermoglichen (z.B. Integration von Aktivititen des Kunden in das
System). Fokus liegt auf funktionalen Bedarfen im erweiterten Betrieb des Systems (Be-
triebsphase, Inbetriebnahme, Wartung etc.). Zudem ist auch eine indirekte Kundenein-
bindung durch Vertrieb und Service stiarker zu beriicksichtigen [DWBO09, S. 155].

A3: Losungen fiir intelligentes Verhalten

Die Systematik soll Losungen zur Steigerung der Intelligenz mechatronischer Systeme
aufzeigen (vgl. Abschnitt 2.1). Hierzu ist das Wissen iiber die Losungen aus den Berei-
chen des maschinellen Lernens, der mathematischen Optimierung, der fortgeschrittenen
Regelungstechnik sowie Ansdtzen der Verldsslichkeit aufzubereiten, um Anwendungen
fiir diese zu identifizieren (vgl. Abschnitt 2.3.3.3).

A4:  Schrittweise Umsetzung der Intelligenz

Die Suche nach Losungsmdglichkeiten soll bedarfsgerecht erfolgen. Dies bedeutet, dass
eine Weiterentwicklung des mechatronischen Systems unter Verwendung des Losungs-
wissens schrittweise erfolgen sollte (vgl. Abschnitte 2.1 und 2.3.3.4). Hierzu muss der
Entwickler in der Lage sein, die aktuelle Intelligenz des mechatronischen Systems zu
charakterisieren sowie mogliche Leistungsstufen von intelligenten mechatronischen Sys-
temen zu identifizieren, auszuwéhlen und in einer Idee zu spezifizieren.

AS: Bewertung der Losungsideen

Die Systematik soll den Entwickler bei der Erarbeitung einer Entscheidungsgrundlage
hinsichtlich auszuwihlender Losungsideen unterstiitzen. Diese Entscheidung ist auf Basis
verschiedener Kriterien des Unternehmens hinsichtlich Nutzen und Aufwand zu erarbei-
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ten. Der Nutzen kann z.B. durch Kriterien, wie z.B. Alleinstellungsmerkmal oder Syner-
gieeffekte, bewertet werden [Kiih03, S. 16ff.]. Bei der Bewertung des Aufwands kann
z.B. auch die Beriicksichtigung von unternehmensinternen Kompetenzen von Bedeutung
sein (vgl. Abschnitt 2.4.2). Bei der Bewertung des Nutzens sind auch die Mdoglichkeiten
zur Einbindung des Kunden zu analysieren (vgl. Abschnitt 2.5.2).

A6: Planung der Umsetzung

Die Abschitzung des Umsetzungsaufwandes fiir Ideen, welche Losungen aus dem Kon-
text der Selbstoptimierung adressieren, stellt eine Herausforderung dar. In diesem Zu-
sammenhang ist den Experten im Unternehmen meist nicht bekannt, welche nachfolgen-
den Schritte zur Umsetzung notwendig sind und welche Kompetenzen diese erfordern
konnten (vgl. Abschnitt 2.4.3.2), [Sto09]. Infolgedessen gilt es z.B. aufzuzeigen, welche
Schritte im Kontext der mathematischen Optimierung durchgefiihrt werden, um Optimal-
steuerungen zu realisieren. Der Fokus liegt auf Schritten im Bereich der fortgeschrittenen
Reglungen, der mathematischen Optimierung, des maschinellen Lernens und erweiterten
Verldsslichkeitskonzepten (vgl. Abschnitt 2.3.3.3).

A7: Bedarfsgerechte Auswahl der Losungsideen

Die Bewertung des Unternehmens hinsichtlich Nutzen und Aufwand der Losungsideen
zur Weiterentwicklung des technischen Systems bildet die Grundlage, um die Losungs-
ideen nachfolgend auszuwihlen. Um jedoch eine ganzheitliche Sicht bzgl. der Bewertung
zu erhalten, ist eine Beriicksichtigung des Kunden vorzunehmen. Auf Basis seiner Riick-
meldung zu Ideen oder auch der Priorisierung von Ideen, erhilt das Unternehmen die
Sicherheit, dass erarbeitete Ideen den Kunden ansprechen und somit das Potential fiir
erfolgreiche Produkte aufweisen (vgl. Abschnitt 2.5.2).

A8: Interdisziplinaritat/Wissensaustausch

Neben dem Zusammenwirken der ingenieurswissenschaftlichen Disziplinen sowie der
Softwaretechnik im Unternehmen (vgl. Abschnitt 2.4.3.1), muss die Systematik auch die
Disziplinen der mathematischen Optimierung sowie des maschinellen Lernens bertick-
sichtigen (vgl. Abschnitt 2.4.3.2). Vor diesem Hintergrund ist eine diszipliniibergreifende
und ganzheitliche Spezifikation anzustreben, um die Kommunikation zwischen den Be-
teiligten zu unterstiitzen. Dariiber hinaus sollte die Systematik die Kommunikation mit
dem Kunden férdern und mit geeigneten Hilfsmitteln einen Austausch ermoglichen (vgl.
Abschnitt 2.5.2).

A9: Systematische Vorgehensweise

Die zu erarbeitende Systematik soll ein Vorgehensmodell bereitstellen, welches sowohl
die Bedarfsanalyse zur Modifikation des technischen Systems als auch die Spezifikation
von neuen Funktionen des Systems im Sinne von Ldsungsideen unterstiitzt (vgl. Ab-
schnitt 2.4.2). Infolgedessen gilt es folgende abstrakte Prozessschritte in das Vorgehens-
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modell zu integrieren: Bedarf identifizieren, Losungsideen spezifizieren sowie Losungs-
ideen auswdhlen. Weitere Hilfsmittel sind anwendungsspezifisch in das Vorgehensmo-
dell einzubetten.

A10: Eignung fiir den Maschinen- und Anlagenbau

Die Positionierung des deutschen Maschinen- und Anlagenbaus im internationalen Wett-
bewerb basiert auf der Innovationsfahigkeit der Unternehmen (vgl. Abschnitt 2.2.2). Von
besonderer Relevanz fiir zukiinftige Ideen und damit verbundenen Innovation sind zum
einen die wachsende Nachfrage nach Losungen aus dem Kontext der Intelligenten Tech-
nischen Systeme [its14-ol, S. 38] sowie ein effizienter Umgang mit Wissen im Unterneh-
men (vgl. Abschnitt 2.2.1). Vor diesem Hintergrund soll die zu erarbeitende Systematik
die Innovationsfahigkeit der Unternehmen fordern: Es gilt die Losungen aus dem Kontext
der Selbstoptimierung in geeigneter Weise bereitzustellen (vgl. Abschnitte 2.1 und
2.3.3.3) und dartiber hinaus soll der Wissensaustausch im Unternehmen durch geeignete
Hilfsmittel zur Kommunikation gefordert werden (vgl. Abschnitt 2.2.1).
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3 Stand der Technik

Ziel des Kapitels ist ein systematisch hergeleiteter Handlungsbedarf fiir die Entwicklung
einer Systematik zur Steigerung der Intelligenz mechatronischer Systeme im Maschinen-
und Anlagenbau. Hierzu werden Methoden und Ansétze aus dem Stand der Technik vor
dem Hintergrund der identifizierten Anforderungen aus Abschnitt 2.7 diskutiert. Die un-
tersuchten Ansédtze konnen in vier Bereiche unterteilt werden (vgl. Bild 3-1). In Ab-
schnitt 3.1 werden tlibergreifende Ansitze erldutert, die die Integration von Intelligenz in
technische Systeme verfolgen. In Abschnitt 3.2 werden Ansitze und Methoden zur Iden-
tifikation des Modifikationsbedarfs vorgestellt. In Abschnitt 3.3 werden Ansétze erldu-
tert, die verschiedene Stufen bzw. Fahigkeiten von Intelligenz beschreiben. Abschnitt 3.4
umfasst Methoden zur Bewertung und Auswahl von Losungsideen. Ein Abgleich der An-
forderungen (vgl. Abschnitt 2.7) mit den Ansétzen aus dem Stand der Technik erlaubt die
Ableitung des Handlungsbedarfs in Abschnitt 3.5.

/D/\

Untersuchte Ansitze aus dem
Stand der Technik

Foérderung von Innovationen durch

Identifikation
des Modifi-
kationsbedarfs
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| B | D
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Systematik zur Steigerung der
Intelligenz mechatronischer Systeme
im Maschinen- und Anlagenbau

Bewertung und Auswahl
von Lésungsideen

Bild 3-1:  Struktur des analysierten Stands der Technik mit der Zuordnung zu den ab-
geleiteten Handlungsfeldern
3.1 Forderung von Innovationen durch die Integration von Intelli-

genz

Im Rahmen der Problemanalyse wurde gezeigt, dass der Bedarf einer Systematik zur Stei-
gerung der Intelligenz mechatronischer Systeme im Maschinen- und Anlagenbau besteht.
Vor diesem Hintergrund werden nachfolgend Ansétze und Methoden vorgestellt, die eine
Integration von Intelligenz in technischen Systemen adressieren. Hierzu gehdren die An-
sdtze zur Integration von kognitiven Funktionen nach METZLER (vgl. Abschnitt 3.1.1)
sowie nach DUMITRESCU (vgl. Abschnitt 3.1.2), das Entwurf von Zielsystemen selbstop-
timierender Systeme nach POOK (vgl. Abschnitt 3.1.3), die Beschreibung intelligenter
Systeme nach ISERMANN (vgl. Abschnitt 3.1.4), die Einsatzgestaltung intelligenter Ob-
jekte nach DEINDL (vgl. Abschnitt 3.1.5) sowie der Leitfaden Industrie 4.0 nach ANDERL
ET AL. (vgl. Abschnitt 3.1.6).
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3.1.1 Integration kognitiver Funktionen nach METZLER

Der Exzellenzcluster CoTeSys (Cognition for Technical Systems) erforschte die Mog-
lichkeiten der Kognition fiir technische Systeme. In diesem Rahmen erarbeitet METZLER
eine Systematik zur Integration von kognitiven Funktionen in Produktkonzepte. Die
Systematik umfasst eine Taxonomie von kognitiven Funktionen im Kontext technischer
Systeme, ein Vorgehen zur Identifikation und Integration von kognitiven Funktionen in
Produktkonzepten sowie Hilfsmittel zur Unterstiitzung der Integration [Met16, S. 4ff.].

Im Rahmen der Taxonomie folgt METZLER folgender Definition: Die Gesamtfunktion
kognitiver Produkte setzt sich sowohl aus nicht kognitiven als auch kognitiven Funktio-
nen zusammen. Kognitive Funktionen reprasentieren kognitive Aufgaben des Produkts
und werden durch eine Substantiv-Verb-Kombination beschrieben. Die kognitiven Funk-
tionen werden von der Informationsverarbeitung des Produkts ausgefiihrt [Met16, S. 25],
[MS11], [MS10].

Insbesondere die Verben, die auf kognitive Funktionen hindeuten (z.B. Planen oder Er-
fassen) werden in der Taxonomie spezifiziert. In der Taxonomie werden primére, sekun-
dére sowie tertidre kognitive Funktionen unterschieden. Die Funktion Wahrnehmen stellt
z.B. eine primére Funktion dar. Erfassen und Auswerten sind sekundére Funktionen der
Funktion Wahrnehmen. Horen, Sehen, Riechen sind wiederum tertidre Funktionen der
Funktion Erfassen. Die sechs Primédrfunktionen der Taxonomie sind Wahrnehmen, Ler-
nen, Verstehen, Denken, Entscheiden sowie Agieren [Metl6, S. 131f.], [MS11].

Die Taxonomie bildet einen wesentlichen Beitrag im Rahmen des Vorgehens zur In-
tegration von kognitiven Funktionen in Produkte. Das Vorgehen fiir bestehende Pro-
dukte ist in Bild 3-2 dargestellt [Met16, S. 141{f.]. Das Vorgehen ist dariiber hinaus auch
in das V-Modell der VDI 2206 eingebettet [Met16, S. 1391.].

Im Rahmen der Phase Identifikation von relevanten Stakeholdern wird das zu betrach-
tende Produkt ausgewihlt. Basierend auf dieser Auswahl wird der Produktlebenszyklus
des Produkts beschrieben und Lebenszyklusphasen mit hoher Interaktion ausgewihlt
(z.B. Betrieb und Wartung). Fiir die ausgewihlten Phasen werden relevante Stakeholder
(mit Interaktionen mit dem Produkt) identifiziert und beschrieben [Met16, S. 141ft.].

Nachfolgend werden die Produktfunktionen modelliert. In diesem Schritt werden die
bereits realisierten Produktfunktionen mit Hilfe des Ansatzes zur Funktionsmodellierung
von STONE und WOOD abgebildet [SWO00, S. 359ff.]. Zudem konnen aber auch bereits
bekannte, neue Produktfunktionen abgebildet werden [Met16, S. 148ft.].

Im néchsten Schritt erfolgt die Modellierung von Stakeholderinteraktionen mit Hilfe
von Interaktionsdiagrammen. Die Interaktionen werden z.B. mit Hilfe von Interviews
identifiziert. Die Interaktionen reprisentieren im Wesentlichen Funktionen, die aktuell
von Personen durchgefiihrt werden und zukiinftig durch integrierte Systemelemente rea-
lisiert werden konnen (Produkt iibernimmt die Funktion) [Met16, S. 150ft.].
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Phasen/Meilensteine Aufgaben/Methoden Resultate
e Zu betrachtendes Produkt
Identifikation von auswéhlen

relevanten Stakeholdern | © Produktlebenszyklus analysieren
e Stakeholder mit relevanten

ﬁ Interaktionen identifizieren Informationen zu
| relevanten Stakeholdern

Modellierung von

Produktfunktionen e Produktfunktionen modellieren
e Neue, bereits bekannte Produkt-
é funktionen ergénzen | Funktionales Modell

des Produkts

| e Stakeholderinteraktionen identifi-
Modellierung von zieren (z.B. Interviews)

Stakeholderinteraktionen| © Interaktionen dokumentieren
e Stakeholderinteraktionen in Inter-

aktionsdiagramm abbilden . .
é] g Interaktionsdiagramme
I e Kognitive Interaktionen der Sta-
Spezifikation kogn. Funk- keholder mit Hilfe der Taxonomie
tionen und Bewertung kognitiver Funktionen bestimmen
e Potentielle Funktionen bewerten
él e Kognitive Funktionen auswéhlen Bewertete kognitive
| Funktionen
Abbildung des kognitiven| e Systemgrenzen hinsichtlich der
Produktkonzepts neuen Produktfunktionen und
Nutzerinteraktionen anpassen
é e Funktionales Modell aktualisieren Kognitives
Produktkonzept

Bild 3-2:  Vorgehen zur Integration von kognitiven Funktionen in bestehende Produkte
nach METZLER [Metl16, S. 141ff]

Anschlielend erfolgt die Spezifikation kognitiver Funktionen und Bewertung. In die-
sem Schritt werden die kognitiven Funktionen mit Hilfe der Taxonomie erkannt und als
potentielle Produktfunktionen ausgewéhlt. Nach der Spezifikation der Funktionen wer-
den diese nachfolgend bewertet. Bewertungskriterien sind z.B. Chancen und Risiken der
Funktion, die Bewertung durch die Stakeholder oder die Kosten der Umsetzung [Met16,
S. 152ff.], [MSL13].

Die Erfolg versprechenden Funktionen werden nachfolgend ausgewéhlt und das kogni-
tive Produktkonzept wird abgebildet. Hierbei werden das bereits erarbeitete funktio-
nale Modell des Produkts sowie die Systemgrenzen aktualisiert [Met16, S. 157].

Bewertung:

Die Systematik nach METZLER ermdglicht die Integration von kognitiven Funktionen in
Produkte. Sie unterstiitzt u.a. die Identifikation von moglichen kognitiven Funktionen auf
Basis von Interaktionen der Stakeholder sowie mit Hilfe der Taxonomie kognitiver Funk-
tionen. Zudem liefert sie Hilfsmittel zur Bewertung und Auswahl dieser. Dartiber hinaus
verfolgt die Systematik den Einsatz von Modellen, wie z.B. der funktionalen Modellie-
rung oder den Interaktionsdiagrammen. Im Rahmen der Systematik fehlen jedoch Be-
schreibungen zur schrittweisen Umsetzung der Intelligenz. Beispielsweise wird nicht
deutlich, welche Schritte notwendig sind, um die Funktion Lernen oder Entscheiden zu
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realisieren. Zudem werden die Mdglichkeiten zum Realisieren der Funktionen nicht er-
lautert. Die Kundeneinbindung wird zwar adressiert (z.B. Interaktionen der Mitarbeiter
des Kunden als Stakeholder), jedoch fehlt eine explizite Darstellung von Art und Umfang
der Kundeneinbindung.

3.1.2 Integration kognitiver Funktionen nach DUMITRESCU

DUMITRESCU folgend zeigen neue Trends (wie z.B. Vernetzung von Informationssyste-
men oder Miniaturisierung der Elektronik) sowie die Integration von kognitiven Funkti-
onen offensichtliche Nutzenpotentiale in zukiinftigen Produkten auf. Das Ergreifen dieser
Nutzenpotentiale findet jedoch nach DUMITRESCU nicht systematisch und umfassend
statt. Vor diesem Hintergrund entwickelte DUMITRESCU eine Entwicklungssystematik
zur Integration kognitiver Funktionen in fortgeschrittene mechatronische Systeme
[Duml1, S. 2f.]. Kognitive Funktionen adressieren z.B. Fahigkeiten, wie das Wahrneh-
men, Verstehen oder Problemldsen. Die erarbeitete Systematik soll bei der Entwicklung
von fortgeschrittenen mechatronischen Systemen unterstiitzen. Die zu entwickelnden
Systeme weisen intelligentes und adaptives Verhalten auf und verfiigen zudem iiber eine
erhohte Flexibilitdt und Robustheit [Duml1, S. 197]. Die Entwicklungssystematik um-
fasst folgende Bestandteile:

e cin Vorgehensmodell, das den Entwicklungsablauf strukturiert und die systema-
tische Integration von kognitiven Funktionen in eine Systemspezifikation sicher-
stellt [Duml1, S. 991f.]

e cine Technik zur Systembeschreibung, die u.a. eine generische Entwurfsschab-
lone fiir die diszipliniibergreifende Spezifikation der kognitiven Informationsver-
arbeitung bereitstellt und sich an der Spezifikationstechnik nach FRANK orientiert
[Dumll, S. 109ff.]

e wiederverwendbares Losungswissen (in Form einer einheitlichen Spezifikation
von Losungsmustern) fiir den Entwurf fortgeschrittener mechatronischer Sys-
teme, welches in der Regel nur einzelne Experten besitzen, wie z.B. der Softwa-
retechnik oder der kiinstlichen Intelligenz [Duml1, S. 128ff.]

e cin Konzept zur Werkzeugunterstiitzung, das die Aufgaben Dokumentation,
Suche, Analyse und Auswahl von Ldsungswissen im Entwurf unterstiitzt
[Dumll, S. 156ff.]

Das Vorgehensmodell der Systematik ist in vier Phasen unterteilt (vgl. Bild 3-3). In der
Phase Systemanalyse werden die Potentiale kognitiver Funktionen ermittelt. Hierzu wer-
den auf Basis von Situationsbeschreibungen Zielabhidngigkeiten analysiert, die mit Hilfe
von Losungen der Selbstoptimierung im Betrieb situationsspezifisch gelost werden kon-
nen [Duml1, S. 102ff.]. Die Auswahl der Losungen ist jedoch in der Regel nicht unmit-
telbar moglich. Daher folgt die Phase der Funktionssynthese, bei der zunéchst eine abs-
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trakte Beschreibung der Funktionen der zu entwerfenden Informationsverarbeitung erar-
beitet wird [Duml1, S. 105]. Basierend auf der 16sungsneutralen, funktionalen Beschrei-
bung wird nachfolgend die Phase Loésungsauswahl durchlaufen. Hierbei sind fiir die
Funktionen potentielle Losungen zu ermitteln [Dumll, S. 105f.]. Die Auswahl wird
durch die spezifizierten Losungsmuster fiir fortgeschrittene mechatronische Systeme un-
terstlitzt. Die Phase Systemspezifikation bildet die letzte Phase des Vorgehensmodells,
bei der die friihzeitige Spezifikation der Informationsverarbeitung erarbeitet wird. Diese
kann nachfolgend in die bestehende Spezifikation des Gesamtsystems integriert werden
[Dumll, S. 106f.].

Phasen/Meilensteine Aufgaben/Methoden Resultate
e Einflisse aus dem Umfeldmodell
identifizieren
Systemanalyse e Zielrelevanz der Einfliisse priifen
e Zielabhangigkeit festlegen
ﬁ e Potentiale und Zielsystem ableiten Potentiale durch

kognitive Funktionen
[ e Relevante Funktionsverben
identifizieren
e Funktionen durch geeignete
Funktionssubstantive bilden
é e Funkionshierarchie aufstellen Funktionshierarchie
des OCM

Funktionssynthese

| e Ldsungsmuster bzw. -prinzipien zur
Umsetzung der Funktionen suchen
e Ldsungsmuster bzw. -prinzipien
ggf. vergleichen,kombinieren
é und auswéhlen Lésungsmuster,
Lésungsprinzipien

Lésungsauswahl

| e Aspekte der Lésungsmuster
entnehmen
e Wirkstruktur und Verhalten
des OCM spezifizieren
JI e Prinziplosung fertigstellen Prinziplésung mit
OCM-Spezifikation

Systemspezifikation

Bild 3-3:  Vorgehensmodell der Entwicklungssystematik zur Integration kognitiver
Funktionen in fortgeschrittene mechatronische Systeme nach DUMITRESCU
[Dumll, S. 100]

Bewertung:

Die Entwicklungssystematik nach DUMITRESCU beschreibt umfassende Mdoglichkeiten
zur Weiterentwicklung von mechatronischen Systemen unter Beriicksichtigung von L6-
sungen fiir fortgeschrittene mechatronische Systeme. Die erarbeiteten Losungsmuster un-
terstiitzen den Entwickler beim Entwurf einer intelligenten Informationsverarbeitung. Je-
doch erfordert der Einsatz der Muster ein tiefes Verstidndnis hinsichtlich der Struktur der
intelligenten Informationsverarbeitung. Dieses Verstindnis ist in der Regel bei den Ex-
perten der Unternehmen im Maschinen- und Anlagebau nicht vorhanden. Dariiber hinaus
zeigt die Systematik keine schrittweise Umsetzung der Losungen auf. Eine Integration
des Kunden ist in der Systematik nicht vorgesehen.
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3.1.3 Entwurf von Zielsystemen selbstoptimierender Systeme nach Pook

Selbstoptimierung stellt laut POOK eine Moglichkeit dar, um mechatronische Systeme
weiterzuentwickeln. Die Erweiterung eines mechatronischen Systems um Selbstoptimie-
rung erfordert u.a. die Erweiterung der bestehenden Informationsverarbeitung. Hierzu
miissen die Entwickler insb. die Ziele des Systems im Sinne der Selbstoptimierung ermit-
teln und Informationen liber Verdnderungen der Betriebsbedingungen erfassen, auf die
das System zukiinftig durch die Anpassung der Ziele reagieren soll. Um dies zu unter-
stiitzen, entwickelte POOK eine Methode zum Entwurf von Zielsystemen selbstoptimie-
render Systeme. Die Methode wird auf Basis der Prinziplosung angewendet, die mit
Hilfe der Spezifikationstechnik nach FRANK [Fra06] erarbeitet werden kann [Pooll,
S. 4ff.]. Bild 3-4 zeigt die Hauptphasen der Methode zum Entwurf von Zielsystemen.

Phasen/Meilensteine Aufgaben/Methoden Resultate

e Anforderungsanalyse zur Identifi-

Entwicklung der Ziel-
hierarchie des Systems

0

kation von Zielen des Systems
Anforderungsanalyse zur Identifi-
kation von hierarchischen Abhan-
gigkeiten zwischen Zielen

Analyse der Wirkungs-
weise des Systems

Analyse des Zusammenwirkens
von Elementen des Systems zur
Ermittlung von stérenden Wirkun-
gen und deren Auswirkungen auf
die Verfolgung von Zielen

Ziele und Zielhierarchie
des Partialmodells Ziele

B

Analyse stérender Ein-
fliisse und Wirkungen

Analyse der Wirkungsweise von
Elementen des Systems und der
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Bild 3-4:

Die Anwendung der Methode zum Entwurf von Zielsystemen setzt drei Grundlagen vo-
raus. Zum einen muss eine vorlidufige Prinziplosung des Systems vorhanden sein. Zu-
dem miissen die Zusammenhénge zwischen den Elementen zu den Anwendungssze-
narien der Prinzipldsung abgebildet sein. Ferner muss der Anwender der Methode tiber
geniigend technisches Verstindnis verfligen, um die fiir die Methode relevanten Zusam-
menhiinge der Wirkprinzipien und Lésungsmuster zu erkennen [Pool1, S. 96].

Im Rahmen einer Anforderungsanalyse werden in der ersten Phase mogliche Ziele des
Systems identifiziert. In diesem Zusammenhang werden auch hierarchische Abhédngig-
keiten von Zielen identifiziert. Die moglichen Ziele werden nachfolgend im Partialmo-
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dell Ziele in einer Zielhierarchie abgebildet. In dieser Phase wird noch nicht entschie-
den, ob die identifizierten Ziele tatsdchlich die finalen Ziele fiir die Betriebsphase des
Systems sind [Pool1, S. 98f.].

In der nachfolgenden Phase wird analysiert, welche Storungen das Erreichen der entspre-
chenden Ziele im Betrieb behindern kdnnten. Hierzu wird fiir jedes Ziel ein Fehlzustands-
baum erstellt, um Ursache-Wirkungsketten zu repriasentieren [Pool1, S. 98].

Basierend auf diesem Ergebnis werden in der dritten Phase die Fehlzustandsbdume um
Beschreibungen von Einfliissen und Stérwirkungen als Ursachen von Ereignissen er-
weitert. Die Ergebnisse sind fiir die Gestaltung des Selbstoptimierungsprozesses erfor-
derlich [Pool1, S. 141{f].

Nachfolgend werden dann die Zielkonflikte herausgearbeitet, die eine Priorisierung der
Ziele im Betrieb erfordern. Als Resultat liegt eine, um ein Zielsystem erweiterte, Prin-
ziplosung des zu entwickelnden Systems vor [Pool1, S. 152ff.].

Bewertung:

Die Methode nach POOK ermdglicht eine systematische Identifikation von Zielen sowie
eine Analyse von Zielkonflikten. Bei der Analyse von Zielkonflikten werden Fehlzu-
standsbidume erarbeitet, die die Schwachstellen der Prinziplosung aufdecken. Hierzu gilt
es Wechselwirkungen zwischen verschiedenen Partialmodellen abzubilden. Mit Hilfe der
Methode ist eine Analyse der Schwachstellen des Systems sehr gut moglich. Die Methode
verweist jedoch ausschlieBlich auf eine Verdnderung von Zielen im Betrieb als mogliche
Losung (in diesem Sinne Selbstoptimierung). Die Integration von Kunden sowie eine
schrittweise Umsetzung von weiteren Losungsmoglichkeiten werden nicht adressiert.

3.1.4 Intelligente Systeme nach ISERMANN

Nach ISERMANN ermoglicht eine verbesserte Informationsgewinnung mechatronische
Systeme, die intelligente Eigenschaften aufweisen. [ISERMANN definiert Intelligenz fol-
gendermalien:

., Dabei ist unter Intelligenz die Fdhigkeit zu verstehen, den Prozess und
seine Automatisierung innerhalb eines gegebenen Rahmens zu modellie-
ren, zu erlernen, Folgerungen zu ziehen (schlieffen) und zielorientiert zu
beeinflussen* [Ise08, S. 30], [Ise93, S. 233ff.].

ISERMANN beschreibt, dass ein intelligentes System auch als Online-Expertensystem be-
trachtet werden kann. Es umfasst die Bereiche: Automatisierung in mehreren Ebenen,
Wissensbasis, Interferenzstrategien sowie Kommunikation (vgl. Bild 3-5). Dariiber hin-
aus kann ein intelligentes System in einfache intelligente Systeme sowie weiter entwi-
ckelte intelligente Systeme unterschieden werden [Ise08, S. 31].
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Bild 3-5:  Intelligentes System nach ISERMANN [Ise08, S. 32]

Einfache intelligente Systeme umfassen eine Regelung oder Steuerung und sind in der
Lage, sich an nichtlineares Verhalten durch Adaption anzupassen. Die Parameter der Re-
gelung werden in Abhéngigkeit der Situation und dem verbundenen Erfolg gespeichert
und abgerufen (Lernen). Zudem werden Elemente iiberwacht und Fehler konnen diag-
nostiziert werden (Uberwachung). Basierend auf den Informationen konnen weitere Ma3-
nahmen zum Sicherstellen der Sicherheit ergriffen werden. Diese Systeme konnen auch
als zielgerichtete mechatronische Systeme bezeichnet werden [Ise08, S. 31].

Bei weiter entwickelten intelligenten Systemen umfasst die Informationsverarbeitung
neben der Regelung (oder Steuerung) und der Uberwachung zusitzlich Ebenen des Ma-
nagements. Diese Ebenen ermdglichen das Optimieren (z.B. Wirkungsgrad), die Koordi-
nation von Subsystemen sowie ein allgemeines Prozessmanagement ([I1se08, S. 25ff.].
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Die Wissensbasis umfasst zudem z.B. auszufiihrende Pldine und Aufgaben, eine Doku-
mentation der Vergangenheit (Prozesshistorie) und ermoglicht eine Vorhersage fiir prd-
diktive Strategien. Weitere Funktionen dieser Systeme (insb. im Bereich der Interferenz
sowie der Kommunikation) sind im Bild 3-5 dargestellt [Ise08, S. 31f.].

Der Bedarf zur Entwicklung von intelligenten Systemen kann nach ISERMANN auf Ba-
sis von Analysen der Sicherheit und Zuverldssigkeit identifiziert werden [Ise08, S. 546].
Der Bedarf resultiert zum einen aus erkennbaren Ausfillen des Systems, die durch Funk-
tionen der Uberwachung erkannt werden konnen. Zum anderen besteht der Bedarf fiir die
Umsetzung von hoheren Ebenen bedingt durch unvermeidbare, gefahrliche Ausfille des
Systems, auf die das spezifizierte System noch nicht reagieren kann [Ise08, S. 546].

Bewertung:

ISERMANN beschreibt die Funktionen von intelligenten Systemen aus Sicht der Mechat-
ronik. ISERMANN folgend werden Funktionen in die vier Bereiche Automatisierung, Wis-
sensbasis, Interferenzstrategien sowie Kommunikation unterteilt. Fiir den Bereich der
Automatisierung werden mehrere Ebenen definiert, die eine schrittweise Integration ver-
deutlichen. Zudem wird im Rahmen des Vorgehens zur Analyse des Systems hinsichtlich
Zuverlassigkeit und Sicherheit aufgezeigt, wann der Bedarf fiir die Integration von Funk-
tionen hoherer Ebenen vorhanden ist. Eine detaillierte Erklérung hierzu fehlt. Es werden
zwar Funktionen von intelligentem Verhalten genannt, eine ausfiihrliche Beschreibung
dieser erfolgt jedoch nur in Teilen. Eine Integration des Kunden ist nicht vorgesehen,
ebenso wie Ansitze zum verbesserten Wissensaustausch.

3.1.5 Einsatzgestaltung intelligenter Objekte nach DEINDL

DEINDL entwickelte Methoden und Modelle zur Gestaltung des Einsatzes intelligenter
Objekte in der Produktion und Logistik. DEINDL definiert intelligente Objekte als mate-
rielle betriebliche Objekte, die mit Informationstechnologien ausgestattet sind. Hierdurch
sind diese in der Lage, zusitzliche Funktionen im betrieblichen Kontext zu realisieren,
wie z.B. Lokalisierung im Umfeld oder Uberwachung von Zustinden [Deil4, S. 72ff.].
Zudem miissen sie mit ihrem Umfeld interagieren konnen und eindeutig identifizierbar
sein. Bei Bedarf kénnen sie Informationen verarbeiten, Zustinde iiber die Sensorik auf-
nehmen und ihr Verhalten durch die Aktorik anpassen [Deil4, S. 72].

Die Definition von intelligenten Objekten wird durch DEINDL mit Hilfe von gestaltungs-
relevanten Merkmalen und Ausprigungen konkretisiert. Zudem erfolgt einer Untertei-
lung in anwendungsbezogene-, systembezogene sowie objektbezogene Merkmale. Nach
DEINDL besitzt ein intelligentes Objekt folgende objektbezogenen Merkmale: Grad der
Informationsverarbeitung, Sensorik, Aktorik und Mobilitdt. Das intelligente Objekt kann
wiederum Teil eines Systems intelligenter Objekte sein. Die Systeme intelligenter Ob-
jekte besitzen systembezogene Merkmale, wie Koordination, Ort der Informationsverar-
beitung sowie Ort der Datenhaltung. Vor dem Hintergrund eines bestimmten Zwecks
setzen die Systeme intelligenter Objekte bestimmte Anwendungen um.
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Beispiele fiir intelligente Anwendungen sind Intelligente Instandhaltung, Assistenzsys-
teme und Automatische Transaktion. Die Anwendungen werden durch die Merkmale
Grundfunktion, Automatisierungsgrad sowie horizontale Integration beschrieben [Deil4,
S. 75ff.]. Bild 3-6 stellt die Merkmale und Merkmalsauspragungen zusammenfassend
dar. Die Zusammenhénge und Abhéngigkeiten bei der Gestaltung von intelligenten Ob-

jekten hat DEINDL in einer Ontologie abgebildet, die Auswahl zu unterstiitzen [Deil4,
S. 119].

o  Grundfunktion Lokalisierung Uberwachung Objektinformation Aktion

(=

= o
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Bild 3-6:  Beschreibende Merkmale und Ausprdgungen fiir intelligente Objekte nach
DEINDL [Deil4, S. 92]

Fiir die Gestaltung von intelligenten Objekten entwickelte DEINDL eine Vorgehensweise,
die sich an den Hauptphasen der Konstruktion orientiert (u.a. nach VDI 2221 oder
PAHL/BEITZ): Planen, Konzipieren, Entwerfen und Ausarbeiten [Deil4, S. 183ff.]. Ein
wesentlicher Unterschied zu den Tétigkeiten der Konstruktion zu der Vorgehensweise
von DEINDL liegt in der Phase des Konzipierens. DEINDL definiert, dass das Konzipieren
im Wesentlichen die Ermittlung von Funktionen und Funktionsstrukturen sowie die Su-
che nach prinzipiellen Losungen umfasst. Die erarbeiteten Hilfsmittel sollen in dieser
Phase bei der Definition von Funktionen intelligenter Objekte sowie entsprechenden Lo-
sungen unterstiitzen. Das Wissen iiber Funktionen und Losungen stellt die entwickelte
Ontologie zur Verfligung [Deil4, S. 1391f.].

Bewertung:

Der Ansatz von DEINDL gibt eine Ubersicht iiber die Anwendung intelligenter Objekte
sowie der damit verbundenen Merkmale und Merkmalsauspragungen. Mit Hilfe der Vor-
gehensweise zur Gestaltung intelligenter Objekte und der Ontologie konnen Entwickler
bei der Entwicklung intelligenter Objekte unterstiitzt werden. Die Vorgehensweise orien-
tiert sich an etablierten Vorgehen der Konstruktion (wie z.B. PAHL/BEITZ). Daher ist sie
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prinzipiell fiir die Anwendung im Maschinen- und Anlagenbau geeignet. Jedoch bleibt
sie insb. fiir die Analyse von Potentialen unkonkret. Die Integration von Kunden ist nicht
vorgesehen. Der Einsatz von mathematischen Optimierungsverfahren oder maschinellen
Lernverfahren wird nicht zur Weiterentwicklung der Systeme vorgeschlagen.

3.1.6 Leitfaden Industrie 4.0 nach ANDERL ET AL.

Mit der Vision der vierten industriellen Revolution verschmelzen Produktionstechnik und
moderne Informations- und Kommunikationstechnik zunehmend zu einer neuen Stufe der
Wertschopfung. Vor diesem Hintergrund bietet die Einfithrung von Losungsansitzen von
Industrie 4.0 fiir die Unternehmen des deutschen Maschinen- und Anlagenbaus eine
Chance, auf die verdanderten Bedingungen globaler Mirkte zu reagieren [APW+15, S. 4].
Jedoch stellt die Umsetzung dieser Vision fiir viele Unternehmen eine Herausforderung
dar, da zumeist Losungsansitze zur Umsetzung nicht bekannt sind. Aus dieser Motivation
heraus haben ANDERL ET AL. einen Leitfaden erarbeitet, mit denen mittelstindische Un-
ternehmen des Maschinen- und Anlagenbaus in die Lage versetzt werden, die eigene Um-
setzung von Industrie 4.0 zu unterstiitzen. Der erarbeitete Leitfaden Industrie 4.0 um-
fasst eine Vorgehensweise sowie einen sogenannten Werkzeugkasten Industrie 4.0
[APW+15, S. 6].

Die Vorgehensweise besteht aus fiinf Phasen, die in einem Projektteam im Unternehmen
bearbeitet werden. Die Phasen sind Vorbereitung, Analyse, Kreativitit, Bewertung und
Einfiihrung. Das Ziel der Vorbereitungsphase ist ein einheitliches Verstindnis zum
Thema Industrie 4.0 im eigenen Unternehmen bzw. der eigenen Produktion. Hierzu wer-
den die grundlegenden Kenntnisse des eigenen Marktes bzw. der eigenen Produktion er-
fasst. Basierend auf diesen Kenntnissen wird die Grundlage zur Erarbeitung von Produk-
tideen bzw. Verbesserungen der eigenen Produktion geschaffen. Nachfolgend beginnt die
Analysephase. In der Analysephase werden die bereits vorhandenen Kompetenzen von
Industrie 4.0-Technologien identifiziert. Bei der Identifikation der Kompetenzen erfolgt
eine Orientierung an dem Werkzeugkasten Industrie 4.0. Im néchsten Schritt beginnt die
Kreativititsphase, bei der neue Ideen definiert sowie damit verbundene Geschéftsmo-
delle ausgearbeitet werden. Die Ideen werden in Workshops identifiziert, gesammelt, dis-
kutiert und weiterentwickelt. Der Werkzeugkasten unterstiitzt die kreative Phase. Die er-
arbeiteten Konzepte flir Geschiftsmodelle werden im Rahmen der anschlieBenden Be-
wertungsphase hinsichtlich des Marktpotentials und des Umsetzungsaufwandes bewer-
tet. Ziel ist die Identifikation von Geschédftsmodellen mit geringem Aufwand sowie ho-
hem Potential unter Berlicksichtigung der eigenen Stirken. Als letzter Schritt folgt die
Einfiihrungsphase. In dieser Phase arbeitet das Projektteam die Vorschldge zur Vorlage
bei der Unternehmensleitung aus. Bei positiver Priifung erfolgt die Uberfiihrung in eigen-
stindige Projekte [APW+15, S. 10].
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Der Werkzeugkasten Industrie 4.0 zeigt handhabbare Entwicklungsstufen fiir verschie-
dene Anwendungsebenen (z.B. Integration von Sensoren/Aktoren) von Industrie 4.0 auf.
Der Werkzeugkasten wird in der Analysephase sowie Workshops (z.B. zur Ideengenerie-
rung) angewendet. Er ist als Impulsgeber zur Umsetzung von Industrie 4.0 zu verstehen.
Der Werkzeugkasten gliedert sich in die Bereiche Produkt und Produktion [APW+15,
S. 11ff.]. Bild 3-7 zeigt einen Ausschnitt des Werkzeugkastens fiir den Bereich Produkt.
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Bild 3-7:  Ausschnitt des Werkzeugkastens (Bereich: Produkt) nach [APW+15, S. 12]
Bewertung:

Der Leitfaden Industrie 4.0 unterstiitzt mittelstindische Unternehmen des Maschinen-
und Anlagenbaus bei der Identifikation von Potentialen im Kontext von Industrie 4.0. Der
Leitfaden wurde bereits bei Unternehmen eingesetzt und ist daher als geeignet fiir den
Einsatz im Maschinen- und Anlagenbau einzuschétzen. Insbesondere der Werkzeugkas-
ten liefert einen guten Ansatzpunkt fiir die Einschitzung der eigenen Leistungsfahigkeit
und unterstiitzt bei der Definition von Zielen des Unternehmens zur Weiterentwicklung
von Produktion und Produkten. Hinsichtlich der Losungen zur Leistungssteigerung der
Informationsverarbeitung des technischen Systems bleibt der Leitfaden jedoch unkonk-
ret. Die Bedeutung des Kunden fiir die Weiterentwicklung wird beschrieben, eine Ein-
bindung im Sinne der Kundenintegration wird jedoch nicht néher erldutert.
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3.2 Bedarfsidentifikation zur Modifikation

Schwachstellen des bestehenden Systems oder Wiinsche des Kunden an neue Systemge-
nerationen bilden den Ausgangspunkt zur Systemverbesserung. Vor diesem Hintergrund
werden in diesem Abschnitt Methoden vorgestellt, mit denen der Bedarf zur Modifikation
identifiziert werden kann. Auf dieser Basis ist die Suche nach Losungen moglich. Hierzu
gehoren Sicherheits- und Zuverldssigkeitsanalysen (vgl. Abschnitt 3.2.1), die Identifika-
tion von Produktfeatures nach BACCIOTTI ET AL. (vgl. Abschnitt 3.2.2), das Produkt-
benchmarking nach SABISCH und TINTELNOT (vgl. Abschnitt 3.2.3), Quality Function
Deployment (vgl. Abschnitt 3.2.4), das KANO-Modell der Kundenzufriedenheit (vgl. Ab-
schnitt 3.2.5), die Lead-User-Integration (vgl. Abschnitt 3.2.6), der Empathic Design-An-
satz (vgl. Abschnitt 3.2.7) sowie der Ansatz des Service Driven Design nach EISENHUT
(vgl. Abschnitt 3.2.8).

3.2.1 Sicherheits- und Zuverlassigkeitsanalysen

Methoden zur Ermittlung der Sicherheit und Zuverlissigkeit mechatronischer Sys-
teme haben das Ziel, den Entwickler bei der Prognose der Zuverldssigkeit und Sicherheit
eines Systems sowie der Erkennung von Schwachstellen zu unterstiitzen, um diese nach-
folgend zu beseitigen [BGJ+09, S. 7f.], [Dorl5, S. 68]. Die Analysen kdnnen unterteilt
werden in qualitative und quantitative Analysen. Qualitative Analysen ermdglichen das
Ermitteln von Ausfallmdglichkeiten sowie die Klassifizierung und qualitative Bewertung
der zugehorigen Ursache-Wirkungsketten. Zu den bekanntesten qualitativen Analysen
gehoren die FMEA (Failure Mode and Effect Analysis; Fehlzustandsart- und -auswir-
kungsanalyse) sowie die FTA (Fault Tree Analysis, Fehlerbaumanalyse) [Dorl5,
S. 15£.], [BGJ+09, S. 7ff.]. Quantitative Methoden sind eng verkniipft mit Verfahren aus
der Statistik und der Wahrscheinlichkeitsrechnung, da z.B. Lebensdauerversuche oder
Schadenstatistiken zum Einsatz kommen, um Ausfille etc. zu quantifizieren [BGJ+09,
S. 9]. Hierzu zéhlen u.a. auch Regressionsmodelle. Mit Hilfe dieser kdnnen einfache Mo-
delle zur Beschreibung der Lebensdauer erstellt werden [BGJ+09, S. 16f.]. Nachfolgend
wird stellvertretend fiir die Analysemethoden die etablierte FMEA néher vorgestellt, um
ein tiefergehendes Verstandnis filir diese Ansétze zu vermitteln.

Die FMEA wird typischerweise in moderierten Workshops mit Fachexperten aus den
involvierten Fachdisziplinen durchgefiihrt [Eri05, S. 235ff.], [Dorl5, S. 86]. Ziel der
FMEA ist die Identifikation aller moglichen Ausfallarten im System oder den Teilsyste-
men. Zudem werden die Ausfallursachen sowie Ausfallfolgen ermittelt. Mogliche Aus-
fallarten adressieren beispielsweise folgende abstrakte Fehler: Funktion wird nicht aus-
geflihrt, Funktion wird nicht korrekt ausgefiihrt, Funktion wird nicht zum richtigen Zeit-
punkt ausgefiihrt oder Funktion verursacht inkorrektes Verhalten [Eri05, S. 242]. Basie-
rend auf den Ergebnissen der Arten, Ursachen und Folgen wird die sogenannte Risikopri-
orititszahl (RPZ) bestimmt (représentiert durch Auftretenswahrscheinlichkeit, Entde-



Seite 60 Kapitel 3

ckungswahrscheinlichkeit sowie Schwere). Im nachfolgenden Schritt werden Mdglich-
keiten zur Verbesserung des Systems bestimmt [BGJ+09, S. 8f.], [Eri05, S. 235ff.]. Die
Ergebnisse der Analyse werden in einem FMEA-Formblatt dokumentiert (vgl. Bild 3-8).

Fehlzustandsart- und -auswirkungsanalyse (FMEA)

System: ... Blatt: .. Bearbeiter: ... Stand: ...

Nr. | System- Funktion(en) Ausfall- Ausfall- S | Ausfall- E | A | RPZ | Verbesserungs-
element moglichkeit auswirkung(en) ursache(n) mafRnahme(n)
S: Schwere der Ausfallauswirkung A: Auftretenswahrscheinlichkeit der Ausfallursache

E: Entdeckungswahrscheinlichkeit der Ausfallursache RPZ: Risikoprioritdtszahl (RPZ=S x E x A)

Bild 3-8: FMEA-Formblatt nach [Eri05, S. 247ff.], [Dorl5, S. 87]

Die FMEA kann im Allgemeinen auf Basis von Prozessen (Prozess-FMEA) sowie Pro-
dukten (Produkt-FMEA) durchgefiihrt werden [Eri05, S. 242]. Die Produkt-FMEA um-
fasst u.a. auch eine Analyse der Hardware (Konstruktions-FMEA etc.), Software sowie
der Produktfunktionen (System-FMEA) [Eri05, S. 242], [Dorl5, S. 87f.]. Mit Hilfe der
Prozess-FMEA konnen z.B. Prozessfehler in Produktion, Wartung oder dem Betrieb
identifiziert werden [Eri05, S. 242]. Hierdurch eignet sich die FMEA sowohl in den frii-
hen Phasen der Produktentstehung, wie z.B. der Konzipierung, als auch in Entwurf und
Ausarbeitung, wie z.B. im Rahmen der Mechanik-Konstruktion [Dorl15, S. 86ff.].

Bewertung:

Die beschriebenen Methoden ermoglichen eine systematische Analyse von Schwachstel-
len des Systems. Die Schwachstellen werden in vielféltiger Weise dokumentiert und die-
nen als Ausgangspunkt zur Verbesserung. Im Rahmen der vorliegenden Arbeit sind insb.
die qualitativen Methoden von besonderer Bedeutung, da diese besonders fiir die frithen
Phasen der Produktentstehung geeignet sind (insbesondere die FMEA sowie die FTA).
Dariiber hinaus konnen diese auch integrativ auf Basis frithzeitiger Spezifikationen des
Systems (SysML [Alt12, S. 145ft.], [JT13, S. 828ff.], UML [Dou09-ol], CONSENS
[GKP09] etc.) genutzt werden.

3.2.2 Identifikation von Produktfeatures nach BACCIOTTI ET AL.

Die Qualitét des Ideenfindungsprozesses sowie der resultierenden Ergebnisse ist in der
Regel abhingig von der Fahigkeit, den moglichen Entwurfsraum fiir ein spezifisches
Problem zu analysieren. Somit ist eine systematische und ganzheitliche Analyse des Ent-
wurfsraums sicherzustellen, um Nutzenpotentiale fiir die Produktentwicklung zu identi-
fizieren [BBR16b, S. 81]. Vor diesem Hintergrund haben BACCIOTTI ET AL. einen Ansatz
entwickelt, mit dem die Ideenfindung unterstiitzt werden kann. In Rahmen des Ansatzes
werden mit Hilfe eines Software-Werkzeugs Stimuli erzeugt, die eine erweiterte Analyse
von Problemen sowie Losungen ermoglichen sollen [BBR16b, S. 80ff.].
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Die im Software-Werkzeug dargestellten Stimuli adressieren vier Sichten bzw. Dimen-
sionen, die den Entwickler bei der Ideenfindung anregen sollen: Wiinsche und Forderun-
gen, Stakeholder, Hierarchien des Systems sowie Lebenszyklen. Bild 3-9 zeigt einen
Uberblick iiber die Sichten bzw. Dimensionen sowie die darin enthaltenen Elemente
[BBR16b, S. 85ff.]. Die Elemente sind wiederum durch Spezifikationen weiter definiert.
In der Dimension Wiinsche und Forderungen sind z.B. die Elemente Verldsslichkeit,
Komfort der Nutzung und Asthetik enthalten. Das Element Verldsslichkeit ist weiter un-
tergliedert in folgende Spezifikationen: Schddigung des Umfelds durch das Produkt,
Schédigung des Produkts durch Einfliisse des Umfelds, etc. [BBR16b, S. 86].

Sichten/Dimensionen zur Anregung der Ideenfindung

Wiinsche und Forderungen Stakeholder des Produkts

= Qualitat der Funktionserfillung = Kaufer (Manager, Eltern, etc.)

= | ebenszeit der Produkte = Benutzer (Arbeiter, Kinder,

= Schnelligkeit der Ausfiihrung Behinderte, etc.)

= Komfort der Nutzung = NutznieRer (Patienten, Tiere etc.)

LI = Dritte (Nachbarn, Verwandte etc.)

Lebenszyklen des Produkts Hierarchien des Systems

= Erwerb des Produkts = Umfeld (Wetter, Rdume etc.)

= Anlieferung und Instandsetzung = System oder Service

= Nutzungsphase = Komponenten des Systems

= Aktivitdten neben der Nutzungsphase (Gehause, Verpackungen,
(Wartung etc.) Verbrauchsmaterialien)

Bild 3-9:  Sichten/Dimensionen zur Ideenfindung nach [BBR16b, S. 85ff.]

Das Vorgehen zur Anwendung des Ansatzes wird nachfolgend beschrieben. Im Rahmen
der Produktfindung kann der Entwickler z.B. die Spezifikation Individualisierung des
Produkts oder bestimmter Eigenschaften aus dem Element Style auswéhlen. Durch diese
Auswahl tiberlegt der Entwickler bewusst, ob die Individualisierung des Produkts oder
bestimmter Eigenschaften Schwichen bzw. Potentiale aufweist und welche Losungsideen
hierzu definiert werden konnen. Zudem koénnen im Software-Werkzeug auch Kombina-
tionen von Spezifikationen ausgewahlt oder automatisiert vorgeschlagen werden. Die Do-
kumentation der Ideen erfolgt stets integriert im Werkzeug [BBR16a, S. 5ft.].

Bewertung:

Der Ansatz beschreibt Sichten/Dimensionen, die bei der Definition von Produktideen zu
berticksichtigen sind. Die Sichten/Dimensionen ermoglichen den Beteiligten eine erwei-
terte Sicht auf das Produkt sowie mogliche Potentiale zur Weiterentwicklung. Die be-
schriebenen Dimensionen und damit verbundenen Elemente sind sehr umfassend und er-
moglichen eine tiefergehende Analyse des Systems. Das Vorgehen zur Anwendung des
Software-Werkzeugs unterstiitzt den Entwickler nur bedingt bei Analyse. Zudem wird
die Entwicklung von fortgeschrittenen Systemen nicht mit geeigneten Elementen bzw.
Spezifikationen unterstiitzt.
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3.2.3 Produktbenchmarking nach SABISCH und TINTELNOT

Unternehmen kdénnen nur dann im Wettbewerb bestehen, wenn ihre Leistungen stindig
verbessert werden und Differenzierungen zum Wettbewerb bestehen [ST97, S. 11]. Vor
diesem Hintergrund erarbeiteten SABISCH und TINTELNOT einen integrierten Benchmar-
king-Ansatz. Der Ansatz beruht auf der systematischen Analyse und der Bewertung der
eigenen Marktleistung im Vergleich zu Leistungen der relevanten Wettbewerber. Zudem
werden auch Trends der Branche beriicksichtigt [ST97, S. 12]. Der Benchmarking-An-
satz erfiillt vier Grundfunktionen, die nachfolgend erldutert werden [ST97, S. 12ff.].

Mess- und Maf3stabsfunktion: In diesem Rahmen wird identifiziert, wer die relevanten
Mitbewerber sind und welche Leistungen diese am Markt positioniert haben. Auf dieser
Basis wird nachfolgend analysiert, welche Leistungen die besten Losungen hinsichtlich
definierter Kriterien darstellen. Diese sind als Mal3stab fiir die eigenen Leistungen zu be-
trachten. Dariiber hinaus wird gepriift, wie sich die Leistungen zukiinftig weiterentwi-
ckeln werden, um zukiinftige Referenzen auszuwihlen [ST97, S. 14].

Erkenntnisfunktion: Hierbei wird analysiert, welche Produktleistungen der Mitbewer-
ber im Vergleich zur Eigenen besser oder schlechter sind. Zudem wird insbesondere auch
der Markterfolg der Produkte bewertet. Im nichsten Schritt sind die Ursachen fiir die
Abweichungen auszuarbeiten, um eine differenzierte Bewertung von Teillosungen zu er-
moglichen. Die mdglichen Referenzleistungen sind darauf basierend auszuwéhlen und
als Ausgangsbasis fiir die eigene Weiterentwicklung zu nutzen [ST97, S. 14].

Zielfunktion: Nach der Erkenntnisphase gilt es zu definieren, welche Verbesserungen
notwendig sind, um die Position des Unternehmens dauerhaft zu verbessern. Es gilt zu
bestimmen, welche Voraussetzungen im Unternehmen geschaffen werden miissen, um
z.B. zukiinftig die beste Branchenldsung anbieten zu konnen [ST97, S. 14].

Implementierungsfunktion: Nach der Zieldefinition werden Mallnahmen definiert, um
die Verbesserungen umzusetzen. Hierdurch sollen Randbedingungen geschaffen werden,
um die Ziele zu erreichen und die gewlinschte Marktposition auszubauen [ST97, S. 14].

Durch die Integration der beschriebenen Funktionen in der Produktentwicklung haben
SABISCH und TINTELNOT ein Vorgehen zur Produktentwicklung mit integriertem
Benchmarking erarbeitet. Das Vorgehen ist in Bild 3-10 dargestellt [ST97, S. 72ff.].

Zu Beginn erfolgt die Ideenfindung. Hierbei wird definiert, welche Ideen z.B. zur Wei-
terentwicklung von Produkten bestehen und welche verfiigbaren Technologien prinzipiell
genutzt werden konnen. Nachfolgend werden hinsichtlich dieser Ideen die potentielle
Kunden und Wettbewerber identifiziert. Auf Basis einer Analyse der Produkte der
Wettbewerber erhilt das Unternehmen Kenntnisse liber Referenzprodukte und iiber
Moglichkeiten der Weiterentwicklung [ST97, S. 72f.]. Im nidchsten Schritt erfolgt die
Projektheftarbeit, die der Zielfestlegung dient. Hierbei werden die organisatorischen
Rahmenbedingungen geklirt, um die Entwicklung ausreichend zu unterstiitzen. Dariiber
hinaus werden die wesentlichen Anforderungen und Wiinsche hinsichtlich des Produkts
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definiert [ST97, S. 73]. Auf Basis dieser Informationen beginnt die Suche und Bewer-
tung von dominanten Losungen. Die dominanten Losungen reprasentieren das grund-
legende Losungsprinzip. Auf Basis der dominanten Lésungen werden nachfolgend kon-
krete Losungen fiir Teilkomponenten und Teilprozesse gesucht. In dieser Phase erfolgt
stets ein Benchmarking, um sogenannte Bestlosungen hinsichtlich der Teilkomponenten
und -prozesse zu identifizieren. In einem letzten Schritt erfolgen Aufgaben, um ein
marktfihiges Produkt zu erhalten [ST97, S. 74ft.].

Phasen/Meilensteine Aufgaben/Methoden Resultate
Ideenfindung e Mégliche Ideen definieren
e Marktchancen abschatzen
Id b rt
ﬁ ¢ 1deen vorbewerten Vorauswahl an Ideen
|

e Potentielle Kunden und
Wettbewerber identifizieren
e Produkte der Wettbewerber

Marktanalyse

é bewerten/benchmarken _ O PO e
[
. . e Projektteam bestimmen
Projektheftarbeit e Produktanforderungen definieren
e Zeit- und Ressourcenplanung
é durchfiihren Ziele der
| Produktentwicklung
Suche und Bewertung
dominanter Lésungen e Gesamtaufgabe zerlegen
e Prinzipielle Lésungen fur
JI Gesamtprodukt analysieren Dominante
| Lésungsprinzipien
Methodische e Losungen zur Umsetzung suchen
Loésungssuche (mit integriertem Benchmarking)
e Losungen zu Teilldsungen
é variieren und anpassen ..
Lésungskonzept
|
Fertigstellung e Markttest durchfiihren
des Produkts (Benchmarking)
e Produktionsprozess entwickeln
é e Markteinfuhrung planen ~| Marktfihiges Produkt

Bild 3-10: Produktentwicklung mit Benchmarking in Anlehnung an [ST97, S. 72ff.]

Bewertung:

Der Ansatz des integrierten Benchmarking adressiert einen kontinuierlichen Abgleich
zwischen den eigenen Produkten, den Produkten der Wettbewerber, den technologischen
Moglichkeiten als auch den Bediirfnissen der Kunden. Eine systematische Schwachstel-
lenanalyse ist nicht vorgesehen. Der Ansatz schldgt keine Moglichkeiten vor, die Kom-
plexitét einer interdisziplindren Produktentwicklung mit Hilfsmitteln zu unterstiitzen. Die
Beriicksichtigung des Kunden findet mit der Analyse der Bediirfnisse und einem Markt-
test statt, jedoch erfolgt keine friihzeitige Bewertung des Konzepts durch den Kunden.



Seite 64 Kapitel 3

3.2.4 Quality Function Deployment

Die Methode Quality Function Deployment (QFD) hat das Ziel, Kundenanforderungen
(,,Stimme des Kunden®) in Qualitdtsmerkmale von Produkten, Prozessen und Dienstleis-
tungen zu iibersetzten und einzuplanen. Hierdurch soll insb. die Kundenzufriedenheit ge-
steigert werden [GNOS5, S. 2]. Dartiiber hinaus soll durch den engen Kundenbezug das
,Over-Engineering® vermieden werden [PHF12, S. 124]. Die Methode verfolgt folgende
drei libergeordnete Ziele: Robustheit, Fehlerfreiheit und Treffsicherheit. Robustheit defi-
niert das Ziel, dass ausgewédhlte Losungen sich robust hinsichtlich Marktinderungen und
technischen Anderungen verhalten sollen. Fehlerfreiheit soll durch das frithzeitige Ver-
meiden von Fehlern erreicht werden. Treffsicherheit soll durch die Beriicksichtigung der
Kundenbediirfnisse sichergestellt werden [PS07, S. 22]. Der konzeptionelle Kern der
QFD ist das House of Quality (HoQ). Bild 3-11 stellt das House of Quality vereinfacht
dar und visualisiert die Schritte der Methode QFD.

Konflikte:
(: )~ Teamauswahl + unterstiitzend,

o 0 neutral,

[ ] -
0 - gegenlaufig
n +

7 Funktion /Merkmale
Kundenanforderungen
/ Gewichtung @ @ @
—_—
3 + 0 =

O— O [oF

[~
Korrelationsmatrix
(0 keine; 3 hohe)

) / N
Grofe zur / \ Warum haben wir diese Funktion?

Eigenschaftabsicherung

6 \ \ @ Vergleich Wettbewerb
N

\ Wie wird die Anforderung erfullt?

\ Schwierigkeitsgrad

Bild 3-11: House of Quality in Anlehnung an [PS07, S. 496ff.] und [GEK01, S. 68]

Das HoQ kann als Verstdndigungsmittel zwischen den beteiligten Abteilungen verstan-
den werden. Vor diesem Hintergrund ist das Durchfiihren der QFD auch in interdiszipli-
niren Projektteams moglich. Nach der Definition des Projektteams (1) werden die Kun-
denanforderungen z.B. durch Marktanalysen oder Interviews identifiziert (2). Diese bil-
den den Ausgangspunkt fiir das HoQ [PS07, S. 495]. Nach der Identifikation der Kun-
denanforderungen konnen diese im HoQ gewichtet werden (3). Zudem kann gepriift wer-
den, wie gut oder schlecht z.B. der Wettbewerb ausgewidhlte Anforderung adressiert (4)
[GEKO1, S. 66]. Nachfolgend werden die Funktionen bzw. Merkmale aufgelistet (5), die
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die Anforderungen umsetzen sollen. Das Resultat ist eine Korrelationsmatrix, die be-
schreibt, welche Anforderungen mit welchen Funktionen/Merkmalen zusammenhéngen
(6). In der QFD konnen zudem die Funktionen gegeneinander abgeglichen werden. Es
wird gepriift, ob sich Funktionen gegenseitig unterstiitzen, gegenldufig sind oder sich
neutral zu einander verhalten (7). Um die Zielerfiillung sicherzustellen werden zudem
ZielgroBen definiert (8). Dartiber hinaus wird im HoQ definiert, wie schwierig das Un-
ternehmen die Erfiillung einschétzt (9). Nachfolgend werden im Projektteam Mallnahmen
definiert, um die definierten Ziele umzusetzen [GEKO1, S. 65ff.], [PS07, S. 4951t.].

Bewertung:

Die Methode unterstiitzt sowohl die Neu- als auch Weiterentwicklung von Produkten.
Ferner unterstiitzt sie interdisziplindre Teams und ermoglicht eine detaillierte Darstellung
von Kundenanforderungen sowie die Gewichtung dieser. Die QFD umfasst ein systema-
tisches Vorgehen. Die Durchfithrung ist in der Regel mit hohem Aufwand verbunden
[GEKO1, S. 68f.]. Die tabellarische Darstellung ist fiir den Einsatz in interdisziplindren
Teams geeignet, wird jedoch bei umfangreichen Analysen komplex.

3.2.5 KaNo-Modell der Kundenzufriedenheit

Das KANO-Modell stellt ein Hilfsmittel zur Bewertung der Kundenzufriedenheit dar.
Der Ansatz basiert auf der Annahme, dass Produktattribute in drei Klassen unterschieden
werden konnen. In Abhédngigkeit der Klassen sowie dem Erfiillungsgrad der Kundenan-
forderungen (hinsichtlich der Erwartungen) resultieren unterschiedliche Effekte der Kun-
denzufriedenheit. Bei der Klassifikation der Produktattribute kann unterschieden wer-
den in: Basis-, Leistungs- sowie Begeisterungsattribute [MSH09, S. 19f.], [GEKO1,
S. 76f.].

Der Zusammenhang zwischen der Klassifikation der Produktattribute, der Erwar-
tungserfiillung aus Kundensicht (Erwartungen nicht erfiillt bis Erwartungen iibertrof-
fen) und resultierender Kundenzufriedenheit (Kunde zufrieden, begeistert bis Kunde un-
zufrieden, enttduscht) kann im Kano-Modell abgebildet werden [MSHO09, S. 19f],
[MHO8, S. 28ff.]. Das Modell ist in Bild 3-12 dargestellt.

Auf der x-Achse ist die Erwartungserfiillung abgebildet. Die y-Achse stellt die Kunden-
zufriedenheit dar. Die Attributsklassen erkldren die verschiedenen Zusammenhéinge zwi-
schen Erwartungserfiillung und Kundenzufriedenheit [H6108, S. 80ft.], [MSHO09, S. 19f.],
[GEKO1, S. 76]. Die Zusammenhénge werden nachfolgend anhand der drei Klassen er-
lautert:

Basisattribute (,must-be ) werden vom Kunden vorausgesetzt. Diese werden in der Re-
gel nicht explizit vom Kunden artikuliert und werden meist als Mindestanforderungen
angesehen. Das Nicht-Erfiillen geforderter Attribute resultiert in groer Unzufriedenheit
des Kunden. Das Ubertreffen der Erwartungserfiillung resultiert nicht in Zufriedenheit,
sondern vermeidet Unzufriedenheit des Kunden [H6108, S. 82], [MH98, S. 28].
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Bild 3-12 KANO-Modell nach [MH9S, S. 29], [MSHO09, S. 20]

Leistungsattribute (,one-dimensional ‘-requirements) werden entgegen der Basisattri-
bute vom Kunden explizit verlangt. Bei diesen Attributen fillt bzw. steigt die Kundenzu-
friedenheit proportional zum Erfiillungsgrad der Kundenerwartungen. Leistungsattribute
werden vom Kunden hiufig auch zum Vergleich von Produkten verwendet. Daher kon-
nen diese auch als Vergleichsattribute bzw. Vergleichsanforderungen bezeichnet werden
[MH9S8, S. 28f.], [H6108, S. 82, S. 46f.], [Par10, S. 46f.].

Begeisterungsattribute (,attractive quality -requirements) werden vom Kunden nicht
explizit gefordert. Sie reprisentieren Attribute, zu denen Kunden geringe oder keine Er-
wartungshaltung aufgebaut haben (unbewusste Bediirfnisse). Vor diesem Hintergrund
steigt die Kundenzufriedenheit iiberproportional. Begeisterungsattribute fiihren zu einer
Differenzierung zu Produkten im Wettbewerb [H6108, S. 82], [MHO8, S. 29f.].

Die Einschétzung der Attributsklasse ist abhidngig von dem untersuchten Kundenseg-
ment und weist eine Verdnderung iiber die Zeit auf. Beispielsweise existiert im Premi-
umsegment eine andere Wahrnehmung der Attribute als im Low-Cost Bereich. Dariiber
hinaus werden Begeisterungsattribute nach einer gewissen Zeit zu Leistungsattributen.
Dies erfolgt z.B. wenn Mitbewerber ebenfalls diese Attribute anbieten und eine entspre-
chenden Vergleichshaltung entsteht [H6108, S. 84ff.].

Die Einschétzung der Attributsklasse ist abhdngig von dem untersuchten Kundenseg-
ment und weist eine Verdnderung iiber die Zeit auf. Beispielsweise existiert im Premi-
umsegment eine andere Wahrnehmung der Attribute als im Low-Cost Bereich. Dariiber
hinaus werden Begeisterungsattribute nach einer gewissen Zeit zu Leistungsattributen.
Dies erfolgt z.B. wenn Mitbewerber ebenfalls diese Attribute anbieten und eine entspre-
chenden Vergleichshaltung entsteht [H6108, S. 84ff.].
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Bewertung:

Das KANO-Modell stellt einen Ansatz dar, die Zusammenhinge zwischen Produktattribu-
ten und resultierender Kundenzufriedenheit in Abhéngigkeit der Erwartungserfiillung des
Kunden qualitativ zu beschreiben. Das Produkt wird nicht als Ganzes betrachtet, sondern
stets hinsichtlich einzelner Attribute. Hierdurch kann eine gezielte Analyse von einzel-
nen, neuen Attributen erfolgen. Vor diesem Hintergrund ist eine Berticksichtigung der im
Rahmen der Systematik zur Bewertung der neuen Produktfunktionen sinnvoll.

3.2.6 Lead-User Integration

In den 80er-Jahren entwickelte VON HIPPEL den sogenannten Lead-User Ansatz, der eine
aktive Kundenintegration in den Innovationsprozess vorsicht [SW04, S. 31f.]. Beim
Lead-User Ansatz wird die Expertise von innovativen Anwendern — den sogenannten
Lead-Usern — genutzt, um fortschrittliche Produktideen zu finden [Liit07, S. 48ff.]. Die
Lead-User unterstiitzen bei der Formulierung von Bediirfnissen, der Ausarbeitung von
Produktkonzepten sowie der Absicherung der Konzepte hinsichtlich der Marktrelevanz
[Lit07, S. 50f.], [Wec05, S. 18f.]. Die wesentlichen Charakteristika von Lead-Usern im
Unterschied zu anderen Nutzern sind folgende:

e Die Bediirfnisse von Lead-Usern sind in der Regel dem Markt weit voraus. Daher
reprisentieren ihre Bediirfnisse eine Art Vorhersage fiir den Markt von morgen

[Liit07, S. 49], [Hip88, S. 107].

e Der Nutzen von innovativen Losungen bzgl. ihrer Bediirfnisse ist fiir Lead-User
als besonders hoch einzuschétzen. Der erwartete Nutzen fiir Lead-User kann sogar
so hoch sein, dass selbst innovative Losungen entwickelt werden (,,Not macht er-
finderisch*) [Liit07, S. 49], [Hip88, S. 107].

Aus dieser Motivation heraus sind Lead-User bereit, ihre eigenen Ideen in die Produkt-
findung einzubringen, um von den resultierenden Losungen zu profitieren. Der Lead-
User Ansatz umfasst vier Prozessschritte. Das Vorgehen ist in Bild 3-13 dargestellt
[HLLO7, S. 651f.].

In der ersten Phase Definition des Projekts wird ein interdisziplinidres Team zusammen-
gestellt, das die Ziele des Projekts bestimmt und die Zielmirkte festlegt. Das Team sollte
aus ca. drei bis sechs Personen bestehen, die in etwa die Hilfte der Arbeitszeit im Lead-
User-Projekt mitwirken. Die gesamte Projektphase erstreckt sich in der Regel auf vier bis
neun Monate [HLLO7, S. 65f.].

In der nédchsten Phase Identifikation von Bediirfnissen und Trends werden relevante
Trends ermittelt. Diese sind hdufig Ursache dafiir, dass Lead-User entsprechende Bediirf-
nisse entwickeln werden. In diesem Zusammenhang werden u.a. Gesellschafts-, Markt-,
Wirtschafts- und Technologietrends ermittelt. Die Quellen fiir entsprechende Trends sind
vielfdltig, wie Publikationen von Trendforschern, amtliche Statistiken, Befragungen von
Experten oder auch Patentrecherchen [HLLO7, S. 66f.].
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Phasen/Meilensteine Aufgaben/Methoden Resultate

Definition des Projekts | Interdisziplinares Team bilden

e Zielmarkte festlegen

ﬁ e Projektziel definieren Projektziele
I e Interviews mit Markt- und Techno-
Identfikation von Bediirf- logieexperten durchfiihren
nissen und Trends e Literatur, Internet und Datenbank
hinsichtilch Trends prifen
é e Wichtigste Trends auswahlen Trends im Suchfeld

Identifikation von Lead-
Usern und deren ldeen e Suche nach Lead-Usern im Ziel-
markt oder in analogen Mérkten

é e Erste Ideen finden und evaluieren | Lead-User und
| deren Ideen
e Workshops mit Lead-Usern planen
Entwicklung von und durchfiihren
Lésungskonzepten e |deen weiterentwickeln

e Konzepte bewerten und dokumen-

ﬁ tieren ~

> Lésungskonzepte

Bild 3-13: Identifikation und Einbindung von Lead-Usern nach [HLLO7, S. 66]

Nachfolgend beginnt die Phase Identifikation von Lead-Usern und deren Ideen. Es
gilt die Lead-User zu identifizieren, die die zuvor identifizierten Trends anfiihren konnen.
Hierzu ist es sinnvoll, zunichst Indikatoren festzulegen, mit denen die zu suchenden
Lead-User gut charakterisiert werden konnen. Bei der nachfolgenden Identifikation der
Lead-User existieren zwei unterschiedliche Vorgehensweisen. Beim Screening-Ansatz
werden aus einer grolen Anzahl an Produktanwendern, diejenigen gesucht, die eine hohe
Ubereinstimmung mit den definierten Indikatoren aufweisen (,,Rasterfahndung®). Das
Vorgehen ist sinnvoll, wenn die Anzahl der Kunden {iberschaubar ist, sodass ein vollstan-
diges Screening moglich ist. Beim Networking-Ansatz werden hingegen zunichst nur
einige wenige Kunden einbezogen. Diese werden gefragt, ob ihnen selbst weitere Pro-
duktanwender bekannt sind, die bereits neue Bediirfnisse geduBert haben. Auf Basis der
» Weiterempfehlungen* werden relevante Anwender identifiziert [HLLO7, S. 67f.].

Die letzte Phase befasst sich mit der Entwicklung von Losungskonzepten. Hierbei wer-
den Ideen identifiziert, ausgearbeitet und kombiniert. Dies erfolgt z.B. in Workshops mit
Lead-Usern und Mitarbeitern. Die Workshops dauern typischerweise zwei bis drei Tage.
Im Vorfeld sollte zudem definiert werden, wie die Verwertung von Nutzungsrechten ab-
gestimmt ist (,,Intellectual Property Rights®). Zu Beginn der Workshops werden i.d.R.
Probleme von bestehenden Marktlosungen identifiziert und Anforderungen an zukiinftige
Produkte abgeleitet. Zu den entsprechenden Anforderungen kénnen mit Hilfe von Krea-
tivititstechniken Innovationsideen in Form von Skizzen, Konzeptbeschreibungen bzw.
Modellen ausgearbeitet werden. Spezifizierte Ideen werden nachfolgend durch das Team
gepriift und bewertet, bevor eine Vorstellung bei den Entscheidungstrigern im Unterneh-
men stattfindet [HLLO7, S. 68].
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Bewertung:

Mit Hilfe des Lead-User Ansatzes soll zum einen die Auswahl von Kunden unterstiitzt
werden, die zur Teilnahme an fortschrittlichen Projekten geeignet sind. Zum anderen sol-
len diese eingebunden werden, um Bediirfnisse und Ideen hinsichtlich neuer Produktin-
novationen einzubringen. Der Lead-User Ansatz wurde zudem schon im Industriegiiter-
bereich und Endverbrauchermarkt erfolgreich eingesetzt [HLLO7, S. 64]. Dennoch ist
eine Dauer von ca. vier bis neun Monaten als sehr hoch einzuschétzen, insb. fiir den Ein-
satz in mittelstdndischen Unternehmen. Vor dem Hintergrund der zu erarbeitenden Sys-
tematik ist insb. die Phase der Trendermittlung weniger relevant. Der Nutzen bei der Ein-
bindung im Rahmen der Formulierungen von Bediirfnissen und Ldsungen ist trotzdem
als hoch einzuschitzen.

3.2.7 Empathic Design

Kunden sind sich ihrer Bediirfnisse nicht immer bewusst. Beispielsweise erarbeiten Kun-
den selbststindig implizite Losungen im Umgang mit den Produkten, um auftretende
Probleme zu losen. Die Ursache wird nicht mehr bewusst wahrgenommen [Liit07, S. 46].
Empathic Design bezeichnet die Methode, bei der Kunden in natiirlicher Umgebung
beim Umgang mit dem Produkt beobachtet werden, um die entsprechenden unbewussten
Probleme und Losungen identifizieren zu konnen [LR97a, S. 102f.]. Im Gegensatz dazu
verfolgt das Konzept der Produktklinik eine Beobachtung im kiinstlichen Laborumfeld
[Brel2, S. 29]. Viele Informationen bleiben jedoch im kiinstlichen Umfeld unentdeckt,
wie z.B. eine alternative Produktverwendung des Kunden [Liit07, S. 47]. Ein Beispiel fiir
identifizierte Anwendungen durch Empathic Design stellt die Verwendung von Speisedl
bei Rasenmihern dar. So beobachtete ein Produktmanager fiir Speisedl, wie sein Nachbar
Speisedl auf die Unterseite des Rasenméhers spriihte. Das Speisedl verhinderte, dass auf
der Unterseite des Rasenméhers der Rasen haften bleibt [Liit07, S. 47].

Das Vorgehen beim Empathic Design kann in vier Phasen unterteilt werden. In der ersten
Phase wird die Beobachtung organisiert. Hierzu gilt es verschiedene Nutzergruppen zu
identifizieren. Nachfolgend wird definiert, wer die Beobachtung durchfiihren soll. Dies
konnen z.B. Entwickler oder Experten fiir Ergonomie sein. In einem letzten Schritt ist zu
definieren, welches Verhalten im Fokus der Beobachtung steht. In der nichsten Phase
erfolgt die Durchfiihrung der Datenerfassung. Hierbei werden offene Fragen an den
Kunden gestellt (,, Warum tun Sie das gerade?*). Daraus resultierend konnen Ursachen
fiir alternative Verwendungen identifiziert werden. Die Beobachtungen werden in einem
Protokoll festgehalten und ggf. durch Fotos und/oder Videos erginzt. AnschlieBend be-
ginnt die Phase Auswertung und Interpretation der Daten. In diesem Rahmen werden
Probleme hinsichtlich der Verwendung abgeleitet. Es ist zu definieren, welche Produkt-
funktionen Verbesserungsbedarf aufweisen. In der nidchsten Phase erfolgt die Entwick-
lung erster Problemlosungen. Hierzu werden Workshops mit den entsprechenden
Teammitgliedern unter Verwendung von Kreativititstechniken durchgefiihrt. Die resul-
tierenden Ideen werden dokumentiert und bewertet [Liit07, S. 47f.], [LR97a, S. 108ff.].
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Bewertung:

Auf Basis aktueller Marktlosungen konnen durch den Empathic Design-Ansatz implizite
Bediirfnisse des Kunden identifiziert werden. Hierzu wird der Kunde in seinem natiirli-
chen Umfeld beobachtet, um alternative Verwendungen oder Vorgehensweisen des Kun-
den zu identifizieren. Hierdurch konnen Riickschliisse auf Probleme bei der Verwendung
offengelegt oder auch mdgliche Losungen aufgezeigt werden. Diese Art der Kundenbe-
obachtung kann ggf. auch im Rahmen von Servicearbeiten beim Kunden durchgefiihrt
werden, ohne den Kunden bewusst zu konfrontieren. Im Vergleich zu anderen Branchen
sind im Maschinen- und Anlagenbau Besuche beim Kunden z.B. zu Service- bzw. War-
tungszwecken haufig. Vor diesem Hintergrund ergibt sich das Potential, den Service ver-
starkt fiir die Weiterentwicklung bestehender Systeme einzubringen.

3.2.8 Service Driven Design nach EISENHUT

Im Unternehmen bestehen i.d.R. zahlreiche Quellen von implizitem und explizitem Kun-
denwissen. Dieses Wissen gilt es als wichtige Quelle fiir neue Ideen zur Verbesserung
von bestehenden Produkten zu nutzen [Her05, S. 119]. Zu den Quellen und Formen des
Kundenwissens zihlen z.B. miindlich kommunizierte Einwédnde in einem Verkaufsge-
sprach, Beschwerden, formulierte Verbesserungsvorschlidge oder auch Service-Berichte
[Her05, S. 119ff.], [HRO9, S. 163]. Das Konzept des Service-Driven Designs adressiert
insb. den Einsatz von Service-Berichten, um Schwachstellen von Produkten systematisch
zu erfassen, zu sammeln und in der Entwicklung zu nutzen [Eis99, S. 1{f.].

Service-Berichte werden vom technischen Kundendienst erstellt und umfassen als we-
sentliche Information, die Storfall-Beschreibung. Die Beschreibung kann folgenderma-
Ben gestaltet sein: Prosatext ohne Vorstrukturierung, Prosatext mit gegebener Vorstruk-
turierung (z.B. mit der Klassifikation von Symptomen, Auslosern und durchgefiihrten
Tatigkeiten) oder aus einer Vorstrukturierung mit definierten Schlagworten und ergén-
zendem Prosatext [Eis99, S. 65]. Oft bestimmt die Struktur das Nutzenpotential der Be-
richte. Schlecht formulierte, reine Prosatexte sind z.B. nur schwierig auszuwerten und
bedingt geeignet [WPS+12, S. 89f.]. Um das Wissen weiter zu formalisieren und gezielt
als Informationsriickfluss aus der Betriebsphase fiir die Produktentwicklung zu nutzen,
erarbeitet EISENHUT u.a. eine kausalorientierte Informationsstruktur fiir die Beschreibung
von Storfillen. Bild 3-14 gibt einen Uberblick iiber diese Struktur [Eis99, S. 155ff.].

Im Rahmen der Spezifikation wird zunichst der Storfall mit einer eindeutigen Nummer
erfasst. Nachfolgend wird das Symptom spezifiziert. Fiir eine Druckmaschine kdnnte ein
schlechter Ausdruck ein mogliches Symptom darstellen. Zu diesem Symptom wird in
einem ndchsten Schritt zundchst die fehlerverursachende Funktion identifiziert (z.B.
Farbe auf Druckplatte iibertragen). Anschlieend werden dieser Funktion die relevante
Baugruppe sowie das verantwortliche Einzelteil (z.B. Farbwerk) zugeordnet. Die Auslo-
ser-Beschreibung spezifiziert den Storfall noch weiterfiihrend (z.B. fehlerhafte Justage).
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Basierend auf diesen Erkenntnissen kann eine spezifische Téatigkeit durchgefiihrt und do-
kumentiert werden (z.B. Neu justiert und Testlauf durchgefiihrt). In einem letzten Schritt
konnen Folge-MaBnahmen definiert werden, wie z.B. Kldrung mit der Entwicklung, falls
bereits mehrere identische Fille durch den Techniker bekannt sind [Eis99, S. 156ff.].

Meldung
(individueller Storfall)

FolgemalRnahme

Funktionsorientierte
Storfall-Beschreibung

1 ]
1 ]
| Fehlerverursachende |
! Funktion 1
! |
1
1 1
1 - 1
Baustrukturorientierte : Ausloser 1
Stérfall-Beschreibung \i (Baugruppe) ]
! * P D= 1

s > Ausléser < Ausloser
Tatigkeit (Einzelteil) Beschreibung

1
1
1
1
[}
[}
Dokumentation zu den Objekten |
[}

Bild 3-14: Kausalorientierte Informationsstruktur nach [Eis99, S. 156]

Bewertung:

Der Ansatz von EISENHUT stellt eine systematische Beriicksichtigung von Storféllen zur
Weiterentwicklung technischer Systeme dar. Mit Hilfe der kausalorientierten Informati-
onsstruktur wird zudem friithzeitig der Bezug zu den Funktionen des Systems und den
Systemelementen geschaffen. Uber den Ansatz von EISENHUT hinaus, bestehen zahlrei-
che weitere Vorschlédge, die Service-Mitarbeiter stirker in die Produktentstehung mit ein-
zubeziehen ([Her05, S. 126]), um das implizite Kundenwissen zu nutzen. Insbesondere
fiir den Maschinen- und Anlagenbau ergeben sich daraus viele Potentiale, da die Mitar-
beiter in der Regel einen intensiven Kontakt zu Kunden pflegen und oftmals auch ein
besseres Verstindnis von spezifischen Anwendersituationen und -problemen (bzw. An-
wenderbediirfnissen) aufweisen [Her05, S. 126ff.].



Seite 72 Kapitel 3

3.3 Stufen von Intelligenz in technischen Systemen

Die zu erarbeitende Systematik hat das Ziel, mechatronische Systeme intelligenter zu re-
alisieren und somit die Leistungsfahigkeit des Systems zu steigern. Vor diesem Hinter-
grund werden in diesem Abschnitt Ansétze zur Beschreibung von Moglichkeiten bzw.
Féhigkeiten von intelligenten Systemen vorgestellt. Hierzu gehdren das Reifegradmodell
smarter Objekte (vgl. Abschnitt 3.3.1), die Architektur von Cyber-Physical Systems nach
LEE ET AL. (vgl. Abschnitt 3.3.2), die Bewertung der Selbststeuerung von Logistiknetz-
werken (vgl. Abschnitt 3.3.3), der Klassifizierungsrahmen von Embedded Devices (vgl.
Abschnitt 3.3.4), Stufen der Industrie 4.0 Readiness (vgl. Abschnitt 3.3.5) sowie das Stu-
fenmodell nach PORTER und HEPPELMANN (vgl. Abschnitt 3.3.6).

3.3.1 Reifegradmodell smarter Objekte

Die fortschreitende Umsetzung der Vision ,,Internet of Things* fiihrt zunehmend zur Ent-
wicklung von sogenannten smarten Objekten, wie z.B. Smart Phones. PEREZ HERNANDEZ
und REIFF-MARGANIEC erkannten, dass zwar zahlreiche smarte Objekte existieren, jedoch
meist nicht klar wird, welche Unterschiede zwischen diesen bestehen. Daraus resultierend
sind auch die Potentiale zur Weiterentwicklung von smarten Objekten nicht immer be-
kannt. Vor diesem Hintergrund erarbeiteten PEREZ HERNANDEZ und REIFF-MARGANIEC
ein Reifegradmodell fiir smarte Objekte [PR14, S. 3091f.]. Grundlage des Modells war
das Reifegradmodell Capability Maturity Model Integration [PR14, S. 310].

Die Klassifikation des Reifegrads von smarten Objekten basiert auf fiinf Leistungsstu-
fen. Jede Leistungsstufe ist von unteren Leistungsstufen abhidngig. Das Erreichen von
Leistungsstufen erfordert bestimmte Fihigkeiten, die ebenfalls von PEREZ HERNANDEZ
und REIFF-MARGANIEC definiert wurden [PR14, S. 314]. Insgesamt werden 17 Féahigkei-
ten definiert. Zudem bestehen zahlreiche Abhingigkeiten zwischen den Féhigkeiten.
Bild 3-15 zeigt eine Ubersicht iiber das Reifegradmodell.

Die unterste Leistungsstufe wird als essentielle Leistungsstufe (essential) bezeichnet
und umfasst die sogenannten Kernfahigkeiten von smarten Objekten. Auf Basis der Iden-
tifikation soll eine eindeutige Zuordnung und Abgrenzung zu anderen Objekten ermog-
licht werden. Der Informationsaustausch zu anderen Objekten und dem Benutzer erfor-
dert die Fahigkeit der Kommunikation. Smarte Objekte miissen dariiber hinaus iiber eine
Energieversorgung verfiigen, um entsprechende Aktionen ausfithren zu konnen. Die
letzte Kernfahigkeit stellt ein Informationsspeicher dar. Hierdurch ist das Objekt in der
Lage Informationen iiber sich selbst, dem Umfeld oder zumindest bzgl. der eigenen Iden-
titdt zu speichern. Wenn ein System diese Féhigkeiten aufweist, kann es bereits als smar-
tes Objekt bezeichnet werden [PR14, S. 312ff.].

Alle weiteren Fahigkeiten werden als optionale Fihigkeiten bezeichnet. Zwei dieser Fé-
higkeiten sind von besonderer Bedeutung, da sie Voraussetzungen fiir viele weitere Fa-
higkeiten darstellen. Diese sind Vernetzung und Informationsverarbeitung. Die beiden
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Féhigkeiten erfordern die Integration von zusétzlicher Hardware in das System. Die Ver-
netzung soll eine Kommunikation auf mehreren Ebenen ermoglichen (angelehnt an das
OSI-Schichtenmodell (Open Systems Interconnection Model) der International Organiza-
tion for Standardization (ISO)). Die Féhigkeit der Informationsverarbeitung unterstiitzt
das Ausfithren von Operationen [PR14, S. 312f.]. Die Integration der Fahigkeiten Ver-
netzung und Informationsverarbeitung sowie Programmierbarkeit gelten als Vorausset-
zungen fiir das Erreichen der Leistungsstufe Vernetzt (networked). Die Programmier-
barkeit ermdglicht eine Anpassung des Systems (z.B. Upgrade) [PR14, S. 314].

Selbst- Social-Machine Internet of Things
management Kompetenz vollstindig
Benutzer- Selbst- Umfeld- Ziel- Bewusstsein
bewusstsein bewusstsein bewusstsein management
. . Speicherung Sensorik und Regel-
Vernetzung Informatllons- Programr_nler- Vernetzt
verarbeitung barkeit
Ident_lfl_katlon Kommunikation Energie Inform_atlons- Essentiell
(digital) versorgung speicher

Bild 3-15: Reifegradmodell fiir smarte Objekte mit Leistungsstufen und Fdhigkeiten in
Anlehnung an [PR14, S. 312ff]

Die nachfolgende Leistungsstufe wird als Verbessert bezeichnet (enhanced). Diese Lei-
tungsstufe umfasst z.B. die Fahigkeit der Vertraulichkeit. Hierdurch sollen z.B. Informa-
tionen mit SchutzmafBnahmen vor unbefugten Zugrift geschiitzt werden. Die Speicherung
von Wissen beschreibt die Moglichkeit Aktionen des Systems zu speichern und ggf. an
anderen Systeme weiterzuleiten. Fahigkeiten der Sensorik und Aktorik ermoglichen z.B.
das Erfassen von Umweltinformationen sowie das Eingreifen zur Verhaltensanpassung.
Dartiiber hinaus ermoglicht die Fahigkeit der Regelanpassung eine Adaption des Systems
und der Verhaltensweisen auf Basis von vordefinierten Strategien [PR14, S. 313ff.].

Die Leistungsstufe Bewusstsein (aware) umfasst die Fihigkeiten zu einem bewussten
Umgang hinsichtlich entsprechender Handlungsfelder. So beschreibt das Benutzerbe-
wusstsein einen verbesserten Umgang mit dem Benutzer, in dem z.B. Gewohnheiten mit
der Zeit erlernt werden. Das Umfeldbewusstsein adressiert das adaptive Verhalten des
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Systems hinsichtlich Anderungen im Umfeld des Systems. Das Selbstbewusstsein be-
schreibt die Fahigkeit, den eigenen Systemzustand zu kennen (z.B. Schadigungen an Sys-
temelementen) und darauf basierend das Verhalten anzupassen. Die Fahigkeit Zie/ma-
nagement ermoglicht das Berticksichtigen von Zielen und die Verhaltensanpassung ge-
mal dieser [PR14, S. 313ff.].

Die hochste Leitungsstufe wird als vollstindige Internet of Things-Stufe bezeichnet
(loT-complete). Hierzu gehoren die Fahigkeiten Selbstmanagement und die sogenannte
Social-Machine-Kompetenz. Das Selbstmanagement ermoglicht ein eigenstindiges Ma-
nagement iliber verschiedene Lebenszyklen des Systems. Die Social-Machine-Kompetenz
beschreibt die Fahigkeit, mit anderen Objekten eigenstindig zu kommunizieren und bei-
spielsweise bedarfsgerecht Informationen auszutauschen [PR14, S. 313ff.].

Fiir das beschriebene Modell wurden von PEREZ HERNANDEZ und REIFF-MARGANIEC zu-
dem weitere mogliche Anwendungsfelder fiir den Einsatz beschrieben. Hierzu gehdrt
z.B. die Verwendung durch Kunden, um Produktfunktionen und Charakteristika schnell
zu verstehen und smarte Objekte besser differenzieren zu konnen. Software-Entwickler
konnen beispielsweise Anforderungen an neue Systeme einfacher ableiten und zielge-
richtet Losungen erarbeiten [PR14, S. 315f.].

Bewertung:

Das Reifegradmodell stellt viele Moglichkeiten dar, um smarte Objekte leitungsfdahiger
zu gestalten. Zudem werden auch Wechselwirkungen und Abhingigkeiten zwischen den
Féhigkeiten beschrieben. Jedoch scheinen die Grenzen der Fahigkeiten in gewissen Be-
reichen zu verschwimmen. Teilweise werden konkrete Fahigkeiten des Systems (z.B. In-
formationen speichern) im Sinne von Produktfunktionen mit Handlungsfeldern bzw. An-
wendungen (z.B. verbesserter Umgang mit dem Benutzer) vermischt. Daher bieten insb.
die hoheren Leistungsstufen keine konkreten Mdoglichkeiten zur Weiterentwicklung an.
Aus Sicht der Mechatronik ist eine schrittweise Umsetzung nicht in der Art und Weise
umsetzbar, da insb. die Berticksichtigung von Sensorik und Aktorik bereits essentiell ist.

3.3.2 Architektur von Cyber-Physical Systems nach LEE ET AL.

Mit der Vision von Cyber-Physical Systems entstehen zunehmend Systeme, die Teil
einer global vernetzen Welt sind und mit eingebetteter Hardware und Software auch tiber
ihre Anwendungsgrenzen hinweg miteinander agieren. Sie verfiigen liber Sensoren, um
Daten in der physikalischen Welt zu erfassen und die Daten fiir netzbasierte Dienste zur
Verfligung zu stellen sowie iiber Aktoren, mit denen auf Vorgénge in der physikalischen
Welt eingewirkt werden kann [acall, S. 5].

Um die Umsetzung dieser Vision zu unterstiitzen, erarbeiteten LEE ET AL. eine Architek-
tur fiir Cyber-Physical Systems. Die Architektur besteht aus fiinf Ebenen, die aufeinan-
der aufbauen. Den Ebenen sind zudem Attribute zugeordnet. Bild 3-16 visualisiert die
Architektur mit den Ebenen und ausgewéhlten Attributen [LBK15, S. 18ff.].
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Configuration
= Selbstoptimierung

= Selbstkonfiguration
Coghnition - - —

= Simulation und Optimierung

= Erweiterte Benutzerinteraktion

Cyber

= Virtueller Zwilling
= Data Mining

Data-to-Information Conversion )
Lebens- und Leistungsdauer-

/ \ beobachtung sowie -vorhersage

Smart Connection * Plug & Play
= Condition Monitoring

Ebenen Anwendungsfalle/Fahigkeiten

Bild 3-16: Architektur fiir Cyber-Physical Systems nach LEE ET AL. [LBK15, S. 18ff.]

Die Basis bildet die Smart Connection-Ebene. Diese beschreibt das Erfassen von ver-
lasslichen Daten mit Hilfe von integrierter Sensorik oder durch andere Systeme. Anwen-
dungsfille sind z.B. Plug & Play oder Condition Monitoring [LBK15, S. 19].

Ziel der Data-to-Information Conversion-Ebene ist es, weiterfithrende Informationen
aus den zur Verfiigung stehenden Daten zu erhalten. Beispielsweise soll es durch Algo-
rithmen moglich sein, Zustinde des Systems zu extrahieren und die Restlebensdauer vor-
herzusagen. Hierdurch soll das System ein erweitertes Selbstbewusstsein erhalten. Dar-
tiber hinaus sind Anwendungsfille im Bereich Smart Analytics moglich [LBK15, S. 19].

Die Cyber-Ebene ist die dritte Ebene der Architektur. In dieser werden u.a. virtuelle
Zwillinge der Komponenten bzw. des gesamten Systems erzeugt. Diese ermdglichen
insb. in den hoheren Ebenen weitere Anwendungsfille, wie z.B. dem Einsatz von virtu-
ellen Zwillingen. Zudem finden weitere Cluster-Algorithmen Anwendung. Durch die
Analyse von Prozesshistorien sollen zudem auch zukiinftige Situationen vorhergesagt
werden konnen [LBK15, S. 20].

Die Cognition-Ebene ermoglicht auf Basis des virtuellen Zwillings das Durchfiihren von
entkoppelten Simulationen und Optimierungen, um z.B. Betriebspunkte fiir den zukiinf-
tigen Betrieb zu bestimmen. Dariiber hinaus erfolgt z.B. auf Basis von Grafiken eine ver-
besserte Kommunikation mit dem Benutzer, um Entscheidungen effizient herbeizufiihren
[LBK15, S. 20].

Die Configuration-Ebene adressiert insbesondere Eigenschaften hinsichtlich der Resili-
enz des Systems. Die Ebene iiberwacht die Cognition-Ebene. Dariiber hinaus unterstiitzen
verschiedene Algorithmen eine Selbstoptimierung, Selbstkonfiguration oder Selbstadap-
tion [LBK15, S. 191.].
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Bewertung:

Die Architektur nach LEE ET AL. stellt ein Hilfsmittel zur Entwicklung von Cyber-Physi-
cal Systems dar. LEE ET AL. folgend umfasst die Architektur fiinf verschiedene Ebenen,
die aufeinander aufbauen. Die Architektur beschreibt die Moglichkeiten zur Gestaltung
Cyber-Physical Systems. Durch die aufeinander aufbauenden Ebenen ist eine schrittweise
Umsetzung denkbar, bleibt jedoch im Detail unkonkret. Eine Systematik zum Einsatz
fehlt, ebenso wie Werkzeuge zur Identifikation der Potentiale in bestehenden Systemen.

3.3.3 Bewertung der Selbststeuerung von Logistiknetzwerken

Im Rahmen des Sonderforschungsbereichs 637 ,,Selbststeuerung logistischer Prozesse —
Ein Paradigmenwechsel und seine Grenzen* wurde an der Universitdt Bremen der Para-
digmenwechsel von Planungs- und Steuerungssystemen hin zu einer verstirkten Dezent-
ralisierung erforscht. Die Selbststeuerung beschreibt Prozesse zur dezentralen Entschei-
dungsfindung. Ziel des Einsatzes von Selbststeuerung ist eine hohere Robustheit sowie
die positive Emergenz des Gesamtsystems durch eine verteilte flexible Bewéltigung von
Dynamik und Komplexitdt [Win08, S. 350], [WHO7, S. 1ftf.],

Eine Herausforderung bei der Umsetzung der Selbststeuerung stellt die Wahl eines ange-
messenen Selbststeuerungsgrads dar. WINDT folgend soll der Selbststeuerungsgrad die
Logistikleistung (z.B. hohe Termintreue, kurze Durchlaufzeiten) in angemessener Weise
verbessern [Win08, S. 354]. Vor diesem Hintergrund wurde ein Evaluierungssystem er-
arbeitet. Dieses besteht aus folgenden vier Komponenten: Mess- und Regelsystem, Poten-
tialbestimmung der Selbststeuerung, Komplexitditswiirfel und Kriterienkatalog zur Ab-
schétzung des Selbststeuerungsgrads (vgl. Bild 3-17) [Win08, S.354ff.], [BWO07,
S. 52ff.].

Im Rahmen dieser Arbeit ist der morphologische Kriterienkatalog zur Abschéitzung
des Selbststeuerungsgrads von besonderer Relevanz. Der Katalog umfasst 13 Selbst-
steuerungsmerkmale (bzw. Kriterien) fiir logistische Systeme und zugehdrige Auspri-
gungen [Win08, S. 356], [BWO07, S. 52ff.]. Die Kriterien sind zudem in drei Kriterien-
gruppen unterteilt: Entscheidungsfindung, Informationsverarbeitung und Entscheidungs-
ausfiihrung. Bild 3-17 zeigt den Kriterienkatalog zur Abschétzung des Selbststeuerungs-
grads [Win08, S. 357].

Die Ausprigungen sind so angeordnet, dass von links nach rechts eine Zunahme des
Selbststeuerungsgrads resultiert. Um den Wert des Selbststeuerungsgrads zu bestimmen,
sind zudem im Vorfeld die Kriterien zu gewichten, z.B. mit Hilfe einer Nutzwertanalyse
oder dem paarweisen Vergleich. Aus der Summe der jeweiligen Multiplikation von Aus-
pragung und Gewichtung (kann individuell bestimmt werden) ergibt sich der sogenannte
Selbststeuerungsgrad [Win08, S. 357f.].
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messung
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Bild 3-17: Morphologischer Kriterienkatalog zur Abschdtzung des Selbststeuerungs-
grads nach [Win08, S. 356], [BW07, S. 52(f.]

Bewertung:

Durch den beschrieben Ansatz kann ein geeigneter Selbststeuerungsgrad identifiziert

werden, um die logistischen Ziele zu verbessern. Der Grad wird durch einen morpholo-
gischen Kriterienkatalog ermittelt. Die Auspragungen im Kriterienkatalog sind nicht aus-
reichend prézise, um Systeme systematisch weiterzuentwickeln. Die Potentialfindung er-

fordert zudem quantitative Aussagen liber die Logistik, die insbesondere in den frithen
Phasen nicht vorhanden sind [Win08, S. 355ff.].
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3.3.4 Klassifizierungsrahmen fiir Embedded Devices

DIEKMANN und HAGENHOFF analysierten die Einsatzgebiete von Ubiquitous Computing-
Technologien'* entlang der betrieblichen Wertschdpfungskette [DH06]. In Anlehnung an
STRASSNER wurden im Rahmen der Analyse auch die Wirkungsweisen von Ubiquitous
Computing-Technologien im betrieblichen Umfeld beschrieben [DHO06, S. 2], [Str06,
S. 991t.]. Diese konnen in drei Ebenen beschrieben werden. Die erste Ebene erklart die
Integration von realer Welt in die virtuelle Welt. Mit zunehmender Integration kénnen
die betrieblichen Informationssysteme mit mehr Informationen versorgt werden, wodurch
Aufgaben mit erhohter Qualitét realisiert werden konnen [DHO6, S. 2]. Die zweite Ebene
betrifft die Automatisierung. Eine erhohte Automatisierung vermindert manuelle Akti-
vitdten, Verzogerungen, Fehler bzw. Folgekosten [Str06, S. 100]. Die dritte Ebene betrifft
die Dezentralisierung. Durch Ubiquitous Computing-Technologien sollen zentrale Steu-
erungsinstanzen entlastet werden und eine hohere Flexibilitit erreicht werden [Str06,
S. 100], [DHO6, S. 2].

Fiir die Umsetzung der Vision des Ubiquitous Computing schlagen DIEKMANN und HA-
GENHOFF Embedded Devices vor'> [DHO06, S. 4]. Nach DIEKMANN und HAGENHOFF sind
Embedded Devices hinsichtlich der integrierten Fahigkeiten vielfiltig. Vor diesem Hin-
tergrund wurde ein Klassifizierungsrahmen erarbeitet (vgl. Bild 3-18).

Identifikation ohne lokal gltig global giiltig
Bauform/ in physisches Objekt mit physischem isol
-groRe integriert Objekt kombiniert isoliert
Netzwerkschnitt- kabellos
h
stelle ohne pebelgebisel (PAN/WAN)
Benutzerschnitt- ohne technisch natdrlich
stelle (Tastatur/Display) (Sprache, Gesten etc.)
Energie- iiber Stromnetz induktiv intern (Batter_le, I_3rennstof'f—
versorgung zelle, kinetisch)
. einfach
Sl LS ohne (Temperatur, Helligkeit etc.) komplex (GPS)
Datenspeicher ohne unveranderbar veranderbar
Programmierbar- ohne mit proprietarer Program- mit offener
keit miersprache Programmiersprache
. Uber Uber proprietare
SLUIEELS ohne Standardschnittstelle Schnittstelle

Bild 3-18: Klassifizierungsrahmen fiir Embedded Devices nach [DH06, S. 6]

14 Nach WEISER bezeichnet Ubiquitous Computing eine Allgegenwartigkeit von rechnergestiitzten Syste-
men [Wei9l, S. 94].

15 Weitere Informationen zu Embedded Devices befinden sich im Anhang (vgl. Anhang A2.2).
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Der Klassifizierungsrahmen umfasst wesentliche Merkmale in Form von Fahigkeiten
und Komponenten sowie entsprechende Auspriagungen dieser. Hierzu sind jedem Merk-
mal drei Auspragungsstufen zugeordnet. So konnen z.B. zu dem Merkmal Identifikation
die Auspriagungsstufen ohne, lokal giiltig und global giiltig ausgewihlt werden [DHO6,
S. 5f.].

Bewertung:

Embedded Devices sollen die Umsetzung der Vision des Ubiquitous Computing unter-
stiitzen. Um die erforderlichen Fihigkeiten der Embedded Devices zu spezifizieren, erar-
beiteten DIEKMANN und HAGENHOFF einen Klassifizierungsrahmen. Der Klassifizie-
rungsrahmen zeigt mogliche Merkmale und Auspragungen auf. Hinsichtlich der Informa-
tionsverarbeitung bleibt der Ansatz jedoch unkonkret. Eine geeignete Systematik zur Be-
darfsidentifikation und Spezifikation der Systeme wird nicht vorgeschlagen.

3.3.5 Stufen der Industrie 4.0 Readiness

Industrie 4.0 beschreibt die Vision vieler Unternehmen im Maschinen- und Anlagenbau.
LICHTBLAU ET AL. folgend stellt Industrie 4.0 jedoch viele Unternehmen vor eine Heraus-
forderung: Haufig ist nicht klar, wie eine Umsetzung von Industrie 4.0 fiir die Unterneh-
men konkret aussehen kénnte [LSB+15, S. 8]. Vor diesem Hintergrund wurde ein Kon-
zept zur Einschétzung des aktuellen Umsetzungsstandes von Industrie 4.0 erarbeitet. Die-
ses soll Schritte zur Umsetzung von Industrie 4.0 aufzeigen [LSB+15, S. 10].

Im Rahmen des Readiness-Modells wurden Kriterien zur Klassifikation des Umset-
zungsstands von Industrie 4.0 erarbeitet. Dieses unterscheidet im Wesentlichen folgende
drei Unternehmenstypen sowie damit verbundene Reifegrade: Neuling (Aufsenstehender
und Anfinger), Einsteiger (Fortgeschrittener) und Pioniere (Erfahrener, Experte und Ex-
zellenz). Die Klassifikation erfolgt in Abhéngigkeit von sechs Dimensionen von Industrie
4.0. Hierzu zdhlen: Strategie und Organisation, Smart Factory, Smart Operations, Smart
Products, Data-driven Services und Mitarbeiter [LSB+15, S. 8ff.]. Den sechs Dimensio-
nen von Industrie 4.0 sind dariiber hinaus insgesamt 18 Themenfelder zugeordnet. Die
Themenfelder werden im Rahmen der Erhebung mit geeigneten Indikatoren gemessen
[LSB+15, S. 21ff.]. Einen Uberblick iiber die sechs Dimensionen und den damit verbun-
denen Themenfeldern kann dem Anhang entnommen werden (vgl. Anhang A2.3).

Im Rahmen der Erhebung spezifizieren die Unternehmen gemaf3 der Themenfelder ihr
eigenes Leistungsniveau. In der Dimension Smart Products wird z.B. das Leistungsni-
veau hinsichtlich zusitzlicher IKT-Funktionalititen definiert (vgl. Bild 3-19) [LSB+15,
S. 711t.]. Zusétzliche Funktionalititen sind z.B. Produktgeddichtnis, Selbstauskunft, Ver-
netzung oder Lokalisierung. Hierzu existieren, gemafl den oben genannten Reifegraden,
sechs Stufen. Stufe 0 entspricht Aufenstehender (Einsteiger) und Stufe 5 entspricht der
Exzellenz (Pionier). Stufe 0 bedeutet bei den IKT-Zusatzfunktionalitdten, dass diese nicht
umgesetzt sind. Stufe 5 zeigt auf, dass die Produkte umfangreiche Zusatzfunktionen be-
sitzen [LSB+15, S. 71ff.].
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Bild 3-19: Ausschnitt aus dem Readiness-Modell nach [LSB+15, S. 71ff]

Nach der Erhebung sind die Unternehmen in der Lage, die gegenwirtigen Haupthiirden
gemil des Readiness-Modells zu definieren. Beispielsweise kann definiert werden, dass
hinsichtlich der Dimension Smart Products keine Analysen und Nutzung der aufgenom-
menen Daten zur Optimierung stattfinden. Die Ursachen fiir das Fehlen der Funktionen
konnen wiederum fehlende Kompetenzen sein. Aus dieser Ursache heraus konnen nach-
folgend spezifische Handlungsfelder definiert werden [LSB+15, S. 60ft.].

Bewertung:

Das Readiness-Modell stellt ein Hilfsmittel dar, um das Leistungsniveau des Unterneh-
mens hinsichtlich verschiedener Dimensionen und Themenfeldern von Industrie 4.0 zu
bestimmen. Die Einschéitzung ist jedoch unprézise. So konnen z.B. hinsichtlich des The-
menfelds IKT-Funktionalititen Produkte erste Ansédtze von Zusatzfunktionen (Stufe 1)
oder erste Zusatzfunktionen umfassen. Es werden nur einige ausgewéhlte Beispiele in
diesem Kontext genannt. Ein systematisches Vorgehen zur Analyse wird nicht beschrie-
ben, ebenso fehlen Hilfsmittel zur Auswahl und Bewertung oder der Kundeneinbindung.

3.3.6 Stufenmodell nach PORTER und HEPPELMANN

PORTER und HEPPELMANN erarbeiteten ein Stufenmodell, dass zur Einschéitzung der
Funktionalitit von smarten Produkten genutzt werden kann. Im Rahmen des Stufenmo-
dells besitzen Produkte vier wesentliche Arten von Funktionen: Funktionen zur Uberwa-
chung, Steuerung, Optimierung und Autonomie. Die Funktionen konnen jedoch nicht un-
abhingig voneinander realisiert werden, sondern bauen aufeinander auf. Beispielsweise
kann eine Steuerung des Systems nur erfolgen, wenn eine Uberwachung des Systems
sichergestellt ist [PH14, S. 40ff.]. Die verschiedenen Arten sind in Bild 3-20 visualisiert.
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Steuerung

Uberwachung

Uberwachung des
Systemstatus und des
Umfelds mit Hilfe von
internen oder externen
Datenquellen

Steuerung von
Systemfunktionen mit
Hilfe der Aktoren und
auf Basis von
Entscheidungen der
Informationsverarbeitung

Optimierung des
Systemverhaltens mit
Hilfe von Algorithmen,
welche das
Systemverhalten
Ubergeordnet prifen

Eigenstandige
Berticksichtigung
weiterer Datenquellen
zum Realisieren von
verbessertem
Systemverhalten

Bild 3-20: Funktionen smarter Produkte nach PORTER und HEPPELMANN [PH14, S. 40]

Bei der Uberwachung werden Daten iiber das System, die Umgebung sowie des Benut-
zers gesammelt. Hierzu greift das System auf eigene Quellen zur Datenakquise zuriick
(integrierte Sensorik, Mensch-Maschine-Schnittstelle etc.) oder auch auf externe Quellen,
wie z.B. Daten von vernetzten Systemen. Durch Uberwachungsfunktionen kénnen dem
Benutzer z.B. Informationen zum Status gegeben werden [PH14, S. 40f.].

Bei der Steuerung werden auf Basis akquirierter Daten eigenstdndig Verhaltensanpas-
sungen durchgefiihrt. Hierdurch wird eine robustere Verhaltensweise des Systems reali-
siert. Die Verarbeitung von Informationen ist in diesem Zusammenhang sicherzustellen.
Beispielsweise wird definiert, dass ein Ventil geschaltet wird, wenn ein Druck zu hoch
wird [PH14, S. 40ft.].

Die Uberwachung und Steuerung eines Systems ermdglicht eine Optimierung. Es erfolgt
beispielsweise die Bewertung der Verhaltensanpassung sowie eine bedarfsgerechte, er-
neute Verhaltensanpassung. Hierdurch kann die Intelligenz des technischen Systems zu-
satzlich gesteigert werden [PH14, S. 41f.].

Laut PORTER und HEPPELMANN kénnen auf Basis von Uberwachung, Steuerung und Op-
timierung auch Funktionen zur Autonomie in das System integriert werden. Unter Auto-
nomie wird ein erhdhter Automatisierungsgrad des Systems verstanden, in dem sich das
System z.B. weitere relevante Daten aus der Umgebung oder von vernetzen Systemen
bezieht und diese fiir eine verbesserte Verhaltensanpassung nutzt [PH14, S. 42].

Bewertung:

Das Stufenmodell zeigt die Funktionen von smarten Produkten auf und verdeutlicht die
Abhingigkeiten dieser. Beispiele erldutern, welche Anwendungsmdglichkeiten sich
durch die Funktionen realisieren lassen. Genauere Angaben zu diesen fehlen jedoch. Das
Stufenmodell zeigt Schritte zur Weiterentwicklung des Systems auf, die Umsetzung die-
ser bleibt jedoch unkonkret. Ein Vorgehen zur Realisierung der Stufen fehlt vollstindig.
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3.4 Bewertung und Auswahl von Losungsideen

Zur Auswahl von Ideen existiert im Stand der Technik eine Vielzahl von Bewertungsan-
sitzen [Ges06, S. 235ff.]. Vor dem Hintergrund der gestellten Anforderungen werden
nachfolgende Ansitze vorgestellt: einfache Methoden zur ganzheitlichen Bewertung (vgl.
Abschnitt 3.4.1), die Nutzwertanalyse (vgl. Abschnitt 3.4.2), Analysen auf Basis von
Portfolios (vgl. Abschnitt 3.4.3) und die Conjoint-Analyse (vgl. Abschnitt 3.4.4). Einen
umfassenden Uberblick iiber weitere Bewertungsmethoden kann ADAM entnommen wer-
den [Adal2, S. 2571f.].

3.4.1 Einfache Methoden zur ganzheitlichen Bewertung

Durch Methoden der ganzheitlichen Bewertung sollen zu bewertende Ideen als Ganzes
betrachtet werden; Teilaspekte von Ideen werden nicht isoliert betrachtet [Ges06, S. 236].
Zu diesen Methoden zéhlen z.B. paarweiser Vergleich, Punktekleben oder Rosinenpicken
[Winl14, S. 136]. Diese werden nachfolgend kurz vorgestellt.

Beim paarweisen Vergleich werden jeweils zwei Ideen miteinander verglichen und dar-
iber entschieden, welche Idee besser erscheint. Nach der Bewertung aller moglichen
Ideen kann eine Rangfolge gebildet werden [Ges06, S. 238]. Zum Erstellen der Rangfolge
eignet sich beispielweise eine Relevanzmatrix, mit der die Relevanzsumme nach voll-
staindigem Vergleich betrachtet werden kann [Thm10, S. 110].

Das Punktekleben stellt eine einfache und schnelle Moglichkeit zur Priorisierung von
Ideen dar. Die Teilnehmer erhalten eine definierte Anzahl von Klebepunkten. Diese kon-
nen nachfolgend auf die zu analysierenden Ideen verteilt werden. Hierdurch kann in
Gruppen ein Meinungsbild zu einer Vielzahl von Ideen erreicht werden [Ges06, S. 237].

Beim Rosinenpicken wihlen die Teilnehmer der Bewertung ihre favorisierten Ideen aus
einem Ideenpool aus. Es konnen sowohl mehrere als auch einzelne Ideen von den Teil-
nehmern ausgewihlt werden. Hierzu sollten die Ideen in Kartenform vorliegen. Die aus-
gewdhlten Ideen werden nachfolgend noch detaillierter analysiert [Ges06, S. 236].

Bewertung:

Die einfachen Methoden zur ganzheitlichen Bewertung unterstiitzen das schnelle Bewer-
ten und Priorisieren von Ideen. Durch die Methoden konnen Meinungen in Gruppen
schnell zusammengefasst werden. Zudem sind diese sehr einfach zu verstehen. Insbeson-
dere in Workshops finden diese Methoden Anwendung. Die Methoden sind jedoch sub-
jektiv und liefern keine umfassende Grundlage zur Entscheidung. Vor diesem Hinter-
grund gilt es diese bei einem moglichen Einsatz mit anderen Methoden zu kombinieren.
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3.4.2 Nutzwertanalyse

Die Nutzwertanalyse wurde 1970 von ZANGEMEISTER erarbeitet und eignet sich beson-
ders fiir komplexe Entscheidungsaufgaben [Zan70], [FG13, S. 390]. Die Nutzwertanalyse
wird z.B. zur Bewertung von komplexen Produktalternativen sowie einer groBen Anzahl
relevanter Bewertungskriterien eingesetzt.

Das strukturierte Aufstellen von Bewertungskriterien ist ein wesentlicher Bestandteil
der Analyse. Hierzu werden Ziele zur Bewertung definiert, die wiederum aus Teilzielen
bestehen. Somit konnen verschiedene Zielbereiche ausgearbeitet werden, wie z.B. zu
technischen und wirtschaftlichen Zielen. Das Resultat ist der hierarchische Zielsystem-
Baum [FG13, S. 390]. Beim Aufstellen des Zielsystems werden zudem die Teilziele mit
einer Gewichtung (prozentuelle Gewichtung der Teilziele) versehen [FG13, S. 391].

Nachfolgend werden fiir die zu bewertenden Alternativen, die Eigenschaftsgrofien zu
den jeweiligen Bewertungskriterien ermittelt. Es gilt, moglichst zahlenmiBige Kennwerte
zu bestimmen oder Eigenschaften zumindest verbal zu beschrieben. Auf Basis der Eigen-
schaftsgroBBen wird die Bewertung durchgefiihrt. Fiir jede Eigenschaft gilt es, eine Mal3-
zahl zwischen 0 und 10 zu vergeben (0 unbrauchbare Funktionserfiillung; 10 ideale L&-
sung) [FG13, S. 391f.]. Durch die Multiplikation der einzelnen Mafzahlen mit den jewei-
ligen Gewichtungen wird die Wertungszahl ausgerechnet. Die Summe der einzelnen
Wertungszahlen ergibt den Nutzwert fiir die Alternativen. Die Zusammenhénge konnen
in Form der Nutzwertmatrix abgebildet werden (vgl. Bild 3-21) [FG13, S. 392].

Bewertungskriterium EigenschaftsgroBen | Variante V1 Vn
ID |Benennung Gew. | Benennung |Einheit | Eigenschafts- | MaR3- | Wertungs-
gréRe zahl |zahl
Z ., |Betriebs- 0,1 Ertragbare — 900.000 9 0,9
festigkeit Lastspiele
Z ., |Schwingungs-|0,23 |Erste Eigen- |Hz 88 8 1,84
verhalten frequenz
Z,-, gKn C1n m1n W1n
Nutzwert
GW1=ZWn

Bild 3-21: Auszug einer Nutzwertmatrix nach [FG13, S. 392]

Bewertung:

Die Nutzwertanalyse unterstiitzt den Entwickler bei der Bewertung mehrerer Alternativen
hinsichtlich einer Vielzahl von Kriterien. Wesentliche Stirke der Nutzerwertanalyse ist
die Strukturierung der Kriterien sowie die Bewertung dieser [FG13, S. 392]. Die Bewer-
tung kann auch in frithen Phasen der Produktentstehung erfolgen, wenngleich die Quan-
tifizierung von Eigenschaften nicht immer moglich ist.
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3.4.3 Analysen auf Basis von Portfolios

Im Rahmen von Portfolio-Analysen werden zwei unterschiedliche Kenngréfen in einer
Matrix gegeniibergestellt. Die zu untersuchenden Ideen werden hinsichtlich dieser Kenn-
groBBen bewertet und in der Matrix positioniert. Dariiber hinaus kann auch eine dritte
KenngréBe mit Hilfe des Kreisdurchmessers visualisiert werden. Durch die Bewertung
der Kenngroflen konnen Priorititen zur Realisierung von Ideen abgeleitet werden. Die
KenngrofBen konnen aus weiteren untergeordneten GroBen mit gleicher Wirkrichtung be-
stehen [Ges06, S. 2401f.], [Bra02, S. 31ff.]. Fiir die Bewertung von Produktideen kann
z.B. der Nutzen aus Marktsicht (unterteilt in erwartetes Marktvolumen und Erfolgswahr-
scheinlichkeit) und aus Technologiesicht (unterteilt Entwicklungsaufwand und Fit mit
Kernkompetenzen) bewertet werden [Thm10, S. 117]. Nachfolgend werden die Portfolio-
Analysen auf Basis eines Marktportfolios erldutert [GP14, S. 129]. Ein Beispiel fiir ein
Marktportfolio ist in Bild 3-22 dargestellt [GP14, S. 129f.].

Markt- Marktvolumen
attraktivitit Marktentwicklung

Wettbewerbsintensitat

i k I
< B Umsatz mit der
D
8 / Geschéftseinheit
<~ (Produkt, Geschéfts-
feld etc.)
2 N Hohe Marktprioritat
N P Ausbauen, Halten
5 X . o
[0} N ¥ | Mittlere Marktprioritat
E= . Oﬁ,\\’ i ‘ > Uberpriifen: Ausbauen
S O A ] oder Aufgeben
R
r& Va ] Niedrige Marktprioritat
@ > Aufgeben bzw. oppor-

1 Q tunistisch verhalten
o c .
5 Marktanteil
Q@ Umsatzentwicklung

< Differenzierungsstarke

Profitabilitat
0 —— ,
0 niedrig 1 mittel 2 hoch 3

Wettbewerbsstarke

Bild 3-22: Ermittlung der Markprioritdt durch ein Marktportfolio nach [GP14, S. 130]

Bei einem Marktportfolio werden z.B. Produkte hinsichtlich der beiden Dimensionen
Marktattraktivitdt und Wettbewerbsstiarke bewertet. Die Marktattraktivitit kann dariiber
hinaus noch in Marktvolumen, Marktentwicklung sowie Wettbewerbsintensitét unterteilt
werden. Die Wettbewerbsstiarke wird auf Basis von Marktanteilen, der Umsatzentwick-
lung, Differenzierungsstirke sowie Profitabilitit bewertet. Im ersten Schritt wird eine
klassische Nutzwertanalyse durchgefiihrt. In diesem Schritt werden die einzelnen Krite-
rien gewichtet. Nachfolgend werden die zu analysierenden Produkte gemal3 der Kriterien
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bewertet. Auf Basis der Bewertung sowie der Gewichtung kann fiir jedes Produkt ein
Wert fiir Marktattraktivitdt und Wettbewerbsstiarke berechnet werden [GP14, S. 129f.].

Bewertung:

Portfolio-Analysen ermdglichen eine intuitive Darstellung von Bewertungen hinsichtlich
zweli oder drei Kenngréfen. Dariiber hinaus lassen sich diese Kenngrofen unterteilen, so
dass z.B. auch eine Kombination mit der Nutzwertanalyse mdglich ist. Hierdurch konnen
komplexe Sachverhalte anschaulich visualisiert werden. Dies schafft eine hohe Transpa-
renz von Ergebnissen [Bra02, S. 33]. Vor dem Hintergrund der Arbeit konnen Portfolios
eine gute Moglichkeit zur Bewertung und Kommunikation der Ergebnisse darstellen.

3.4.4 Conjoint-Analyse

In der Marketing-Forschung sind unter dem Begriff der Conjoint-Analyse verschiedene
multivariate Untersuchungsansitze zusammengefasst, mit denen Zusammenhinge zwi-
schen Auspriagungen von Produkten und dem resultierenden Nutzenbeitrag zum Gesamt-
produkt analysiert werden kdnnen [Hei99, S. 99f.]. Die Conjoint-Analyse soll somit eine
differenzierte Erforschung der subjektiven Kundenmeinung zu Produkteigenschaften und
deren Auspriagungen unterstiitzen [Hei99, S. 100]. Die Conjoint-Analyse wird u.a. in den
Aufgabenbereichen Produktentstehung, Preispolitik und Markenwertbestimmung einge-
setzt [SHO8, S. 109]. In der Produktentstehung stellt sich z.B. die Frage, wie ein Produkt
zu gestalten ist, um die Bediirfnisse des Marktes zu adressieren [BEP+16, S. 519]. Das
Vorgehen zum Durchfiihren ist in Bild 3-23 dargestellt [BEP+16, S. 522].

In der Phase Auswahl von Eigenschaften und -ausprigungen werden das Produkt und
die zu untersuchenden Eigenschaften und -ausprigungen ausgewihlt. Zu beachten ist,
dass die Eigenschaften noch im Rahmen der Produktentstehung beeinflussbar, unabhén-
gig voneinander sowie realisierbar sind. Beispiel fiir eine Produkteigenschaft ist z.B. die
Verpackung sowie die Auspragung Plastikverpackung [BEP+16, S. 5221f.].

In der Phase Festlegung des Erhebungsdesigns erfolgt die Definition der Stimuli und
der Stimuli-Anzahl. Stimuli représentieren Kombinationen von Eigenschaftsausprigun-
gen. Diese werden den Auskunftspersonen zur Beurteilung vorgelegt. Bei wenigen Ei-
genschaften und Auspragungen kann eine vollstindige Befragung der Kombination mog-
lich sein. Bei einer Vielzahl von Eigenschaften ist es sinnvoll, die Anzahl der Stimuli
durch eine geeignete Auswahl zu senken [BEP+16, S. 5244f.].

In der Phase Durchfiihrung der Erhebung werden die Stimuli den Auskunftspersonen
vorgelegt. Ublich ist die Erhebung durch eine Rangreihung, bei der die Stimuli priorisiert
werden (auf Basis des empfundenen Nutzens) [BEP+16, S. 528f.].

Die Phase Schitzung der Nutzwerte wird durchgefiihrt, um fiir jede Eigenschaft den
Teilnutzenwert zu bestimmen. Hierdurch konnen der Gesamtnutzenwert fiir alle Stimuli
und die relative Wichtigkeit von Eigenschaften berechnet werden [BEP+16, S. 5291f.].
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Bild 3-23: Vorgehen der Conjoint-Analyse nach [BEP+16, S. 520ff.], [GEKO0I, S. 70]

In der Phase Aggregation der Nutzenwerte wird eine Normierung der Nutzenwerte
durchgefiihrt. Hierdurch wird eine Vergleichbarkeit zwischen den Individualanalysen er-
moglicht. So wird sichergestellt, dass die Teilnutzenwerte der Befragten jeweils auf dem
gleichen ,,Nullpunkt* und der gleichen Skaleneinheit basieren [BEP+16, S. 536ft.].

Bewertung:

Conjoint-Analysen ermdglichen eine frithzeitige Bewertung von Produkten auf Basis von
Kundenmeinungen. Hierzu werden Alternativen des Produkts vom Kunden in eine Rang-
folge gebracht. Fiir die Rangfolgen miissen zundchst die entsprechenden Alternativen
ausgearbeitet werden, um eine Bewertung durchzufiihren.

3.5 Handlungsbedarf

Bild 3-24 fasst die Bewertung der vorgestellten Ansétze aus dem Stand der Technik hin-
sichtlich der Anforderungen an eine Systematik zur Steigerung der Intelligenz mechatro-
nischer Systeme im Maschinen- und Anlagenbau zusammen (vgl. Abschnitt 2.7). Keiner
der betrachteten Ansétze erfiillt alle Anforderungen. Aus diesem Grund wird in diesem
Abschnitt der verbleibende Handlungsbedarf aufgezeigt.
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Bewertung der untersuchten Ansétze Anforderungen (A)
hinsichtlich der gestellten Anforderungen.
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Bild 3-24: Bewertung der untersuchten Ansdtze hinsichtlich der Anforderungen
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Al: Identifikation von Potentialen

Die Systematik muss eine umfassende Analyse des bestehenden Systems ermdglichen,
um Moglichkeiten zur Weiterentwicklung des Systems aufzuzeigen. Die meisten Ansdtze
aus dem Bereich Integration von Intelligenz in Systemen erfiillen diese Anforderungen in
Teilen. Jedoch zeigt nur die Methode nach POOK weitreichende Moglichkeiten fiir die
Analyse des Systems auf. POOK greift hierzu auf die Ansétze aus dem Bereich der Sicher-
heits- und Zuverldssigkeitstechniken zuriick. Diese Ansédtze konnen unter Berlicksichti-
gung anderer Anforderungen bei der Entwicklung einer Systematik unterstiitzen.

A2: Beriicksichtigung des Kundenbedarfs

Die Anforderung hinsichtlich einer Beriicksichtigung des Kundenbedarfs wird in den An-
sdtzen zur Integration von Intelligenz in Systemen nur von METZLER ausreichend adres-
siert. In diesem Zusammenhang schligt METZLER die Integration von Nutzerinterkatio-
nen in das System vor (erhdhte Automatisierung). Weitere Methoden im Bereich der Be-
darfsidentifikation erfiillen diese Anforderungen ebenfalls sehr gut, wenngleich die Ein-
bettung in eine Gesamtsystematik fehlt. Es gilt die entsprechenden Ansédtze bei der Ent-
wicklung der Systematik zu priifen und ggf. zu integrieren.

A3: Losungen fiir intelligentes Verhalten

Das Vorgehen von DUMITRESCU stellt Losungen fiir intelligentes Verhalten im Sinne von
Losungsmustern zur Verfiigung. Diese unterstiitzen eine Steigerung der Intelligenz me-
chatronischer Systeme, erfordern jedoch ein umfangreiches Verstindnis bzgl. der einge-
setzten Losungsmuster. Dariiber hinaus beschreiben Ansitze aus dem Bereich Stufen von
Intelligenz in Systemen gut nachvollziehbare Moglichkeiten fiir die Umsetzung von intel-
ligentem Verhalten, jedoch bleiben die Ansétze bzgl. der Umsetzung unkonkret. Eine
Kombination der Ansétze erscheint vor diesem Hintergrund Erfolg versprechend.

A4:  Schrittweise Umsetzung der Intelligenz

Viele Ansitze aus dem Bereich Stufen von Intelligenz in Systemen zeigen Leistungsstufen
von intelligenten Systemen auf. Hierdurch kann eine schrittweise Umsetzung der Intelli-
genz realisiert werden. In Teilen sind die Unterschiede zwischen den einzelnen Stufen
jedoch sehr grof3 oder trivial (z.B. Sensoren und Aktoren nicht integriert und Sensoren
und Aktoren sind integriert [APW=+15]). Infolgedessen gilt es, die Ansétze geeignet zu
kombinieren, um eine schrittweise Steigerung von Intelligenz zu realisieren.

AS: Bewertung der Losungsideen

Die Bewertung von Losungsideen zur Steigerung der Intelligenz in Systemen wird von
den Ansétzen zur Integration von Intelligenz in Systemen thematisiert — explizite Emp-
fehlungen fiir entsprechende Bewertungsansétze werden jedoch nicht beschrieben. Die
Ansitze im Bereich Bewertung und Auswahl von Ideen erfiillen die Anforderung sehr gut
und konnen einen geeigneten Beitrag leisten. Insbesondere Portfolios und ganzheitliche
Ansitze zur Bewertung erlauben eine effiziente Bewertung.
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A6: Planung der Umsetzung

Die zu erarbeitende Systematik soll die Planung der Umsetzung von intelligenten Lo-
sungsideen aufzeigen, um den Aufwand der Umsetzung addquat abzuschitzen. Diese An-
forderung wird von einigen Ansétzen teilweise erfiillt; eine vollumfiangliche Systematik
existiert nicht. Infolgedessen resultiert Handlungsbedarf, um eine friihzeitige Aufwands-
abschitzung zu unterstiitzen.

A7: Bedarfsgerechte Auswahl der Losungsideen

Die Auswahl Erfolg versprechender Losungsideen zur Steigerung der Intelligenz in Sys-
temen kann vor dem Hintergrund des analysierten Stands der Technik durch Ansitze aus
dem Bereich Bewertung und Auswahl von Ideen unterstiitzt werden. Daher besteht der
Handlungsbedarf diese, in der zu erarbeitenden Systematik, zu priifen und in geeigneter
Weise zu integrieren.

A8: Interdisziplinaritit/Wissensaustausch

Diese Anforderung wird von allen Ansitzen aus dem Bereich Integration von Intelligenz
in Systemen mindestens in Teilen erfiillt. Insbesondere METZLER, DUMITRESCU und POOK
erfiillen die gestellte Anforderung voll. Bei der Entwicklung der Systematik zur Steige-
rung der Intelligenz mechatronischer Systeme sind die angefiihrten Ansétze zu bertick-
sichtigen und fiir den Einsatz anzupassen. Hierdurch kann eine effiziente Kommunikation
sichergestellt werden.

A9: Systematische Vorgehensweise

Die zu erarbeitende Systematik soll ein durchgéingiges Vorgehensmodell zur Steigerung
der Intelligenz bereitstellen, welches insbesondere die abstrakten Prozessschritte (Bedarf
identifizieren, Losungsideen spezifizieren sowie Losungsideen auswdhlen; vgl. Ab-
schnitt 2.6) adressiert. Diese Anforderung wird von vielen Ansétzen aus dem Bereich /n-
tegration von Intelligenz in Systemen erfiillt. Sinnvolle Aspekte der Ansétze sind fiir die
zu entwickelnde Systematik auf Tauglichkeit zu priifen und zu integrieren.

A10: Eignung fiir den Maschinen- und Anlagenbau

Aus dem Bereich Integration von Intelligenz in Systemen erfiillt nur der Ansatz von
ANDERL ET AL. die Anforderung voll. In den weiteren Bereichen existieren viele weitere
Ansitze, welche die Anforderungen vollumfanglich erfiillen. Vor diesem Hintergrund
muss die zu erarbeitende Systematik ein vergleichbares Abstraktionsniveau zu ANDERL
ET AL. aufweisen sowie die Stirken anderer Ansétze beriicksichtigen. Vor dem Hinter-
grund, dass der Wissenstransfer in mittelstdndisch gepragten Unternehmen entscheidend
ist (vgl. Abschnitt 2.2.1), sind Hilfsmittel zur Spezifikation und Kommunikation in die
Systematik zu integrieren (z.B. aus dem Ansatz nach DUMITRESCU).






Systematik zur Steigerung der Intelligenz mechatronischer Systeme Seite 91

4 Systematik zur Steigerung der Intelligenz mechatronischer
Systeme

Dieses Kapitel bildet den Kern der vorliegenden Arbeit. Es stellt eine Systematik zur Stei-
gerung der Intelligenz mechatronischer Systeme im Maschinen- und Anlagenbau vor. Die
Systematik soll den identifizierten Herausforderungen und Anforderungen der Problem-
analyse (vgl. Abschnitt 2.6 und 2.7) sowie dem dargestellten Handlungsbedarf (vgl. Ab-
schnitt 3.5) gerecht werden.

Abschnitt 4.1 gibt einen Uberblick iiber die Systematik und ihre Bestandteile. Die Syste-
matik umfasst ein Stufenmodell, Methoden, ein Vorgehensmodell sowie unterstiitzende
Hilfsmittel. Abschnitt 4.2 stellt das Stufenmodell zur Steigerung der Intelligenz mechat-
ronischer Systeme vor. Abschnitt 4.3 fokussiert Methoden zur Planung der Umsetzung
von intelligentem Verhalten. In Abschnitt 4.4 wird das Vorgehensmodell zur Steigerung
der Intelligenz mechatronischer Systeme beschrieben. AbschlieBend prisentiert Ab-
schnitt 4.5 ergéinzende Hilfsmittel zur Forderung der Kommunikation und Spezifikation
der beteiligten Personen. Die durchgéngige Anwendung der Systematik und insb. des
Vorgehensmodells erfolgt im Anschluss in Kapitel 5.

4.1 Die Systematik im Uberblick

Die Systematik zur Steigerung der Intelligenz mechatronischer Systeme im Maschinen-
und Anlagenbau besteht aus vier Bestandteilen. Diese werden nachfolgend vorgestellt
(vgl. Bild 4-1):

e FEin Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme,
dass die Moglichkeiten zur Weiterentwicklung der Informationsverarbeitung so-
wie der Sensorik und Aktorik darstellt.

e Methoden zur Planung der Umsetzung von intelligentem Verhalten, die eine
frithzeitige Abschitzung des Umsetzungsaufwandes sowie der benotigten Kom-
petenzen aufzeigen.

e FEin Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Sys-
teme, das die Entwickler in die Lage versetzt, Losungsideen zur Weiterentwick-
lung des mechatronischen Systems zu finden.

e Hilfsmittel zur Forderung der Kommunikation und Spezifikation, die unter
Einbindung des Kunden bei der Weiterentwicklung des bestehenden mechatroni-
schen Systems unterstiitzen. Zudem unterstiitzen sie die Kommunikation aller be-
teiligten Fachdisziplinen in den Schritten des Vorgehensmodells.
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Systematik zur Steigerung der Intelligenz
mechatronischer Systeme im Maschinen- und Anlagenbau
Stufenmodell zur Steigerung der Planung der Umsetzung von
Intelligenz mechatronischer Systeme intelligentem Verhalten
y
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Abschnitt 4.2 Abschnitt 4.3
Vorgehensmodell zur Steigerung der Hilfsmittel zur Férderung der
Intelligenz mechatronischer Systeme Kommunikation und der Spezifikation
Abschnitt 4.4 Abschnitt 4.5

Bild 4-1:  Bestandteile der Systematik zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau

Auf Basis der Problemanalyse sowie der Analyse des Stands der Technik bildet das Stu-
fenmodell den Kern der Systematik (vgl. Abschnitt 4.2). Es beriicksichtigt andere Stu-
fenmodelle zur Entwicklung intelligenter Systeme sowie deren Moglichkeiten zur Wei-
terentwicklung und zeigt dabei auf, wie die Vision von selbstoptimierenden Systemen
schrittweise realisiert werden kann. Es umfasst Mdglichkeiten zur Weiterentwicklung
von mechatronischen Systemen aus dem Kontext der Automatisierungstechnik, der ma-
thematischen Optimierung, des maschinellen Lernens, fortgeschrittener Steuerungs- und
Regelungskonzepte und Ansétze zur Steigerung der Verldsslichkeit intelligenter Systeme.
Die Methoden zur Planung der Umsetzung zeigen fiir die zuvor genannten Bereiche die
Schritte zum Realisieren auf. Hierdurch soll eine frithzeitige Abschitzung des Aufwands
sowie der damit verbundenen Kompetenzen unterstiitzt werden (vgl. Abschnitt 4.3). Das
Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Systeme unter-
stiitzt die beteiligten Personen bei der Analyse des bestehenden Systems sowie der Iden-
tifikation, Spezifikation, Auswahl und Bewertung von intelligenten Losungsideen (vgl.
Abschnitt 4.4). Die genannten Schritte des Vorgehensmodells werden i.d.R. von Betei-
ligten unterschiedlicher Fachdisziplinen (z.B. Entwicklung, Vertrieb und Service) sowie
dem Kunden durchgefiihrt. Vor diesem Hintergrund unterstiitzen die Hilfsmittel zur
Forderung der Kommunikation und Spezifikation den Wissensaustausch und -trans-
fer im interdisziplindren Projektteam (vgl. Abschnitt 4.5).

Als Resultat der Anwendung liegen Ideen fiir zukiinftige mechatronische System mit
intelligenten Systemfunktionen vor. Die Funktionen geniigen den Anforderungen der
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Kunden und beriicksichtigten die internen Kompetenzen des Unternehmens zum Reali-
sieren dieser. Die Ideen bilden die Grundlage fiir die weiteren Schritte im Rahmen der
Produktentstehung (Produktkonzipierung etc.).

4.2 Stufenmodell zur Steigerung der Intelligenz

Das Stufenmodell zeigt Mdglichkeiten fiir eine schrittweise Steigerung der Intelligenz
mechatronischer Systeme auf. Es bildet den Kern der Systematik. Ein Uberblick iiber das
Stufenmodell wird in Abschnitt 4.2.1 gegeben. Das Stufenmodell umfasst Funktionsbe-
reiche sowie darin enthaltenen Leistungsstufen. Die einzelnen Funktionsbereiche sowie
deren Leistungsstufen werden in den nachfolgenden Abschnitten beschrieben (vgl. Ab-
schnitte 4.2.2 bis 4.2.6). Zudem werden in Abschnitt 0 die Einsatzszenarien des Stufen-
modells vorgestellt.

4.21 Das Stufenmodell im Uberblick

Fortgeschrittene mechatronische Systeme (z.B. selbstoptimierende Systeme) basieren auf
der Grundstruktur mechatronischer System. Sie bestehen aus einem Grundsystem, Sen-
sorik, Aktorik und der Informationsverarbeitung [VDI2206, S. 14]. Die Steigerung der
Intelligenz mechatronischer Systeme kann in allen genannten Elementen erfolgen. Im
Rahmen der vorliegenden Arbeit liegt der Fokus vorranging auf den Mdglichkeiten zur
Steigerung der Intelligenz durch Ansdtze der Selbstoptimierung (vgl. Abschnitt 2.3.3.3),
welche im Bereich der Informationsverarbeitung Anwendung finden. Da die Steigerung
der Intelligenz in der Informationsverarbeitung auch Verbesserungen der eingesetzten
Sensorik und Aktorik erfordern kann, sind diese ebenfalls im Stufenmodell beriicksich-
tigt. Einen Uberblick iiber das erarbeitete Stufenmodell liefert Bild 4-2.

Das Stufenmodell umfasst die Funktionsbereiche der Sensorik (Messen), der Aktorik
(Agieren) sowie der Informationsverarbeitung. Hinsichtlich der Informationsverarbeitung
existieren die Funktionsbereiche Steuern und Regeln, Identifizieren und Adaptieren sowie
Optimieren. Begleitend gilt es aber auch die Wissensspeicherung (Wissen speichern), die
Kommunikation mit anderen Systemen (Kommunizieren—Systeme) und dem Benutzer
(Kommunizieren—Benutzer) zu analysieren.

Messen: Kenntnisse iiber das System selbst oder {iber Umfeldbedingungen bilden die
Basis fiir jegliche Aktionen des Systems oder des Benutzers. Bei mechatronischen Syste-
men ermitteln Sensoren funktionsrelevante Messgro3en. Auf Basis der Messgrof3en wer-
den nachfolgend z.B. Fiihrungsgroflen zur Anpassung des Systemverhaltens weitergege-
ben [Czil5, S. 29]. Da im Rahmen der Arbeit insbesondere die 10sungsneutrale Aufgabe
der Sensorik im Vordergrund steht, wird der Begriff des Messens verwendet.

Agieren: Anpassungen des technischen Prozesses erfolgen in der Regel iiber Stellein-
richtungen bzw. Aktoren, die bestimmte Prozesseingangsgroflen verdndern. Die Ein-
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gangsgroflen der Stelleinrichtungen oder Aktoren kénnen von einer Steuerung oder Re-
gelung oder aber auch vom Bediener verstellt werden [Ise08, S. 441]. Unter dem Funkti-
onsbereich Agieren werden daher Funktionen zum Anpassen des Prozesses verstanden.

] ] Informationen verarbeiten
Wissen speichern

Kommunizieren

(Benutzer) Adaptieren

Kommunizieren
(Systeme)

Identifizieren

Mit Hilfe von Sensoren Auf Basis von Ansatzen Durch Ansatze zur Mit Hilfe von Algorithmen
und Aktoren ist das der Regelungstechnik Identifikation und zur Optimierung (modell-
System in der Lage, kann ein bestimmter Adaption kann das bzw. verhaltensbasiert)
Messwerte zu erfassen Prozess gesteuert oder Systemverhalten robust kann das System
und Aktionen zur geregelt werden, um ausgelegt werden. optimale Konfigurationen
Prozessanpassung adaptives Verhalten zu Hierdurch erhalt das fur aktuelle oder
auszufiihren. realisieren. System mehr Autonomie. zukinftige Situationen
bestimmen.

Bild 4-2:  Uberblick iiber das Stufenmodell zur Steigerung der Intelligenz mechatroni-
scher Systeme sowie die darin enthaltenen Funktionsbereiche

Steuern und Regeln: Die Integration von Funktionen zum Messen und Agieren ermog-
lichen Funktionen aus dem Bereich Steuern und Regeln. Auf Basis von gemessenen Gro-
Ben konnen mit Hilfe von Steuerungen und Regelungen sowie Aktoren technische Pro-
zesse beeinflusst werden (z.B. Geschwindigkeiten, Temperaturen oder Dampfungen)
[Ise08, S. 21]. Die Regelung hat das Ziel, eine funktionelle Grole im Prozess (Regel-
grofle) trotz des Einflusses dulerer Storungen (StorgrofBen) auf die Sollgroe (Fithrungs-
grofle) zu fiihren. Es erfolgt eine Riickfiihrung von Prozess- und/oder Stérgréfen. Im Un-
terschied zur Regelung ist die Wirkungsweise einer Steuerung nicht in sich geschlossen
(offene Wirkkette). Eine Riickfiihrung von Regelgréfen (oder auch ProzessgroBen) findet
somit nicht statt [Czil5, S. 651.].

Identifizieren: Reale Systeme weisen in der Regel Abweichungen von den Modellen auf,
die z.B. im Rahmen des Entwurfs der Steuerung oder Regelung eingesetzt wurden. Hier-
durch verbleibt ein gewisser Unbekanntheitsgrad der Strecke, auf der nur bedingt mit der
Steuerung und Regelung reagiert werden kann. Daher ist es ggf. notwendig diese Abwei-
chungen zu identifizieren, um z.B. die Regelung anzupassen oder das System in einen
sicheren Zustand zu iiberfiihren [FDO08, S. 14f.]. Die dafiir notwendigen Funktionen wer-
den im Bereich Identifizieren zusammengefasst.
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Adaptieren: Funktionen aus dem Bereich Identifizieren erkennen ungewiinschte Verhal-
tensweisen, denen mit der aktuellen Steuerung und Regelung nur bedingt entgegenge-
wirkt werden kann. Auf Basis dieser Erkenntnisse wird jedoch eine Adaption des Systems
ermoglicht. So konnen z.B. Reglerparameter im Sinne einer Parameteranpassung verstellt
werden oder das System wird mit Hilfe von Notfall-Mechanismen in einen sicheren Zu-
stand tiberfiihrt [FDOS, S. 15], [KSR+09, S. 105ff.].

Optimieren: Der Funktionsbereich Optimieren beschreibt Funktionen, die das System-
verhalten im laufenden Betrieb hinsichtlich definierter Zielfunktionen bzw. Giitekriterien
anpassen (im Sinne der Selbstoptimierung). Hierdurch werden z.B. die Modelle des dy-
namischen Systemverhaltens nicht nur im Rahmen des Entwurfs, sondern auch im Betrieb
zur Optimierung verwendet [DP06, S. 590ft.], [ADG+09, S. 26]. In diesem Zusammen-
hang kommen auch modellbasierte Mehrzieloptimierungsverfahren zum Einsatz, wie
auch Ansitze der verhaltensbasierten Selbstoptimierung [ADG+09, S. 123ft.].

Wissen speichern: Die Moglichkeit Wissen im System zu speichern, erdffnet weitere
Potentiale fiir das System. Falls das System z.B. Prozesshistorien abspeichern kann, ist
eine Analyse der Daten moglich, um tiefergehende Informationen zu extrahieren und eine
Verhaltensverbesserung zu ermdglichen [PR14, S. 312ff.], [LRP+11]. Vor diesem Hin-
tergrund bestehen zahlreiche Wechselwirkungen mit den anderen Funktionsbereichen.

Kommunizieren—Benutzer: Bei mechatronischen Systemen spielt der Benutzer des Sys-
tems eine entscheidende Rolle. Benutzerschnittstellen (oder auch Mensch-Maschine-
Schnittstellen) ermdglichen Interaktionen zwischen dem Benutzer und dem System
[VDI2206, S. 14ff.]. Hierdurch kann der Benutzer z.B. Anderungen von Fiihrungsgrofen
der Steuerung und Regelung initiieren [FGK+04, S. 17ff.]. Der Austausch kann auditiv,
visuell oder auch haptisch erfolgen [Deil4, S. 27].

Kommunizieren—Systeme: Die Zustandsiiberwachung mechatronischer Systeme erfolgt
1.d.R. durch den Einsatz integrierter Sensorik. Hierdurch sind jedoch nur Information aus
dem nahen Umfeld des Systems verfiigbar. Ansidtze aus dem Bereich der Sensorfusion
weisen das Potential auf, Informationen verteilter Systeme zu erhalten und ggf. das Ver-
halten des Systems situationsspezifisch anzupassen [MBD+13, S.305], [MTD+14,
S. 35ff.]. Infolgedessen wird die Kommunikation mit weiteren Systemen im Stufenmo-
dell explizit beriicksichtigt, um Systeme intelligenter zu realisieren.

Die Funktionsbereiche zeigen die verschiedenen funktionellen Moglichkeiten zur Wei-
terentwicklung mechatronischer Systeme schrittweise auf (vgl. Bild 4-2). Die definierten
Funktionsbereiche konnen zudem auch in die Struktur der Informationsverarbeitung
selbstoptimierender Systeme ecingegliedert werden. Diese Zuordnung ist in Bild 4-3
dargestellt. Das Messen und Agieren findet auBerhalb der Informationsverarbeitung statt.
Der Controller realisiert Funktionen aus dem Bereich Steuern und Regeln. Der reflekto-
rische Operator ermdglicht das /dentifizieren von Abweichungen im Verhalten der Steu-
erung und Regelung. Nachfolgend konnen Notfall-Mechanismen, Anpassungen der Reg-
lerparameter oder der Struktur im Sinne des Adaptierens initiiert werden. Der kognitive
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Operator realisiert die Funktionen zum Optimieren. Hierzu werden z.B. modellbasierte
oder verhaltensbasierte Ansitze eingesetzt. Die Funktionsbereiche Wissen speichern,
Kommunizieren mit dem Benutzer und Kommunizieren mit anderen Systemen sind Teil
der Informationsverarbeitung, jedoch lassen sich diese keiner Ebene zuordnen. Sie wer-
den in den jeweiligen Ebenen anwendungsfallspezifisch eingesetzt.

’ Operator-Controller-Modul (OCM)
Kommunizieren ——— . PO . o
(Benutzer) ognitive Informationsverarbeitung

Kommunizieren H (
(Systeme) “
(

Wissen speichern

P Uberwac| ]
Identifizieren ' Adaptieren
Notfall
) Ablauf-
< steuerung
4 Reflektorischer Kreis I @
N e e e —
e — — % — — g — — Informationsverarbeitung
'= ™.
‘e_tfonfigurat.lonen o C
© B )
o A 3

Strecke

Bild 4-3:  Zuordnung der Funktionsbereiche zu den Ebenen des OCM in Anlehnung an
[HOG04, S. 2], [ADG+09, S. 14]

Die genannten Funktionsbereiche setzen gemif Bild 4-2 im Wesentlichen aufeinander
auf. So erfordert der Ansatz von Regelungen auch die Integration von Sensoren und Ak-
toren. Ansdtze zum Identifizieren und Adaptieren priifen bzw. adaptieren wiederum die
realisierte Regelung. Diese Darstellung ist jedoch nur idealtypisch und muss stets fiir die
jeweilige Anwendung analysiert werden. Zudem adressiert das Modell ausschlieBlich
mechatronische Systeme. Hierdurch kénnen z.B. mechanisch umgesetzte Regelungen
nicht ohne Weiteres im Stufenmodell eingeordnet werden (z.B. Thermostatventil zur
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Temperaturregelung). Zur Steigerung der Intelligenz ist es zudem notwendig, die Funk-
tionsbereiche im Detail zu betrachten. Dies erfolgt in den nachfolgenden Abschnitten.

4.2.2 Messen und Agieren

Mechatronische Systeme sind in der Lage, das Systemverhalten eigenstindig zu verbes-
sern. Hierzu werden mit Hilfe von Sensoren Informationen iiber die Umgebung aber auch
iber das Systems selbst erfasst. Die Informationsverarbeitung verarbeitet die Informatio-
nen und steuert integrierte Aktoren an, um Reaktionen zur Verbesserung des Systemver-
haltens auszufiihren [VDI2206, S. 10]. Hierdurch bildet das Messen und Agieren eine
zentrale Voraussetzung, um die Intelligenz mechatronischer Systeme zu steigern. In die-
sem Zusammenhang bestehen jedoch spezifische Unterschiede. Daher wurden Leistungs-
stufen definiert, die eine detaillierte Analyse der Mdglichkeiten unterstiitzen. Die Leis-
tungsstufen fiir den Funktionsbereich Messen sind im Bild 4-4 visualisiert.

Das System erhalt mit Hilfe von Beobachtern/
virtueller Sensorik Informationen tber nicht
direkt messbare Zustandsgrofien.

Messen auf Basis von
Beobachtern/Virtuelle Sensorik

Das System erhalt stetig Werte, welche fiir
komplexere Aufgaben verarbeitet werden
kénnen.

Stetiges Messen
von Messwerten

Das System erhalt binére Werte (0 oder 1)
der Sensorik. Hierdurch kénnen entsprechende
Aktionen initiiert werden.

Erfassung von
Grenzzustanden

Sensoren werden verwendet, um den Benutzer
Uber Werte zu informieren. Eine Verarbeitung
der Informationen findet vom System nicht statt.

Einsatz von Sensoren zur
Anzeige (ohne Schnittstelle)

Komplexitat der Aufgabe

Potentielle Steigerung der Intelligenz/

Kein Einsatz

Der Prozess wird nicht (iberwacht.
von Sensoren

Bild 4-4:  Leistungsstufen fiir den Funktionsbereich ,, Messen “

Die im Bild 4-4 dargestellten Leistungsstufen sind von unten nach oben zu lesen. Mit
jeder Stufe steigt zum einen die potentielle Intelligenz des Systems, zum anderen aber
auch die Komplexitit der Entwurfsaufgabe. Die Intelligenz ist potentiell, da die tatsdch-
liche Intelligenz von der Anwendung abhéngig ist. Falls beispielsweise fiir bestimmte
Prozesse das Uberschreiten von kritischen Grenztemperaturen erforderlich ist, stiften ste-
tige Messungen der Temperatur keinen zusétzlichen Nutzen im Sinne der Eigenschaften
adaptiv, robust, vorausschauend und benutzungsfreundlich. Es ist ausreichend Sensorik
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zur Erfassung von Grenzzustinden zu implementieren. Die Komplexitit der (Ent-
wurfs-)Aufgabe steigt dennoch fiir diesen Fall, da eine andere Verarbeitung der Mess-
werte auf der Informationsverarbeitung erfolgen muss.

Nachfolgend werden die Leistungsstufen erldutert. Die Leistungsstufen werden begin-
nend mit einer geringen potentiellen Intelligenz beschrieben. Der Bereich Messen umfasst
fiinf Leistungsstufen. Die ersten zwei Leistungsstufen ermoglichen keine autonome Pro-
zessanpassung'® (Kein Einsatz von Sensoren, Einsatz von Sensoren zur Anzeige).

Kein Einsatz von Sensoren: Bei dieser Leistungsstufe werden keine Sensoren einge-
setzt, um Informationen iiber Zustdnde zu erhalten. Hierdurch ist eine autonome Anpas-
sung des Systemverhaltens nicht moglich. Bei Bedarf kann der Benutzer selbst Informa-
tionen iiber Zustidnde des Systems erfassen, um den Prozess zu liberwachen oder Eingriffe
zu initiieren [APW+15, S. 12f].

Einsatz von Sensoren zur Anzeige: Im Rahmen dieser Leistungsstufe werden Sensoren
zur Anzeige eingesetzt. Hierdurch erhélt der Benutzer Informationen iiber den Prozess
auf deren Basis er nachfolgend Aktionen zur Prozessanpassung ausfiihren kann. Beispiel-
haft sei an dieser Stelle ein Temperatursensor mit eigener Temperaturanzeige genannt.
Der Benutzer kann diese Anzeige zur regelmiBigen Kontrolle betrachten. Das Implemen-
tieren solcher Sensoren erfordert Kompetenzen im Bereich der Automatisierungstechnik.

Erfassung von Grenzzustinden: Diese Leistungsstufe beschreibt im Wesentlichen Bi-
nérsensoren. Bindrsensoren sind zweiwertige Schalter, die ausschlieflich mit den zwei
Signalen EIN und AUS arbeiten. Hierzu zdhlen z.B. Nédherungssensoren oder Druck-
schalter [HS12, S. 8]. Diese Sensoren werden z.B. als Grenzwert- oder Notschalter ein-
gesetzt [HS12, S. 393]. Bindre Sensoren werden zahlreich in Maschinen und Anlagen
eingesetzt. Die bindren Werte werden meist in speicherprogrammierbaren Steuerungen
(SPS) genutzt, um z.B. binir Aktoren zu schalten [RWW-+99, S. 305ft.]. Das Implemen-
tieren erfordert Kompetenzen im Bereich der Automatisierungstechnik.

Stetiges Messen von Messwerten: Der Einsatz von Sensoren dieser Leistungsstufe er-
moglicht das stetige Messen physikalischer Grof8en. Dadurch werden stetig Zwischen-
werte erfasst [HS12, S. 391]. Es kann unterschieden werden zwischen Analog- und Digi-
talsensoren. Analogsensoren liefern Spannungs- oder Stromwerte als Ausgang, die nach-
folgend noch auf die ZielgroBe verarbeitet werden (z.B. Kraft) [HS12, S. 8f.]. Bei Digi-
talsensoren konnen Informationen direkt weiterverarbeitet werden (u.a. busfahig). Zudem
sind sie weniger anfillig gegeniiber Storungen [Czil5, S. 178f.]. Das Umsetzen erfordert
Kompetenzen im Bereich der Automatisierungstechnik.

16 Ein System erfiillt i.d.R. mehrere Prozesse (Funktionen), wie z.B. heizen, transportieren oder heben. Vor
diesem Hintergrund gilt es fiir die unterschiedlichen Funktionen einzeln zu entscheiden, ob die Funkti-
onserfiillung durch entsprechende Sensorik erfasst wird (Temperatur erfassen, Endposition erfassen etc.).
Analog hierzu gilt diese Betrachtung auch fiir die weiteren Funktionsbereiche des Stufenmodells.
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Messen auf Basis von Beobachtern/Virtuelle Sensorik: Das Messen von relevanten
ZustandsgroBen ist in einigen Féllen nur mit hohem technischen Aufwand oder gar nicht
moglich (z.B. Integration von Sensoren aufgrund des Bauraums nicht méglich). Fiir sol-
che Anwendungen kann das Konzept der virtuellen Sensorik genutzt werden. Bei virtu-
ellen Sensoren werden zur Erfassung der nicht-verfiigbaren Zustandsgréfen andere ver-
fiigbare Zustandsgrofen betrachtet [Fic12, S. 81], [Ott03]. Dies ist nur moglich, wenn die
verfligbaren ZustandsgroBen ausreichende Informationen zu nicht verfligbaren Gréf3en
liefern. Im weitesten Sinne kann ein virtueller Sensor auch als Beobachter interpretiert
werden, wenngleich ein virtueller Sensor im Vergleich zu klassischen Beobachtern
([Lun13b, S. 333ff.]) ohne Zustandsriickfithrung auskommt [Fic12, S. 82], [Ott03]. Das
Umsetzen erfordert Kompetenzen der Regelungstechnik und des maschinellen Lernens.

Die Leistungsstufen helfen bei der Charakterisierung und Weiterentwicklung des aktuel-
len Systems. Da das Stufenmodell in den frithen Phasen der Produktentstehung eingesetzt
wird, sind tiefergehende Betrachtungen nicht erforderlich. Infolgedessen liefert das Stu-
fenmodell keine Informationen zur Signalvorverarbeitung, dem Messprinzip, der Mess-
genauigkeit oder der Messfrequenz. Analysen hierzu miissen in nachfolgenden Schritten
der Produktentstehung (Konzipierung und Entwurf und Ausarbeitung) erfolgen'’.

Das Messen von ZustandsgroBBen ermdglicht das Eingreifen in den Prozess. Das Eingrei-
fen in den Prozess selbst wird in dem Funktionsbereich Agieren erldutert. Die Leistungs-
stufen fiir den Funktionsbereich Agieren sind im Bild 4-5 dargestellt.

Aktoren ermdglichen Systemelemente (z.B. Motoren) erzeugen
stetige Anpassung kontinuierliche StellgréRen.

Stelleinrichtungen (z.B. Transistoren) bewirken
ein Ein- bzw. Ausschalten von Systemelemen-
ten (z.B. Motoren).

Stelleinrichtungen bewirken eine
unstetige Anpassung

Die Anpassung des Prozesses erfolgt mit Hilfe

:@Enj Elngrlfflel werder;\ von entsprechenden Systemelementen. Das
manuell initiie Starten dieser erfolgt manuell.

Komplexitit der Aufgabe

Potentielle Steigerung der Intelligenz/

Eingriffe konnen nur erfolgt durch den Benutzer. Hierzu steht keine

[ ] / Die Verdnderung des Systems/Prozesses
n manuell erfolgen integrierte Aktorik zur Verfiigung.

Bild 4-5:  Leistungsstufen fiir den Funktionsbereich ,,Agieren*

17 Weiterfiihrende Informationen sind HESSE und SCHNELL sowie CZICHOS zu entnehmen [HS12], [Czil5].
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Fiir den Bereich Agieren existieren vier Leistungsstufen. Es ergeben sich zwei Leistungs-
stufen, die kein oder kein vollautomatisiertes Eingreifen in den Prozess ermoglichen (Ein-
griffe konnen nur manuell erfolgen, Eingriffe werden manuell initiiert). Im Folgenden
werden die Leistungsstufen fiir den Funktionsbereich Agieren beschrieben. Die Leis-
tungsstufen werden beginnend mit einer geringen potentiellen Intelligenz beschrieben.

Eingriffe konnen nur manuell erfolgen: Fiir bestimmte Eingriffe stehen keine inte-
grierte Aktoren zur Verfligung. Ein Eingriff zur Systemanpassung erfolgt durch den Be-
nutzer manuell [APW+15, S. 12f.]. So ist z.B. bei Minderbestidnden (z.B. Lack) in verar-
beitenden Maschinen (z.B. Lackieranlagen) das Eingreifen des Benutzers erforderlich,
um den Prozess des Lackierens sicherzustellen (z.B. Lackbehélter wechseln).

Eingriffe werden manuell initiiert: Diese Leistungsstufe nutzt unterstiitzende Hilfsmit-
tel oder Systemelemente fiir das Eingreifen in den Prozess. Ein Starten dieser integrierten
Hilfsmittel erfordert Aktionen des Benutzers. Beispielsweise kann fiir Lackbehélter in
einer Lackieranlage eine Wechselvorrichtung realisiert werden. Bei Minderbestinden
wechselt diese automatisiert Lackbehélter aus. Der Benutzer initiiert diesen Vorgang.

Stelleinrichtungen bewirken eine unstetige Anpassung: In automatisierten Prozessen
erfolgt die Verdnderung von ProzessgrofSen mit Hilfe von Stelleinrichtungen (bzw. Ak-
toren). Diese ermdglichen das Erzeugen von Bewegungen oder das Ausiiben von Kriften
[Ise08, S.441f.]. In einfachen Anwendungsfillen wird jedoch nicht das vollstdndige
Ubertragungsverhalten der Aktoren benétigt und eingesetzt [Ise08, S. 447]. Falls z.B.
elektrische Schaltungen nur gedffnet oder geschlossen werden sollen, ist der Einsatz von
Transistoren als Schalter ausreichend. Vor diesem Hintergrund représentiert diese Leis-
tungsstufe die vereinfachte Funktion von klassischen Stelleinrichtungen [Hei05, S. 93].
Die Leistungsstufe adressiert Stelleinrichtungen, die informationstechnisch angesteuert
werden. Das Umsetzen erfordert Kompetenzen im Bereich der Automatisierungstechnik.

Aktoren ermoglichen stetige Anpassung: Diese Leistungsstufe beschreibt klassische
Aktoren. Diese Aktoren bestehen in Anlehnung an CZICHOS aus einem Signalumformer,
einem Steller sowie dem Stellglied. Der Signalumformer formt die Eingangsgréf3e in eine
Stellgroe um. Der Steller wandelt die Stellgrof3e durch Hilfsenergie in die bendtigte Stel-
lenergie. Das Stellglied iiberfiihrt die Stellenergie in Energie zum Verandern des Prozes-
ses [Czil5, S. 158]. Im Gegensatz zur vorherigen Leistungsstufe werden in dieser stetige
Anpassungen des Prozesses bzw. der Strecke unterstiitzt. Die beschriebenen Aktoren kon-
nen durch Kompetenzen aus dem Bereich der Automatisierungstechnik realisiert werden.

Fiir die gezeigten Leistungsstufen findet keine Beriicksichtigung verschiedener Aktorty-
pen statt, wie z.B. elektromagnetisch oder piezoelektrisch. Ebenso wird das detaillierte
Ubertragungsverhalten der Aktoren nicht bei der Ideenfindung beriicksichtigt [Czil5,
S. 157ff.]'8.

18 Weitere Informationen zu Aktoren kénnen CzICHOS und ISERMANN entnommen werden [Czil5], [1se08].
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4.2.3 Steuern und Regeln

Die Integration von automatisierten Funktionen zum Messen und Agieren ermdglichen
Funktionen aus dem Funktionsbereich Steuern und Regeln. Steuerungen und Regelun-
gen ermdglichen automatisierte Anpassungen des Systemverhaltens mit Hilfe von Akto-
ren [Ise08, S. 21]. Im Unterschied zur Regelung erfolgt bei einer Steuerung keine Riick-
fiihrung der zu beinflussenden RegelgroBe (oder auch Prozessgrofie) [Czil5, S. 651.].

Steuerungen sind grundsitzlich nicht in der Lage, auf Storeinfliisse — die im Entwurf
nicht explizit mit beriicksichtigt wurden — zu reagieren. Beispielsweise wiirde bei einer
Temperatursteuerung zum Heizen eines Wohnraumes auf Basis der AuBentemperatur
eine Steuerung auftretende Einfliisse nicht beriicksichtigen. Eine Temperatursteuerung
zum Heizen eines Wohnraums wiirde z.B. auftretenden Einfliisse nicht berticksichtigen.
Zu diesen Einfliissen konnen u.a. gedffnete Fenster oder der Einsatz weiterer Heizungen
zdhlen. Infolgedessen eignen sich Steuerungen nicht, wenn Storeinfliisse den Prozess
stark beeinflussen konnen, so dass die Steuerungsaufgabe nicht ausreichend erfiillt wer-
den kann. Hierfiir sind Regelungen besser geeignet, wenngleich diese zusétzliche Senso-
rik im Prozess erfordern [Czil5, S. 65ft.].

Dariiber hinaus kann beim Entwurf von Steuerungen und Regelungen zwischen einem
verhaltensbasierten (experimentelle Modellbildung) und modellbasierten (theoretische
Modellbildung) Entwurf unterschieden werden. Beim modellbasierten Entwurf erfolgt
die Modellbildung basierend auf physikalischen Gesetzen, die den Prozess beschreiben.
Der verhaltensbasierte Entwurf wird eingesetzt, wenn die Physik eines Prozesses nicht
oder nicht umfassend bekannt ist. Die Modellbildung kann dann mit Hilfe von Laborver-
suchen bzw. Experimenten unterstiitzt werden. Dadurch konnen die Wirkzusammen-
hinge extrahiert werden [Ise08, S. 471f.].

Ein erarbeiteter Entscheidungsbaum soll die Auswahl hinsichtlich Steuerungen und Re-
gelungen sowie dem modellbasierten und verhaltensbasiertem Entwurf dieser unterstiit-
zen. Der Entscheidungsbaum ist im Bild 4-6 dargestellt. Im Rahmen der vorliegenden
Arbeit wurden fiir den gesamten Funktionsbereich Steuern und Regeln drei untergeord-
nete Funktionsbereiche erstellt. In Abhingigkeit der Bedingungen unterstiitzt der Ent-
scheidungsbaum eine Zuordnung zu diesen.
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Geringe Storeinflusse
auf den Prozess

Hohe Storeinflisse

(deterministischer Prozess)

Steuern

Physik des Prozesses
ist bekannt

Physik nicht oder
bedingt bekannt

auf den Prozess (nicht
deterministischer Prozess)

Regeln P erfordert Sensorik

im Prozess

Physik nicht oder
bedingt bekannt

Physik des Prozesses
ist bekannt

Modellbasierter

Verhaltensbasierter

Verhaltensbasierter

Modellbasierter

Steuerungsentwurf Steuerungsentwurf Reglerentwurf Reglerentwurf
Steuern Steuern und Regeln Regeln
(modellbasierter (verhaltensbasierter (modellbasierter
Entwurf) Entwurf) Entwurf)

Bild 4-6:  Aufteilung von Steuern und Regeln sowie Zuordnung zu den relevanten Funk-

tionsbereichen des Stufenmodells in Anlehnung an CZICHOS und ISERMANN
[Czil5, S. 651f.], [1se08, S. 47ff]

Nachfolgend wird zunichst der Funktionsbereich Steuern (modellbasierter Entwurf)
vorgestellt. Die entsprechenden Leistungsstufen des Funktionsbereich sind im Bild 4-7
dargestellt.

N
Qk
A
)
H
)

Im Entwurf der Steuerung werden Unsicherhei-
ten mit modelliert. Auf dieser Basis wird robustes
Verhalten trotz Unsicherheiten realisiert.

Optimal Steuerung mit
Unsicherheiten

Auf Basis eines Modells sowie einer Zielfunktion
Optimale Steuerung (als Gutekriterium) kénnen optimale
Steuerungen fiir den Betrieb definiert werden.

Potentielle Steigerung der Intelligenz/
Komplexitat der Aufgabe

Auf Basis von kontinuierlichen EingangsgréRen
| Stetige Steuerung sowie eines Modells der Strecke werden die
e Stellgréfien stetig generiert.
— Auf Basis von bindren Eingdngen werden
{ — Binare Steuerung bindre Ausgénge generiert, um den Prozess zu
[ Pisveen) steuern. Eine Ruckfuhrung findet nicht statt.

Bild 4-7:  Leistungsstufen fiir den Funktionsbereich , Steuern (modellbasierter Ent-

Wul’:ﬂ“
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Binire Steuerung: Bindre Steuerungen reprdsentieren einen Sonderfall in diesem
Funktionsbereich. Durch ihre einfachen Verarbeitungen erfolgt die Modellierung nicht
zwangsldufig auf Basis physikalischer Gesetze. Da sie aber der klassischen Steuerungs-
technik zugeordnet sind, werden sie im Bereich der modellbasierten Steuerungen
beriicksichtigt. Bindre Steuerungen steuern technische Prozesse durch Bindrsignale.
Diese konnen entweder den Zustand ,,0 oder ,,1* annehmen. Die Verarbeitung findet
durch Verkniipfungs-, Zeit- oder Speicherglieder statt. Typische Verkniipfungsglieder
sind z.B. UND- sowie ODER-Gatter. Bindre Steuerungen werden z.B. durch speicher-
programmierbare Steuerungen (SPS) umgesetzt [Czil5, S.73f.]. Die Umsetzung
erfordert Kompetenzen in der Automatisierungstechnik.

Stetige Steuerung: Klassische Steuerungen haben die Aufgabe, Ausgangsgrofien
technischer Systeme kontinuierlich entsprechend vorgegebenen Eingangsgroflen zu
beeinflussen. Die Steuerungen weisen einen offenen Wirkungsfluss auf, ohne eine
Riickfithrung der Prozessgrofle. Bei einer Temperatursteuerung wird z.B. durch einen
Sollwertgeber die Soll-Temperatur voreingestellt. Die Steuereinrichtung kann den
Prozess darauf basierend beeinflussen. Dies erfolgt i.d.R. mit Hilfe vordefinierter
Kennlinien im Sinne eines Modells [Czil5, S. 65ff.]. Das Umsetzen von stetigen
Regelungen erfordert Kompetenzen in der Regelungstechnik.

Optimale Steuerung: Aufgabe der Steuerung ist das Beeinflussen eines Prozesses
hinsichlich der vorgegebenen Soll-Werte. Bei optimalen Steuerungen kann ein
Giitekriterium definiert werden, um das Verhalten der Steuerung im Sinne des
festgelegten Giitekriteriums zu reflektieren [PLB12, S. 6], [FO14, S. 239ff.]. Hierdurch
kann sich eine Steuerung z.B. zeitoptimal oder verbrauchsoptimal verhalten [PLB12,
S. 246ff], [FO14, S.239ff.]. Die Optimierung kann mit verschiedenen Ansitzen'
durchgefiihrt werden, wie z.B. linear-quadratische Optimierung (LQ-Optimierung) oder
durch die Methode der kleinsten Fehlerquadrate. Das Realisieren von optimalen
Steuerungen erfordert neben Kompetenzen in der Regelungstechnik, Kompetenzen im
Bereich der mathematischen Optimierung.

Optimale Steuerung mit Unsicherheiten: Optimale Steuerung unter Beriicksichtigung
von Unsicherheiten kdnnen durch spezielle Ansdtze realisiert werden. Unsicherheiten
konnen u.a. im Rahmen der Modellbildung auftreten. Beispielsweie sind im Entwurf
Parameter im Streckenmodell nicht vollstindig bekannt oder identifizierbar. Ein
unsicherer Parameter kann als zufidllige Variable modelliert werden, der bei der
Optimierung beriicksichtigt wird. Das Optimalsteuerungsproblem wird hierzu als
Mehrzieloptimierungsproblem definiert. So kénnen Steuerungen berechnet werden, wel-
che zum einen beziiglich des vorgeschriebenen Giitekriteriums optimiert sind und zum
anderen den Einfluss von Unsicherheiten minimieren [OS13, S. 204ff.]. Das Umsetzen
erfordert Kompetenzen in der Regelungstechnik sowie der mathematischen Optimierung.

1 Einen Uberblick iiber Optimierungsmethoden kann PAPAGEORGIU ET AL. entnommen werden [PLB12].
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Im néchsten Schritt wird der Funktionsbereich Regeln (modellbasierter Entwurf)
beschrieben. Zu diesem Funktionsbereich gehdren drei Leistungsstufen. Bild 4-8 zeigt
die entsprechenden Leistungsstufen.

Unstetige Regelung: Eine Reglung dieser Leistungsstufe wird als unstetig bezeichnet,
wenn die Ausgangsgrofe der Regelung nur wenige diskrete Werte annehmen kann
[ZR11, S. 100]. Beispiel ist ein Zweipunktregler zur Temperaturregelung, der die zwei
diskreten Zustinde ,,Heizung aus* und ,,Volllast* umfasst. In realen Systemen weisen die
Regelungen eine Hysterese auf, sodass das Einschalten bei einem hoheren Wert der Ein-
gangsgrofle liegt als beim Ausschalten [ZR11, S. 302]. Unstetige Regler sind in vielen
Anwendungsfillen kostengiinstig [ZR11, S. 100]. Die Realisierung von unstetigen Rege-
lungen erfordert Kompetenzen der Automatisierungstechnik.

Im Entwurf des Reglers werden Giitekriterien
Optimale Regelung der Regelung beriicksichtigt, um optimales
Verhalten sicherzustellen (z.B. Riccati-Regler).

Stetige Regler kénnen in einem vorgeg. Rahmen
Stetige Regelung beliebige Ausgangswerte ausgeben. Stetige
Regelungen reprasentieren klassische Regler.

Unstetige Regler schalten zwischen diskreten
Unstetige Regelung Punkten hin und her. Hierzu werden bestimmte
Grenzwerte der RegelgroRe erfasst (Hysterese).

Potentielle Steigerung der Intelligenz/
Komplexitat der Aufgabe

Bild 4-8:  Leistungsstufen fiir den Funktionsbereich ,,Regeln (modellbasierter Ent-
wurf)

Stetige Regelung: Im Gegensatz zu unstetigen Regelungen konnen stetige Regelungen
im Beharrungszustand jeden Wert innerhalb des Stellbereichs annehmen [ZR11, S. 100].
Sie représentieren die klassischen Regelungen. Vor diesem Hintergrund werden eine ste-
tige Messung sowie eine stetig agierende Aktorik bendtigt. Fiir stetige Regelungen sind
Kompetenzen der Regelungstechnik erforderlich.

Optimale Regelung: Aufgabe der Regelung ist es, auf Grundlage von Messung den Pro-
zess so zu beeinflussen, dass trotz Stérungen ein vorgegebener Wert erreicht wird. Diese
Aufgabe kann durch die Beriicksichtigung eines bestimmten Giitekriteriums auch optimal
erfolgen [PLB12, S. 6]. So kann das Erreichen zeitoptimal oder verbrauchsarm erfolgen.
Der Entwurf von optimalen Regelungen kann z.B. durch H2- und He-Verfahren oder
durch den Einsatz der RICCATI-Gleichung realisiert werden [Lunl3b, S.281ff],
[ADGH+09, S. 26]. Das Umsetzen dieser Leistungsstufe erfordert Kompetenzen in der
Regelungstechnik sowie der mathematischen Optimierung.
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Neben den Funktionsbereichen Steuern und Regeln (jeweils auf Basis eines modellba-
sierten Entwurfs) wird im Rahmen der Systematik auch der Funktionsbereich Steuern
und Regeln (verhaltensbasierter Entwurf) beriicksichtigt. Bild 4-9 zeigt die drei ent-
haltenen Leistungsstufen. Die nachfolgenden Erkldrungen beschreiben verhaltensbasierte
Regelungen, jedoch kann dies analog auch fiir Steuerungen angenommen werden.

Bei diesen Reglern wird das Verhalten in einem
Modell erlernt. Zudem werden mit Bedingungen,
nicht plausible Zustande verboten.

Neuro-Regelung
mit Vorwissen

Bei Neuro-Regelungen wird das Verhalten
Neuro-Reglung vollstandig mit Hilfe von Neuronen erlernt.
Hierdurch wird eine Regelung ermdglicht.

Fuzzy-Regler arbeiten mit linguistischen
Fuzzy-Regelung Variablen (z.B. hoch und tief). Auf Basis von
hinterlegten Werten regeln sie den Prozess.

Potentielle Steigerung der Intelligenz/
Komplexitit der Aufgabe

Bild 4-9:  Leistungsstufen fiir den Funktionsbereich ,,Steuern und Regeln (verhaltens-
basierter Entwurf) “?°

Fuzzy-Regelung: Bei der Fuzzy-Regelung wird die sogenannte Fuzzy-Logik verwendet.
Diese formuliert eindeutige Messgrofien (z.B. Temperatur) im Gegensatz zu numerischen
Variablen nicht in Zahlen, sondern in linguistischen Variablen (z.B. hoch oder tief). Hier-
durch wird eine iibersichtliche Darstellung ohne mathematische Beschreibungen reali-
siert. Die Einteilung auf linguistische Variablen wird als Fuzzyfizierung bezeichnet
[Kiel2, S. 594], [ZR11, S. 371]. Die Variablen werden nachfolgend durch Regeln verar-
beitet, wodurch wiederum unscharfe Ausgangsvariablen entstehen. Aus diesen werden
exakte StellgroBen gebildet. Dieser Schritt wird als Defuzzyfizierung bezeichnet [ZR11,
S. 371f.]. Fuzzy-Regelungen sind im regelungstechnischen Sinne robust und der Zeitauf-
wand sowie die Kosten zur Umsetzung sind geringer als bei klassischen Regelungen
[ZR11, S. 371ft.]. Das Umsetzen von Fuzzy-Regelungen erfordert Kompetenzen der Au-
tomatisierungstechnik oder Regelungstechnik.

Neuro-Regelung: Mit Hilfe von neuronalen Netzen konnen sogenannte Neuro-Regelun-
gen realisiert werden. Die neuronalen Netze sind lernfdhig, da die Gewichtungen in den
einzelnen Neuronen verdndert werden konnen. Falls z.B. die Physik eines Prozesses nicht
mathematisch beschrieben werden kann, konnen Laborversuche durchgefiihrt werden,

20Im Bild sind die Leistungsstufen fiir eine Regelung abgebildet. Ein Einsatz im Rahmen von Steuerungen
kann jedoch analog erfolgen. Aus Griinden der besseren Lesbarkeit wird auf das Nennen des Begriffs
Steuerung im Bild verzichtet.
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um das Fingangs- und Ausgangsverhalten des Prozesses zu beobachten. Diese Beobach-
tungen konnen nachfolgend eingesetzt werden, um das Verhalten mit Hilfe des neurona-
len Netzes zu erlernen. Das erlernte Modell kann im Folgenden zur Regelung des Prozes-
ses eingesetzt werden [ZR11, S. 377ff.], [USA+14]. Neuro-Regelungen erfordern Kom-
petenzen im Bereich des maschinellen Lernens.

Neuro-Regelung mit Vorwissen: Das Verhalten von Neuro-Regelungen wird bestimmt
durch das erlernte Verhalten des neuronalen Netzes. Bei Neuro-Regelungen kdnnen auch
physikalisch nicht mogliche oder fehlerhafte Zustdnde erlernt werden, welche die Ver-
lasslichkeit der Regelung mindern konnen. Vor diesem Hintergrund entwickelte
NEUMANN einen Ansatz, um Vorwissen beim Erlernen von neuronalen Netzen einzuset-
zen. Hierdurch kdnnen Forderungen hinsichtlich der Monotonie oder maximal mogliche
Werte im Rahmen des Lernvorgangs beriicksichtigt werden [Neul3, S. 75ff.]. Das Um-
setzen erfordert Kompetenzen im Bereich des maschinellen Lernens.

Nach der Auswahl von entsprechenden Leistungsstufen aus dem Funktionsbereich Steu-
ern und Regeln gilt es in nachfolgenden Schritten der Produktentstehung tiefergehende
Untersuchungen durchzufiihren. In diesem Zusammenhang konnen z.B. Erweiterungen
von Reglerstrukturen analysiert werden. Hierzu zéhlen z.B. MehrgroBenregelung, Stor-
groBBenaufschaltung oder Kaskadenregelungen. Ferner gilt es Taktfrequenzen oder kon-
krete Verfahren zur Optimierung oder dem Erlernen von Zusammenhdngen zu analysie-

ren!,

4.2.4 Identifizieren und Adaptieren

Technische Systeme weisen in der Realitdt Abweichungen von Modellen auf, die in der
Entwurfsphase zur Auslegung von Steuerungen und Regelungen eingesetzt werden. So
konnen sich beispielsweise auch die Parameter des Streckenmodells wihrend der Be-
triebsphase verdndern [ZR11, S. 364]. Vor diesem Hintergrund besteht fiir einige Anwen-
dungen der Bedarf, Abweichungen im Betrieb zu identifizieren und nach Moglichkeit das
System auf diese Verdnderungen hin zu adaptieren. Nachfolgend werden daher die beiden
Funktionsbereiche Identifizieren und Adaptieren néher vorgestellt. In der Praxis wer-
den die Funktionsbereiche Identifizieren und Adaptieren im Rahmen von adaptiven Re-
gelungen integrativ umgesetzt. Um jedoch eine differenzierte Analyse der Leistungsstu-
fen in beiden Bereichen zu ermdglichen, wurden diese getrennt voneinander beschrieben
(analog zum Messen und Agieren).

2! Fiir weiterfiihrende Informationen zu Steuerungen und Regelungen sei auf LUNZE, FOLLINGER und
DORRSCHEIDT sowie ZACHER und REUTER verwiesen [Lunl3], [FD08], [ZR11].
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Im klassischen Sinne wird unter der Identifikation das Erkennen von zeitvarianten oder
unbekannten Systemparametern des Grundsystems verstanden [Nau00, S. 9]. Im Rahmen
der vorliegenden Arbeit wird dieser Begriff erweitert. Infolgedessen soll unter Identifi-
zieren das Erkennen von Zustinden verstanden werden, die nicht mit Hilfe der bestehen-
den Steuerung und Regelung behandelt werden konnen, das Identifizieren von abwei-
chenden Systemparametern und das Erkennen von zukiinftigen Verédnderungen des Sys-
tems. Bild 4-10 zeigt die Leistungsstufen fiir den Funktionsbereich Identifizieren.

Das System erkennt zukiinftige Fehlzustande

Vorausschauende X )
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N
c
o
2
23
£3
- =
S
% g Das Syst kennt Abweich
o5 [enttkationton as System erkennt Abweichungen von
g o i Syst t Systemparametern, wie z.B. zwischen Modell
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5 A beeinflussbaren Zustinden Fehlzustand vorliegt, der z.B. nicht durch die
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Bild 4-10: Leistungsstufen fiir den Funktionsbereich ,, Identifizieren*

Erkennen von nicht beeinflussbaren Zustinden: Durch das Umsetzen dieser Leis-
tungsstufe konnen Fehlzustinde erkannt werden, fiir die die implementierte Steuerung
oder Regelung nicht ausgelegt wurde. Vor diesem Hintergrund ergibt sich nachfolgend
die Notwendigkeit, das Systemverhalten anzupassen. Beispielsweise kann bei bekannten
Prozessen eine Reglerumschaltung oder das Eingreifen des Benutzers initiiert werden
[Ise08, S. 323ff.], [IRD+15, S. 57ff.]. Das Erkennen dieser Zustdnde kann mit zuséatzli-
cher Sensorik zur Prozessiiberwachung oder durch Ansétze des maschinellen Lernens re-
alisiert werden [Ise08, S. 333]. Maschinelle Lernverfahren sind z.B. in der Lage, unge-
wiinschte Prozessmuster in den Daten zu erkennen, um hierdurch entsprechende MaB-
nahmen zu initiieren [LSB+15, S. 35], [IRD+15, S. 57]. Aufgrund verschiedener Mog-
lichkeiten der Erkennung konnen u.a. Kompetenzen im Bereich der Automatisierungs-
technik, der Regelungstechnik oder des maschinellen Lernens benétigt werden.

Identifikation von Systemparametern: Diese Leistungsstufe ermdglicht die Identifika-
tion von zeitvarianten oder unbekannten Systemparametern im Betrieb. Hierdurch ist eine
Adaption der Steuerung oder Regelung mdglich, wodurch ein erweiterter Betriebsbereich
sichergestellt werden kann [Nau00, S. 9], [UGB74]. Bei der Identifikation von System-
parametern werden maschinelle Lernverfahren eingesetzt [Ise08, S. 333ff.]. Die einge-
setzten Verfahren zur Identifikation werden, neben dem Einsatz im Betrieb, auch hiufig
im Rahmen des Entwurfs eingesetzt [MRB14, S. 2170ff.]. Die Umsetzung dieser Leis-
tungsstufe erfordert Kompetenzen der Regelungstechnik und des maschinellen Lernens.
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Vorausschauende Zustandserkennung: Durch konventionelle Regelungsstrategien
wird der Prozess auf Basis von aktuell vorliegende Messungen geregelt. Durch die Be-
rlicksichtigung von zukiinftigen Zustdnden kann ein vorausschauendes Verhalten der Re-
gelung realisiert werden. Hierdurch kénnen pridiktive Regelungen®? realisiert werden.
Fiir eine Heizungsregelung konnen z.B. Wetterprognosen genutzt werden, um verbesser-
tes Systemverhalten zu realisieren [Bia06, S. 4ff.]. Die Informationen zu Zustandsénde-
rungen konnen aus unterschiedlichen Quellen stammen. Beispielsweise kdnnten andere
Systeme diese Informationen iibermitteln oder die Anderungen sind bereits im Entwurf
bekannt (im Sinne einer gesteuerten Adaption [Ise08, S. 326]). Dariiber hinaus kdnnen
auch maschinelle Lernverfahren langfristige Trends in der Betriebsphase erkennen, die in
Zukunft eine Adaption erforderlich machen [IRD+15, S. 58f.]. Infolgedessen sind Kom-
petenzen in den Bereichen Regelungstechnik und maschinelles Lernen erforderlich.

Nachfolgend wird der Funktionsbereich Adaptieren im Detail erléutert. Basierend auf
umgesetzten Leistungsstufen des Funktionsbereichs Identifizieren, ermoglichen die Leis-
tungsstufen des Adaptierens die Verdnderung bzw. Adaption des Systems. So kdnnen
z.B. Reglerparameter im Sinne einer Parameteranpassung verstellt werden oder das Sys-
tem wird mit Hilfe von Notfall-Mechanismen in einen sicheren Zustand iiberfiihrt [FDOS,
S. 15], [KSR+09, S. 105ft.]. Bild 4-11 zeigt die Stufen des Funktionsbereichs Adaptieren.
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Bild 4-11: Leistungsstufen fiir den Funktionsbereich ,,Adaptieren “

22 Im Englischen auch MPC (Model Predictive Control) genannt [DP06, S. 590].



Systematik zur Steigerung der Intelligenz mechatronischer Systeme Seite 109

Benutzer warnen/informieren: Die einfachste Form des Adaptierens ist das Warnen
bzw. Informieren des Benutzers. Dies kann z.B. erforderlich sein, wenn die umgesetzte
Regelung oder Steuerung nicht im davor vorgesehenen Betriebsbereich arbeitet. Durch
das Eingreifen des Benutzers kann das System manuell in einen sicheren Systemzustand
iiberfiihrt werden oder der Benutzer passt das System manuell an die Verdnderung an.

Ablaufsteuerung: Ablaufsteuerungen ermoglichen den Ablauf von Routinen, um das
Systemverhalten an die verdnderten Betriebsbedingungen anzupassen. In diesem
Zusammenhang konnen auch Notfallprozesse ausgelost werden, um das System in einen
sicheren Systemzustand zu iiberfiihren. Beispielsweise beschreibt das Fail-Safe-Prinzip
eine Fehlererkennung des Systems und eine hinreichend schnelle Uberfiihrung in den
sicheren Zustand [Dorl5, S.27], [ALR+04, S.9]. In Abhingigkeit der Anwendung
erfordert das Umsetzen von Ablaufsteuerungen Kompetenzen der Automatisierungs-
technik oder auch der Verlésslichkeit technischer Systeme.

Parameteranpassung: Auf Basis der Identifikation von Systemparametern kann eine
Parameteranpassung umgesetzt werden. So konnen z.B. Reglerparameter im Betrieb ver-
andert werden, wenn dies die aktuelle Situation erfordert. Der Anpassung der Parameter
liegt in der Regel ein Adaptionsalgorithmus zu Grunde, der mit Hilfe von Optimierungs-
verfahren optimale Reglerparameter berechnet [Nau00, S. 9f.]. Im Zusammenhang mit
der Online-Optimierung zur Anpassung von Reglerparametern kann auch in Anlehnung
an LUNZE von modellbasierten Regelungen gesprochen werden (Internal Model Control
[Lunl3a, S. 5511f.]). Hierbei ist das Modell des Reglers sowie der Strecke ein Teil der
Regelung [Lunl3a, S. 551]. Zur Parameteranpassung werden Kompetenzen im Bereich
der Regelungstechnik sowie der mathematischen Optimierung bendtigt.

Strukturanpassung: Strukturanpassungen ermoglichen u.a. das Wechseln von einzuset-
zenden Reglern oder Systemelementen. Falls z.B. ein Sensor- oder Aktorausfall vorliegt,
kann das Einfiligen eines Rekonfigurationsblocks in der Regelungsstruktur ein zufrieden-
stellendes Systemverhalten sicherstellen [ADG+09, S. 6f.], [Kriil4, S. 6]. Dariiber hinaus
konnen  Strukturanpassungen unterschieden werden in Rekonfiguration und
kompositionale Anpassung. Bei einer Rekonfiguration kénnen die Anordnung und
Beziehungen zwischen einer fest verfligbaren Menge von Systemelementen verdndert
werden. Bei einer kompositionalen Anpassung werden neue Elemente hinzu genommen
oder aktiviert bzw. bestehende entfernt oder deaktiviert [FGK+04, S. 13]. Das Umsetzen
dieser Leistungsstufe erfordert Kompetenzen im Bereich der Regelungstechnik.

In nachfolgenden Schritten der Produktentstehung miissen filir das Identifizieren und
Adaptieren weitere Zusammenhinge analysiert werden?. Hierzu gehdren u.a. Verfahren
zur Identifikation (z.B. Fourier-Analyse oder Frequenzgang-Messung [Ise08, S. 335f.]).

23 Weiterfiihrende Informationen zur Identifikation, Adaption sowie adaptiven Regelungen kdnnen ISER-
MANN, LUNZE und BIANCHI entnommen werden [Ise08], [Lun13], [Bia06].
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4.2.5 Optimieren

Der Funktionsbereich Optimieren beschreibt verschiedene Funktionen, die das System-
verhalten im laufenden Betrieb hinsichtlich definierter Zielfunktionen bzw. Giitekriterien
optimieren. In diesem Zusammenhang werden z.B. die Modelle des dynamischen Sys-
temverhaltens nicht nur im Rahmen des Entwurfs sondern auch im Betrieb zur Ziel-Op-
timierung verwendet [DP06, S. 590ft.], [ADG+09, S. 26]. Fiir den Funktionsbereich Op-
timieren wird im Rahmen der vorliegenden Arbeit die modelbasierte und verhaltensba-
sierte Optimierung vorgestellt [DFH+14, S. 121f.].

Bild 4-12 zeigt die beiden Méglichkeiten zum Realisieren des Funktionsbereichs Opti-
mieren. Zum einen konnen Ansitze der mathematischen Optimierung auf Basis von re-
gelungstechnischen Modellen (theoretische Modellbildung) zum Einsatz kommen. Zum
anderen ist auch der Einsatz von Ansétzen aus dem Bereich der kiinstlichen Intelligenz
und des Soft-Computing moglich. Diese betrachten das Systemverhalten als Blackbox
(experimentelle Modellbildung) [ADG+09, S. 123].

Optimieren

Physik ist nicht ausreichend bekannt
oder schwer abbildbar (Online-Lernen
und Planen erforderlich)

Physik des zu optimierenden
Prozesses ist bekannt

Optimieren Optimieren
Modellbasiert Verhaltensbasiert
ermdglicht:
Mehrstufiges

Verlasslichkeitskonzept

Bild 4-12: Moglichkeiten zur Realisierung des Funktionsbereichs ,, Optimieren“ in An-
lehnung an [Dumll, S. 154f.], [ADG+09, S. 123f]

Die modellbasierte Optimierung findet Anwendung, wenn die Physik des zu optimie-
renden Prozesses hinreichend bekannt ist, sodass entsprechende Modelle spezifiziert wer-
den konnen. Falls der zu optimierende Prozess nicht hinreichend bekannt ist, konnen An-
satze der verhaltensbasierten Optimierung eingesetzt werden. In diesem Rahmen wer-
den u.a. auch Lern- und Planverfahren zur Optimierung beriicksichtigt [ADG+09,
S. 123ff.], [Duml1, S. 154f.]. Die modellbasierte Optimierung ermoglicht dariiber hinaus
das Umsetzen des mehrstufigen Verldsslichkeitskonzepts, welches im Rahmen der Leis-
tungsstufen der modellbasierten Optimierung erlautert wird. Nachfolgend werden zu-
nichst die Leistungsstufen des Funktionsbereichs Optimieren (modellbasiert) vorgestellt.
Bild 4-13 stellt die Leistungsstufen grafisch dar.

Entwurfspunktselektion auf Basis von Zielen: Die Losung von Mehrzieloptimierungs-
problemen ist in der Regel kein (globales) Optimum, sondern eine Menge optimaler
Kompromisse (Paretomenge). Die Paretomenge umfasst mogliche Betriebspunkte, die
z.B. Reglerparamter reprisentieren. Die Betriebspunkte konnen als Paretopunkte
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bezeichnet werden, die in Abhédngigkeit der vorliegenden Situation ausgewéhlt werden
[ADGH+09, S. 125f.]. Die Berechnung der Paretomenge und somit der Paretopunkte kann
jedoch zeitaufwéndig sein und je nach Anwendung nicht im Betrieb erfolgen. Vor diesem
Hintergrund beschreibt die vorliegende Leistungsstufe die Auswahl von Paretopunkten
im Betrieb auf Basis einer im Entwurf bestimmten Paretomenge. In diesem Zusammen-
hang kann der Benutzer z.B. im Betrieb die Ziele ,,maximiere Leistungsfahigkeit oder
»~minimiere Energieverbrauch® eigenstdndig umpriorisieren [Dep06, S. 78ff.]. Fiir die
Umsetzung dieser Leistungsstufe sind Kompetenzen der mathematischen Optimierung
erforderlich.

ﬁ- Einsatz eines mehrstufigen Auf B_asis einer _I_\/Iehrziek_)ptimierung_l_(ann ein
- Vel e el o R e erweitertes Verlasslichkeitskonzept fiir den
/— P Betrieb des Systems entwickelt werden.

Auf Basis des internen Modells sowie
zukunftigen Prognosen werden z.B. optimale
Regler-Konfigurationen bestimmt.

Vorausschauende Online-

Mehrzieloptimierung

Auf Basis eines internen Modells werden
Online-Mehrzieloptimierung Optimierungen im Betrieb durchgefiihrt.
Diese beriicksichtigen mehrere Ziele.

Komplexitat der Aufgabe

Potentielle Steigerung der Intelligenz/

Entwurfspunktselektion auf Optimale Kompromisse werden online vom
Basis von Zielen Benutzer oder dem System ausgewahlt.

Bild 4-13: Leistungsstufen fiir den Funktionsbereich ,, Optimieren (modellbasiert)

Online-Mehrzieloptimierung: Diese Leistungsstufe beschreibt die Bestimmung und
Auswahl von Paretopunkten im laufenden Betrieb. Bei der Online-Mehrzieloptimierung
werden die aktuellen Parameter des Systems bzw. der Strecke beriicksichtigt, um
optimale Bertriebspunkte zu bestimmen [Dep06, S.125f.]. Das Umsetzen dieser
Leistungsstufe erfordert Kompetenzen im Bereich der mathematischen Optimierung.

Vorausschauende Online-Mehrzieloptimierung: Diese Leistungsstufe beschreibt
ebenfalls eine Online-Optimierung. Im Vergleich zu der zuvor beschriebenen Stufe
werden jedoch nicht nur aktuelle Informationen zum System oder der Strecke
beriicksichtigt, sondern auch Information iiber zukiinftige Zustinde (z.B. durch
Prognosen). Das Umsetzen dieser Leistungsstufe erfordert ebenfalls Kompetenzen der
mathematischen Optimierung.

Einsatz eines mehrstufigen Verlisslichskeitskonzepts: Das Umsetzen der modell-
basierten Optimierung ermoglicht die Implementierung des sogenannten mehrstufigen
Verldsslichkeitskonzepts [Sonl4]. Dieses Konzept umfasst vier Stufen, welche in
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Abhingigkeit der vorliegenden Situation und Bewertung der Verlésslichkeit im Betrieb
beriicksichtigt werden (vgl. Abschnitt 4.3.4). In diesem Zusammenhang kann z.B. die
Verldsslichkeit als eigenstidndiges Ziel definiert werden, welches bei Bedarf hoher
priorisiert werden kann. Dariiber hinaus beriicksichtigt das Konzept weitere Ansitze zur
Steigerung der Verlisslichkeit technischer Systeme, wie z.B. das Fail-Safe-Prinzip
[KMS+14, S.55ff.]. Das Umsetzen erfordert Kompetenzen im Bereich der
Verlésslichkeit.

Im néchsten Schritt wird der Funktionsbereich Optimieren (verhaltensbasiert)
beschrieben, der auf Basis von verhaltensbasierten Ansdtzen realisiert werden kann.
Bild 4-14 zeigt die Leistungstufen.

Die hybride Planung nutzt sowohl Ansétze der
Hybride Planung modellbasierten Optimierung als auch der
verhaltensbasierten Optimierung.

[/‘@\'] Verhaltensbasierte Auf Basis von Situationsanalyse (Klassifikation),

Komplexitit der Aufgabe

.. Planung und Bewertung, Entscheidungsfindung
Selbstoptimierung und Planverfolgung erfolgt eine Optimierung.

Pot. Steigrung der Intelligenz/

Bild 4-14: Leistungsstufen fiir den Funktionsbereich ,, Optimieren (verhaltensbasiert) *

Verhaltensbasierte Selbstoptimierung: Die Ansdtze der verhaltensbasierten Optimie-
rung, wie z.B. Lern- und Planverfahren werden im Rahmen der vorliegenden Arbeit der
Leistungsstufe verhaltensbasierte Selbstoptimierung zugeordnet. Vor diesem Hinter-
grund adressiert diese Leistungsstufe die Optimierung verschiedener Ziele auf Basis von
Black-Box-Modellen [Har14a, S. 16ff.] Hierzu erfasst das System zunichst die aktuelle
Situation und klassifiziert diese. Nachfolgend findet eine Planung und Bewertung statt.
Nach der Bewertung wird entschieden, welcher Plan ausgefiihrt werden soll. Im An-
schluss wird dieser Plan ausgefiihrt [Obe08, S. 74f.]. Dariiber hinaus konnen im Rahmen
der Planung, Bewertung und Entscheidung, Ansitze zur Verhaltensantizipation und -re-
gelungen eingesetzt werden [Har14b, S. 57f.]. Das Umsetzen dieser Leistungsstufe erfor-
dert Kompetenzen im Bereich des maschinellen Lernens.

Hybride Planung: Die hybride Planung vereinigt sowohl die Ansétze der modellbasier-
ten Optimierung als auch die Leistungsstufe der verhaltensbasierte Selbstoptimierung. In
diesem Zuge werden z.B. Verhaltensantizipationen genutzt, um basierend auf den hinter-
legten Modellen optimale zukiinftige Betriebspunkte zu bestimmen [Dumll1, S. 18],
[Obe08, S. 75]. Die Umsetzung dieser Leistungsstufe erfordert Kompetenzen in den Be-
reichen der mathematischen Optimierung sowie des maschinellen Lernens.
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Basierend auf der Auswahl der Leistungsstufen wird in nachfolgenden Schritten der Pro-
duktentstehung entschieden, welche Verfahren konkret zum Einsatz kommen. Dies be-
trifft sowohl Ansitze der Optimierung, als auch eingesetzte Lern- oder Planverfahren?*.

4.2.6 Zusatzliche Funktionen der Informationsverarbeitung

Begleitend zu den Funktionsbereichen Messen, Agieren, Steuern und Regeln, Identifizie-
ren, Adaptieren sowie Optimieren umfasst das Stufenmodell noch drei weitere Funkti-
onsbereiche mechatronischer Systeme: Wissen speichern, Kommunizieren—Systeme und
Kommunizieren—Benutzer. Diese adressieren in Anlehnung an die Struktur mechatroni-
scher Systeme die Informationsverarbeitung, die Kommunikation mit anderen Systemen
und die Kommunikation mit dem Benutzer [VDI2206, S. 14ff.]. Im Gegensatz zu den
vorherigen Leistungsstufen werden in den nachfolgenden Leistungsstufen keine Kompe-
tenzen zur Umsetzung genannt. Dies erfolgt vor dem Hintergrund, dass die zuvor erwéhn-
ten Kompetenzen (z.B. Regelungstechnik oder mathematische Optimierung) keine Be-
rlicksichtigung finden. Nachfolgend werden die drei Funktionsbereiche vorgestellt.

Die Moglichkeit Wissen im System zu speichern erdffnet zusétzliche Potentiale fiir das
System. Falls das System z.B. Prozesshistorien abspeichern kann, ist nachfolgend eine
Analyse der Daten moglich, um tiefergehende Informationen zu extrahieren. Diese Infor-
mationen kdnnen zur Verhaltensanpassung genutzt werden [PR14, S. 312ff.], [LRP+11].
Bild 4-15 gibt einen Uberblick iiber die Leistungsstufen im Funktionsbereich Wissen
speichern. Im Wesentlichen werden in diesem Zusammenhang unter dem Begriff Wissen
Informationen iiber Prozessdaten (Prozesswerte und Priifmerkmale) zusammengefasst
[GP14, S. 388]. Die einzelnen Leistungsstufen werden nachfolgend erldutert.

Keine Speicherung/Nutzung von Daten: In dieser Leistungsstufe erfolgt keine Speiche-
rung von Daten auf dem System und infolgedessen stehen keine Daten zur weiteren Nut-
zung zur Verfligung. Das Systemverhalten ergibt sich somit durch die Einstellungen, die
im Entwurf realisiert wurden (z.B. elektronisch, elektromechanisch oder pneumatisch).
In Zusammenhang mit Steuerungen kann u.a. von verbindungsprogrammierbaren Steue-
rungen gesprochen werden (z.B. durch Relaistechnik) [Czil5, S. 73]. Verdnderungen des
Systemverhaltens erfordern somit stets einen Eingriff des Benutzers auf Hardwareebene.

Datenspeicher steht lesend zur Verfiigung: Diese Leistungsstufe beschreibt die Mog-
lichkeit, Daten zum Systemverhalten (z.B. Einstelldaten wie Prozesszeiten, Driicke, Tem-
peraturen etc.) lesend zu nutzen [GP14, S. 388]. Die Vorgaben zu Parametern kommen
z.B. vom Benutzer des Systems oder vom Systemhersteller. Das Verdndern dieser Daten
ist fiir das System selbst nicht moglich [APW+15, S. 14f.]. Dem System stehen dennoch
temporére Speicher zur Verfligung (z.B. fiir Zustdnde der SPS-Steuerung).

24 Detaillierte Einblicke in die Optimierung geben u.a. MIETTINEN, ANACKER, ET AL. und HARTMANN
[Mie98], [ADF+14], [Har14b].
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Das System kann selbst tUber die Laufzeit
hinweg Historien speichern und diese ggf.
analysieren, um das Verhalten anzupassen.
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Bild 4-15: Leistungsstufen fiir den Funktionsbereich ,, Wissen speichern “

Datenspeicher kann vom System verindert werden: Bei dieser Leistungsstufe kann
das System eigenstdndig gespeicherte Prozesswerte verdndern, um das Systemverhalten
anzupassen. Dariiber hinaus kann das System auch Priifmerkmale speichern und auswer-
ten [DHO6, S. 6], [APW+15, S. 14f.]. Hierdurch kénnen Adaptionen des Systemverhal-
tens realisiert werden, wie z.B. Anpassung von Reglerparametern.

In nachfolgenden Schritten der Produktentstehung gilt es z.B. zu definieren, in welcher
Geschwindigkeit das Lesen oder Schreiben von Daten erfolgt oder welche Mengen an
Daten insgesamt oder zu einem bestimmten Zeitpunkt gespeichert werden kdnnen. Das
Auslegen der Datenspeicher erfolgt dann auf dieser Basis.

Neben der Datenspeicherung ist die Kommunikation mit dem Benutzer ebenfalls zur
Bewertung der Intelligenz entscheidend. Hierdurch kann das System Informationen er-
halten, die fiir die Anpassung des Systemverhaltens relevant sind; auch der Benutzer kann
erweiterte Informationen zum Systemzustand erhalten [VDI2206, S. 14ff.]. Vor diesem
Hintergrund werden nachfolgend die Leistungsstufen fiir den Funktionsbereich Kommu-
nizieren—Benutzer beschrieben. Diese sind im Bild 4-16 dargestellt.

Benutzer kann nur einfache Bedienungen durchfiihren: Bei dieser Leistungsstufe
kann der Benutzer einfache Interaktionen durchfiihren. Im einfachsten Fall umfasst dies
das Ein- und Ausschalten des Systems oder eines Prozesses [APW+15, S. 14f.]. Dariiber
hinaus umfasst diese Leistungsstufe die Anzeige von kritischen Grenziiberschreitungen.

Benutzer kann Informationen austauschen: Auf Basis dieser Leistungsstufe kdnnen
Informationen ausgetauscht werden [APW+15, S. 14f.]. So kénnen z.B. Prozesswerte
vom Benutzer verdndert werden, wie Soll-Temperaturen oder der Durchfluss. Dartiber
hinaus konnen Informationen z.B. auf einem Display angezeigt werden. Hierzu gehoren
Verldufe von Messwerten oder das Auftreten von Storungen.
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Der Benutzer kann in erweiterter Art und Weise
mit dem System kommunizieren. Dies erfolgt
z.B. Uber multimodale Benutzerschnittstellen.

Benutzer kann komplexe

Informationen austauschen

Benutzer kann Der Benutzer kann Informationen mit dem
Informationen austauschen System in klassischer Weise austauschen.

Komplexitat der Aufgabe

Bedienungen durchfiihren und Weise Einfluss auf das System nehmen.

Potentielle Steigerung der Intelligenz/

s Benutzer kann nur einfache Der Benutzer kann nur auf sehr einfache Art
I

Bild 4-16: Leistungsstufen fiir den Funktionsbereich ,, Kommunizieren—Benutzer

Benutzer kann komplexe Informationen austauschen: Diese Leistungsstufe be-
schreibt eine erweiterte Interaktion mit dem Benutzer. So erhélt der Benutzer {iber multi-
modale Schnittstellen komplexe Informationen {iber das System oder kann selbst dem
System Informationen mitteilen. Hierzu gehort z.B. eine Sprachsteuerungen [Deil4,
S. 27]. Die Informationen des Systems kdnnen Wissen aus erweiterten Analysen des Sys-
tems und konkrete Vorschldge zur Anpassung umfassen [APW+15, S. 14£.].

Die Auswahl von konkreten Technologien der Kommunikation erfolgt in nachfolgenden
Schritten. In diesem Zusammenhang wird z.B. spezifiziert, ob die Kommunikation durch
Virtual oder Augmented-Reality-Ansétze (visuell) oder auditive und haptische Kommu-
nikationsschnittstellen (z.B. Touchscreen oder Sprachsteuerung) unterstiitzt wird.

Ein weiterer Funktionsbereich der Informationsverarbeitung adressiert die Kommunika-
tion des Systems mit anderen Systemen. Hierdurch konnen z.B. Dienste realisiert wer-
den. Der Funktionsbereich umfasst drei Leistungsstufen, die im Bild 4-17 dargestellt sind.

Das System kann umfassende Informationen
austauschen (z.B. Analyseergebnisse) oder
mit anderen Systemen verhandeln (Agenten).

Komplexe Kommunikation

zwischen Systemen moglich

Das System erhalt Informationen anderer
Systeme und kann zudem eigene
Informationen weitergeben.

Kommunikation zwischen
Systemen mdoglich

Komplexitat der Aufgabe

Zwischen dem untersuchten System und
anderen Systemen findet kein Austausch
von Informationen statt.

Keine Kommunikation
zwischen Systemen

Potentielle Steigerung der Intelligenz/

Bild 4-17: Leistungsstufen fiir den Funktionsbereich ,, Kommunizieren—Systeme “
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Keine Kommunikation zwischen Systemen: In dieser Leistungsstufe werden keine In-
formationen mit anderen Systemen ausgetauscht. Hierdurch kann das System lediglich
Informationen vom Benutzer oder den integrierten Sensoren erhalten. Informationen zu
den Systemzustinden koénnen somit nur lokal vom Benutzer eingesehen werden; eine
Verarbeitung der Daten z.B. durch zentrale Rechner findet nicht statt [APW-+15, S. 14f.].

Kommunikation zwischen Systemen maglich: In dieser Leistungsstufe besteht grund-
sdtzlich die Mdglichkeit einer Kommunikation zwischen beteiligten Systemen. Hierdurch
kann das betrachtete System Informationen von anderen Systemen erhalten oder den ei-
genen Zustand an andere Systeme iibermitteln. Fernwartungen oder andere Dienste sind
hierdurch moglich [APW+15, S. 14f.], [MBD+13, S. 305].

Komplexe Kommunikation zwischen Systemen méglich: In dieser Leistungsstufe wird
eine erweiterte Form der Kommunikation adressiert. So werden z.B. Agenten eingesetzt,
die die Interessen des Systems mit erhdhter Autonomie verfolgen. Die Agenten konnen
u.a. ihr Verhalten bzw. das des Systems selbststindig an die wahrgenommene Situation
anpassen [ADG+09, S. 16ff.]. In diesem Rahmen konnen die Systeme z.B. auch konkrete
Anpassungen filir andere Systeme ausgeben.

In nachfolgenden Schritten der Produktentstehung erfolgt eine Detaillierung der ausge-
wihlten Funktionsbereiche. So werden u.a. Datenraten oder Kommunikationsarten spe-
zifiziert [APW+15, S. 14f]).

4.2.7 Einsatzszenarien des Stufenmodells

Das Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme ermoglicht
eine systematische Weiterentwicklung des Systems in verschiedenen Funktionsbereichen
(z.B. Messen oder Identifizieren). In diesem Abschnitt wird beschrieben, wie das Stufen-
modell prinzipiell von den Experten im Unternehmen eingesetzt werden kann (Einsatz-
szenarien des Stufenmodells). Den StoBrichtungen des Innovationsmanagements fol-
gend (vgl. Abschnitt 2.4.2) kann der Einsatz nachfrage- sowie technologieinduziert erfol-
gen. Die beiden Einsatzszenarien werden nachfolgend erlautert.

Der nachfrageinduzierte Einsatz des Stufenmodells erfolgt auf Basis einer marktseitig
gepragten Betrachtungsweise [Thm10, S. 82]. Vor diesem Hintergrund ist der Kunde be-
sonders relevant, da dieser Wiinsche zur Anpassungen des bestehenden Systems duf3ert.
Der prinzipielle Ablauf dieser Vorgehensweise ist in Bild 4-18 dargestellt. Im ersten
Schritt des prinzipiellen Vorgehens ist eine Analyse des Systems erforderlich. Hierdurch
erhalten alle Beteiligten einen Uberblick iiber integrierte Systemelemente sowie damit
verbundene Funktionen. Auf Basis der gewonnen Erkenntnisse kann nachfolgend der
Modifikationsbedarf im bestehenden System identifiziert werden. Hierzu konnen z.B.
Workshops mit Kunden durchgefiihrt werden (vgl. Abschnitt 2.5.2). Dartiber hinaus kon-
nen auch die unternehmensinternen Abteilungen (z.B. Service und Vertrieb) wichtige In-
formationen zum Modifikationsbedarf dauBBern (vgl. Abschnitt 2.5.2). Im nichsten Schritt
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kann gepriift werden, wie mit Hilfe des Stufenmodells die identifizierten Bedarfe adres-
siert werden konnen. Ziel es ist eine Verbesserung des Systems hinsichtlich der Eigen-
schaften adaptiv, robust, vorausschauen und benutzungsfreundlich zu erzielen. Auf Basis
der Kombination aus Bedarf und méglicher Losung (in Form einer Leistungsstufe) kann
nachfolgend die Losungsidee spezifiziert werden. Diese bildet die Grundlage fiir die wei-
teren Schritte in der Strategischen Planung bzw. Entwicklung.

> Nachfrageinduzierter Einsatz des Stufenmodells >
Analvse des Systems Identifikation des Beriicksichtigung Spezifikation
y y Modifikationsbedarfs des Stufenmodells von Lésungsideen
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Bild 4-18: Prinzip des nachfrageinduzierten Einsatzes des Stufenmodells zur Steigerung
der Intelligenz mechatronischer Systeme

Im Gegensatz zur nachfrageinduzierten Vorgehensweise, adressiert der technologiein-
duzierter Einsatz des Stufenmodells eine technologisch geprigte Betrachtungsweise
der Entwicklungsabteilungen [Thm10, S. 82]. Motivation ist eine Analyse der technologi-
schen Moglichkeiten, um das System intelligenter zu realisieren. Bild 4-19 visualisiert

die prinzipielle Vorgehensweise dieses Einsatzes.

> Technologieinduzierter Einsatz des Stufenmodells >
Analyse des Systems Spezifikation der Spezifikation der Spezifikation
y y aktuellen Stufen gewiinschten Zielstufen von Losungsideen
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Bild 4-19: Prinzip des technologieinduzierten Einsatzes des Stufenmodells zur Steige-

rung der Intelligenz mechatronischer Systeme

Im Rahmen dieses Vorgehens erfolgt zunichst ebenfalls die Analyse des Systems, um
die Basis fiir die weiteren Schritte zu schaffen. Im Anschluss an die Analyse wird gepriift,
welche Leistungsstufen im derzeitigen System (oder in Teilprozessen des Systems) um-
gesetzt sind. Die entsprechenden Stufen werden spezifiziert, um nachfolgend Potentiale
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zur Weiterentwicklung auszuarbeiten. Infolgedessen priifen die Beteiligten mit Hilfe des
Stufenmodells, welche hoheren Leistungsstufen umgesetzt werden konnten [APW+15,
S. 24]. Die gewiinschten Zielstufen werden ausgewihlt und im nichsten Schritt erfolgt
die Spezifikation der Losungsideen. Die Losungsideen konnen analog zum Vorgehen des
nachfrageinduzierten Einsatzes in den ndchsten Schritten der Strategischen Planung und
Entwicklung genutzt werden.

In der vorliegenden Arbeit liegt der Fokus auf dem prinzipiellen Vorgehen des nachfra-
geinduzierten Einsatzes, wenngleich die erarbeiteten Methoden und Hilfsmittel auch das
technologieinduzierte Vorgehen unterstiitzen konnen. Die Schritte des nachfrageindu-
zierten Einsatzes sind im Vorgehensmodell zur Steigerung der Intelligenz mechatroni-
scher Systeme beriicksichtigt (vgl. Abschnitt 4.4). Hervorzuheben ist, dass im Rahmen
des Vorgehensmodells die Schritte Identifikation des Modifikationsbedarfs sowie Be-
riicksichtigung des Stufenmodells integrativ erfolgen.

4.3 Planung der Umsetzung von intelligentem Verhalten

Die Auswahl von Leistungsstufen im Stufenmodell zur Steigerung der Intelligenz mecha-
tronischer Systeme (vgl. Abschnitt 4.2) determiniert im weiteren Verlauf der Produktent-
stehung bestimmte Schritte zum Umsetzen der Leistungsstufen. Vor diesem Hintergrund
ist es erforderlich, friihzeitig einen Uberblick iiber diese Schritte zu erhalten, um den da-
mit verbundenen Aufwand sowie die erforderlichen Kompetenzen abzuschitzen. Dies ist
insbesondere von Relevanz, da die Abschétzung direkten Einfluss auf die Bewertung und
Auswahl von Losungsideen aufweisen kann. Dariiber hinaus kann bei einer positiv be-
werteten Idee die Umsetzung besser geplant werden. Infolgedessen werden im vorliegen-
den Abschnitt ausgewéhlte Methoden vorgestellt, mit denen eine Planung der Umsetzung
unterstiitzt werden kann. Die Methoden adressieren den Einsatz mathematischer Optimie-
rungsverfahren in technischen Systemen, den Entwurf von Prozessmodellen intelligenter
Regelungen, das Vorgehen beim Einsatz von maschinellen Lernverfahren sowie das Vor-
gehen zur erweiterten Analyse der Verlisslichkeit. Bild 4-20 gibt einen Uberblick iiber
die Einsatzbereiche der Methoden zur Planung der Umsetzung.

Optimieren MO IR ML EV MO Einsatz von mathematischen
Optimierungsverfahren )
Abschnitt 4.3.1
Adaptieren IR EV
IR Entwurf von Prozessmodellen
|aenttzieren ML EV intelligenter Regelungen s A
Steuern und
Regeln MO (| IR || ML ML | Einsatz von maschinellen
Lernverfahren

Abschnitt 4.3.3

EV Erweiterte Analyse der
Messen Verlasslichkeit

Abschnitt 4.3.4

Bild 4-20: FEinsatzbereiche der Methoden zur Planung der Umsetzung
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Der Uberblick ist vereinfacht dargestellt, da i.d.R. die Leistungsstufen in den Funktions-
bereichen den Einsatz der entsprechenden Methoden erfordern. So wird z.B. die Methode
zum Einsatz von maschinellen Lernverfahren ausschlieBlich fiir die Leistungsstufe Virtu-
elle Sensorik im Funktionsbereich Messen bendtigt.

Hervorzuheben ist zudem, dass das prinzipielle Vorgehen zum Einsatz mathematischer
Optimierungsverfahren sowie der Entwurf von Prozessmodellen starke Wechselwirkun-
gen aufweisen, jedoch in der Regel von Experten unterschiedlicher Disziplinen eingesetzt
werden (mathematische Optimierung und Regelungstechnik).

4.3.1 Einsatz von mathematischen Optimierungsverfahren

Durch den Einsatz von Optimierungsverfahren in mechatronischen Systemen konnen
Systeme intelligenter realisiert werden. Optimierungsverfahren kénnen u.a. fiir den Ent-
wurf von optimalen Steuerungen und Regelungen zum Einsatz kommen. Um den Einsatz
der mathematischen Optimierungsverfahren sowie die Umsetzung der damit verbunde-
nen Leistungsstufen vorauszuplanen, wurde eine entsprechende Methode erarbeitet®®. Die
Methode reprisentiert das implizierte Wissen eines Experten der mathematischen Opti-
mierung und zeigt das spezifische Vorgehen auf. Nachfolgend wird exemplarisch darge-
stellt, in welchen Leistungsstufen und Funktionsbereichen des Stufenmodells die Me-
thode unterstiitzend eingesetzt werden kdnnen.

e Steuern und Regeln: Die Methode kann insb. beim Entwurf von optimalen Steu-
erungen, optimalen Steuerungen mit Unsicherheiten sowie optimalen Regelungen
zum Einsatz kommen. Vor diesem Hintergrund unterstiitzt sie z.B. bei der Spezi-
fikation von Giitekriterien (bzw. Zielen) und zeigt den Bedarf an auswertbaren
Modellen des Systems bzw. der Regler und Steuerungen auf.

e Optimieren: Im Funktionsbereich Optimieren unterstiitzt die Methode das Rea-
lisieren vieler Leistungsstufen. So konnen z.B. mit Hilfe der Methode optimale
Kompromisse fiir die Auswahl von Betriebspunkten berechnet werden. Diese
konnen anschlieBend durch eine entsprechende Entwurfspunktselektion ausge-
wihlt werden. Fiir die Online-Mehrzieloptimierung kénnen zudem mit Hilfe der
Methode die Randbedingungen und Berechnungen so angepasst werden, dass eine
Berechnung in den vorgegebenen Zeiten realisierbar ist.

Die Phasen der Methode sind in Bild 4-21 dargestellt. Die Phasen werden nachfolgend
vorgestellt [Kei96, S. 639f.], [PLB12, S. 5f].

23 Die Methode basiert auf bislang unverdffentlichten Projektergebnissen im Rahmen des Spitzenclusters
it’s OWL. An der Erstellung waren neben IWANEK zudem ZIESSLER, HORENKAMP, HESSEL-VON MOLO
und DELLNITZ beteiligt.
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Phasen/Meilensteine

Optimierungszweck
identifizieren

Aufgaben/Methoden

e Optimierungszweck/Gutekriterium

bestimmen (qualitativ)
e Wirkzusammenhange hins. des
Optimierungszwecks analysieren
e Observable identifizieren

Resultate

o

Modell priifen
bzw. anpassen

e Bestehende Modelle priifen
(z.B. hins. Differenzierbarkeit)
e Modell anpassen bzw. erweitern

Optimierungszweck und
potentielle -parameter

2

Zielfunktion / Neben-
bedingungen formulieren

e Zielfunktion formulieren
(quantitativ)

e Nebenbedingungen qualitativ
beschreiben

e Nebenbedinungen fomulieren

Angepasstes Modell

2

Optimierungsalgorithmus
auswdhlen

e Entscheidungsunterstiitzung zur
Auswahl von Algorithmen
verwenden
Optimierungsalgorithmen prifen
und auswahlen

Formulierte Zielfunktion
und Nebenbedingungen

2

Optimierungs-
problem lésen

Berechnung vorbereiten
e Optimierungsalgorithmus
fur die Berechnung einsetzen

Geeigneter
Optimierungsalgorithmus

9

Prozessmodelle
beriicksichtigen

Situative Auswahl von Optimie-
rungsparameter analysieren
Nebenbedingungen zur Selektion
definieren

Entwurfspunktselektion vorplanen

Gelostes Optimierungs-
problem

2

Lésungen
implementieren

Ergebnisse der Optimierung
implementieren

Einsatz der Parameter

im Betrieb absichern

Konzept zur
Entwurfspunktselektion

z

Optimierungsparameter
fiir den Betrieb

Bild 4-21: FEinsatz mathematischer Optimierungsverfahren in Anlehnung an [Kei96,
S. 639f.], [PLB12, S. 51.]*%

Optimierungszweck identifizieren: Ausgangspunkt der Methode ist ein vorliegendes
Systemmodell des mechatronischen Systems?’. Auf dieser Basis konnen Potentiale fiir

den Einsatz von Optimierungen identifiziert werden. Hierzu werden mdgliche Ziele der

26 Die Methode basiert auf bislang unverdffentlichten Projektergebnissen. An der Erstellung waren neben
IWANEK zudem ZIESSLER, HORENKAMP, HESSEL-VON MOLO und DELLNITZ beteiligt.

7 Das Systemmodell (oder auch mechatronische Systembeschreibung) dient als Verstdndigungsmittel in
der Entwicklung, indem es alle wesentlichen fachdiszipliniibergreifenden Informationen iiber das System
enthélt. Hierdurch erhalten die Entwickler der verschiedenen Fachdisziplinen (z. B. Mechanik, Elekt-
rik/Elektronik, Regelungstechnik und Softwaretechnik) eine ganzheitliche Sicht auf das System
[IKD+13]. Das Erstellen des Systemmodells kann z.B. mit Hilfe der Spezifikationstechnik CONSENS

erfolgen (vgl. Abschnitt 0).
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Optimierung qualitativ beschrieben. Fiir das Beispiel eines schienengebundenen Fahr-
zeugs® kdnnten mogliche Ziele ,,min. Energieverbrauch* und ,,max. Komfort* sein. Dar-
tiber hinaus gilt es zu priifen, welche Parameter Einfluss auf diese Ziele haben (Optimie-
rungsparameter wie z.B. Reglerparameter) und mit welchen Grof3en eine Bewertung zur
Zielerfiillung quantifiziert werden kann (z.B. Fahrzeugbewegungen als Observable fiir
Komfort) [KGI+13, S. 15f.].

Modell priifen bzw. anpassen: Nach der Identifikation des Zwecks sowie mdglicher
Optimierungsparameter gilt es, das Modell der Strecke und des Reglers zu analysieren
[KGI+13, S. 14ff.]. So wird u.a. gepriift, ob das Modell bzgl. des Optimierungszwecks
geeignet ist (z.B. differenzierbar). Dies ist u.a. fiir die Auswahl von Optimierungsalgo-
rithmen wichtig. Bei Bedarf ist das Modell anzupassen.

Zielfunktion/Nebenbedingungen formulieren: Nach dem der Zweck und die Parameter
der Optimierung bekannt sind und das Modell angepasst wurde, konnen die Zielfunktio-
nen formuliert (quantitativ) und die Nebenbedingungen bestimmt werden. In diesem
Zuge wird z.B. bestimmt, dass der Komfort eines schienengebundenen Fahrzeugs durch
die Querbeschleunigung sowie die Gierbeschleunigung des Fahrzeugschwerpunktes be-
schrieben werden kann [KGI+13, S. 17]. Der Komfort wéire demzufolge hoch, wenn die
Zielfunktionswerte minimal sind [KGI+13, S. 17].

Optimierungsalgorithmus auswéhlen: Im néichsten Schritt gilt es geeignete Algorith-
men zur Optimierung auszuwihlen. Hierzu wurde ein sogenannter Entscheidungsbaum
erarbeitet, der die Entscheidungsauswahl unterstiitzen soll. Einen Ausschnitt des Ent-
scheidungsbaums zeigt Bild 4-22. Basierend auf den zuvor durchgefiihrten Schritten kann
entschieden werden, welches Optimierungsproblem vorliegt und welche Algorithmen zur
Losung genutzt werden kdnnen.

Optimierungsproblem lésen: Nach der Auswahl geeigneter Algorithmen wird das Op-
timierungsproblem durch den Einsatz des Algorithmus gelost. Als Resultat liegt das ge-
16ste Optimierungsproblem vor.

Prozessmodelle beriicksichtigen: Diese Phase ist optional und kommt in der Regel nur
bei Problemen zur Mehrzieloptimierung (Realisierung von selbstoptimierenden Regelun-
gen) zum Einsatz. Es gilt zu priifen, in welchen vorliegenden Situationen, welche Ziele
starker priorisiert werden sollten als andere. Fiir das Beispiel eines schienengebundenen
Fahrzeugs bedeutet dies, dass bei sehr rauen Strecken das Ziel ,,maximiere Komfort* ho-
her gewichtet werden sollte, als ,,minimiere Energieverbrauch* [KGI+13, S. 17ff.]. Vor
dem Hintergrund der Relevanz der Prozessmodelle (vgl. Abschnitt 4.3.2), wird die Me-
thode zum Entwurf von Prozessmodellen in Abschnitt 4.3.2 detailliert beschrieben.

28 Die Methode ist prinzipiell fiir den Einsatz in technischen Systemen ausgelegt. Systeme des Maschinen-
und Anlagenbaus sind selbstredend ebenfalls eingeschlossen, wenngleich das Evaluierungsbeispiel aus
einer anderen Branche stammt.
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Bild 4-22: Entscheidungsbaum zur Auswahl geeigneter Algorithmen®’

Losungen implementieren: Der letzte Schritt beschreibt das Implementieren der Losun-
gen. Hierdurch ist das System in der Lage, die Losung fiir das Realisieren von intelligen-

tem Systemverhalten zu verwenden (z.B. als optimale Systemkonfigurationen).

4.3.2 Entwurf von Prozessmodellen intelligenter Regelungen

Mit Hilfe von intelligente Regelungen (z.B. selbstoptimierende Regelungen) kann intel-
ligentes Systemverhalten in mechatronischen Systemen realisiert werden. Moderne Steu-

erungs- und Regelungskonzepte sehen die Verwendung von einfachen Verhaltensmodel-
len des zu regelnden Prozesses vor, z.B. Modellfolgeregelungen oder priadiktive Verfah-
ren. Selbstoptimierende Regelungen bauen darauf auf. Sie weisen jedoch eine deutlich

2 Der Entscheidungsbaum basiert auf bislang unverdffentlichten Projektergebnissen. An der Erstellung
waren neben IWANEK zudem ZIESSLER, HORENKAMP, HESSEL-VON MOLO und DELLNITZ beteiligt.
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komplexere hierarchische Struktur auf. Dementsprechend sind umfassendere Modelle er-
forderlich. Diese Modelle, im Folgenden als Prozessmodelle (vgl. Bild 4-23) bezeichnet,
stellen u.a. die Grundlage selbstoptimierender Regelungen dar [KGI+13, S. 1].

Prozess-Umfeld

Prozess-Anregung Prozess-Dynamik Prozess-Auswertung

VAN —

Y

Bild 4-23: Prozessmodell fortgeschrittener mechatronischer Systeme [KGI+13, S. 5]

Prozessmodelle umfassen neben der Dynamik (Prozess-Dynamik) des zu regelnden Pro-
zesses ein Anregungsmodell (Prozess-Anregung), ein Auswertungsmodell (Prozess-Aus-
wertung) sowie ein Umfeldmodell (Prozess-Umfeld) zur vollstaindigen Beschreibung der
Situation bzw. des Anwendungsszenarios. Das Modell Prozess-Anregung stellt eine Ver-
allgemeinerung der Fiihrungsgrofen aus dem klassischen Reglerentwurf dar. Das Modell
Prozess-Auswertung dient der Auswertung der Ziele, die nicht direkt erkannt werden kon-
nen. Beispielsweise kann der Wert einer Zielfunktion (Beschreibung des Fahrkomforts,
Beschreibung der Leistungsfahigkeit etc.) nicht direkt aus den Systemgrofien bestimmt
werden. Zusitzliche Storungen oder Wechselwirkungen mit anderen Systemen werden
mit Hilfe des Modells Prozess-Umfeld abgebildet [KGI+13, S. 41f.], [Miin12, S. 40ff.],
[Kas85, S. 8ff.].

Die Prozessmodelle unterstiitzen beim Entwurf von selbstoptimierenden Regelungen und
bei der geeigneten Auswahl von Entwurfspunkten fiir die jeweiligen Situationen. Vor
diesem Hintergrund werden nachfolgend exemplarisch die Leistungsstufen aufgezeigt,
hinsichtlich derer der Einsatz von Prozessmodellen sinnvoll ist:

e Adaptieren: Der Entwurf von Prozessmodellen kann insb. fiir die Leistungsstu-
fen Parameteranpassung sowie Strukturanpassungen sinnvoll sein. Durch das
Aufstellen von Prozessmodellen kann analysiert werden, wie sich Parameteran-
passungen auf die Giite von Regelungen auswirken und zu welchen Zeitpunkten
Anpassungen geeignet erscheinen (durch Bewertung im Prozessmodell).
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e Optimieren: Im Funktionsbereich Optimieren unterstiitzen Prozessmodelle insb.
die Spezifikation der Entwurfspunktselektion. Hierzu kann fiir verschiedenen Si-

tuationen (auf Basis der Anregung) das Systemverhalten gepriift werden, um op-

timale Konfigurationen (aus Sicht des Entwicklers) vorherzusehen und dem Be-

nutzer vorzuschlagen.

Der Entwurf von Prozessmodellen selbstoptimierender Regelungen stellt eine Herausfor-
derung dar. Vor diesem Hintergrund wurde eine Methode zum Entwurf von Prozessmo-
dellen erarbeitet [KGI+13, S. 6ff.]. Die Methode ist in Bild 4-24 dargestellt. Die Methode
erfordert zudem ein sogenanntes Systemmodell (vgl. Abschnitt 4.5.1.2). Ein Systemmo-
dell umfasst sogenannte Partialmodelle, die verschiedene Sichtweisen auf ein mechatro-

nisches System ermoglichen (z.B. Anwendungsszenarien oder Wirkstruktur
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0
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)30.
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f

e Ziele (Optimierungszweck) identi-
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B
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zusammenfiihren

e Optimierungsproblem Iésen
e Ahnliche Prozessmodelle zusam-
menfiihren

Prozessmodelle

&

Zusammengefiihrte
Prozessmodelle

Bild 4-24: Entwurfvon Prozessmodellen in Anlehnung an [KGI+13, S. 6]

Analyse des Systemmodells: In dieser Phase gilt es Informationen zu den Teilmodellen
Prozess-Umfeld, Prozess-Anregung sowie Prozess-Dynamik zu erhalten. Als Grundlage

wird das sogenannte Systemmodell mit Partialmodellen verwendet (Umfeldmodell, An-

30 Das Systemmodell (oder auch mechatronische Systembeschreibung) dient als Verstdndigungsmittel in
der Entwicklung, indem es alle wesentlichen fachdiszipliniibergreifenden Informationen iiber das System
enthélt. Hierdurch erhalten die Entwickler der verschiedenen Fachdisziplinen (z. B. Mechanik, Elekt-
rik/Elektronik, Regelungstechnik und Softwaretechnik) eine ganzheitliche Sicht auf das System
[IKD+13]. Das Erstellen des Systemmodells kann z.B. mit Hilfe der Spezifikationstechnik CONSENS

erfolgen (vgl. Abschnitt 0).
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wendungsszenarien, Wirkstruktur etc.; vgl. Abschnitt 4.5.1.2). Fiir die Identifikation re-
levanter Informationen fiir die Anregung, werden z.B. bestehende Anwendungsszenarien
des Systems betrachtet bzw. diese neu erstellt. In diesen sind typische Einfliisse beschrie-
ben, die es zu quantifizieren gilt. Fiir das Beispiel eines schienengebundenen Fahrzeugs®!
bedeutet dies, die Analyse und Quantifizierung von Einfliissen hinsichtlich der Rauigkeit
der Strecke. Informationen zu weiteren Einfliissen auf den Prozess sind dem Umfeldmo-
dell zu entnehmen. Informationen zum System selbst sind in der sogenannten Wirkstruk-
tur enthalten [KGI+13, S. 10ff.].

Analyse von Optimierungspotential: Auf Basis der vorliegenden Informationen des
Systems, kann nachfolgend das Potential fiir eine Optimierung identifiziert werden??.
Hierzu werden z.B. Ziele im Sinne der Selbstoptimierung definiert, welche die Grundlage
fiir eine Bewertung darstellen. Diese werden in Abhéngigkeit der auftretenden Situation
(gemiB Anwendungsszenarien) unterschiedlich hoch priorisiert. Dabei ist es notwendig,
die Situationsabhédngigkeit der Ziele zu priifen, um den Entwurf einer Entscheidungsheu-
ristik fiir das automatisierte Priorisieren von Zielen vorzubereiten. Hierzu legt der Ent-
wickler bereits qualitativ fest, welche Ziele der Optimierung in bestimmten Situationen
wichtiger sind als andere Ziele. Dies erfolgt basierend auf den Anwendungsszenarien fiir
jede Situation [KGI+13, S. 111.].

Prozessmodelle aufstellen: Prozessmodelle beschreiben stets eine bestimmte Situation,
in der sich das System befindet. Im Partialmodell Anwendungsszenarien sind die fiir den
spéteren Betrieb wesentlichen Situationen zu finden. Daher ist zunéichst fiir jedes Anwen-
dungsszenario ein eigenes Prozessmodell zu erstellen. Das Modell Prozess—Dynamik
wird hierzu vorausgesetzt und sollte bereits bestehen (umfasst Strecke sowie Regler). Die
tibrigen drei Teilmodelle des Prozessmodells (Prozess-Umfeld, Prozess-Anregung, Pro-
zess-Auswertung) werden jeweils situationsspezifisch erstellt. Beispielsweise werden in
den Teilmodellen Prozess-Umfeld und Prozess-Anregung Einflussgroflen quantifiziert
(zeitlicher Verlauf der Einflussgrof3e etc.). Das Teilmodell Prozess-Auswertung resultiert
aus der Simulation der beiden Teilmodelle in Kombination mit dem Teilmodell Prozess-
Dynamik. Eingangsinformationen liefern neben dem bereits genannten Partialmodell An-
wendungsszenarien, die vier Partialmodelle Umfeld, Wirkstruktur, Zielsystem und An-
forderungen (vgl. Abschnitt 4.5.1.2) [KGI+13, S. 14ft.].

31 Die Methode ist prinzipiell fiir den Einsatz in technischen Systemen ausgelegt. Systeme des Maschinen-
und Anlagenbaus sind selbstredend ebenfalls eingeschlossen, wenngleich das Evaluierungsbeispiel aus
einer anderen Branche stammt.

32 Dieser Prozessschritt weist hohe Ahnlichkeit zum Prozessschritt ,,Optimierungszweck identifizieren® aus
dem Bereich der mathematischen Optimierung auf (vgl. Abschnitt 4.3.1).
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Prozessmodelle zusammenfiihren: Nach dem Erstellen der Prozessmodelle, wird eine
Optimierung durchgefiihrt®*. Die Prozessmodelle kénnen auch fiir tiefergehende System-
analysen genutzt werden. Wihrend oder nach der Analyse und Optimierung werden Ahn-
lichkeiten zwischen den Prozessmodellen identifiziert, um diese ggf. zusammenzufiihren.
Fiihren z.B. Analysen verschiedener Anwendungsszenarien zu dhnlichen Systemkonfi-
gurationen, werden diese zusammengefiihrt [KGI+13, S. 8].

4.3.3 Einsatz von maschinellen Lernverfahren

Maschinelle Lernverfahren ermoglichen die effiziente Abbildung von Wirkzusammen-
héngen in technischen Systemen. Im Gegensatz zur theoretischen Modellbildung werden
die Modelle aus vorliegenden Daten gewonnen [Ise08, S. 47ff.]. Dies erfolgt z.B. anhand
beobachteter Eingangs- und Ausgangsgroflen. Dazu extrahieren maschinelle Lernverfah-
ren RegelmédBigkeiten aus den beobachteten Groflen und représentieren diese Zusammen-
hénge in effizient ausfiihrbaren, erlernten Modellen. Durch den Einsatz von maschinellen
Lernverfahren erdffnen sich neue Perspektiven fiir die Automatisierung von komplexen
technischen Prozessen, welche nur schwer oder gar nicht durch theoretische Modelle (auf
Basis physikalischer Gesetze) abgebildet werden kdnnen [GIV+14, S. 56].

Das Erlernen von Wirkzusammenhédngen wird in verschiedenen Funktionsbereichen
und Leistungsstufen bendtigt. Nachfolgend werden einige exemplarisch erldutert:

e Messen: Im Funktionsbereich Messen kann die Methode beim Realisieren der
Leistungsstufe Virtuelle Sensorik unterstiitzen. Durch das maschinelle Lernen
kénnen Zusammenhénge zwischen integrierter Sensorik und bendtigten, unbe-
kannten Informationen hergestellt werden.

o Identifizieren: Im Funktionsbereich Identifizieren konnen Lernverfahren alle
Leistungsstufen adressieren. Beispielsweise konnen nicht beeinflussbare Zu-
stinde erkannt werden, um z.B. einen Benutzereingriff zu initiieren. Zudem kon-
nen Parameter der Stecke identifiziert werden, die eine zeitliche Abhédngigkeit
aufweisen. Zudem konnen maschinelle Lernverfahren Trendanalysen im Sinne
von vorausschauenden Zustandserkennungen ermdglichen.

Beim maschinellen Lernen kann u.a. zwischen iiberwachten und uniiberwachten Ler-
nen unterschieden werden. Beim {iberwachten Lernen gilt es einen Zusammenhang zwi-
schen bekannten Ein- und Ausgéngen zu erlernen. Bekanntes Beispiel aus diesem Bereich
ist die Handschrifterkennung. Beim uniiberwachten Lernen gilt es RegelmaBigkeiten
(versteckte Strukturen) in den Daten zu erkennen. Die Deutung bzw. Interpretation kann
nachfolgend durch Experten durchgefiihrt werden [Kel00, S. 287f.].

33 MUNCH liefert einen Uberblick iiber mogliche Ansdtze zur Optimierung [Miinl2, S. 16ff.].
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Nachfolgend wird am Beispiel eines Expertensystems eine Methode zum Einsatz von
maschinellen Lernverfahren erldutert. Das Expertensystem hat das Ziel, ungewlinschte
Verhaltensweisen oder Stérungen in den Daten zu erkennen und autonom Anpassungen
durchzufiihren oder Anpassungen zu initiieren (vgl. Bild 4-25).
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Bild 4-25: Expertensystem im Produktionsprozess [IRD+15, S. 58]

Die Methode orientiert sich am sogenannten ,,Knowledge Discovery in Databases®-Pro-
zess (KDD) nach FAYYAD ET AL [FPS96]**. Bild 4-26 zeigt die Methode zum Erlernen
von Modellen. Die Methode umfasst vier Phasen, die nachfolgend erldutert werden.

Prozessanalyse: In dieser Phase ist es erforderlich, einen Uberblick iiber den betrachteten
technischen Prozess zu erhalten. Infolgedessen gilt es auch Anforderungen an das zu ext-
rahierende Modell zu spezifizieren. In diesem Zusammenhang ist insbesondere der
Zweck der Modellbildung zu bestimmen. Zudem werden Datenquellen identifiziert, die
Daten zur Modellbildung bereitstellen (z.B. verfiigbare Sensorwerte). Dariiber hinaus
werden Randbedingungen des technischen Prozesses analysiert (z.B. minimale und ma-
ximale Prozessgrofen etc.) [IRD+15, S. 58], [FPS96, S. 411f.].

Datenakquisition und Vorverarbeitung: Die akquirierte Datenbasis kann unter Um-
stainden sehr umfangreich sein (z.B. sehr hohe zeitliche Diskretisierung im Bereich der

34 Neben dem Vorgehen nach FAYYAD existieren noch zahlreiche weitere Ansitze. Einen Uberblick liefern
KURGAN und MUSILEK [KMO6].
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Produktion) und zudem Artefakte (z.B. Messfehler) beinhalten. Um jedoch gute Ergeb-
nisse des Lernens zu erhalten, sind die Daten zu bereinigen. Hierbei kann z.B. eine Filte-
rung notwendig sein. Fiir den Entwurf eines Expertensystems in der Produktion kann z.B.
auch der optimale Zustand ausgeblendet werden, um interessante Strukturen in den {ib-

rigen Daten zu finden (Storungen etc.) [IRD+15, S. 58], [FPS96, S. 411f.].
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Bild 4-26: Lernen von Modellen in Anlehnung an [FPS96, S. 40ff.], [IRD+15, S. 57(f.]

Datenanalyse: Auf Basis der bereinigten Datenbasis konnen nachfolgend versteckte
Strukturen in den Daten gesucht werden. Dies erfolgt mit Hilfe eines entsprechenden
Lernverfahrens. Hierbei konnen z.B. uniiberwachte Lernverfahren aus dem Bereich des
Clustering eingesetzt werden, welche auf Basis der analysierten Daten prototypische Zu-
stande erkennen [BCO06, S. 274ft.]. Verschiedene Moglichkeiten zum Erkennen dieser so-
genannten Prototypen (Strukturen) sind in Bild 4-27 dargestellt [IRD+15, S. 58f],
[FPS96, S. 411t.].

Interpretation der erlernten Modelle: Im letzten Schritt werden die prototypischen Zu-
stinde bzw. Strukturen gemeinsam mit einem Experten des technischen Prozesses be-
trachtetet. In diesem Schritt wird das Wissen des Prozessexperten mit den Zustianden zu-
sammengebracht. Fiir den Entwurf eines Expertensystems bedeutete dies beispielsweise,
dass den Zustidnden Stérungen aus der Produktion zugeordnet werden. Hierdurch erhalt
ein Expertensystem die Moglichkeit, beim Erkennen von Strukturen in den Online-Daten,
die entsprechenden Korrekturen dem Mitarbeiter in der Produktion vorzuschlagen oder

35 Beim vorliegenden Beispiel ist es wichtiger die nicht optimalen, storenden Zustéinde automatisiert zu
erkennen, da diese ein Eingreifen in den Prozess erfordern.



Systematik zur Steigerung der Intelligenz mechatronischer Systeme

Seite 129

eine Anpassung von Soll-Parametern an den entsprechenden Ressourcen selbststindig

durchzufiihren. Bevor die Modelle freigegeben werden, miissen diese evaluiert werden.
Hierdurch kann z.B. die Giite bewertet werden [IRD+15, S. 59], [FPS96, S. 41{f.].
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Bild 4-27: Erlernen von Prozessmustern durch Clustering [IRD+15, S. 59]

4.3.4 Erweiterte Analyse der Verlasslichkeit

Der Entwurf fortgeschrittener mechatronischer Systeme stellt eine Herausforderung
dar; dies gilt insbesondere fiir das Erreichen der Verlisslichkeit’® [BGJ+09, S. 2f],
[GID+13, S. 206]. Indikatoren hierfiir sind die vielen Riickrufaktionen sowie Produktsi-
cherheitsuntersuchungen der letzten Jahre in der Automobilindustrie; 235 Riickrufaktio-
nen im Jahr 2014 (+30%), 571 Produktsicherheitsuntersuchungen im Jahr 2014 (+21%)
[Kral$5, S. 62f.]). Vor diesem Hintergrund gilt es eine Methode bereitzustellen, welches
eine erweiterte Analyse der Verlisslichkeit mechatronischer Systeme unterstiitzt und
zudem die Mdglichkeit zur Verbesserung vorsieht.

Die Methode zur erweiterten Analyse der Verlésslichkeit kann im Stufenmodell zur Stei-
gerung der Intelligenz mechatronischer Systeme in folgenden Funktionsbereichen un-
terstiitzend eingesetzt werden:

o Identifizieren und Adaptieren: Das autonome Erkennen von nicht beeinflussba-
ren Zustdnden erfordert das Wissen, das entsprechende Situationen auftreten kon-

36 Im Rahmen der vorliegenden Arbeit wird die Definition der Verldsslichkeit nach AVIZIENIS ET AL. ver-
wendet [ALR+04, S. 3ff.]. Demnach ist Verlisslichkeit ein Oberbegriff fiir Zuverlassigkeit, Sicherheit,
Verfiigbarkeit, Instandhaltbarkeit, Vertraulichkeit und Integritdt. Im Fokus der vorliegenden Arbeit ste-
hen die Verlasslichkeitsaspekte Zuverldssigkeit und Sicherheit.
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nen und im Betriebsfall vorliegen. Dieses Wissen kann auf Basis der Verldsslich-

keitsanalysen gewonnen werden. Falls die entsprechenden Situationen im Betrieb

auftreten und erkannt werden, kdnnen zudem Warnungen an den Benutzer oder
Ablaufsteuerungen (z.B. Fail-Safe Strategien [Bir97, S. 97ff.]) initiiert werden.

e Optimieren: Im Funktionsbereich Optimieren stellt insb. das Mehrstufige Ver-
ldsslichkeitskonzept eine Moglichkeit dar, eine Verbesserung des Systems hin-

sichtlich des Ziels Verldsslichkeit zu realisieren. Hierdurch kénnen eigensténdige
Ziele der Verlésslichkeit spezifiziert werden.

Der Einsatz der Methode zur erweiterten Analyse der Verlésslichkeit wird auf Basis eines
Systemmodells®” durchgefiihrt (vgl. Abschnitt 4.5.1.2). Hierdurch erhalten die Beteiligten
einen ganzheitlichen Uberblick iiber das technische System. Das Systemmodell wird
nachfolgend auf Schwachstellen hin analysiert. Zur Behebung der Schwachstellen stehen
hiufig mehrere Mdglichkeiten zur Auswahl z.B. Uberdimensionierung bzw. redundante

Auslegung, die Auswahl alternativer Losungsmuster oder der Einsatz der Selbstoptimie-
rung. Die Methode ist in Bild 4-28 dargestellt [GID+13, S. 205ft.], [DGG+13, S. 53ff.].
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Bild 4-28: Analyse der Verldsslichkeit [DGG+13, S. 58ff.], [GID+13, S. 213ff.]

37 Das Systemmodell (oder auch mechatronische Systembeschreibung) dient als Verstdndigungsmittel in
der Entwicklung, indem es wesentliche fachdiszipliniibergreifende Informationen iiber das System ent-
halt. Hierdurch erhalten die Entwickler verschiedener Fachdisziplinen (z. B. Mechanik, Elektrik/Elekt-
ronik und Regelungstechnik) eine ganzheitliche Sicht auf das System [IKD+13]. Das Erstellen des Sys-
temmodells kann z.B. mit Hilfe der Spezifikationstechnik CONSENS erfolgen (vgl. Abschnitt 0).
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Analyse des Systemmodells: Fiir die Analyse der Verlésslichkeit und die damit verbun-
dene Verbesserung des Systems ist zunichst das Systemmodell zu analysieren. Infolge-
dessen gilt es, die Funktionen des Systems in Zusammenhang mit den auszufiihrenden
Systemelementen zu stellen [GID+13, S. 214{f.]. Dies ist insbesondere sinnvoll, um z.B.
bei auftretenden Fehlfunktionen die potentiell betroffenen Systemelemente zu erkennen
[BGJ+09, S. 72ft.], [GID+13, S. 241ft.].

Analyse der Verlisslichkeit: Fiir die effiziente Analyse der Verlésslichkeit ist zunédchst
das Ziel der Analyse zu bestimmen. So wird z.B. festgelegt, welcher Aspekt der Verléss-
lichkeit analysiert werden soll (Sicherheit etc.) [DGG+13, S. 591f.]. Auf dieser Basis kon-
nen geeignete Methoden zur Analyse ausgewéhlt werden. Dies kann durch spezielle Me-
thodendatenbanken realisiert werden [DGG+13, S. 60ff.]. Nachfolgend kann die entspre-
chende Methode durchgefiihrt werden [GID+13, S. 2144f.].

Auswahl von Verbesserungsmafinahmen: Nach dem Erarbeiten der Analyseergebnisse
werden diese bewertet. Falls die Analyseergebnisse unbefriedigend sind, werden entspre-
chende GegenmafBnahmen ergriffen, um z.B. die Verlésslichkeit zu steigern. Hierbei kon-
nen z.B. notwendige zusitzliche Funktionen (im Sinne von Nebenfunktionen) spezifiziert
werden. Zudem kann auch das Wirkparadigma der Selbstoptimierung (betrifft den Funk-
tionsbereich Optimieren) eingesetzt werden, um die Verldsslichkeit zu steigern. Zur Stei-
gerung der Verldsslichkeit kann insbesondere das Mehrstufige Verldsslichkeitskonzept
eingesetzt werden [DHK+09, S. 61ff.], [KMS+14, S. 55ff.]. Hierzu wird z.B. neben mog-
lichen Zielfunktionen bzw. Giitekriterien des Systems (verbrauchsoptimal etc.) ein Ziel
zur Verlésslichkeit spezifiziert. Bild 4-29 stellt das Mehrstufige Verldsslichkeitskonzept
dar. Im Folgenden wird dieses kurz erldutert.

Bereich |
m verlasslich und optimal

Ziele der Selbstoptimierung m keine Einschrankung der Selbstoptimierung

frei wahlbar

Bereich I
m noch zuverlassig

Teilziel ,,Verlasslichkeit* m Selbstoptimierung priorisiert ,Verlasslichkeit*

Bereich Il
m kritischer Zustand

Alleiniges Ziel ,,Sicherheit m erste Notfallmechanismen

Bereich IV
m potentieller Unfall
m Notfallmechanismen

Erreichen von Safe-States
(inkl. Fail-Operational-Verhalten)

Bild 4-29: Mehrstufiges Verldsslichkeitskonzept [DHK+09, S. 62], [KMS+14, S. 56]

e Bereich I: Das System befindet sich in einem sicheren Zustand. Es existieren
keine Einschriankungen hinsichtlich der Priorisierung der Ziele. Alle mogliche
Ziele konnen priorisiert werden [DHK+09, S. 62], [DDG+14, S. 64{f.].
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e Bereich II: Das Systemverhalten weist Storungen auf, so dass eine Gefdhrdung
droht (z.B. Uberschreiten von Grenzwerten). Um das System zu schiitzen, werden
einige Ziele des Systems stirker eingeschrénkt. So konnte z.B. das Verfolgen des
Ziels ,,max. Leistungsfahigkeit” das System zunehmend beschéddigen. Infolgedes-
sen gilt es das Ziel ,,max. Verldsslichkeit™ hoher zu priorisieren [DHK+09, S. 62],
[DDG+14, S. 644f.].

e Bereich III: Im System wurde ein Fehlzustand erkannt. Ziel des Systems ist es,
die Bereiche I und II zu erreichen, um einen sicheren Zustand zu erhalten. Rele-
vante Ziele der Verldsslichkeit werden maximal priorisiert [DHK+09, S. 62],
[DDG+14, S. 64ff.].

e Bereich IV: Das System befindet sich auer Kontrolle. Es gilt das System in einen
sicheren Zustand zu tiberfiihren (Notfallmechanismen). Hierdurch soll Schaden
am System vermieden oder minimiert werden [DHK+09, S. 62], [DDG+14,
S. 641t.].

Anpassung des Systemmodells: Nach der Spezifikation von Ansdtzen zur Steigerung
der Verlésslichkeit des mechatronischen Systems gilt es, das bestehende Systemmodell
anzupassen bzw. zu ergénzen. Hierzu werden weitere Funktionen fiir das System spezifi-
ziert sowie zusétzliche Systemelemente vorgesehen. Falls z.B. das Mehrstufige Verliss-
lichkeitskonzept umgesetzt werden soll, sind Leistungsstufen aus dem Funktionsbereich
Optimieren zu realisieren oder Funktionen zur Interpretation und Bewertung der Situation
zu integrieren. Es gilt insb. die Verlédsslichkeit als Zielfunktion auszuwerten. Infolgedes-
sen ist zu analysieren, wie die Verlédsslichkeit im Betrieb quantifiziert werden kann
[DHK+09, S. 62], [DDG+14, S. 64ft.], [GID+13, S. 217f.].

4.4 Vorgehensmodell zur Steigerung der Intelligenz mechatroni-
scher Systeme im Maschinen- und Anlagenbau

In diesem Abschnitt wird das Vorgehensmodell zur Steigerung der Intelligenz mecha-
tronischer Systeme im Maschinen- und Anlagenbau vorgestellt. Ziel sind Erfolg ver-
sprechende Losungsideen zur Steigerung der Intelligenz bestehender Systeme des Ma-
schinen- und Anlagenbaus. Das Vorgehensmodell wird idealtypisch im ersten Zyklus der
Strategischen Planung und integrativen Entwicklung von Marktleistungen eingesetzt
(vgl. Abschnitt 2.4.1). Bild 4-30 visualisiert das Vorgehensmodell.

Im Rahmen des Vorgehensmodells werden das Stufenmodell zur Steigerung der Intelli-
genz mechatronischer Systeme (vgl. Abschnitt 4.2) und die Methoden zur Planung der
Umsetzung von intelligentem Verhalten (vgl. Abschnitt 4.3) unterstiitzend eingesetzt.
Das Vorgehensmodell ist in vier Phasen gegliedert, die nachfolgend erlautert werden. Bei
dem Vorgehensmodell ist hervorzuheben, dass alle Prozesse eine Kooperation und Kom-
munikation der Beteiligten (Mitarbeiter des Unternehmens sowie Kunden) ermdglichen
sollen [IDG15, S. 185ff.]. Vor diesem Hintergrund werden die erforderlichen Hilfsmittel
zur Forderung der Kommunikation und Spezifikation in Abschnitt 4.5 vorgestellt.
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Phasen/Meilensteine Aufgaben/Methoden Resultate

e Spezifikation des Prozesses

Diszipliniibergreifende e Charakterisierung des Prozesses
Systemspezifikation e Spezifikation von

Nutzerinteraktionen

e Spezifikation des
mechatronischen Systems Prozess- und
| Systemmodell

e Analyse von Schwachstellen
e Abbildung von Schwachstellen,

Identifkation Ursachen und Folgen
von Potentialen e |dentifikation von Potentialen auf

Basis des Stufenmodells
e Abbildung der Potentiale durch
modifizierte Fehlerbdume | Modifizierter
(2 Fehlerbaum

Spezifikation von o Konkretisierung der Potentiale
Lésungsideen zu Lésungsideen

e Sperzifikation der Lésungsideen
durch modellbasierte
Ideensteckbriefe Spezifizierte

e Spezifikation von Kriterien Loésungsideen
der Bewertung
e Bewertung von Nutzen
Bewertung und Auswahl und Aufwand
von Lésungsideen e Berlicksichtigung der Methoden
zur Planung der Umsetzung
o Klassifikation und Priorisierung
n der Lésungsideen Bewertete

Lésungsideen

Bild 4-30: Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Systeme im
Maschinen- und Anlagenbau [IGB+15, S. 34], [IDGI15, S. 189]

4.41 Phase 1: Disziplinubergreifende Systemspezifikation

In der ersten Phase gilt es eine diszipliniibergreifende Spezifikation des Systems zu
erstellen. In dieser Phase wird die Einbettung des mechatronischen Systems als Betriebs-
mittel im Gesamtprozess sowie das betrachtete System selbst betrachtet. Hierdurch ent-
steht ein iibergreifendes Kommunikations- und Kooperationsmittel fiir das unterneh-
mensinterne Projektteam sowie den Kunden [IGB+15, S. 34f.].

Fiir die Spezifikation des Gesamtprozesses ist es sinnvoll, sowohl die kundennahen
Fachdisziplinen im Unternehmen (z.B. Vertrieb und Service) als auch den Kunden selbst
einzubinden. Dies ist relevant, da das betrachtete Betriebsmittel selbst nur eine Teilfunk-
tion im Gesamtprozess ausfiihrt und Anforderungen an intelligentere Systeme aus der
Einbettung resultieren (hinsichtlich adaptiver, robuster, vorausschauender und benut-
zungsfreundlicher). Beispielsweise ist es nicht unbedingt erforderlich, ein Betriebsmittel
leistungsfahiger im Sinne der Schnelligkeit zu realisieren, wenn die nachgelagerten Pro-
zesse langsamer ablaufen. Hierzu wird die Methode OMEGA verwendet (vgl. Ab-
schnitt 4.5.1.1).
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Neben der Prozessspezifikation erfolgt eine Charakterisierung des Prozesses. Grund-
lage der Charakterisierung sind die typischen Kennzahlen zur Bewertung des Prozesses.
Basierend auf diesen wird analysiert, welche Leistungsstufen sich aus dem Stufenmodell
zur Steigerung der Intelligenz mechatronischer Systeme (vgl. Abschnitt 4.2) (gemal der
relevanten Kennzahlen) ergeben (vgl. Abschnitt 4.5.1.1).

In Anlehnung an METZLER bilden Nutzerinteraktionen mit dem bestehenden System Po-
tentiale zur Integration von kognitiven Systemfunktionen [Met16, S. 150ff.]. Vor diesem
Hintergrund kann die Methode OMEGA verwendet werden (vgl. Abschnitt 4.5.1.1), um
Nutzerinteraktionen mit dem System zu spezifizieren. Hierdurch erhilt das Projektteam
eine Ubersicht iiber die Nutzerinteraktionen und kann in weiteren Phasen entscheiden, ob
eine Integration von ausgewéhlten Prozessschritten in das System sinnvoll ist (z.B. ma-
nuelle Uberpriifung von Messwerten substituieren durch integrierte Sensorik).

Neben der detaillierten Analyse der Einbettung des Systems in den Gesamtprozess (inkl.
Nutzerinteraktionen etc.) erfolgt die Spezifikation des mechatronischen Systems selbst.
Diese erfolgt auf Basis von Ansitzen des Model-Based Systems Engineering, um eine
diszipliniibergreifende Beschreibung zu erhalten. Im Rahmen der vorliegenden Arbeit
wird der Einsatz der Spezifikationstechnik CONSENS mit dem sogenannten
SysML4CONSENS-Profil empfohlen (vgl. Abschnitt 4.5.1.2). Insbesondere das Model-
lieren der Aspekte Umfeld und Wirkstruktur gilt als entscheidend. Hierdurch erhélt das
Projektteam einen Uberblick iiber die Einfliisse auf das mechatronische System (als Er-
ginzung zur Einbettung des Systems) sowie liber die integrierten Systemelemente und
deren Wechselwirkungen [IGB+15, S. 36]. Insbesondere letztere Betrachtung ist sinn-
voll, da im System meist mehrere Prozesse (im Sinne von Teilfunktionen) ablaufen, die
unabhéngig voneinander in ihrer Leistungsstufe verbessert werden konnen. Dariiber hin-
aus konnen bei Bedarf auch weitere Aspekte abgebildet werden.

Zusammenfassend werden in diese Phase folgende Hilfsmittel eingesetzt:

e Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme zur Cha-
rakterisierung der Prozesse (vgl. Abschnitt 4.2)

e Methode OMEGA zur Abbildung von Prozessen sowie Nutzerinteraktionen
(vgl. Abschnitt 4.5.1.1)

o Spezifikationstechnik CONSENS (SysML4CONSENS-Profil) zur Spezifikation
des mechatronischen Systems (vgl. Abschnitt 4.5.1.2)

Resultate dieser Phase sind ein Prozess- und Systemmodell. Das Prozessmodell umfasst
die Spezifikation der Einbettung des mechatronischen Systems in den Gesamtprozesses
(z.B. beim Kunden) sowie die Charakterisierung des auszufiihrenden Prozesses sowie die
Beschreibung von Nutzerinterkationen. Das Systemmodell stellt eine diszipliniibergrei-
fende Abbildung des mechatronischen Systems im Sinne des Model-Based Systems En-
gineering dar.
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4.4.2 Phase 2: Identifikation von Potentialen

In der zweiten Phase werden die Potentiale zur Weiterentwicklung des mechatroni-
schen Systems identifiziert. Die Potentiale reprasentieren abstrakte Beschreibungen von
Losungsideen, die es in der nachfolgenden Phase zu konkretisieren gilt. Bei der Identifi-
kation von Potentialen sind die kundennahen Fachdisziplinen (z.B. Service und Vertrieb)
von besonderer Bedeutung, da diese meist wissen, wo der Bedarf zur Modifikation beste-
hender Systeme besteht. Nach Moglichkeit kann in diese Phase aber auch der Kunde ein-
gebunden werden. So kann der Kunde mitteilen, welches ungewiinschte Verhalten ein
System aufweist sowie welche funktionalen Anforderungen sich an zukiinftige System-
generationen ergeben und gewlinscht sind [IGB+15, S. 34ff.], [IDG15, S. 188ff.].

Zur Identifikation der Potentiale werden die bereits erarbeiteten Ergebnisse der disziplin-
tibergreifenden Beschreibung des Systems verwendet. Hierzu werden die Ergebnisse hin-
sichtlich Schwachstellen analysiert, die wiederum den Bedarf zur Steigerung der Intel-
ligenz mechatronischer Systeme aufzeigen. Schwachstellen konnen die Leistungsfahig-
keit des Systems mindern oder ungewliinschte Verhaltensweisen aus Kundensicht darstel-
len. Hierbei werden ausschlieSlich Schwachstellen betrachtet, die durch die Funktionsbe-
reiche Messen, Agieren und Informationen verarbeiten (Steuern und Regeln, Identifizie-
ren etc.) verbessert behandelt werden konnen [IGB+15, S. 34ff.], [IDG15, S. 188ft.].

Die Schwachstellen des Systems konnen mit Hilfe von FMEA-Moderationskarten do-
kumentiert werden (vgl. Abschnitt 4.5.2) [IGB+15, S. 34f.]. Hierzu gilt es z.B. einzelne
Systemelemente aus der erarbeiteten Wirkstruktur des Systems auszuwéhlen (z.B. Trans-
portband) und mogliches Fehlverhalten dieser zu identifizieren (z.B. Ausdehnung des
Transportbands). Dariiber hinaus konnen auch mogliche Folgen (z.B. Positionierungs-
genauigkeit wird inkorrekt) sowie Ursachen des Fehlverhaltens spezifiziert werden (z.B.
Mechanische Schddigung des Transportbandes durch hohe Betriebslaufzeit). Neben der
Dokumentation der aktuellen MaBBnahmen zur Entdeckung und Vermeidung werden die
Potentiale zur verbesserten Behandlung der Schwachstelle spezifiziert. In diesem Zusam-
menhang kann z.B. dokumentiert werden, dass mit Hilfe der Leistungsstufe Virtuelle Sen-
sorik aus dem Funktionsbereich Messen eine autonome Erkennung realisiert werden
konnte. So kdnnte das Motordrehmoment des Antriebs des Transportbandes Informatio-
nen iiber den Verschleif liefern. Dies ermdglicht eine bedarfsgerechte Wartung des
Transportbandes, wodurch Stillstandzeiten im Betrieb vermieden werden konnen
[IGB+15, S. 341.].

Zur Abbildung der Schwachstellen, Ursachen und Folgen sowie der daraus abgeleite-
ten Potentiale kann die modifizierte Fehlerbaumanalyse verwendet werden (vgl. Ab-
schnitt 4.5.2). Hierdurch erhilt das Projektteam einen Uberblick iiber den Einflussbereich
der Potentiale (z.B. hinsichtlich der Folgen) [IGB+15, S. 36], [IRD+15, S. 57ft.].

Bei der Identifikation der Potentiale ist das Stufenmodell zur Steigerung der Intelli-
genz mechatronischer Systeme besonders zu beriicksichtigen (vgl. Abschnitt 4.2). Die-
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ses liefert Moglichkeiten, entsprechende Potentiale zu realisieren. Aus der Beriicksichti-
gung des Stufenmodells konnen auch unabhéngig von den Schwachstellen Potentiale zur
Steigerung der Intelligenz abgeleitet werden (z.B. klassisch in Form von Anforderungen,
die es zu realisieren gilt) [APW+15, S. 16]. Die Motivation zum Realisieren bestimmter
Funktionsbereiche sowie damit verbundener Leistungsstufe geht aus den in Ab-
schnitt 2.5.1 dargestellten Bediirfnissen hervor, wie z.B. Steigerung der Leistungsfahig-
keit, Steigerung der Verldsslichkeit oder Erhohung der Ressourceneffizienz.

Zusammenfassend werden in dieser Phase folgende Hilfsmittel eingesetzt:

e Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme zur Identi-
fikation von Potentialen (vgl. Abschnitt 4.2)

e FMEA-Moderationskarten zur Dokumentation von Schwachstellen und Potentia-
len (vgl. Abschnitt 4.5.2)

e Modifizierte Fehlerbaumanalyse zur Visualisierung der erarbeiteten Ergebnisse
(vgl. Abschnitt 4.5.2)

Als Resultat liegt ein modifizierter Fehlerbaum (auch Stérungsbaum genannt) vor, der
einen Uberblick {iber Schwachstellen, Ursachen und Folgen sowie daraus abgeleitete Po-
tentiale gibt. Die Potentiale haben stets einen Bezug zu den Leistungsstufen aus dem Stu-
fenmodell zur Steigerung der Intelligenz mechatronischer Systeme.

4.4.3 Phase 3: Spezifikation von Losungsideen

Nach der Identifikation der Potentiale auf Basis der Leistungsstufen des Stufenmodells
sind die Potentiale zu sogenannten Losungsideen zu konkretisieren und zu spezifizie-
ren. Die Spezifikationen der Losungsideen bilden die Grundlage zur Bewertung und Aus-
wahl von Ideen sowie fiir die nachfolgende Umsetzung der Ideen durch die Entwicklung.
Vor diesem Hintergrund gilt es die Spezifikation von Losungsideen verstidndlich und in-
tuitiv zu gestalten, um den Dialog zwischen den Beteiligten zu férdern.

Im Rahmen der vorliegenden Systematik werden die Losungsideen in Form von modell-
basierten Ideensteckbriefen spezifiziert (vgl. Abschnitt 4.5.3). Diese umfassen die all-
gemeine Beschreibung der Idee, die Motivation der Idee, Beschreibungen zu Nutzen so-
wie kritische Umsetzungspunkte und die Beschreibung von Mdglichkeiten zur Weiter-
entwicklung der Idee (z.B. Steuern und Regeln auf Basis von Messen). Somit sind die
Steckbriefe zur Spezifikation der Potentiale das Hilfsmittel, das im Rahmen dieser Phase
verwendet wird.

Als Resultat dieser Phase liegen spezifizierte Losungsideen vor, die auf Basis des mo-
dellbasierten Ideensteckbriefs aufbereitet wurden.
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444 Phase 4: Bewertung und Auswahl von Losungsideen

Nach der Spezifikation von Losungsideen sind diese zu bewerten und zu priorisieren.
Hierdurch erhilt das Unternehmen einen verbesserten Uberblick, um Entwicklungspro-
jekte zur Realisierung der identifizierten Potentiale zu initiieren. Diese reprisentieren auf-
bauende FuE-Projekte des Unternehmens.

Hierzu gilt es zunéchst geeignete Kriterien zur Bewertung zu spezifizieren. Die Krite-
rien konnen gegliedert werden in Kriterien zur Bewertung des Nutzens sowie des Auf-
wandes der Umsetzung. Mogliche Kriterien sind beispielsweise: Realisierbarkeit, Dring-
lichkeit, Kostenabschédtzung, Innovationsgrad etc. Die Kriterien zum Umsetzungsauf-
wand konnen unternehmensintern definiert werden. Kriterien zur Bewertung des Nutzens
konnen dariiber hinaus vom Kunden formuliert werden, um eine verbesserte Marktsicht
zu erhalten. Bei einer hohen Anzahl von Kriterien ist es zudem sinnvoll, eine Gewichtung
dieser vorzunehmen (in Anlehnung an die Nutzwertanalyse nach ZANGEMEISTER
[Zan70]).

Im néchsten Schritt gilt es die spezifizierten Losungsideen hinsichtlich der definierten
Kriterien zu bewerten. Dies erfolgt durch Experten innerhalb des Unternehmens (Service,
Vertrieb, etc.) und durch den Kunden. Bei Bedarf kdnnen neben der Bewertung zusétzli-
che Notizen dokumentiert werden, um eine bessere Diskussionsgrundlage zu fordern.
Nach der individuellen Bewertung der Ideen werden die Ergebnisse in der Gruppe be-
sprochen. Im Rahmen des Dialogs werden neue Erkenntnisse zu Nutzenpotentialen, aber
auch kritische Umsetzungspunkte stets dokumentiert. Um insbesondere den Aufwand der
Umsetzung besser bestimmen zu konnen, sind im Vorfeld auch die Methoden zur Pla-
nung und Umsetzung von intelligentem Verhalten zu verteilen und zu analysieren (vgl.
Abschnitt 4.3). Hierdurch erhalten die Teilnehmer einen besseren Uberblick iiber notwen-
dige Kompetenzen zur Realisierung von entsprechenden Losungsideen. Als Ergebnis
liegt eine initiale Bewertung der Idee hinsichtlich Nutzen und Aufwand vor. Diese Be-
wertung wird nachfolgend visuell in Form eines Portfolios dargestellt (vgl. Ab-
schnitt 4.4.4).

Nach dieser initialen Bewertung ist eine Klassifikation der Losungsideen mdglich. Hier-
durch konnen aus der Vielzahl von Moglichkeiten zur Weiterentwicklung diejenigen aus-
gewidhlt werden (im Sinne einer Vorauswahl), die besonders hohes Potential zur Nach-
verfolgung aufweisen. Nach dieser Klassifikation wird zudem eine Priorisierung der
verbleibenden Ideen durchgefiihrt. Dies kann z.B. im Rahmen eines Workshops erfolgen,
bei dem die Teilnehmer jeweils zwei Punkte zur Priorisierung von Ideen erhalten. Zudem
konnen die Argumente zur Auswahl dieser zwei Ideen in kurzen Stichworten spezifiziert
werden (vgl. Abschnitt 4.5.4) [APW+15, S. 26ff.]. Hierdurch kann die Grundlage ge-
schaffen werden, um z.B. der Geschéftsfithrung in prignanter Weise das Ergebnis der
Analyse vorzustellen.
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Zusammengefasst werden folgende Hilfsmittel im Rahmen dieser Phase benoétigt:

e Methoden zur Planung der Umsetzung von intelligentem Verhalten (vgl. Ab-
schnitt 4.3)

e Vorlagen zur Bewertung von Nutzen und Aufwand (vgl. Abschnitt 4.5.4; An-
hang A3.3)

e Portfolio zur Visualisierung der Ergebnisse (vgl. Abschnitt 4.5.4)

e Methode des Punkteklebens zur Priorisierung von Losungsideen (vgl. Ab-
schnitt 4.5.4)

Als Resultat liegen bewertete Losungsideen vor, mit denen die Intelligenz bestehender
mechatronischer Systeme gesteigert werden kann. Diese bilden die Basis, um zukiinftig
Entwicklungsprojekte fiir die Realisierung zu initiieren.

4.5 Hilfsmittel zur Forderung der Kommunikation und Spezifikation

An der Steigerung der Intelligenz mechatronischer Systeme ist eine Vielzahl von Fach-
disziplinen bzw. Abteilungen im Unternehmen beteiligt (z.B. Mechanik-Konstruktion,
Service, Vertrieb) sowie der Kunde. Vor diesem Hintergrund gilt es den vollstdndigen
Prozess (vgl. Abschnitt 4.4) mit geeigneten Hilfsmitteln zur Kommunikation und Spe-
zifikation zu unterstiitzten. Hierdurch soll zum einen der Wissensaustausch und -transfer
angeregt werden (vgl. Abschnitt 2.2.1), zum anderen aber auch den Herausforderungen
der vorliegenden interdisziplindren Aufgabe entgegen gewirkt werden. Daher werden zu-
nédchst in Abschnitt 4.5.1 Hilfsmittel zur Spezifikation des Systems vorgestellt. Nachfol-
gend werden in Abschnitt 4.5.2 Moglichkeiten aufgezeigt, um Schwachstellen des Sys-
tems und Potentiale zur Weiterentwicklung abzubilden. Die entsprechenden Potentiale
gilt es zu konkretisieren und die resultierenden Losungsideen in geeigneter Weise zu spe-
zifizieren. Ein Hilfsmittel zur Spezifikation von Losungsideen wird in Abschnitt 4.5.3
erldutert. Fiir die Bewertung und Auswahl der Losungsideen sind geeignete Ansétze zur
Verfiigung zu stellen, um eine Diskussionsplattform zu schaffen. Diese werden im Ab-
schnitt 4.5.4 vorgestellt.

Fiir die Beschreibung der einzelnen Hilfsmittel wird nachfolgend auf Prozesse und Be-
triebsmittel in der Zeitungsdruckerei zuriickgegriffen (z.B. Druckplatte belichten durch
eine Computer-to-Plate’S-Belichtungsmaschine). Durch den Einsatz der Beispiele soll
eine anschauliche Vermittlung der erarbeiteten Ergebnisse gefordert werden.

38 Die Computer-to-Plate Technologie beschreibt die Moglichkeit einer direkten Belichtung von Druck-
platten. Durch diese Technologie entfillt die Verwendung von zusétzlichen Filmen [Kip00, S. 28]. Die
Druckplatten kdnnen nachfolgend zum Drucken von Zeitungen etc. verwendet werden.
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4.5.1 Spezifikation des Systems

Mechatronische Systeme aus dem Bereich des Maschinen- und Anlagenbaus sind in der
Regel in einem vollstindigen Produktionsprozess eingebettet. Vor diesem Hintergrund
ist sowohl eine Analyse der Einbettung des mechatronischen Systems im Gesamtprozess
(z.B. Produktionsprozess) notwendig, als auch eine Analyse des mechatronischen Sys-
tems. Infolgedessen wird in Abschnitt 4.5.1.1 eine Moglichkeit zur Spezifikation und
Charakterisierung des Prozesses vorgestellt. Nach dieser Spezifikation ist eine detaillierte
Betrachtung des mechatronischen Systems durchzufiihren. Hilfsmittel zur Spezifikation
des mechatronischen Systems werden in Abschnitt 4.5.1.2 erldutert.

4511 Spezifikation von Prozessen

Die Spezifikation von Prozessen ermdglicht einen Uberblick iiber die Einbettung des
betrachteten Systems in einen Gesamtprozess (z.B. Produktionsprozesse). Durch diesen
Uberblick wird die Grundlage fiir die Steigerung der Intelligenz des untersuchten mecha-
tronischen Systems gebildet. Zudem konnen z.B. auch Vernetzungen zwischen anderen
Systemen oder erforderliche Eingangsinformationen des Benutzers abgebildet werden.
Fiir die Modellierung von Prozessen konnen verschiedene Ansitze eingesetzt werden
(z.B. ARIS — Architektur Integrierter Informationssysteme [Sch01] oder BPMN — Busi-
ness Process Model and Notation [OMG11-ol]). In der vorliegenden Systematik erfolgt
die Spezifikation anhand der Methode OMEGA (Objektorientierte Methode zur Ge-
schiftsprozessmodellierung und -analyse) [GP14, S.254ff.], [Fah95]. Die Methode
OMEGA ermoglicht einerseits die vollstindige Modellierung einer Ablauforganisation
in einem Modell und andererseits eignet sie sich durch ihre einfache und prignante
Visualisierung als Instrument zur anschaulichen Analyse und Planung von Leistungser-
stellungsprozessen [GP14, S. 254]. Bild 4-31 zeigt die Konstrukte der Methode OMEGA.
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Bild 4-31: Uberblick iiber die Konstrukte der Methode OMEGA nach [GP14, S. 254]
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Die Prozessschritte werden iiber Eingangs- und AusgangsgroBen (Bearbeitungsobjekte),
technische Ressourcen, Methoden, Kennzahlen sowie die ausfithrende Organisationsein-
heit konkretisiert. Uber die Konstrukte Betriebsmittel, Materialspeicher und Materialob-
jekt besteht die Moglichkeit, ein Produktionssystem zu modellieren [Mic06, S. 78f.].

Im Rahmen der Systematik erfiillt die Methode OMEGA vier Aufgaben, welche nach-
folgend beschrieben werden.

e Die resultierenden Prozessmodelle fordern das Verstindnis des Gesamtprozes-
ses und zeigen auf, welchen Zweck die Maschine bzw. Anlage im Prozess des
Kunden erfiillen muss. Hierdurch werden die Abhidngigkeiten zwischen dem Sys-
tem als Betriebsmittel und der Einbettung in den Gesamtprozess fiir alle Beteilig-
ten sichtbar [[RD+15].

e Die Modellierungsmethode OMEGA ermdglicht das Hinzufiigen von Kommen-
taren bzw. Notizen an den Prozess [GP14, S. 261]. Dabei konnen z.B. Einstellpa-
rameter am Betriebsmittel bzw. dem mechatronischen System spezifiziert werden.
Hierdurch erhalten alle Beteiligten einen Uberblick iiber verstellbare Parame-
ter, die zur Anpassung des Systems genutzt werden konnen. Dieser Ansatz wurde
bereits in zahlreichen Projekten des HEINZ NIXDORF INSTITUTS angewendet und
stellt keine Anpassung dar.

e Mit Hilfe des Konstrukts Kennzahlen kdnnen Informationen zur Messung der
Leistungsfahigkeit eines Prozesses spezifiziert werden [GP14, S. 260]. Im Rah-
men der Systematik wird dieses Konstrukt zusétzlich genutzt, um den Prozess
hinsichtlich der umgesetzten Leistungsstufen zu charakterisieren. So kann z.B.
spezifiziert werden, dass der Gesamtprozess durch eine binire Steuerung gesteu-
ert wird und z.B. keine Sensorik zur Uberwachung und Anpassung des Prozesses
integriert ist.

e Die Methode OMEGA eignet sich ebenfalls zur Abbildung von Nutzerinterakti-
onen mit dem System. So kann z.B. spezifiziert werden, wie eine Wartung, Qua-
litatspriifung oder ein Eingreifen in den laufenden Prozess (z.B. Zufuhr von Ver-
brauchsmaterialen) erfolgt. In Anlehnung an METZLER représentieren diese Nut-
zerinteraktionen Potentiale zur Automatisierung [Metl16, S. 150ff.]. Fragen in
diesem Zusammenhang sind z.B.: Kann diese Nutzerinterkation auch automati-
siert erfolgen? Welche Funktionsbereiche (z.B. Messen oder Adaptieren) und
Leistungsstufen sind dafiir notwendig? Die Antworten auf diese Fragen repriasen-
tieren wiederum Ideen zur Steigerung der Intelligenz des mechatronischen Sys-
tems.

Bild 4-32 zeigt den Einsatz der Modellierungsmethode OMEGA im Rahmen der Sys-
tematik. In dem genutzten Beispiel wird der Prozessschritt Druckplatte stanzen darge-
stellt. Die entsprechende Stanzanlage fiihrt den Prozessschritt Druckplatte stanzen im
Rahmen der Druckplattenherstellung auf Basis der Computer-to-Plate-Technologie durch



Systematik zur Steigerung der Intelligenz mechatronischer Systeme Seite 141

(z.B. im Zeitungsdruck) [BBS11, S. 586]. Die Druckplatten werden zuvor belichtet und
gummiert, um eine Ubertragung der Farbe von der Druckplatte auf die Zeitung zu errei-
chen. Bevor dies jedoch passiert, gilt es die Druckplatten zu stanzen und abzukanten, um
druckfertige Druckplatten zu erhalten [BBS11, S. 586].

Charakterisierung
des Prozesses
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= Positioniergenauigkeit der Druckplatten
| = Geschwindigkeit des Prozesses
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Bild 4-32: Abbildung von Prozessen und Charakterisierung dieser auf Basis des Stufen-
modells am Beispiel einer Stanzanlage in Anlehnung an [GP14, S. 254]

In dem gezeigten Beispiel wird das Betriebsmittel Stanzanlage als auszufiihrende Orga-
nisationseinheit spezifiziert, die den Prozess Druckplatte stanzen ausfiihrt. Des Weiteren
werden die Eingangs- sowie AusgangsgroBen des Prozessschrittes (z.B. entwickelte
Druckplatte, gestanzte Druckplatte) abgebildet. In den Kommentaren zum Prozess wer-
den die Parameter in tabellarischer Form spezifiziert, die z.B. vom Anlagenhersteller ein-
gestellt wurden oder durch den Benutzer eingestellt werden konnen. Diese sind relevant,
um einen Uberblick iiber Eingriffsmoglichkeiten (Funktionsbereich Agieren) sowie inte-
grierte Sensorik (Funktionsbereich Messen) zu erhalten. Das Konstrukt Kennzahlen wird
in diesem Zusammenhang im Detail betrachtet. So werden z.B. klassische Kennzahlen
bzgl. des betrachteten Prozesses spezifiziert, wie die Positionierungsgenauigkeit der
Druckplatten sowie Geschwindigkeit des Prozesses. Dariiber hinaus wird im Rahmen der
Systematik das Konstrukt Kennzahlen zur Charakterisierung des Prozesses im Sinne der
Leistungsstufen (vgl. Abschnitt 4.2) genutzt. So ist zu sehen, dass das betrachtete Be-
triebsmittel Sensorik zum Erfassen von Grenzzustinden umfasst (Erfassen der Endposi-
tion fiir das Stanzen). Dies ist insb. fiir die Kennzahl Positionierungsgenauigkeit der
Druckplatten relevant. Dies bildet zudem die Basis fiir eine unstetige Regelung bzgl. der
Positionierung (Antrieb zum Transport der Druckplatte wird durch diese Sensorik gere-

gelt).
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Der Einsatz der Methode OMEGA wird durch das Softwarewerkzeug OPM (OMEGA
Process Modeller®) unterstiitzt. Das Werkzeug wurde von der UNITY AG entwickelt
und in Projekten eingesetzt. Durch den Einsatz konnen die spezifizierten Prozesse anwen-
dergerecht aufbereitet und wiederverwendet werden. Spezifikation von mechatronischen
Systemen®’.

45.1.2 Spezifikation von mechatronischen Systemen

Nach der Spezifikation und Charakterisierung des Prozesses wird nachfolgend das me-
chatronische System detaillierter betrachtet. Hierzu ist das System diszipliniibergreifend
abzubilden, um eine Kommunikation und Kooperation zwischen den an der Entwicklung
beteiligten Abteilungen, dem Vertrieb, dem Service sowie dem Kunden zu realisieren.
Vor diesem Hintergrund wird ein sogenanntes Systemmodell erstellt [IKD+13,
S. 337ff.], [FMSO08, S. 15ff.]. Dieses beschreibt den Aufbau und die Funktionsweise des
Systems ganzheitlich und diszipliniibergreifend. Hierzu werden verschiedene Aspekte
des Systems modelliert, wie z.B. die Funktionsweise und die Struktur des Systems. Die
Modellierung des Systems kann mit Hilfe verschiedener Modellierungssprachen erfol-
gen, wie z.B. SysML [Wei06] oder mit der Spezifikationstechnik CONSENS [DDG+14].

Im Rahmen der vorliegenden Arbeit wird die Spezifikationstechnik CONSENS zur Mo-
dellierung des Systemmodells verwendet. Ihre Stérke ist die zugrundeliegende ingenieur-
orientiere Methode, die sich in zahlreichen Industriekooperationen*® bewihrt hat. CON-
SENS ist eine am HEINZ NIXDORF INSTITUT entwickelte, fachdiszipliniibergreifende Spe-
zifikationstechnik [Fra06, S. 79ff.], [GFD+09], [GFD+08], [DDG+14]. Die Spezifikati-
onstechnik besteht aus einer Modellierungssprache und einer zugehoriger Methode. Da-
bei sind Sprache und Methode stark aufeinander abgestimmt, sodass die zu erarbeitenden
Aspekte (z.B. Anforderungen, Anwendungsszenarien, Wirkstruktur) das Ausdrucksmittel
der Methode darstellen [IKD+13]. Die Aspekte werden rechnerintern durch Partialmo-
delle repréasentiert [GFD+08, S. 91]. Bild 4-33 zeigt die Partialmodelle der Spezifikati-
onstechnik. Weiterfiihrende Informationen zu den einzelnen Partialmodellen der Spezifi-
kationstechnik sind im Anhang zu finden (vgl. Anhang A3.2).

Da Systeme des Maschinen- und Anlagenbau i.d.R. komplexe mechatronische Systeme
darstellen, ist eine Unterstiitzung durch ein Softwarewerkzeug sinnvoll und erforderlich.
Vor diesem Hintergrund wird das SysML4CONSENS-Profil*' im Software-Werkzeug

39 Weiterfiihrende Information zur Methode OMEGA kénnen FAHRWINKEL [Fah95] sowie GAUSEMEIER
und PLASS [GP14] entnommen werden.

Y Die Spezifikationstechnik CONSENS wird in zahlreichen Projekten der Fraunhofer IEM verwendet.
Dariiber steht die Spezifikationstechnik im Mittelpunkt des Leistungsangebots ,,Mechatronische System-
beschreibung® [Fra-ol].

4 Das SysML4CONSENS-Profil wurde in Kooperation des HEINZ NIXDORF INSTITUTS, der FRAUNHOFER
IEM sowie der ITEMIS AG erarbeitet [IKD+13].
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Enterprise Architect eingesetzt [IKD+13, S. 343]. Das Profil ermoglicht eine CONSENS-
konforme Modellierung unter Verwendung von SysML-Werkzeugen.
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Bild 4-33: Partialmodelle zur Beschreibung des Systemmodells mit Hilfe der Spezifika-
tionstechnik CONSENS [Fra06, S. 80], [ADG+09, S. 157]

Im Rahmen der Systematik werden insbesondere die Aspekte Umfeld und Wirkstruktur
verwendet. Dabei werden z.B. die einzelnen Systemelemente des Betriebsmittels sowie
deren Wechselwirkungen untereinander sowie mit der Umwelt spezifiziert, um Zusam-
menhénge zwischen den Systemelementen des Systems abzubilden [IK16, S. 29f.]. Auf
Basis des Systemmodells konnen nachfolgend Analysen zur Identifikation von Schwach-
stellen und Potentialen erfolgen [IDG15]. Weiterfiihrende Informationen zur Spezifikati-
onstechnik CONSENS konnen DOROCIAK ET AL. [DDG+14] und IWANEK ET AL.
[IKD+13] entnommen werden.

4.5.2 Abbildung von Potentialen

Auf Basis der abgebildeten Prozesse sowie des Systemmodells kann eine Identifikation
von Schwachstellen und Potentialen durchgefiihrt werden. Vor dem Hintergrund der
vorliegenden Arbeit gilt es die Schwachstellen zu identifizieren, die durch Ansdtze aus
dem Stufenmodell verbessert behandelt werden kénnen (vgl. Abschnitt 4.2). Die identi-
fizierten Schwachstellen bilden den Ausgangspunkt zur Systemverbesserung und damit
die Grundlage fiir die Spezifikation von Potentialen.
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Die Schwachstellen konnen mit Hilfe von Methoden aus dem Bereich der Sicherheits-
und Zuverlissigkeitstechnik (z.B. FMEA oder FTA) identifiziert werden (vgl. Ab-
schnitt 3.2.1). Die Identifikation kann z.B. im Rahmen von Workshops gemeinsam mit
dem Kunden erfolgen oder auf Basis von Erfahrungswissen aus den Bereichen Service
oder Vertrieb. Der Kunde gilt hierbei als wichtige Wissensquelle, da er bereits durch den
Einsatz von bestehenden Systemgenerationen weil3, welche ungewiinschten Verhaltens-
weisen ein System aufweist, welche physikalischen Ursachen dieses hat und was die re-
sultierenden Folgen des Verhaltens sind (z.B. im Gesamtprozess beim Kunden). Dariiber
hinaus kann der Kunde Wiinsche und Forderungen hinsichtlich funktionalen Anforderun-
gen an zukiinftige Systemgenerationen spezifizieren (vgl. Abschnitt 2.5.2).

Im Rahmen der Systematik erfolgt die Aufnahme von Schwachstellen und Potentialen in
Anlehnung an eine FMEA auf Basis von abgebildeten Prozessen (vgl. Abschnitt 4.5.1.1)
[IRD+15, S.58f.], [GP14, S.273] sowie auf Basis eines Systemmodells (vgl. Ab-
schnitt 4.5.1.2) [IGB+15, S. 35ff.], [GKPO09]. Insbesondere fiir die Analyse in kleineren
Gruppen wurden FMEA-Moderationskarten erarbeitet, die eine Spezifikation von Po-
tentialen unterstiitzten [[GB+15, S. 35]. Eine vereinfachte Form der FMEA-Moderations-
karten ist in Bild 4-34 dargestellt.

Mégliche Fehlerfolge: } Systemelement/ Betriebsmittel: <:>
Druckbild weicht * Stanzsystem Vam
vom Soll ab Funktion/ Prozess: ]
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o L ' Stanzsystem kalibrieren
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1 Auftretenswahrscheinlichkeit: /
1
Stanzposition nicht ok i Entdeckung:
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i Risiko-Prioritatszahl (RPZ): /
fuihrt zu
Zukiinftige MaBnah / Potential N
Mogliche Fehlerursache: - N un. |ge- atnahmeni Fotentiale | Y |
Vermeidung: / \.yi,_/
Stanzsystem nicht Messen:  Druckplattenposition priifen
kalibriert information  Pruckplattenposition
verarbeiten:  korvigieren
Verantwortlichkeit/ Termin: / n@

Bild 4-34: Vereinfachte Form von FMEA-Moderationskarten [IGB+15, S. 35]

Fiir den Einsatz der FMEA-Moderationskarten im Rahmen der Systematik zur Steigerung
der Intelligenz mechatronischer Systeme wird nachfolgende Reihenfolge vorgeschlagen.
Zunichst gilt es das betrachtete Systemelement/Betriebsmittel und die damit verbundene
Funktion bzw. den Prozess zu dokumentieren, um eine eindeutige Zuordnung sicherzu-
stellen. Nachfolgend wird die mégliche Fehlerart bzw. Schwachstelle dokumentiert. Im
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nichsten Schritt werden fiir diese Schwachstelle, die mogliche Fehlerfolge sowie die
mogliche Fehlerursache spezifiziert. Die Dokumentation zwischen Ursache, Schwach-
stelle und Folge ermdglicht zudem das Aufstellen von Ursache-Wirkzusammenhédngen
(angelehnt an die Fehlerbaumanalyse). Wie bei einer klassischen FMEA*? werden zudem
aktuelle Mafsnahmen bzgl. der Fehlerart bzw. Storung definiert. Dabei werden Mafnah-
men zur Vermeidung sowie Entdeckung dokumentiert. Dariiber hinaus gilt es mdgliche
zukiinftige Mafsnahmen im Sinne von Potentialen zu spezifizieren. Diese werden in der
Karte den Kategorien Vermeidung, Entdeckung und Reaktion zugeordnet. Insbesondere
zukiinftige MaBBnahmen zur Entdeckung und Reaktion sind fiir die weitere Analyse ent-
scheidend. Hier werden z.B. MaBBnahmen gepriift, wie z.B. dass die Entdeckung automa-
tisiert erfolgen kann (durch Leistungsstufen aus dem Funktionsbereich Messen) oder wie
eine Reaktion durch die weiteren Leistungsstufen und Funktionsbereiche des Stufenmo-
dells unterstiitzt werden kann [IGB+15, S. 35ff.]

Wie bei einer klassischen FMEA konnen zudem auch die Kennzahlen zur Risikobewer-
tung dokumentiert werden. So werden z.B. folgende Kennzahlen qualitativ festgelegt:
die Schwere der méglichen Fehlerfolge (S), die Entdeckungswahrscheinlichkeit der Feh-
lerart (E) und die Aufiretenswahrscheinlichkeit der Fehlerart (A). Aus den drei Kennzah-
len wird durch die Multiplikation von S, A und E die sogenannte Risikoprioritdtszahl
(RPZ) gebildet [BLO04, S. 114], [Dorl5, S. 86f.].

Fiir die Aufbereitung und Abbildung der aufgenommenen Ergebnisse wird eine modifi-
zierte Fehlerbaumanalyse verwendet [IRD+15, S.59], [Pooll, S.98ff], [GaulO,
S. 102f.], [DGK+09]. Nachfolgend gilt es, aus den identifizierten moglichen Folgen von
Schwachstellen bzw. Fehlerarten, die oberste Schwachstelle auszuwéahlen und anschlie-
Bend Ursachen fiir deren Auftreten hierarchisch abzubilden. Diese werden iiber Gatter
(und, oder etc.) miteinander verkniipft [DIN61025].

Nachfolgend wird das Beispiel einer Druckplattenherstellung aus Abschnitt 4.5.1.1 zur
Erkldrung des modifizierten Fehlerbaums verwendet (vgl. Bild 4-35). In diesem Zusam-
menhang kann z.B. als oberste Stérung eine unzureichende Produktqualitit (z.B. Druck-
bild weicht vom Soll ab) ausgewahlt werden. Nachfolgend wird auf Basis der dokumen-
tierten Ursache-Wirkzusammenhénge analysiert, welche Ursachen diese Schwachstellen
hervorrufen kénnen (z.B. Ursachen im Bereich der Belichtungsmaschine, Ursachen im
Bereich der Stanzanlage). Neben diesen Schwachstellen, werden jeweils die aktuell um-
gesetzten sowie zukiinftigen Mallnahmen abgebildet, um den Schwachstellen entgegen-
zuwirken. Beispielsweise wird aktuell die Storung Schaden am Stanzwerkzeug durch die

42 Als Ergénzung zu einer klassischen FMEA erfolgt die Analyse sowohl induktiv (Fragestellung: Was
wire die Folge?) als auch deduktiv (Fragestellung: Was wire die Ursache?). Eine klassische FMEA un-
terstiitzt i.d.R. eine induktive Analyse [Dorl5, S. 15f.], [Eri05, S. 49]. Dariiber hinaus ist in den Mode-
rationskarten ein Bezug zum Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme vor-
gesehen. So werden zukiinftige MaBnahmen z.B. den Kategorien Vermeidung, Messen (vgl. Ab-
schnitt 4.2.2) und Informationen verarbeiten (vgl. Abschnitte 4.2.2 bis 4.2.6) zugeordnet.
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MaBnahme Stanzwerkzeug austauschen durch den Maschinenbediener durchgefiihrt.
Diese Maflnahme ist jedoch nur reaktiv. Vor diesem Hintergrund besteht der Bedarf, ein
verbessertes Systemverhalten hinsichtlich dieser Stérung zu realisieren. Um z.B. proaktiv
zu handeln, kénnten Funktionen aus dem Funktionsbereich Messen integriert werden, um
nicht kritische Schiddigungen des Stanzwerkzeugs autonom zu erkennen, und Wartung
frithzeitig zu initiieren. Als Resultat der Analyse liegt ein modifizierter Fehlerbaum vor,
der sich an dem modellierten Prozess*’ bzw. Systemelementen orientiert und aktuelle und
zukiinftige Maflnahmen beschreibt [[RD+15, S. 58f.]. Die zukiinftigen Maflnahmen stel-
len hierbei abstrakte Potentiale dar, die es im Folgenden zu spezifizieren gilt. Eine Mog-
lichkeit zur Konkretisierung dieser im Sinne von Losungsideen wird im nichsten Ab-
schnitt (vgl. Abschnitt 4.5.3) erldutert.
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Bild 4-35: Modifizierter Fehlerbaum mit Storungen sowie aktuellen und potentiellen
Mafinahmen [IRD+15, S. 57ff.]

3 Im modifizierten Fehlerbaum sind Storungen stets mit Prozessen bzw. Systemelementen gekoppelt. Dar-
iiber hinaus soll eine identische Farbwahl die Visualisierung der Zusammenhénge zwischen Prozessspe-
zifikation und Stérungen im modifizierten Fehlerbaum foérdern (vgl. Bild 4-35).
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4.5.3 Ansatz zur Spezifikation von Losungsideen

Die identifizierten Potentiale zur Steigerung der Intelligenz mechatronischer Systeme gilt
es zu konkretisieren und zu spezifizieren. Die Spezifikation der Losungsideen kann
nachfolgend genutzt werden, um Ideen unternehmensintern oder mit dem Kunden zu ana-
lysieren. Vor diesem Hintergrund bilden die Spezifikationen die Grundlage fiir die Be-
wertung und Auswahl Erfolg versprechender Ideen. Hierzu bedarf es Ideen so zu spezifi-
zieren, dass diese einfach und schnell zu verstehen sind und auch von Beteiligten unter-
schiedlicher Fachdisziplinen und mit abweichendem Kenntnisstand nachvollzogen wer-
den konnen [Kiih03, S. 22f.].

Zur Spezifikation von Ideen stehen zahlreiche Ansitze zur Verfiigung, wie z.B. das For-
mular zur Ablage von Ideen nach SCHWANKL und LINDEMANN [SLO02], der Innovations-
steckbrief nach VAHS und BREM [VBI15, S. 312] oder der Ideensteckbrief nach I[HMELS
[Thm10, S. 108ff.]. In Anlehnung an diese Arbeiten und unter Beriicksichtigung der stei-
genden Bedeutung des MBSE, wird im Rahmen der Systematik zur Steigerung der Intel-
ligenz mechatronischer Systeme ein sogenannter modellbasierter Ideensteckbrief** ver-
wendet [IGB+15, S. 37]. Dieser entstand im Rahmen von Industriekooperationen zur
Identifikation von Potentialen der Selbstoptimierung. In den Kooperationen konnten die
Ideen schnell nachvollzogen und verstanden werden. Zudem bestitigte sich die Eignung
der Steckbrief im Rahmen von Workshops mit mehreren Personen.

Bild 4-36 zeigt den modellbasierten Ideensteckbrief sowie die dort verwendeten Kon-
strukte. Der Ideensteckbrief umfasst folgende Bereiche: Beschreibung der Idee, Moti-
vation der Idee, Nutzen sowie kritische Umsetzungspunkte und Moglichkeiten zur Wei-
terentwicklung der Idee. Nachfolgend werden diese im Detail erldutert.

Die Beschreibung der Idee umfasst die Modellierung der Idee als Anwendungsfall (an-
gelehnt an die SysML und UML [Wei06, S. 75ff.]). Bei der Beschreibung wird die Idee
zundchst benannt (im Beispiel Virtuelle Sensorik zum Erfassen der Position der Druck-
platte) sowie dem zu betrachtenden System (Betriebsmittel Stanzanlage) zugeordnet. Bei
der Benennung ist darauf zu achten, sowohl die Losungsmoglichkeit im Sinne der Leis-
tungsstufen (wird als Link abgebildet), als auch das Potential zu beriicksichtigen. Um eine
bessere Vorstellung bzgl. der Idee zu erhalten, wird diese noch mit Hilfe von Aktivitdten
konkretisiert. Im Rahmen von Industriekooperationen zeigten sich ca. drei bis vier Akti-
vitdten als geeignete Anzahl zur Abbildung. Durch eine textuelle Kurzbeschreibung kann
die Idee zudem charakterisiert werden [IGB+15, S. 37].

# Der modellbasierte Ideensteckbrief setzt sich aus einzelnen Elementen zusammen. Die Elemente kénnen
wiederrum in einem entsprechenden Datenmodell abgelegt werden. Hierdurch ist es moglich, Hierar-
chien zu bilden oder Querverweise zwischen Elementen zu setzen [Eigl3, S. 105]. So kénnen z.B. die
einzelnen Elemente des Steckbriefes mit Systemelementen der Wirkstruktur oder zukiinftigen Anforde-
rungen verkniipft werden.
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Bild 4-36: Modellbasierter Ideensteckbrief zur Ideenspezifikation [IGB+15, S. 37]

Die Motivation der Idee gliedert sich in zwei Einzelelemente. Dies ist zum einen die
Schwachstelle (bzw. Stérung), die der Ursprung der Idee war. In dem vorliegenden Bei-
spiel ist dies die Schwachstelle Stanzposition nicht ok. Zum anderen gehort zur Motiva-
tion der Idee das zugehorige Potential. Im vorliegenden Beispiel ist dies das Potential
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Durchplattenposition priifen aus dem Funktionsbereich Messen [IGB+15, S. 37]. Die Do-
kumentation der Motivation ist sinnvoll, da in spiteren Phasen der Produktentstehung
besser nachvollzogen werden kann, warum das System diese Funktionen tiberhaupt auf-
weist. Dies erhoht die Akzeptanz von Verdnderungen am System.

In ergédnzenden Notizen werden zudem noch Informationen zu Nutzen sowie kritischen
Umsetzungspunkten beschrieben. Die Beschreibungen liegen ausschlielich in Text-
form vor und kénnen bei Bedarf noch durch weiterfiihrende Informationen (z.B. tiefer-
gehenden Analysen) angereichert werden [IGB+15, S. 37]. Durch diese Dokumentation
ist eine bessere Bewertung von Nutzen und Aufwand moglich.

Dartiiber hinaus konnen in diesem Steckbrief auch noch Méglichkeiten zur Weiterent-
wicklung der Idee spezifiziert werden. Beispielsweise ermoglicht die Integration von
Funktionen aus dem Bereich Messen eine automatisierte Anpassung des Prozesses. Fiir
das vorliegende Beispiel kann z.B. die Virtuelle Sensorik genutzt werden, um eine un-
stetige Regelung zu ermdglichen. In diesem Rahmen wird die Position der Druckplatte
solange verindert, bis eine gewlinschte Endposition erreicht ist.

4.5.4 Unterstiutzung der Bewertung und Auswabhl

Die spezifizierten intelligenten Losungsideen geben einen Uberblick iiber die Optionen
zur Weiterentwicklung bestehender Systeme. Die Entscheidung, welche Losungsidee mit
den gegebenen Ressourcen (z.B. Kompetenzen im Unternehmen, finanzielle und zeitliche
Rahmenbedingungen) konkretisiert wird, erfordert eine Bewertung und Auswahl. Neben
dem Aufwand ist zudem auch der Nutzen aus Kundensicht zu bewerten.

Zur Bewertung von alternativen Losungsideen existiert eine Vielzahl an Methoden
(vgl. Abschnitt 3.4). Diese bewerten Eigenschaften auf Basis festgelegter Kriterien. Ide-
alerweise wird eine quantitative Bewertung durchgefiihrt. Jedoch kann im Rahmen der
Strategischen Produktplanung i.d.R. nur qualitativ bewertet werden. In der Systematik
zur Steigerung der Intelligenz mechatronischer Systeme erfolgt die Bewertung und Aus-
wahl in zwei Schritten. Zunéchst werden aus einer Vielzahl von moéglichen Optionen die
Wichtigsten vorausgewihlt. Hierzu hat sich eine Zahl an Losungsideen von fiinf bis ma-
ximal zehn als geeignet herausgestellt. Nachfolgend werden diese priorisiert, um eine
Entscheidungsgrundlage (z.B. fiir die Geschiftsfiihrung) zu erstellen.

Fiir die erste Bewertung der Losungsideen gilt es zunichst Kriterien zu definieren, hin-
sichtlich derer die Losungsideen bewertet werden. Eine Auswahl moglicher Kriterien lie-
fert KUHN [Kiih03, S. 131ff.]. Die Kriterien konnen zudem in zwei Gruppen unterschie-
den werden: Nutzen sowie Aufwand der Umsetzung. Zur weiteren Erkldrung werden unter
der Gruppe Nutzen die Begeisterungsfihigkeit, eine Bewertung hinsichtlich des Allein-
stellungsmerkmals sowie bzgl. der Steigerung der Leistungsfdihigkeit (z.B. Schnelligkeit,
Verlésslichkeit) bewertet. Der Aufwand der Umsetzung wird im Rahmen der Erklarung
nicht weiter unterteilt.
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Dartiber hinaus besteht die Méglichkeit, den Nutzen und Aufwand weiter zu unterteilen
und ggf. mit einer Gewichtung zu versehen. Hierdurch kann bei weiter konkretisierten
Ideen eine tiefergehende Analyse durchgefiihrt werden. In diesem Zusammenhang ist es
sinnvoll, das Konzept einer Nutzwertanalyse (z.B. nach ZANGEMEISTER) zu verwenden
[Zan70], [FG13, S. 390]. Im Folgenden wird auf die Erkldrung zur Bewertung der Kon-
zepte auf Basis einer Nutzwertanalyse verzichtet.

Fiir die Bewertung eignen sich Workshops sowohl mit den Experten in den Unternehmen
als auch mit dem Kunden. Die Rolle des Kunden ist insb. fiir die Bewertung des Nutzens
entscheidend. Die Bewertung kann direkt gemeinsam mit allen Beteiligten erfolgen oder
die Bewertung erfolgt zunédchst aus Sicht der Beteiligten einzeln und eine Zusammenfiih-
rung (z.B. Mittelwertbildung) wird nachfolgend durchgefiihrt. Eine vereinfachte Vorlage
zur Abbildung der quantitativen Bewertung ist im Anhang dargestellt (vgl. Anhang A3.3).

Neben der Abbildung der quantitativen Bewertung in tabellarischer Form kann eine er-
ginzende Visualisierung der Ergebnisse auf Basis eines Portfolios genutzt werden
[Bra02, S. 311f.] [GP14, S. 129f.], [APW+15, S. 25]. Hierdurch kann eine Klassifikation
der Ideen in drei Gruppen erfolgen. Als geeignet haben sich im Rahmen von Industrieko-
operationen folgende drei Gruppen herausgestellt: Hohes Potential, Mittleres Potential
und Niedriges Potential. Ein entsprechendes Portfolio wird in Bild 4-37 dargestellt.
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Bild 4-37: Portfolio als Basis fiir die Klassifikation der Ideen [IGB+15, S. 37] in Anleh-
nung an [GP14, S. 130]

Nach der Klassifikation der Ideen in die drei genannten Klassen kann zudem eine Priori-
sierung der verbleibenden Ideen erfolgen. Die Priorisierung kann zum einen bereits auf
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Basis der Positionierung im Portfolio erfolgen. Zum anderen kénnen Erfolg verspre-
chende Ideen aber auch durch eine zusétzliche Auswahl-Runde explizit priorisiert wer-
den. Hierzu eignet sich insbesondere die Methode Punktekleben aus der Gruppe der ganz-
heitlichen Methoden zur Bewertung (vgl. Abschnitt 3.4.1) [Ges06, S. 237], [APW+15,
S. 25]. Dies kann z.B. im Rahmen eines Workshops erfolgen, bei dem die Teilnehmer
jeweils zwei Punkte zur Priorisierung von Ideen erhalten. Dartiber hinaus kénnen die Ar-
gumente zur Auswahl dieser zwei Ideen in kurzen Stichworten spezifiziert werden
[APW+15, S. 26ft.]. Hierdurch kann die Grundlage geschaffen werden, um z.B. der Ge-
schéftsfiihrung in pragnanter Weise das Ergebnis der Analyse vorzustellen. Ein Beispiel
einer solchen Priorisierung ist in Bild 4-38 dargestellt.
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Bild 4-38: Priorisierung der Potentiale auf Basis der ganzheitlichen Methode Punkte-
kleben Anlehnung an [Ges06, S. 237]
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5 Anwendung und Bewertung

In diesem Kapitel wird die Systematik zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau validiert. Da die einzelnen Bestandteile der Sys-
tematik im Rahmen des Vorgehensmodells zur Steigerung der Intelligenz mechatroni-
scher Systeme im Maschinen- und Anlagenbau zum Einsatz kommen, erfolgt die Validie-
rung gemal} der Phasen des Vorgehensmodells (vgl. Abschnitt 4.4). Die Validierung wird
anhand ausgewéhlter Betriebsmittel einer Lackieranlage in Abschnitt 5.1 durchgefiihrt.
Abschnitt 5.2 bildet den Abschluss des Kapitels. Die erarbeiteten und validierten Inhalte
der Systematik werden anhand der Anforderungen aus der Problemanalyse (vgl. Ab-
schnitt 2.7) bewertet.

5.1 Anwendungsbeispiel: Lackieranlage

Die Validierung des in Abschnitt 4.4 vorgestellten Vorgehensmodells zur Steigerung der
Intelligenz mechatronischer Systeme im Maschinen- und Anlagenbau erfolgt beispielhaft
an einer Lackieranlage bzw. an ausgewihlten Betriebsmitteln in der Lackieranlage. La-
ckieranlagen stellen komplexe Systeme dar, die aus mehreren sequentiell angeordneten
Betriebsmitteln mit eigener Funktionalitit bestehen. Eine Lackieranlage umfasst maB3geb-
lich die Prozessschritte Fordern, Reinigen und Vorbehandeln, Beschichten sowie Trock-
nen [Lak09, S. 1f.]. Durch die starke Verkettung der einzelnen Prozessschritte kann die
Lackieranlage auch als vernetztes System verstanden werden [IK 16, S. 28ff.].

Die hohe Varianz der zu lackierenden Werkstiicke sowie immer kleiner werdende Los-
groflen erfordern verstirkt anpassungsfahige Lackieranlagen, die stets optimale Ergeb-
nisse hinsichtlich der Qualitit und Ausbringungsmenge beim Kunden erzielen. Vor die-
sem Hintergrund konnen die Ansétze aus dem Kontext der Selbstoptimierung dazu bei-
tragen, intelligente Lackieranlagen zu realisieren. Die zahlreichen prinzipiellen Mdéglich-
keiten resultieren jedoch in einer uniiberschaubaren Anzahl an Handlungsoptionen. Somit
besteht der Bedarf zunéchst zu priifen, wo Modifikationen des bestehenden Systems sinn-
voll erscheinen (z.B. aus Marktsicht durch das Erfiillen von Kundenbediirfnissen (vgl.
Abschnitt 2.5.1)) und welche Leistungsstufen aus den Funktionsbereichen des Stufenmo-
dells zur Losung dieser geeignet sind [IK 16, S. 28ff.].

Vor dem Hintergrund der Komplexitit von Lackieranlagen wird im Rahmen der Validie-
rung der Fokus auf die Komponente Entstaubung/lonisierung sowie den damit verbun-
denen Prozessschritt Werkstiick entstauben gelegt, wenngleich die zentrale Bedeutung
dieser Komponenten im Gesamtsystems aufgezeigt wird. Um ein besseres Verstindnis
iiber das System zu erhalten, visualisiert Bild 5-1 die prinzipielle Wirkweise einer Ent-
staubung/lonisierung [IK16, S. 28ff.], [Lak09, S. 9ff.]. An diesem Beispiel wird nachfol-
gend gezeigt, wie eine Steigerung der Intelligenz im maschinenbaulichen System mit
Hilfe der Systematik realisiert werden kann. Ziel ist es, Erfolg versprechende Ideen aus-
zuwihlen, die eine Weiterentwicklung des Systems darstellen.
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Bild 5-1:  Wirkweise der Entstaubung/lonisierung [Hom05-ol, S. 4], [IGB+15, S. 35]

5.1.1 Phase 1: Diszipliniibergreifende Systemspezifikation

In der Phase diszipliniibergreifende Beschreibung des Systems gilt es zunédchst das Sys-
tem sowie die Einbettung dessen im Gesamtprozess zu spezifizieren. Dies erfolgt im Rah-
men von Workshops, an denen Experten der Fachdisziplinen Mechanik-Konstruktion,
Automatisierung, Service und Vertrieb beteiligt sind. Hierzu wird zundchst die Methode
OMEGA eingesetzt, um die Prozessschritte der Lackieranlage (z.B. Werkstiick entstau-
ben, Werkstiick beflammen und Werkstiick lackieren) sowie Nutzerinteraktionen (z.B.
Lacktank austauschen, Werkstiicke zufiihren und Parameter an Werkstiick anpassen) zu
spezifizieren (vgl. Abschnitt 4.5.1.1).

In Workshops werden zudem die wesentlichen Wirkzusammenhinge analysiert, um
eine tiefergehendes Verstandnis iiber das System zu erhalten. So dient der Prozessschritt
Werkstiick entstauben dazu, ein mogliches Einlackieren von Staubpartikeln zu vermei-
den. Erforderlich macht dies, die oft elektrostatisch geladene Oberflache von Kunststoff-
werkstiicken: Staubpartikel werden angezogen und setzen sich fest. Abhilfe schaffen so-
genannte lonisierstdbe (auch lonisationsstibe genannt) in dem Betriebsmittel Entstau-
bung/lonisierung. Durch die lonisierstdbe werden die Staubpartikel auf der Oberflédche
neutralisiert. Die Partikel werden anschlieBend problemlos von der Oberfliache abgebla-
sen; eine einwandfreie Lackierung ist moglich [IK16, S. 28ff.], [Lak09, S. 9ff.].

Die Modellierung dieser Zusammenhinge erfolgt mit Hilfe der Spezifikationstechnik
CONSENS. Die rechnerinterne Reprisentation der Aspekte der Spezifikationstechnik
CONSENS erfolgt mit Hilfe des sogenannten SysML4CONSENS-Profils und unter Ver-
wendung des Werkzeugs Enterprise Architect (vgl. Abschnitt 4.5.1.2) [IKD+13]. Bild
5-2 zeigt die erarbeitete Wirkstruktur der Lackieranlage sowie ausgewihlte Systemele-
mente des Betriebsmittels Entstaubung/lonisierung. Hier ist zu sehen, dass die lonisier-
stabe in Wechselwirkung mit dem Werkstiick stehen, indem sowohl eine mechanische
(Luftdruck), als auch eine elektrostatische Wirkung (elektrisches Feld) ausgeiibt wird.
Um diese Funktionalitit zu realisieren, bedarf es u.a. der Ubertragung der elektrischen
Leistung (Energiefluss) durch ein Netzteil zum lonisierstab [IK16, S. 28ff.].
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Bild 5-2:  Wirkstruktur der Lackieranlage (SysML4CONSENS) [IGB+15, S. 36]

Als Resultat entsteht ein Prozess- und Systemmodell, das sowohl die Struktur als auch
das Verhalten des Systems diszipliniibergreifend abbildet. Der Vorteil dieser Vorgehens-
weise: alle Experten erhalten eine verstéindliche Sicht auf das System. Einen Uberblick
iiber die Ergebnisse aus den Workshops und die aufbereiteten Ergebnisse liefert Bild 5-3.
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Bild 5-3:  Erfassung und Aufbereitung der Ergebnisse aus der Phase 1
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5.1.2 Phase 2: Identifikation von Potentialen

In der Phase Identifikation von Potentialen werden auf Basis der modellierten Wirkzu-
sammenhédnge zunichst die Schwachstellen des Systems identifiziert. Nachfolgend
wird gepriift, welche Ursachen die Schwachstellen und Stérungen bewirken bzw. welche
Folgen das Eintreten der Storung aufweist. Basierend auf diesen Kenntnissen werden Po-
tentiale zur Steigerung der Intelligenz spezifiziert. Hierzu wird auf das Stufenmodell zur
Steigerung der Intelligenz zurtickgegriffen (vgl. Abschnitt 4.2).

Die Identifikation der Potentiale erfolgt im Rahmen von Workshops; insb. mit den kun-
dennahen Abteilungen oder mit dem Kunden selbst. Hierdurch kann sichergestellt wer-
den, dass Schwachstellen identifiziert werden, die hohe Relevanz hinsichtlich der Be-
triebsphase des Systems aufweisen. Der Workshop zur Identifikation der Potentiale fiir
das Anwendungsbeispiel erfolgt mit Experten der Service-Abteilung sowie der Entwick-
lung (Mechanik-Konstruktion und Automatisierung). Zur Unterstiitzung werden die
FMEA-Moderationskarten zur Dokumentation eingesetzt (vgl. Abschnitt 4.5.2). Ein Aus-
schnitt der Workshop-Ergebnisse ist in Bild 5-4 zu sehen.
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Bild 5-4:  Workshop-Ergebnisse mit FMEA-Moderationskarten (Ausschnitt)

Fokus des Workshops ist die Identifikation von Potentialen fiir das Betriebsmittel /oni-
sierung/Entstaubung. Zunichst wird die Schwachstelle Keine lonisation/schwache Wir-
kung dokumentiert. Diese Schwachstelle fiihrt dazu, das Staubpartikel auf dem Werk-
stiick bleiben, einlackiert werden und dadurch das Werkstiick unbrauchbar wird. Das
Auftreten der Schwachstelle wird erst entdeckt, wenn das Werkstiick bei der Endkontrolle
manuell gepriift wird. Die Folge: Ausschuss wird in der Zwischenzeit produziert. Daher
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sind nachfolgend die Ursachen zu analysieren. So konnen z.B. folgende Ursachen identi-
fiziert werden: lonisierstab verschmutzt, Abstand zum Werkstiick nicht optimal und Netz-
teil nicht ok. Die Ursachen konnen wiederum als Schwachstellen formuliert werden.

Bei der Analyse der Schwachstelle Abstand zum Werkstiick nicht optimal kann doku-
mentiert werden, dass die Schwachstelle aus aktueller Sicht nur vermieden werden kann,
wenn der Benutzer zuvor den richtigen Abstand am System einstellt (Nutzerinteraktion
Parameter an Werkstiick anpassen)®. Dieser manuelle Eingriff kann u.U. fehlerhaft sein
und das Potential zur Automatisierung besteht. So kann bei den Potentialen dokumentiert
werden, dass durch eine Messung des Abstandes (z.B. mit Lichtschranken oder Abstands-
sensoren aus dem Funktionsbereich Messen) eine automatisierte Nachfithrung der Hohe
der Ionisierstabe moglich wire (Kombination der Funktionsbereiche Steuern und Regeln
und Agieren). Die dokumentierten Ergebnisse werden mit Hilfe des modifizierten Fehler-
baums abgebildet (vgl. Abschnitt 4.5.2). Ein Ausschnitt des modifizierten Fehlerbaums
mit ausgewdhlten Storungen, Potentialen und Maflnahmen ist in Bild 5-5 zu sehen.

[E—
Stérung Einlackierte
N~ Staubpartikel MaBnahme Modifizi
Relevante Ressource odifizierter
und Prozessschritt Entstaubung/lonisierung Qualititssicherung Fehlerbaum
Werkstlick Werkstiicke
entstauben priifen
Oder-Verknupfung von |—*
Stérungen und Ursachen A
| . |
schwache/ keine Abluftstrom Druckluft
lonisierung nicht ok nicht ok
lonisierstab "

. Luftabzug Magnetventil
Staubpartikel Luft abziehen Druckluft regeln
neutralisieren

R P ch Zusammenhang zwischen
essource/Person, welche
’ Ursachen und aktuellen
A Aktuelle Mainahme entspechende MaRnahme MaRnahmen
/ durchfihrt
1
Abstand zum [ - [E—
Werkstiick nicht lonisierstab
. MaBRnahme verschmutzt MaRnahme
optimal
lonisierstab . . lonisierstab " :

X Maschinenbediener / N Maschinenbediener
Staubp_a_rtlkel Héhe anpassen Staubp_a_rtlkel lonisierstab reinigen
neutralisieren neutralisieren

|—* Potential
\ \i
Potential } Potential Potential } Potential
Messen
Messen Steuern und Regeln " i
Abstand messen Abstand nachfuhgren Elektrisches Feld i _Adapﬂeren

messen lonisierstab wechseln

. APE=]

Funktionsbereich
und Funktion

Bild 5-5:  Modifizierter Fehlerbaum (Ausschnitt) [IRD+15, S. 57f.]

%3 Ein idealer Abstand betrégt laut Produktspezifikation eines Herstellers ca. 40 cm [Haul2-ol, S. 8].
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Neben der Abbildung von Potentialen, die auf Basis der Schwachstellen abgeleitet wur-
den, kdnnen darauf aufbauende Potentiale im Sinne einer Weiterentwicklung abgebil-
det werden. So ist im Bild 5-5 zu sehen, dass bei der Schwachstelle lonisierstab ver-
schmutzt zundchst das Potential aus dem Funktionsbereich Messen identifiziert werden
kann: Elektrisches Feld messen. Basierend auf diesen Informationen konnten aber auch
Funktionen aus dem Funktionsbereich Adaptieren realisiert werden. So konnte u.a. die
Funktion lonisierstab wechseln umgesetzt werden (Leistungsstufe Strukturanpassung).
So wird auf Basis einer redundanten Auslegung ein zusétzlicher Ionisierstab eingeschal-
tet, um eine Reinigung erst im nachsten geplanten Wartungsintervall durchzufiihren. Die
Produktion wird fortgesetzt, abweichende Produktqualitdt bzw. ein Stillstand wird ver-
mieden.

Als Resultat der Identifikation liegt ein modifizierter Fehlerbaum (auch Storungsbaum
genannt) vor, der einen Uberblick iiber Schwachstellen, Ursachen und Folgen sowie dar-
aus abgeleitete Potentiale gibt. Die Potentiale haben stets Bezug zu den Leistungsstufen
aus dem Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme.

5.1.3 Phase 3: Spezifikation von Losungsideen

Die identifizierten Potentiale werden nachfolgend als Losungsideen spezifiziert. Dies er-
folgt mit Hilfe der modellbasierten Ideensteckbriefe (vgl. Abschnitt 4.4.3). Die Steck-
briefe bilden die Grundlage fiir die Bewertung und Auswahl der Potentiale. In der Phase
Identifikation von Potentialen wurde z.B. das Potential identifiziert, dass der Abstand
zum Werkstiick basierend auf einer Messung kontinuierlich erfolgen kann. In Bild 5-6 ist
der modellbasierte Ideensteckbrief fiir dieses Potential dargestellt. Der Steckbrief unter-
teilt sich in die vier Bereiche Beschreibung der Idee, Motivation der Idee, Nutzen und
kritische Umsetzungspunkte sowie Weiterentwicklungsmoglichkeiten der Idee. Bei den
Weiterentwicklungsmdglichkeiten ist zu sehen, dass basierend auf der stetigen Messung
des Abstandes eine autonome Anpassung der Hohe des Ionisierstabs realisiert werden
kann. Eine manuelle Anpassung ist vor diesem Hintergrund nicht mehr notwendig: Fehler
konnen vermieden werden.

Als Resultat dieser Phase liegen spezifizierte Losungsideen vor, die auf Basis des mo-
dellbasierten Ideensteckbriefs aufbereitet wurden. Hierdurch ist eine effiziente Analyse
und Bewertung der Ideen in nachfolgenden Schritten sichergestellt.
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Beschreibung der Idee

lonisierung/Entstaubung

Stetiges Messen des
Abstands zum
Werkstiick

Werkstiick passiert

Messpunkt

Spezifizierte
Leistungsstufen: Lasungsideen
.li: Stetiges Messen
—_— Abstand wird berechnet

Kurzbeschreibung:
Fir eine optimale Auftragung der Lackschicht muss das Werkstiick entstaubt werden. Dieser Vorgang wird
durch die Station Entstaubung/lonisierung ausgefihrt. Fir eine optimale Entstaubung ist der Abstand der

lonisierstabe relevant. Um die Ristzeiten zu eliminieren, soll dies automatisiert werden. Hierzu erfasst ein
Sensor an einer bestimmten Stelle den Abstand und leitet diese Information an die Informationsverarbeitung.
Nachfolgend kann z.B. eine H6henanpassung erfolgen.

Motivation der Idee

Abstand zum Werkstiick

nicht optimal

lonisierstab

Staubpartikel neutralisieren

Potential

Messen
Abstand messen

Nutzen/Kritische Umsetzungspunkte

Nutzen:

Reduzierung des Ausschusses

Kritische Umsetzungspunkte:
= Kosten der Umsetzung (Entwicklung,

Kosteneinsparung im Prozess (Ausschuss) Systemelemente etc.)

Effiziente Ressourcenausnutzung

Kontrollierte Entstaubung
Benutzungsfreundlich

= Prozessstabilitat nicht klar

Moglichkeiten zur
Weiterentwicklung der Idee

Potential

Messen
Abstand messen

Potential

Steuern und Regeln
Abstand nachfiihren

Bild 5-6:

Modellbasierter Ideensteckbrief Messung des Abstandes [IGB+135, S. 37]

5.1.4 Phase 4: Bewertung und Auswahl der Losungsideen

In der Phase Bewertung und Auswahl der Losungsideen werden Erfolg versprechende

Ideen priorisiert, um z.B. nachfolgend eigenstéindige FuE-Projekte zu initiieren. Fiir die

Bewertung sind zunichst Bewertungskriterien fiir den Aufwand und den Nutzen zu de-
finieren. Im Rahmen des vorliegenden Projekts werden bzgl. des Nutzens folgende Kri-

terien festgelegt: Alleinstellungsmerkmal/Begeisterungsfihigkeit, Marktpotential und

Verbesserung des Kundenprozesses. Der Aufwand der Umsetzung wird beschrieben
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durch: Kosten zur Priifung der Serienreife, Kompetenzen zum Realisieren, Kosten fiir zu-
sdtzliche Systemelemente sowie Kosten zur Anpassung des aktuellen Systems. Aufgrund
der Vielfalt der Kriterien wurde eine Gewichtung der Kriterien definiert. Vor diesem Hin-
tergrund erfolgt die Bewertung mit Hilfe einer Nutzwertanalyse [Zan70].

Fiir die Bewertung der Ideen wird ein Workshop durchgefiihrt, bei dem Experten unter-
schiedlicher Abteilungen beteiligt sind. Dies ist sinnvoll, da die Bewertung hinsichtlich
Alleinstellungsmerkmal/Begeisterungsfihigkeit z.B. sehr gut durch die Experten aus dem
Vertrieb sowie dem Marketing erfolgen kann. Bei der Bewertung der Kosten von zusétz-
lichen Systemelementen kann die Entwicklung (Mechanik-Konstruktion und Automati-
sierung), aber auch der Einkauf unterstiitzen. Der Workshop wird so geplant, dass zu-
nichst die Ideen vorgestellt werden und nachfolgend jede einzelne Person die Idee voll-
staindig bewertet. Nach der Bewertung aller Ideen werden die Ergebnisse der Einzelper-
sonen diskutiert. Ziel ist es, eine einheitliche Bewertung der Ideen zu erhalten. Im Rah-
men der Diskussion werden weitere Nutzen- und kritische Umsetzungsaspekte stets mit
protokolliert. Das Ergebnis des Workshops ist eine Nutzwertmatrix hinsichtlich Nutzen
sowie Aufwand. Die resultierende Nutzwertmatrix ist in Bild 5-7 dargestellt.

Lésungsideen /
Bewertungskriterien Gewichtung #1 Regelung #2 Messen des #3 Strukturanpassung
(Zielsystem) [in%] der Héhe elektrischen Feldes der lonisierstabe
Bew. Wert Bew. Wert Bew. Wert
Nutzen (100)
1. Alleinstellungsmerkmal/ 30 7 2,1 7 2,1 10 3,0

Begeisterungsfahigkeit
2. Marktpotential
3. Prozessverbesserung

Gesamtwert Nutzen

Aufwand

1. Prifung Serienreife 15 4 0,6 4 0,6 8 1,2
2. Kompetenzen 15 2 0,3 4 0,6 4 0,6
3. Kosten Systemelemente 20 3 0,6 6 1,2 8 1,6
4. Kosten Anpassung 2 , 4 , 7 ,

Gesamtwert Aufwand
Bild 5-7:  Nutzwertmatrix zur Bewertung der ldeen (in Anlehnung an [GP14, S. 418]

Beim Nutzen wird das Messen des elektrischen Feldes (#2) mit relativ geringem Nutzen
bewertet, da eine Prozessverbesserung wiederum manuell erfolgen muss. Lediglich die
Information, dass eine Reinigung erfolgen muss, konnte vom System kommen. Eine
Strukturanpassung der lonisierstibe (#3) (z.B. bei hoher Verschmutzung) wird mit rela-
tiv hohem Nutzen bewertet. Dies erfolgte u.a. weil eine solche Losung ein Alleinstel-
lungsmerkmal darstellen wiirde. Der Aufwand der Umsetzung dieser Losung wird jedoch
als hoch erachtet. Dies ist darin begriindet, dass zusétzliche Sensorik integriert werden
miisste und ein weiterer lonisierstab bendtigt wird (aufgrund redundanter Auslegung).
Der Aufwand der Umsetzung bei der Regelung der Hohe des lonisierstabes (#1) wird als
gering erachtet. Dies liegt darin begriindet, da z.B. eine Anpassung der Hohe mit Hilfe
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der bereits verbauten Antriebsmotoren erfolgen kann. Lediglich die Abstandssensoren
miissten neu in das System integriert werden. Der Preis fiir diese wird als gering bewertet.

Die Ergebnisse der Analyse werden zur besseren Visualisierung in einem Portfolio dar-
gestellt. Im Rahmen der Analyse wurden fiir die Entstaubung/Ionisierung neun Potentiale
identifiziert. Auf Basis der Portfolio-Darstellung kann nachfolgend eine Klassifikation
der Ideen erfolgen. Hierzu werden folgende drei Klassifikationen verwendet: Hohes Po-
tential, Mittleres Potential und Niedriges Potential. Das resultierende Portfolio ist in
Bild 5-8 dargestellt. Ziel der Klassifikation ist es, die identifizierten Potentiale auf die
drei Klassen zu verteilen, um eine Auswahl der Ideen zu unterstiitzen.

Alleinstellungsmerkmal/ Bewertete
Bewertung Begeisterungsfahigkeit Lésungsideen
des Nutzens Marktpotential
Prozessverbesserung
A ¢ | !]
| N !
I h U
< Strukturanpassung ! .
§ der lonisierstibe N : 1 Legende:
i A | Stetige Regelung Hohes Potential
! N | der Héhe der > Potential zur
: \\._Ionisiersté'be Nachverfolgung vorhanden
oo - N OnISIETStabe
AN I :\\ Mittleres Potential
\\ ! 2 I N > Regelmafige Prufung hins.
I
. Aufw
= \\ 4 | Stetiges Messen: des \\\ .des. ufwands t.jer Umsetzung
E= N | elektrischen Feldes N Niedriges Potential
1S N | . ] E‘ > Aus aktueller Sicht besteht
N I N kein Handlungsbedarf
7 N 9 ! 6
| :
—————————— \—:\——————————|——————————\- Lésungsideen
N I
N U
2 ! AN :
S I N\ i Prifung Serienreife
(0] | N
c i AN | Kompetenzen
AN
| AN U Kosten Systemelemente
| AN |
L ! 8 N\ Kosten Anpassung
L AN]
hoch mittel niedrig

Bewertung des Aufwands

Bild 5-8:  Portfolio zur Visualisierung der Ergebnisse aus der Nutzwertanalyse
[IGB+15, 8. 37] in Anlehnung an [GP14, S. 130]

Nach der Klassifikation der Ideen in die drei oben genannten Klassen kann zudem eine
Priorisierung der Erfolg versprechenden Ideen durchgefiihrt werden (vgl. Ab-
schnitt 4.5.4). Dies kann ebenfalls im Rahmen eines Workshops erfolgen, bei dem die
Teilnehmer jeweils zwei Punkte zur Priorisierung von Ideen erhalten sowie prignante
Argumente zur Auswahl dieser zwei Ideen duflern. Dies kann in Ergdnzung auch mit dem
Kunden durchgefiihrt werden, um seine Priorisierung zu erfahren. Hierdurch wird die
Grundlage geschaffen, der Geschéftsfiihrung die Ergebnisse der Analyse vorzustellen.

Als Resultat liegen bewertete Losungsideen vor, mit denen die Intelligenz bestehender
mechatronischer Systeme gesteigert werden kann. Diese bilden die Basis, um zukiinftig
Entwicklungsprojekte fiir die Realisierung zu initiieren.
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5.2 Bewertung der Systematik anhand der Anforderungen

Im Rahmen dieses Abschnitts findet abschlieBend die Bewertung der erarbeiteten Syste-
matik zur Steigerung der Intelligenz mechatronischer Systeme im Maschinen- und Anla-
genbau anhand der Anforderungen aus Abschnitt 2.7 statt. Einen Uberblick iiber die An-
forderungen und ihren Bezug zur Systematik zeigt Bild 5-9.

Systematik zur Steigerung der Intelligenz

mechatronischer Systeme im Maschinen- und Anlagenbau A 10
Stufenmodell zur Steigerung der Planung der Umsetzung von A6
Intelligenz mechatronischer Systeme intelligentem Verhalten

A
g, =
I CCC fl:%'\%

(N () ) —— SelISapa

(N () (R — JL Ty
Abschnitt 4.2 Abschnitt 4.3

m Vorgehensmodell zur Steigerung der Hilfsmittel zur Férderung der

Intelligenz mechatronischer Systeme Kommunikation und der Spezifikation
Abschnitt 4.4 Abschnitt 4.5

Bild 5-9:  Erfiillung der Anforderungen durch die Systematik

Al: Identifikation von Potentialen

Mit Hilfe der erarbeiteten FMEA-Moderationskarten und der modifizierten Fehlerbdume
konnen Schwachstellen des Systems, Folgen, Ursachen sowie daraus resultierende Po-
tentiale zur Weiterentwicklung des mechatronischen Systems identifiziert und abgebildet
werden (vgl. Abschnitt 4.5.2). Die diszipliniibergreifende Abbildung in Form der modifi-
zierten Fehlerbdume ermoglicht zudem die Beriicksichtigung verschiedener unterneh-
mensinterner Abteilung sowie des Kunden.

A2: Beriicksichtigung des Kundenbedarfs

Die Systematik adressiert die Einbindung des Kunden in mehreren Phasen des Vorge-
hensmodells der Systematik, um stets den Bedarf des Kunden zu beriicksichtigen. So
kann sich der Kunde z.B. bei der Identifikation von Schwachstellen und Potentialen zur
Steigerung der Intelligenz beteiligen (auf Basis der Hilfsmittel zur Férderung der Kom-
munikation und Spezifikation; vgl. Abschnitt 4.5.2). Falls die Rahmenbedingungen eine
direkte Einbindung des Kunden nicht erlauben, kann der Bedarf des Kunden indirekt be-
riicksichtigt werden (z.B. iiber das Wissen aus dem Vertrieb sowie dem Service).
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A3: Losungen fiir intelligentes Verhalten

Das Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme zeigt auf, wel-
che Funktionsbereiche und Leistungsstufen zur Weiterentwicklung des Systems genutzt
werden konnen (vgl. Abschnitt 4.2). Hierzu wurden Funktionsbereiche zur Sensorik
(Messen), Aktorik (Agieren) sowie der Informationsverarbeitung erarbeitet. Fiir die In-
formationsverarbeitung existieren dariiber hinaus noch die Funktionsbereiche Steuern
und Regeln, Identifizieren, Adaptieren, Optimieren, Wissen speichern, Kommunizieren—
Benutzer sowie Kommunizieren—Systeme. Die Funktionsbereiche und Leistungsstufen
zeigen Losungen auf, mit denen das System intelligenter realisiert werden kann.

A4:  Schrittweise Umsetzung der Intelligenz

Die Suche nach Losungsmoglichkeiten soll bedarfsgerecht erfolgen. Vor diesem Hinter-
grund zeigt das Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme
verschiedene Leistungsstufen in den jeweiligen Funktionsbereichen auf, die in Abhéin-
gigkeit der Aufgabe auszuwihlen sind. So ist es fiir den jeweiligen Anwendungsfall z.B.
schon ausreichend, wenn eine stetige Regelung realisiert wird, wohingegen eine optimale
Regelung eine Weiterentwicklung dieser darstellen kann (vgl. Abschnitt 4.2). Die be-
darfsgerechte Auswahl wird zudem durch die systematische Identifikation des Modifika-
tionsbedarfs unterstiitzt (vgl. Abschnitt 4.5.2).

AS: Bewertung der Losungsideen

Die Systematik soll den Entwickler bei der Erarbeitung einer Entscheidungsgrundlage
hinsichtlich auszuwihlender Losungsideen unterstiitzen. Vor diesem Hintergrund wurden
Hilfsmittel erarbeitet, die eine effiziente Bewertung von Ldsungsideen ermoglichen.
Hierzu zéhlen z.B. auch die modellbasierten Ideensteckbriefe (vgl. Abschnitt 4.5.3), um
Ideen versténdlich aufzubereiten sowie die Hilfsmittel zur Unterstiitzung der Bewertung
und Auswahl von Losungsideen (z.B. Portfolio zur Visualisierung von Bewertungsergeb-
nissen; vgl. Abschnitt 4.5.4). Hierdurch kdnnen verschiedene Experten im Unternehmen
(z.B. aus dem Service oder Marketing) aber auch der Kunde Losungsideen bewerten.

A6: Planung der Umsetzung

Auf Basis der erarbeiteten Methoden zur Planung der Umsetzung von intelligentem Ver-
halten ist eine Abschitzung der erforderlichen Kompetenzen und durchzufiihrenden
Schritte moglich. Die Methoden adressieren den Einsatz mathematischer Optimierungs-
verfahren in technischen Systemen, den Entwurf von selbstoptimierenden Regelungen
auf Basis von Prozessmodellen, den Einsatz von maschinellen Lernverfahren sowie das
Vorgehen zur Steigerung der Verlésslichkeit (vgl. Abschnitt 4.3).

A7: Bedarfsgerechte Auswahl der Losungsideen

Die erarbeiteten Hilfsmittel zur Unterstiitzung der Bewertung und Auswahl von Losungs-
ideen unterstiitzen eine tiefergehende Analyse der spezifizierten Losungsideen. Durch die
Workshop-Tauglichkeit der Hilfsmittel wird zudem ein stetiger Austausch gefordert (vgl.
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Abschnitt 4.5.4). Mit Hilfe der Visualisierung der Ergebnisse in einem Portfolio sowie
der Priorisierung Erfolg versprechender Losungsideen durch die eingesetzten Methoden,
wird eine Grundlage zur Vorstellung der Ergebnisse geschaffen (z.B. an die Geschéfts-
fiihrung). Ferner kann bei der Auswahl der Kunde eingebunden werden, um eine bessere
Marktsicht hinsichtlich der spezifizierten Losungsideen zu erhalten.

A8: Interdisziplinaritit/Wissensaustausch

Die Steigerung der Intelligenz mechatronischer Systeme kann nicht ausschlieBlich aus
der Perspektive einer Fachdisziplin bzw. Abteilung im Unternehmen erfolgen. Vor die-
sem Hintergrund unterstiitzt die erarbeitete Systematik die interdisziplindre Zusammen-
arbeit in allen Phasen und mit entsprechenden Hilfsmitteln zur Férderung der Kommuni-
kation und Spezifikation (vgl. Abschnitte 4.5 und 4.4). So werden diszipliniibergreifende
Modelle eingesetzt, um das System zu spezifizieren. Dariiber hinaus sind z.B. auch die
Hilfsmittel zur Identifikation von Potentialen fiir den Einsatz in Workshops ausgelegt, so
dass ein verbesserter Austausch von Wissen und Informationen gefordert wird.

A9: Systematische Vorgehensweise

Die erarbeitete Systematik stellt ein Vorgehensmodell zur Steigerung der Intelligenz me-
chatronischer Systeme im Maschinen- und Anlagenbau zur Verfiigung, welches sowohl
die Bedarfsanalyse zur Modifikation des technischen Systems als auch die Spezifikation
von intelligenten Losungsideen unterstiitzt. Vor diesem Hintergrund stellt das Vorgehens-
modell v.a. Hilfsmittel zur Identifikation von Potentialen, Spezifikation von Losungsideen
sowie Bewertung und Auswahl von Lésungsideen zur Verfigung (vgl. Abschnitt 4.4).

A10: Eignung fiir den Maschinen- und Anlagenbau

Die erarbeitete Systematik hat den Anspruch die Unternehmen im Maschinen- und Anla-
genbau bei der Steigerung der Intelligenz mechatronischer Systeme zu unterstiitzen und
somit eine Optimierung des Produktwerts zu realisieren (vgl. Abschnitt 2.2.2). Dies un-
terstiitzt die Systematik insbesondere durch das Stufenmodell zur Steigerung der Intelli-
genz mechatronischer Systeme. Die erarbeiteten Funktionsbereiche und Leistungsstufen
des Stufenmodells liefern zahlreiche Moglichkeiten fiir zukiinftige weiterentwickelte Sys-
teme. Dariiber hinaus wurden alle weiteren Bestandteile der Systematik speziell fiir den
Einsatz im Maschinen- und Anlagenbau ausgerichtet. Dies gilt insbesondere fiir die Hilfs-
mittel zur Forderung der Kommunikation und Spezifikation (vgl. Abschnitt 4.5). Diese
begegnen den Herausforderungen hinsichtlich des Wissensaustauschs und -transfers von
mittelstdndischen Unternehmen in besonderem Maf3e (vgl. Abschnitt 2.2.1).

Die entwickelte Systematik zur Steigerung der Intelligenz mechatronischer Systeme im
Maschinen- und Anlagenbau erfiillt somit die gestellten Anforderungen in vollem Um-
fang. Sie ist geeignet, um Potentiale zur Steigerung der Intelligenz zu identifizieren, Lo-
sungsideen zu spezifizieren sowie Erfolg versprechende Losungsideen zu bewerten und
auszuwdihlen. Sie wurde mit Erfolg am Anwendungsbeispiel ,,Lackieranlage* (Fokus:
Entstaubung/Ionisierung) validiert.
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6 Zusammenfassung und Ausblick

Der absehbare Trend im Bereich der Informations- und Kommunikationstechnik ermog-
licht zunehmend die Entwicklung von technischen Systemen mit inhdrenter Teilintelli-
genz. Diese Systeme konnen als Intelligente Technische Systeme bezeichnet werden
[DJG12, S. 24]. Intelligente Technische Systeme konnen durch vier zentrale Eigenschaf-
ten charakterisiert werden: Sie sind adaptiv, robust, vorausschauend und benutzungs-
freundlich [Gaull, S. 23], [DJG12, S. 24]. Kapitel 1 zeigt: Obwohl die Integration von
intelligenten Funktionen hohes Potential aufweist, werden z.B. die Ansétze aus dem Be-
reich der kiinstlichen Intelligenz im Maschinen- und Anlagenbau kaum beriicksichtigt,
um die Leistungsfahigkeit mechatronischer Systeme zu steigern [Krel5, S. 47]. Die sys-
tematische Weiterentwicklung von Systemen basiert im Wesentlichen auf drei Aufgaben:
1.) Identifikation des Bedarfs zur Modifikation bestehender Systeme, 2.) Spezifikation
von intelligenten Lésungsideen sowie 3.) Bewertung und Auswahl Erfolg versprechender
Losungsideen. Dariiber hinaus gilt es den Kunden friihzeitig und bedarfsgerecht in diese
Aufgaben einzubinden, um den Markterfolg abzusichern. Diese Aufgaben stellen fiir den
Maschinen- und Anlagenbau eine Herausforderung dar. Vor diesem Hintergrund bedarf
es einer Systematik, die Unternehmen des Maschinen- und Anlagenbaus bei diesen Auf-
gaben adiquat unterstiitzt.

In Kapitel 2 wurden drei Handlungsfelder zur Steigerung der Intelligenz in mechatro-
nischen Systemen im Maschinen- und Anlagenbau herausgearbeitet. So bedarf es an
Moglichkeiten, aktuelle Produktgenerationen systematisch auf Schwachstellen und Po-
tentiale zur Weiterentwicklung zu analysieren (1). Auf Basis des identifizierten Modifi-
kationsbedarfs sind nachfolgend die Losungen zur Verbesserung des Systems zu spezifi-
zieren. Hierzu gilt es insbesondere die Losungen aus dem Kontext der Selbstoptimierung
zu adressieren (2). Die spezifizierten intelligenten Losungsideen geben einen Uberblick
iiber die Optionen zur Weiterentwicklung bestehender Systeme. Dariiber hinaus bedarf
es einer systematischen Bewertung und Auswahl intelligenter Losungsideen (3). Ferner
gilt es, mittelstdndisch-gepriagte Unternehmen des Maschinen- und Anlagenbaus durch
geeignete Hilfsmittel beim Wissensaustausch und -transfer zu unterstiitzen. Zudem ist der
Kunde bedarfsgerecht in das Vorgehen zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau einzubinden. Die Analyse des Stands der Tech-
nik in Kapitel 3 verdeutlicht, dass keiner der untersuchten Ansitze alle Anforderungen
erfiillt, ausgewéhlte Ansédtze und Methoden konnen jedoch einen Beitrag leisten.

Vor diesem Hintergrund wurde in Kapitel 4 eine Systematik zur Steigerung der Intelli-
genz mechatronischer Systeme im Maschinen- und Anlagenbau vorgestellt. Die Systema-
tik greift einige Uberlegungen und untersuchte Ansitze aus dem Stand der Technik auf,
tibertrigt sie auf die Gegebenheiten der dargestellten Handlungsfelder, erweitert und er-
génzt sie um neu entwickelte Hilfsmittel. Die resultierende Systematik setzt sich aus vier
Bestandteilen zusammen:
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e Ein Stufenmodell zur Steigerung der Intelligenz mechatronischer Systeme,
dass die Moglichkeiten zur Weiterentwicklung der Informationsverarbeitung so-
wie der Sensorik und Aktorik darstellt.

e Methoden zur Planung der Umsetzung von intelligentem Verhalten, die eine
frithzeitige Abschétzung des Umsetzungsaufwandes sowie der bendtigten Kom-
petenzen aufzeigen.

e FEin Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Sys-
teme, das die Entwickler in die Lage versetzt, Losungsideen zur Weiterentwick-
lung des mechatronischen Systems zu finden.

e Hilfsmittel zur Forderung der Kommunikation und Spezifikation, die unter
Einbindung des Kunden bei der Weiterentwicklung des bestehenden mechatroni-
schen Systems unterstiitzen. Zudem unterstiitzen sie die Kommunikation aller be-
teiligten Fachdisziplinen in den Schritten des Vorgehensmodells.

Das Stufenmodell umfasst die Funktionsbereiche der Sensorik (Messen), der Aktorik
(Agieren) sowie der Informationsverarbeitung. Hinsichtlich der Informationsverarbeitung
existieren die Funktionsbereiche Steuern und Regeln, Identifizieren und Adaptieren sowie
Optimieren. Begleitend werden aber auch die Wissensspeicherung (Wissen speichern),
die Kommunikation mit anderen Systemen (Kommunizieren—Systeme) und dem Benutzer
(Kommunizieren—Benutzer) analysiert.

Dariiber hinaus wurden Methoden vorgestellt, mit denen eine Planung der Umsetzung
von intelligentem Systemverhalten unterstiitzt werden kann. Die Methoden adressieren
den Einsatz mathematischer Optimierungsverfahren in technischen Systemen, den Ent-
wurf von selbstoptimierenden Regelungen auf Basis von Prozessmodellen, den Einsatz
von maschinellen Lernverfahren sowie die Analyse der Verlésslichkeit.

Das Vorgehensmodell zur Steigerung der Intelligenz mechatronischer Systeme un-
terstiitzt die beteiligten Personen bei der Analyse des bestehenden Systems sowie der
Identifikation, Spezifikation sowie Auswahl und Bewertung von intelligenten Losungs-
ideen. Das Vorgehensmodell wird idealtypisch im ersten Zyklus des Referenzmodells der
Strategischen Planung und integrativen Entwicklung von Marktleistungen eingesetzt.

Bei dem Vorgehensmodell ist hervorzuheben, dass alle Prozesse eine Kooperation und
Kommunikation der beteiligten Mitarbeiter des Unternehmens sowie Kunden ermogli-
chen sollen. Vor diesem Hintergrund unterstiitzen die Hilfsmittel zur Forderung der
Kommunikation und Spezifikation den Wissensaustausch und -transfer im interdiszip-
lindren Projektteam.

Als Resultat der Anwendung liegen Ideen fiir zukiinftige mechatronische System mit
intelligenten Systemfunktionen vor. Die Funktionen geniigen den Anforderungen der
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Kunden und beriicksichtigen die internen Kompetenzen des Unternehmens zum Realisie-
ren dieser. Die Ideen bilden die Grundlage fiir die weiteren Schritte im Rahmen der Pro-
duktentstehung (Produktkonzipierung etc.).

Die Praxistauglichkeit der Systematik wurde anhand eines Validierungsbeispiels ge-
zeigt. Das Validierungsbeispiel war eine Lackieranlage bzw. ausgewéhlte Betriebsmittel
der Anlage. Im Rahmen der Validierung wurde das Vorgehensmodell der Systematik
vollstindig durchlaufen und die erarbeiteten Hilfsmittel der Systematik verwendet. Die
Validierung zeigt, dass die Systematik zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau die Anforderungen in vollem Umfang erfiillt.

Fiir die Steigerung der Intelligenz mechatronischer Systeme besteht weiterer For-
schungsbedarf. Hierbei lassen sich kurz-, mittel- und langfristige Forschungsherausfor-
derungen unterscheiden. Kurzfristig kann eine durchgéingige Werkzeugunterstiitzung
iiber alle Phasen des Vorgehensmodells zur Steigerung der Intelligenz mechatronischer
Systeme im Maschinen- und Anlagenbau erarbeitet werden. Das Software-Werkzeug
Enterprise Architect (mit dem SysML4CONSENS-Profil) ermdglicht das Modellieren
von zahlreichen Wirkzusammenhéngen, jedoch fehlt z.B. eine Schnittstelle zum Soft-
ware-Werkzeug OPM zur Abbildung von Prozessen. Ergénzende Profile konnten hierbei
unterstiitzen. Zudem weist die Systematik das Potential auf, auch in anderen Branchen
eine Steigerung der Intelligenz mechatronischer Systeme zu fordern. Infolgedessen gilt
es die Systematik an weiteren Beispielen zu evaluieren und ggf. anzupassen.

Mittelfristig bedarf es spezifischer Vorgehensmodelle, die die einzelnen Leistungsstufen
in den Funktionsbereichen des Stufenmodells zur Steigerung der Intelligenz mechatroni-
scher Systeme adressieren (z.B. Vorgehensmodell fiir die Umsetzung einer Optimalen
Steuerung). Die erarbeiteten Vorgehensmodelle zur Planung der Umsetzung stellen
hierzu einen ersten generischen Entwurf dar. Hierdurch kann eine verbesserte Planung
der Umsetzung von Leistungsstufen realisiert werden. Dariiber hinaus ist es erforderlich,
weitere Funktionsbereiche zur Steigerung der Intelligenz zu erschlieen. Die Entwick-
lungen im Bereich von Industrie 4.0 [Pal3] sowie Cyber-Physical Systems [GB12] erfor-
dern z.B. eine differenzierte Betrachtung von Mdglichkeiten Dienste zu realisieren und
Daten in vernetzten technischen Systemen auszuwerten. Vor diesem Hintergrund bedarf
es u.a. einer Referenzarchitektur, die die wesentlichen Handlungsfelder zur Realisierung
von Cyber-Physical Systems aufzeigt und entsprechenden Funktionsbereiche und Leis-
tungsstufen zur Verbesserung umfasst. Hierzu sind wiederum entsprechende Hilfsmittel
und Vorgehensmodelle zu entwickeln.

Langfristig werden zudem weitere Ansdtze der Grundlagenforschung aus dem Bereich
Intelligenz in technischen Systemen fiir die mechatronischen Systeme im Maschinen- und
Anlagenbau von Bedeutung sein. Zu diesen Ansétzen zdhlen u.a. Resilienz in technischen
Systemen [Tho14] oder kiinstliche Immunsysteme [Bye13, S. 18ff.], [SD16]. Infolgedes-
sen bedarf es einer Anpassung und Weiterentwicklung der vorgestellten Systematik zur
Steigerung der Intelligenz mechatronischer Systeme im Maschinen- und Anlagenbau.
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7  Abkilirzungsverzeichnis

A

AG
AMS
ARIS
Bew.
BMBF
BPMN
BRIDGE

bspw.
bzgl.
bzw.
ca.
CAD
cm
CoTeSys
CPS
d.h.
DIN
DLC
DMOC
DRC
Ed.
ERC

et al.
etc.

EU

Anforderung

Aktiengesellschaft

Autonome Mechatronische Systeme
Architektur Integrativer Informationssysteme
Bewertung

Bundesministerium fiir Bildung und Forschung
Business Process Model and Notation

Projekt ,,Building Radio Frequency Identification Solutions for the Global
Environment*

Beispielsweise

beziiglich

beziehungsweise

circa

Computer-aided Design

Zentimeter

Exzellenzcluster ,,Cognition for Technical Systems*
Cyber-Physical System

das heif3t

Deutsches Institut fiir Normung e.V.
Doppelschichtkondensator (Double Layer Capacitor)
Discrete Mechanics and Optimal Control

Design Rule Check

Editor

Electrical Rule Check

et alii

et cetera

Europiische Union
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Eurostat statistisches Amt der Européischen Union

EV Erweiterte Verldsslichkeit

f. folgende

Fa. Firma

ff. fortfolgende

FMEA Fehlzustandsart- und -auswirkungsanalyse (Failure Mode and Effect
Analysis)

FTA Fehlerbaumanalyse (Fault-Tree-Analysis)

FuE Forschung und Entwicklung

Gew. Gewichtung

ggf. gegebenenfalls

GPS Global Positioning System

HDL Hardware Description Language

hins. hinsichtlich

HoQ House of Quality

Hrsg. Herausgeber

Hz Hertz

1.d.R. in der Regel

ID Identifikator

IKT Informations- und Kommunikationstechnik

IMC Internal Model Control

insb. insbesondere

IoT Internet of Things

IR Intelligente Regelungen

ISO International Organization for Standardization

IT Informationstechnik

it’s OWL  BMBF-Spitzencluster Intelligente Technische Systeme OstWestfalenLippe
ITS Intelligente Technische Systeme

v Informationsverarbeitung
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KDD
LQ

max.
MBSE
MFM
min
min.
ML
MO
MPC
NiMH
OCM
OMEGA
OPM
OSI
PAN
Pot.
QFD
RFID
RFLP
RPZ

S.

SFB 614

sog.
SPS
SV
SysML

Knowledge Discovery in Databases
linear-quadratisch

Meter

maximal

Model Based Systems Engineering
Mechatronische Funktionsmodule
Minute

minimal

Maschinelles Lernen

Mathematische Optimierung

Model Predictive Control
Nickel-Metallhybrid
Operator-Controller-Modul
Objektorientierte Methode zur Geschiftsprozessmodellierung und -analyse
OMEGA Process Modeller®

Open Systems Interconnection (als OSI-Schichtenmodell)
Personal Area Network

Potentielle

Quality Function Deployment

Radio Frequency Identification
Requirement, Functional, Logic, Physical
Risikopriorititszahl

Seite

Sonderforschungsbereichs 614 ,,Selbstoptimierende System des Maschi-
nenbaus“ der Universitit Paderborn

sogenannte
Speicherprogrammierbare Steuerungen
Systemverhalten

Systems Modeling Language



Seite 172 Kapitel 7
T Zeitraum als Variable

TRIZ Theorie des erfinderischen Problemldsens (aus dem Russischen)

u.a. unter anderem

u.U. unter Umstidnden

UML Unified Modeling Language

VDE Verband der Elektrotechnik, Elektronik und Informationstechnik e.V.
VDI Verein Deutscher Ingenieure

VDMA Verband Deutscher Maschinen- und Anlagenbau

vgl. vergleiche

VMS Vernetzte Mechatronische Systeme

WAN Wide Area Network

XT Extreme Tailoring

z.B. zum Beispiel
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A1 Erganzungen zur Problemanalyse

A11 Modelle in der Entwicklung

Fiir die Entwicklung von mechatronischen, selbstoptimierenden Systemen sind Modelle
essentiell. Dabei reprasentieren Modelle Aspekte des technischen Systems zweckorien-
tiert und konnen somit ein Abbild des technischen Systems oder auch Vorbild fiir ein zu
entwickelndes technisches System sein [HGPO06, S. 21], [Sta73, S. 128ff.], [ERZ14,
S. 80]. Die friihzeitige Nutzung von Modellen im Rahmen der Entwicklung bietet dabei
sowohl Zeit- als auch Kostenvorteile [VDI2206, S. 47]. So kann mit Hilfe der Modelle
und durchgefiihrten Simulationen das Verhalten einer Komponente bereits lange vor der
Fertigstellung erster realer Prototypen iiberpriif- und analysierbar sein. Hierdurch erlangt
z.B. ein realer Prototyp in der Regel eine wesentlich hohere Reife [VDI2206, S. 47].

Insbesondere fiir die Entwicklung selbstoptimierender Systeme werden Modelle viel-
faltig eingesetzt. Beispielsweise wird zur frithzeitigen Spezifikation des Systems die dis-
zipliniibergreifende Spezifikationstechnik CONSENS eingesetzt [DDG+14, S. 119ft.],
der Entwurf von selbstoptimierenden Regelungen erfolgt u.a. auf Basis von Modellen der
Anregung, der Strecke oder des Reglers selbst [KGI+13] und fiir die Ansétze aus dem
Bereich der mathematischen Optimierung miissen Modelle vorliegen, welche berechen-
bar bzw. simulierbar sind, um entsprechende Optima zu ermitteln [GRS14a, S. 223].

Eine Auswahl von Modellen ist im Bild A-1 dargestellt. Dabei erfolgt die Zuordnung zu
den Phasen auf Basis des V-Modells der VDI 2206, da dort die Systemintegration explizit
dargestellt ist und die entsprechenden Modelle genauer zugeordnet werden konnen.
Nichtsdestotrotz gilt dies ebenso fiir die Entwicklung selbstoptimierender Systeme.

Modelle konnen im Rahmen der Entwicklung von mechatronischen, selbstoptimierenden
Systemen im Wesentlichen zwei Bereichen zugeordnet werden:

e Interdisziplinire Modelle zur Systemspezifikation und friihzeitigen Analyse
[GTS14, S. 36ft.], [ERZ14, S. 87]

e Modelle zur Simulation des technischen Systems [GTS14, S. 39ff., S. 47],
[ERZ14, S. 871t.]

Interdisziplinire Modelle zur Systemspezifikation und friihzeitigen Analyse: Bei der
Entwicklung mechatronischer Systeme sind in der Regel Experten verschiedener Fach-
disziplinen beteiligt, wie z.B. der Mechanik, Elektronik oder Softwaretechnik. Vor die-
sem Hintergrund bedarf es insbesondere in der frithen Phasen der Entwicklung (dem Sys-
tementwurf) ein Verstindigungsmittel, welches alle wesentlichen fachdizipliniibergrei-
fenden Informationen iiber das System enthilt. Hierzu stellt Model-Based Systems En-
gineering (MBSE) einen Ansatz dar, der dieser Herausforderungen begegnet [IKD+13],
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[Wei06, S. 15]. Die zu erarbeitenden Modelle in diesem Bereich reprasentieren das Sys-
tem qualitativ (oder auch mental) und kénnen in der Regel nicht simuliert werden. Zu
diesen Modellen konnen Anforderungs-, Funktions-, Struktur-, Verhaltens- sowie erste
Gestaltmodelle gezdhlt werden [GTS14, S. 30], [VWB+09, S. 148f.]. Auf Basis dieser
Modelle sind bereits frithzeitige Analysen z.B. hinsichtlich der Sicherheit und Zuverlds-
sigkeit [Dorl5, S. 135f.] sowie der Modularisierung [Ste07, S. 87ff.] moglich.

Anforderungen Produkt

Eigenschaftsabsicherung

Interdisziplinare
Modelle zur
Systemspezifikation

Fachdisziplinintegrierende Modelle zur

Fachdisziplinspezifischer Entwurf ‘ !
Eigenschaftsabsicherung

N Maschinenbau
) Elektrotechnik

) Informationstechnik

Fachdisziplinintegrierende Modelle
zum Funktionsnachweis

Hw%

Modellbildung und -analyse

Fachdisziplinspezifische !
Modelle im Entwurf

Bild A-1:  Das V-Modell der VDI 2206 als Basis fiir Modellierung und Analyse nach
[GCDI5, S. 39], [GTSI14, S. 105/S. 167]

Modelle zur Simulation des technischen Systems miissen der Eigenschaft geniigen,
dass die simulierten Ergebnisse ausreichend mit der Realitdt tibereinstimmen [VDI2206,
S. 47] und somit eine erforderliche Genauigkeit erreichen [VDI2206, S. 51]. Hierzu er-
folgt die Modellbildung auf verschiedenen Abstraktionsebenen: die topologische, physi-
kalische, mathematische und numerische Modellbildung. Die Topologie beschreibt die
Anordnung und Verkniipfung funktionserfiillender Elemente, wie z.B. von Baugruppen
oder Komponenten. Hierzu zédhlen u. a. auch disziplinspezifische Prinzipskizzen. Ausge-
hend von der Topologie erfolgt das Erstellen des physikalischen Modells [VDI2206,
S. 52]. Basis hierfiir bilden physikalische Wirkprinzipien und Axiome, wie z.B. das Kréaf-
tegleichgewicht an Korpern oder die Erhaltung von Masse, Impuls und Energie bei Pro-
zessen [HS15, S. 14f.], [Her08, S. 1f.]. Hierdurch konnen in einem néchsten Schritt ma-
thematische Modelle erstellt werden, welche z.B. Grundgleichungen der Mechanik be-
inhalten [HS15, S. 15]. Die in diesen Modellen beschriebenen Gleichungen konnen be-
reits exakt gelost werden (algebraische Berechnung) [Her08, S. 45]. In komplexen Féllen
ist jedoch eine rechnerunterstiitze Bearbeitung des Modells notwendig. Dies erfordert ein
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numerisches Modell, welches das mathematische Modell so aufbereitet, dass eine algo-
rithmische Behandlung moglich ist. Falls dieses Modell auf Basis der physikalischen
Wirkprinzipien und der mathematischen Modelle abgeleitet werden kann, wird von the-
oretischer Modellbildung gesprochen. Falls die Modelle nicht auf Basis physikalischer
Wirkprinzipien hergeleitet werden konnen, kommen Ansétze zur experimentellen Mo-
dellbildung zum Einsatz. Dabei wird das Modell auf Basis von Messungen eines Prozes-
ses gewonnen [VDI2206, S. 53], [Ise08, S. 47]. In diesem Zusammenhang kann auch von
einer datengetriebenen Modellbildung gesprochen werden [USA+14, S. 1].

Der Einsatz von Modellen zur Simulation kann zudem noch unterteilt werden in:

e Disziplinintegrierende Modelle zum Funktionsnachweis und der Eigen-
schaftsabsicherung [GTS14, S. 39 {f., S. 222 ff.], [ERZ14, S. 87]

o Disziplinspezifische Modelle im Entwurf [GTS14, S. 47, S. 194ff.], [ERZ14,
S. 88]

Disziplinintegrierende Modelle zum Funktionsnachweis und der Eigenschaftsabsi-
cherung: Mit Hilfe von disziplinintegrierenden Modellen konnen Aussagen in Bezug auf
die Erfiillung von Anforderungen getroffen werden [GTS14, S. 39]. Hierzu miissen die
entsprechenden Aspekte des Systems quantitativ beschrieben sein, um Simulationen des
Systems zu ermoglichen [ERZ14, S. 971f.]. Disziplinintegrierende Modelle kdnnen dabei
bereits im Rahmen des Entwurfs zum Einsatz kommen, um friihzeitig einen Funktions-
nachweis des zu entwickelnden Systems sicherzustellen [GTS14, S. 36], [DKK+I11,
S. 4491f.] oder im Rahmen der Systemintegration, um Eigenschaftsabsicherungen an ei-
nem virtuellen Prototypen durchfiihren zu kdnnen [GP14, S. 354]. Vor dem Hintergrund
der frithzeitigen Analysen ist der Einsatz von Modell- oder Komponentenbibliotheken
entscheidend, da hierdurch bereits Wirkzusammenhénge in einem bestimmten Rahmen
quantifiziert vorliegen und somit Simulationen realisiert werden konnen [GTS14,
S. 165ff.], [ERZ14, S. 103]. Dabei beriicksichtigten die disziplinintegrierenden Modelle
relevante Aspekte der einzelnen Fachdisziplinen, wie z.B. der Mechanik (z.B. 3-D-CAD
und der Kinematik von Mehrkorpersystemen) in Kombination mit Aspekten der Rege-
lungstechnik (z.B. Abldufe zur Regelung) oder der Softwaretechnik (z.B. Zustandsauto-
maten) [GP14, S. 349ff.]. Einen Ansatz fiir frithzeitige Analysen umfasst z.B. auch der
RFLP-Ansatz. Dabei erfolgt zundchst die Definition der Anforderungen (Requirements)
und der Funktionen (functions). Nachfolgend werden die logische (logic) und die physi-
sche Architektur (physical) definiert [Kle13a, S. 97]. Letztere ermdglichen dabei die Si-
mulation des technischen Systems.

Disziplinspezifische Modelle im Entwurf: Erste Simulationen auf Basis von bestehen-
den Komponenten- und Modellbibliotheken ermdglichen einen frithzeitigen Funktions-
nachweis des technischen Systems. Diese Modelle sind jedoch in der Regel nicht ausrei-
chend, um hinreichende Aussagen zur Erfiillung der geforderten Anforderungen zu er-
moglichen. Hierzu sind detaillierte disziplinspezifische Modelle notwendig [GTS14,
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S. 203]. Dabei erfolgt der Entwurf dieser Modelle mit Hilfe disziplinspezifischer Hilfs-
mittel und Werkzeuge. Beispielsweise werden in der Mechanik die gestaltbehafteten
Komponenten modelliert sowie ihre Kinematik oder Festigkeit analysiert [FG13, S. 429],
[GRS14a, S. 76ff.]. In der Elektronik werden Schaltungen z.B. mit Hilfe von Hardware-
beschreibungssprachen (HDL — Hardware Description Language) abgebildet. Diese er-
moglichen nachfolgende Analysen, wie z.B. hinsichtlich der elektrischen Funktionsféhig-
keit und Eigenschaftsabsicherung der Schaltung (ERC — Electrical Rule Check) oder der
Realisierbarkeit der Schaltungslayouts (DRC — Design Rule Check) [CHW+06, S. 387].

Fazit:

Modelle sind fiir die Entwicklung mechatronischer, selbstoptimierender Systeme von be-
sonderer Bedeutung. Daher gilt es insbesondere interdisziplindre Modelle zur Systemspe-
zifikation und frithzeitigen Analyse bereits in den frithen Phasen der Produktentstehung
zu nutzen, um Potentiale zur Weiterentwicklung zu identifizieren und dabei auch die
Moglichkeiten zur Einbindung des Kunden wahrzunehmen. Dariiber hinaus sollten im
Rahmen der Produktfindung bereits frithzeitig die Aufwénde beriicksichtigt werden, die
mit entsprechenden Losungen zur Leistungssteigerung des mechatronischen Systems zu-
sammenhéngen. Dabei gilt es auch die Modellbildung z.B. auch Sicht der Regelungstech-
nik zu beriicksichtigen.

A1.2  Stellung des deutschen Maschinen- und Anlagenbaus

Tabelle A-1:Vergleich des Maschinenbaus mit weiteren Wirtschaftsgruppen im Jahr
2015 [VDM16, S. 7]

Zahl der Beschiftigte in Tsd. Umsatz

Wirtschaftsgruppe Unternehmen (Jahresdurchschnitt) in Mrd. EUR

im Jahr 2014 in 2015 in 2015
Maschinenbau 6.389 1009 218
Elektroindustrie 4.423 848 179
Kraftwagen und Kraftwagenteile 1.004 751 297
Chemische Industrie 1.208 294 109
Erndhrungsgewerbe 5.143 443 134
Verarbeitendes Gewerbe 36.641 5.208 1.398
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A1.3 Arten zur ldentifikation von Ideen

Die Identifikation von Ideen zur Systemmodifikation auf Basis von Kundenbediirfnis-
sen kann in drei Ansidtze unterteilt werden. Nachfolgend werden diese ndher erldutert.

Bei der Extraktion von Ideen auf Basis von Beobachtungen erfolgt die Integration der
Kundenmeinung mafgeblich auf Basis von Wahrnehmungen der Mitarbeiter im Unter-
nehmen. Diese extrahieren die Ideen aus der Beobachtung des Kunden [Sch06, S. 55f.].
Diese Quelle fiir Ideen zeichnet sich in der Regel durch eine schnelle Verfiigbarkeit und
verhéltnisméBig geringe Kosten aus [HH13, S. 127]. Dabei existieren Ansitze, welche
sich mit einer gezielten passiven Beobachtung des Kunden auszeichnen, um ausschliel3-
lich aus dem Verhalten des Kunden Erkenntnisse zur Systemmodifikation zu ziehen. Dies
kann einerseits in kiinstlicher Umgebung erfolgen (z.B. im Labor oder einer Produktkli-
nik [Erd96, S. 46ff.]) oder in der natiirlichen Umgebung des Kunden (Empathic Design
[LR97b, S. 104£.]) [Sch06, S. 55f.]. Durch diese Beobachtungen werden subjektive Kun-
denmeinungen ausgeblendet (Bewertung liegt ausschlieBlich beim Beobachter) und die
Ideen basieren auf nicht artikulierten Bediirfnissen des Kunden [Sch06, S. 55f.], [LR97b,
S. 107]. Hierdurch konnen z.B. auch Bediirfnisse identifiziert werden, die der Kunde
nicht bewusst wahrnimmt, weil er bereits selbst Losungsstrategien im Umgang mit dem
Produkt entwickelt hat [Liit07, S. 46].

Die Ansédtze aus dem Bereich der direkten Beriicksichtigung von Kundenmeinungen
integrieren den Kunden stirker und bewusster in die Ideenakquise [Sch06, S. 57]. Dabei
gilt es die Bediirfnisse des Kunden durch strukturierte oder unstrukturierte sowie direkte
oder indirekte Fragen zu identifizieren. Hierzu koénnen auch verschiedene Medien zum
Einsatz kommen. Mogliche Ansétze zur direkten Beriicksichtigung von Kundenmeinun-
gen sind: Marktforschung (telefonisch oder schriftlich) durch unabhédngige Institute
[Sch06, S. 57]; Kundenbefragung durch Fragebdgen zum Produkt [Sch06, S. 58], Kun-
denworkshops oder Interviews (z.B. im Rahmen des Lead-User-Ansatzes [Hip86,
S. 7911t.] ) [Sch06, S. 57]; Virtuelle Integration des Kunden (z.B. Online-Befragungen
[Sch06, S. 58], [Jan12, S. 37], Community Based Innovation [Jan12, S. 48f.], [FBE+06,
S. 57ff.]). Die entsprechenden Ansétze unterscheiden sich dabei stark im Aufwand zur
Durchfiihrung sowie Art der der Riickmeldung. Beispielsweise hingen wiederum die
Ergebnisse von klassischen Marktforschungsansétzen stark von den bereitgestellten
Moglichkeiten zur Integration sowie den ausgewihlten Kunden der Umfrage ab [HLLO07,
S. 62]. Hierdurch ist es mit diesen Ansétzen nur begrenzt moglich, zukiinftige Anforde-
rungen an Produkte von morgen zu ermitteln [HLLO7, S. 62]. Im Gegensatz dazu, lassen
sich mit Hilfe des Lead-User-Ansatzes auch sehr gut zukiinftige Bediirfnisse identifizie-
ren [Hip86, S. 7811f.]. Dies liegt insbesondere auch an der Auswahl fortschrittlicher Kun-
den mit hoher Eigenmotivation zusammen [HLLO07, S. 63].

Die Identifikation von Ideen auf Basis von Benutzungsdaten adressiert eine systema-
tische Informationsriickfiihrung aus der Betriebsphase des Systems, um zukiinftige Sys-
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temgenerationen zu entwickeln [Sch06, S. 58ff.]. Dabei werden z.B. Informationen erho-
ben iiber Fehler und Produktschwachstellen, welche in der Produktentstehung noch nicht
erkannt wurden oder iiber das Produktverhalten im kundenspezifischen Betrieb (Lebens-
dauer etc.) [EdIO1, S. 1]. Dabei erhalten beispielsweise Mitarbeiter aus dem Bereich Ser-
vice/Instandhaltung im Rahmen von Gespriachen mit dem Kunden sehr gute Einblicke in
die Verhaltensweisen des Kunden mit dem System sowie daraus resultierende artikulierte
oder nicht artikulierte Bediirfnisse [HH13, S. 127]. Dies kann z.B. im Rahmen von War-
tungsarbeiten oder Instandsetzungen erfolgen und wird vom Kunden nicht als zusétzli-
cher Aufwand empfunden. Dieser Ansatz zeigt sehr hohes Potential auf, sodass Mitarbei-
ter auch darauf geschult werden, Kundenwiinsche in Gesprachen zu erkennen und diese
weiter zutragen [HH13, S. 127]. Die Riickfiihrung der Informationen in die Produktent-
wicklung erfordert jedoch geeignete Prozesse zwischen den in der Regel getrennten Ab-
teilungen im Unternehmen [Sch06, S. 59]. Dariiber hinaus existieren Ansitze, die Ma-
schinendaten (z.B. integrierte Sensoren) nutzen, um eine Verbesserung des Systems in
zukiinftigen Systemgenerationen zu fordern [Diel4, S. 1f.].

A14 Dimensionen von Kundenbediirfnissen

In Anlehnung an HAMEL und PRAHALAD existieren verschiedenen Dimensionen von
Kundenbediirfnissen. Diese sind in Bild A-2 (vor dem Hintergrund einer umfassenden
Kundenorientierung) dargestellt. Weitere Informationen hierzu kénnen [HP95] entnom-
men werden.

wionelle
-\-rad\t\one_
Kundenor‘\em\eruﬂg
Artikulierte :
Actig VON
Bediirfnisse > Gegenwartid lierte
Kunden artikult
pedirfnisse
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Unartikulierte %, %, % Zukiinftige
Bediirfnisse %o 2 Bediirfnisse
s, 9%
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b )
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Bild A-2: Kundenorientierung in Anlehnung an HAMEL und PRAHALAD [HP95, S. 167],
[GEKO01, S. 75], [Vap15, S. 39]
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A1.5 Rollen der Kundeneinbindung

Aus der Analyse der Kundeneinbindung (vgl. Abschnitt 2.5.2) kann abgeleitet werden,
dass die Intensitdt der Kundenintegration von der Rolle abhéngt, die der Kunden in der
Produktentstehung einnimmt. Hierzu erarbeitete STEINHOFF eine sogenannte Intensitéits-
skala der Kundenintegration, die insbesondere auch Bezug zu den entsprechenden Rol-
len nimmt [Ste06, S. 235f.], [Bro97, S. 356ft.]. Bild A-3 stellt diesen Zusammenhang
grafisch dar. STEINHOFF nutzt dabei fiinf Ausprigungsstufen und erldutert diese bei-
spielhaft durch die Rollen der Kunden im Rahmen der Integration. Nachfolgend werden
die Auspriagungen kurz beschrieben. Die tieferergehende Diskussion sowie Herleitung
der Auspriagungen kann in STEINHOFF nachgelesen werden [Ste06, S. 236ff.].

Intensitdt der Rolle/Funktion integrierter Kunden

=l o o o o o

Initiator Berater Partner
Keine bzw. nur ~ Vermarkter (Bediirfnis-/ (Anspruchs- (Pro_dukt-
Beispiel geringfiigige (Pilot-/ Problem- formulierer, entwickler,
Integration  Referenzkunde formulierer,  Problemloser.  <onstrukteur,
Erfinder)  Konzeptbewerter ' rototypen-
tester)
interaktions- Hoch Sehr hoch

intensitat

Zeitpunkt/ Punktuell: Punktuell:

Kontinuitat Spat e Kontinuierlich

Bild A-3: Intensitditsausprdgung in Abhdngigkeit der Rollen des Kunden bei der In-
tegration in Anlehnung an [Ste06, S. 236], [Bro97, S. 356ff.]

Die erste Auspriagung beschreibt den niedrigsten Intensitdtsgrad, bei der keine Kunden-
integration vorgesehen ist bzw. diese nur in sehr geringen Umfang erfolgt [Ste06,
S. 236]. Die zweite Auspragung beschreibt eine punktuelle und spite Integration des
Kunden. Die Intensitit ist dabei nicht hoch. Die Rollen zur beispielhaften Beschreibung
dieser Ausprigung sind Pilot- und Referenzkunden (im Sinne von Vermarktern [Ste06,
S. 236f.]. Einen hoheren Interaktionsgrad weisen die sogenannten Initiatoren auf. Initia-
toren formulieren Bediirfnisse und Probleme aktueller Systeme und wirken fiir einige
Problemstellungen als Erfinder mit. Die Integration erfolgt in den frithen Phasen und ist
in der Regel auf diesen begrenzt (punktuelle Integration) [Ste06, S. 236f.]. Hohere Aus-
pragungen werden durch die beispielhaften Rollen Berater und Partner reprasentiert. Die
Einbindung erfolgt dabei stets kontinuierlich. So wirkt der Berater als sogenannter An-
spruchsformulierer, Problemldoser und Konzeptbewerter in mehreren Phasen der Pro-
duktentstehung mit [Ste06, S. 237]. Starker erfolgt die Integration durch die Rolle des
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Partners. Er unterstiitzt die Produktentstehung dariiber hinaus z.B. als Produktentwick-
ler, Konstrukteur oder Prototypentester in enger Partnerschaft mit dem Unternehmen

[Ste06, S. 237].

A1.6 Nutzung von Informationen aus dem Produktlebenszyklus

Ideenmanagement

|

Produktent-
stehung

Bild A-4:  Riickfiihrung von erkannten Potentialen in den einzelnen Produktlebenszyk-
lusphasen in die Produktentstehung nach [MSW10], [Winl3, S. 189f]; in An-
lehnung an [GLR+00, S. 3]
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A2 Erganzungen zum Stand der Technik

A2.1 Klassifikation von smarten Produkten (BRIDGE)

Im Rahmen des von der Europdischen Union geforderten BRIDGE-Projekts (Building
Radio Frequency Identification Solutions for the Global Environment) wurden die Her-
ausforderungen und Potentiale zum Einsatz von RFID-Technologien (Radio Frequency
Identification) untersucht. In diesen und nachfolgenden Forschungsarbeiten wurde der
Begriff eines smarten Objekts analysiert. Basierend darauf wurde eine Klassifikation fiir
die Fahigkeiten von smarten Objekten vorgeschlagen. LOPEZ ET AL. orientierten sich da-
bei zunichst an der Definition von intelligenten Produkten nach WONG ET AL. und
MCFARLANE ET AL. [LRP+11]. Zusammengefasst weisen intelligente Produkte folgende
Charakteristika auf: Intelligente Produkte besitzen eine eindeutige Identifikation. Sie
sind in der Lage, in ihrer Umgebung zu kommunizieren. Sie konnen Daten iiber sich
selbst speichern und abrufen. Sie unterstiitzen eine Sprache, um andere z.B. {iber die Pro-
duktfunktionen und Anforderungen zum Einsatz zu informieren. Sie kdnnen eigensténdig
Entscheidungen treffen, um eigene Ziele zu erfiillen [MSC+02, S. 5], [WMA+02, S. 2].
Vor diesem Hintergrund definierten LOPEZ ET AL. smarte Objekte wie folgt:

“A ‘smart object’ is any object or product that is -by way of embedded
technologies -aware of its environment and state, and it may have the
ability to make its own decisions about itself and its uses, communicate
state information, and achieve actuation under its own control”
[LRP+11].

Aus dieser Definition heraus beschreiben LOPEZ ET AL. die Notwendigkeit, dass ein smar-
tes Objekt mindestens zwei der nachfolgenden fiinf Charakteristika/Fihigkeiten auf-
weisen muss: Identifikation und Datenspeicherung, Erfassung von Zustdnden des Sys-
tems und der Umgebung, Ansteuern von internen oder externen Komponenten (Agieren),
Entscheiden auf Basis von Eingangsinformationen, um z.B. andere Systeme zu beeinflus-
sen sowie das Vernetzen mit anderen Systemen (kabellos oder kabelgebunden) [LRP+11].
Bild A-5 fasst diese Charakteristika grafisch zusammen.

Charakteristika von smarten Objekten
Identifikation und Erfassun
Datenspeicherung 9

2 . =
-|I-l Agieren Entscheiden 3 Vernetzen
1 ‘

Bild A-5:  Charakteristika von smarten Objekten nach LOPEZ ET AL. [LRP+11]
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Mit Hilfe dieser Klassifikation soll es nun nachfolgend moglich sein, verschiedene
smarte Objekte treffend zu beschreiben. Hierzu verwenden LOPEZ ET AL. Abkiirzungen
fiir die Féahigkeiten: Identifikation und Datenspeicherung (1 fir identifcation), Erfassung
(S fiir sensing), Agieren (A fiir actuation), Entscheiden (D fiir deciscion making) und
Vernetzen (N fiir networking). So beschreibt z.B. ein Objekt mit der Fahigkeit ,,ADN-
smart™ ein Objekt, welches Agieren, Entscheiden und sich Vernetzen kann [LRP+11].
Zudem beschreiben LOPEZ ET AL. Schliisseltechnologien, die zur Umsetzung von smar-
ten Objekten und somit der entsprechenden Fahigkeiten genutzt werden kdnnen. Hierzu
zahlen die RFID-Technologie, Sensortechnologien sowie Technologien der Informati-
onsverarbeitung. In diesem Zusammenhang werden z.B. Filter, Datenspeicher, integrierte
Schaltkreise und Protokolle zur Kommunikation (z.B. ZigBee) genannt.

Bewertung:

Die Klassifikation nach LOPEZ ET AL. stellt ein Hilfsmittel zum Entwurf von smarten Ob-
jekten dar. Auf dieser Basis konnen nachfolgend die damit verbundenen Technologien
ausgewdihlt und implementiert werden. Der Ansatz zeigt die Handlungsfelder zur Reali-
sierung verbesserter, smarter Objekte auf, bleibt jedoch bzgl. der Umsetzung unkonkret.
Ansitze werden genannt, stellen aber eher eine unstrukturierte Beispielsammlung dar.

A2.2 Aufbau von Embedded Devices

Embedded Devices stellen physische Objekte dar, die mit Hilfe einer informationstech-
nischen Schnittstelle mit anderen Systemen kommunizieren konnen. Das physische Ob-
jekt erhidlt zudem einen Controller, der iiber Sensoren und Aktuatoren das Objekt kon-
trollieren kann [DHO4, S. 8ff.]. Der Aufbau von Embedded Devices ist im Bild A-6 dar-
gestellt.
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r3n Aktuatoren
-

=3
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Schnittstelle
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Bild A-6:  Aufbau von Embedded Devices [DH04, S. 9]
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A2.3 Dimensionen des Industrie 4.0 Readiness Modells

Einen Uberblick iiber die sechs Dimensionen und den damit verbundenen Themenfeldern
des Industrie 4.0 Readiness Modells ist in Bild A-7 zu sehen [LSB+15, S. 21{f.].

Kompetenzen Strategie
der Mitarbeiter

Investitionen

Aufbau der
e Innovations-
management
Datenbasierte Mitarbeiter Strategie und Digitales Abbild

Dienstleistungen Organisation

Maschinenpark

" Data-driven
Umsatzanteil S
Daten-
nutzung
Anteil Smart
Datennutzung Operations

Cloud-
Nutzung

Autonome
Prozesse

Informa-
tions-
austausch

Bild A-7: Dimensionen und zugeordnete Themenfelder von Industrie 4.0 nach LICHT-
BLAUET AL. [LSB+15, S. 22]
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A3 Erganzungen zur Systematik

A3.1 Moglichkeit zur Spezifikation der Leistungsstufen

Optimale Regelung (Ausschnitt)

Motivation Voraussetzungen
Stetige Regler haben das Ziel, die RegelgréRe mit Hilfe einer Leistungsstufen:
entsprechenden StellgréRe der FilhrungsgréRe anzunahern. )

Jedoch kann dies hins. verschiedener Gutekriterien (Schnelligkeit Stetige Regler

der Nachfiihrung) erfolgen, die das Verhalten der Regelung
beschreiben. Optimale Regelungen helfen dabei, den Regler hins.
eines bestimmten Gutekriteriums optimal zu gestalten.

Zusatzliche Voraussetzungen:

Nutzenpotentiale Gltekriterium
Mit Hilfe von optimalen Regelungen kann optimales Regelverhalten
hins. eines definierten Gutekriteriums (z.B. Schnelligkeit) erreicht
werden.

Hilfsdokumente zum Ansatz
Kompetenzbereich

| Automatisierung || Regelungstechnik || Verlasslichkeit |

| Math. Optimierung || Kinstliche Intelligenz

Verwandte Anséatze

| Schlagworter

| Literatur/Verweise |

Bild A-8:  Steckbrief als Moglichkeit zur Spezifikation von Leistungsstufen am Beispiel
der Optimalen Regelung in Anlehnung an [DGG+13, S. 63] sowie [Anal,

S. 64ff]

A3.2 Spezifikationstechnik CONSENS

Nachfolgend werden die einzelnen Partialmodelle der Spezifikationstechnik CONSENS
erlautert. Die verschiedenen Partialmodelle werden dabei i.d.R. integrativ erarbeitet,
wenngleich eine gewisse Reihenfolge der Bearbeitung besteht [GFD+08, S. 92]: Zu Be-
ginn wird die Systemgrenze festgelegt. Dabei wird das System als Black Box betrachtet
und in seinem Umfeld dargestellt. Elemente aus dem Umfeld, die mit dem System in
Beziehung stehen, werden identifiziert und die Wechselwirkung untersucht. Zusétzlich
zu der gewollten Wirkung werden ungewiinschte bzw. storende Wechselwirkungen
(Wérmestrahlung angrenzender Elemente) sowie EinflussgroBen (Temperatur, Regen)
identifiziert und modelliert. Diese Storgroen werden im Aspekt Anforderungen weiter
spezifiziert [GFD+08, S. 92], [IKD+13].

Im néchsten Schritt erfolgt eine Analyse der verschiedenen Situationen, in denen das Sys-
tem agieren muss. Die sogenannten Anwendungsszenarien beschreiben die Situation
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sowie das gewlinschte Systemverhalten in dieser Situation. Zuséatzlich werden mogliche
Betriebsmodi des Systems beschrieben. Ergebnis der Analyse sind Anforderungen und
evtl. Ergdnzungen in der Interaktion mit Umfeldelementen [GFD-+08, S. 92f.], [[KD+13].

Nachfolgend werden die Anforderungen spezifiziert. In diesem Rahmen kann z.B. eine
Anforderungsliste erstellt werden, die eine strukturierte Sammlung aller Anforderungen
darstellt. Die Anforderungen gelten wiahrend der Entwicklung als ,,Messlatte fiir das zu
entwickelnde System [GFD+08, S. 93], [[IKD+13].

Aus den Anforderungen werden funktionale Anforderungen gefiltert und in Funktionen
ibersetzt (Substantiv-Verb-Kombination). Eine Funktion ist der allgemeine und gewollte
Zusammenhang zwischen Eingangs- und Ausgangsgroflen mit dem Ziel, eine Aufgabe zu
erfiillen. Die Beschreibung einer Funktion zeigt eine 16sungsneutrale Sicht auf das Sys-
tem. Hierzu wird eine Funktionshierarchie gebildet. Dabei stellt die oberste Funktion die
Grundfunktion des Systems dar. Die Unterteilung in Subfunktionen erfolgt so lange, bis
Wirkprinzipien oder Losungsmuster zur Realisierung gefunden werden. Dieser Schritt
kann durch den Einsatz eines morphologischen Kastens erfolgen [PBF+05], [GFD+08,
S. 93], [IKD+13].

Aus der Summe aller Wirkprinzipien und Losungsmuster wird eine geeignete Kombina-
tion zur Wirkstruktur synthetisiert. In dieser werden die Systemelemente mit deren
Merkmalen sowie Beziehungen zueinander beschrieben. Ziel ist die Abbildung des
grundsétzlichen Aufbaus und der prinzipiellen Wirkungsweise [GFD+08, S.93f],
[IKD+13].

Alle gestaltbehafteten Systemelemente werden im Aspekt Gestalt dargestellt. Damit
kann eine Abstimmung der Baurdume, Anordnung, Lage, Art der Wirkflachen und Wirk-
orte erfolgen. Bei der Spezifikation von mechatronischen Systemen spielt die Betrach-
tung von zusdtzlichen Verhaltensmodellen wie Zustinden, Aktivititen und Sequenzen
oder auch den Zielsystems ebenfalls eine wesentliche Rolle. Diese vervollstindigen die
Beschreibung des Systemmodells [GFD+08, S. 92ft.], [IKD+13].

Im Rahmen der Erstellung des SysML4CONSENS-Profils wurde zudem eine Einteilung
der Partialmodelle in Gruppen durchgefiihrt. Diese sind Anforderungen, Struktur und
Verhalten [IKD+13, S. 339ff.]. Im Bild A-9 ist diese Einteilung zu sehen.
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Systemmodell nach CONSENS (SysML4CONSENS-Profil)
Anforderungen Struktur Verhalten
Anforderungen | Gestalt | Zielsystem

| — = | Wirkstruktur Zusténde
Umfeld | Sequenzen
: | Aktivititen
e e | Anwendungsszenarien
Funktionen
=
=—a=a_lLl_
= == ==

Bild A-9:  Aspekte zur Abbildung des Systemmodells auf Basis der Spezifikationstechnik
CONSENS (SysML4CONSENS-Profil) [IKD+13, S. 339f.], in Anlehnung an

[ADG+09, S. 157]

Vereinfachte Workshop-Vorlage zur Bewertung von Ideen

A3.3
Bewertung der erarbeifefen Ideen
Nutzen Autwand |
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Bild A-10: Bewertung von Nutzen und Aufwand im Rahmen eines Workshops
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