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Part I

Introduction





Introduction andmotivation

Over the last decades, many fundamental aspects of our lives changed substantially.
Compared to the generation of our grand- and great-grandparents, for instance, we
can today live both longer and in better health, are much higher educated, and typ-
ically, we live together in considerably smaller families. Many of these changes are
interrelated. And all have transformed individual decisions over the life course and
have thus changed how the society is (or needs to be) organized. Especially two devel-
opments of the past 60 years describe and comprise many of these transformations:
the demographic transition – characterized by the rapid aging ofmany industrialized
societies (Harper, 2014) – and the educational expansion – describing the upsurge
in educational attainment rates (see Schofer and Meyer, 2005 and Goldin and Katz,
2009).

The origins of the demographic change and the educational expansion are multi-
faceted – and yet intertwined. The former, the population aging, is caused by two dis-
tinct developments. On the onehand, longevity increased due tomedical innovations
andknowledge about health consequences of individual behavior (Cutler et al., 2006).
On the other hand, innovations in contraceptive techniques and, maybe more im-
portant, a rise in female educational attainment and labor force attachment (Goldin,
2006) caused fertility rates to continue to decrease signi�cantly among industrialized
societies (Sobotka, 2004). The other substantial development of the past six decades
– the educational expansion – was driven by a century of skill-biased technological
change that increased the monetary returns to education (Acemoglu, 2002; Autor,
2014; Goldin andKatz, 2009). Beside thismonetary aspect, also anon-monetary virtue
contributed to upsurging educational enrollment rates: education facilitates social
and political participation – a notion that gained in importance and shaped the pub-
lic opinion from the early 1960s onward (Dahrendorf, 1965).

Moreover, and this unites the educational expansion with the demographic transi-
tion, there are spill-over effects from other social developments. Four reasons make
the educational expansion to be closely interrelated with the demographic change.
First, an increased life expectancy raises the individuals’ incentive of educational in-
vestments – a mechanism, which has been formalized and introduced to the eco-
nomic discussion by Ben-Porath (1967) and empirically assessed by Bleakley (2017),
amongothers. Second, tomitigate adverse consequences of thedemographic change,
education has been proposed as an important means to reduce the �scal and eco-
nomic strain of population aging (seeEuropeanUnion, 2006 andBörsch-Supan, 2003).
Third, education can reduce the consequences of population aging for individuals by
affecting health or health behavior (see Grossman, 2006 or Oreopoulos and Salvanes,
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2011). As one mechanism, for instance, education can postpone people from suffer-
ing from themost frequent cause of why people become care dependent1 – dementia
– by (potentially) increasing cognitive skills or the cognitive reserve (Brayne et al.,
2010).2 This is propagated by the cognitive reserve hypothesis (see Alzheimer’s As-
sociation, 2017 or Stern, 2012). Lastly, and in contrast to the preceding arguments,
the educational expansion can also magnify the aging of the society. Increased fe-
male labor participation and educational attainment increased the opportunity costs
of childbearing (Adda et al., 2017), which gives rise to the so-called "baby-gap", the
female fertility gradient in education (Raute, 2017). I focus in this thesis on this in-
timate interrelation between aging and education by dedicating two chapters to this
nexus.

The general goal of this dissertation is the assessment of individual and societal con-
sequences that are causedby the changes speci�ed and characterized above. Tobegin
with, I start by generally analyzing how long itmay take for a society to adapt to a spe-
ci�c social change, the epidemiological transition, that was at the root of the demo-
graphic transition (Chapter 1). This epidemiological transition was a major cause of
increased longevity in the last 150 years and is characterized by a signi�cantly declin-
ing mortality rate due to infectious diseases, especially among infants (Cutler et al.,
2006). By looking at how societal or health inequalities that are caused by infectious
diseases transmit from one generation to the next, I assess whether the rate of adap-
tion to social changes is slower as commonly suspected. According to the underlying
hypothesis, themortality patterns in today’s societiesmay be attributed to the disease
environment that prevailed generations ago. Hence, this would have implications for
societal inequalities in the very long-run. Public interventions therebymay generate
returns over a very long time period, an important aspect that this chapter tries to
shed light on.

Then, I turn to some particular direct and immediate consequences of the aging of
the population: the increased demand for long-term care (in Chapters 2 and 3). At
the heart of the public debate on long-term care is how the considerably expanded
demand in future will bemet. By increased formal care in nursing homes or by infor-
mal care provided, for instance, by close relatives. When it comes to this supply side,
most European societies have a preference for informal long-term care (in Germany,
two thirds of all care dependents are exclusively cared by relatives). Apart from being
preferred by most care recipients, it also imposes less direct costs on the long-term
care system. Yet, theremay also be indirect �scal costs. Increased female labor force
participation, as being among the means to reduce the �scal strain of population ag-
ing,might increase the burdenof care amongwomenwho traditionally provide infor-
mal long-term care (LTC) services. Insights into the individual effects of individuals
who take up this burden and care informally are highly informative for assessing the
indirect costs of informal care. Yet, the assessment of the complete indirect costs re-
quires knowledge about the evolution of these effects over time. For example, these

1Half of all caregivers in the US provide care to people with dementia (Alzheimer’s Association,
2017).

2Alzheimer’s disease, in turn, is the most common cause of dementia. In the US, 5.5 million indi-
viduals in 2016. It’s prevalence clearly is age-dependent. Three percent of people age 65-74, 17 percent
of people age 75-84, and 32 percent of people age 85 or older have Alzheimer’s dementia (Alzheimer’s
Association, 2017).
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costs may be re�ected in adverse health effects or reduced labor supply of informal
caregivers that might go beyond the caregiving spell. Such indirect costs may mit-
igate or even magnify the �scal strain. How exactly these indirect costs affect the
�scal burden is an empirical question, which will be addressed in this thesis.

Subsequently, I shi� the focus slightly away from direct repercussions of the demo-
graphic change to education – the other driver of social changes in the past decades.
The effects of education are highly informative also and especially in the context of
the demographic change. On the one hand, education is said to act as a preventive
measure against the consequences of demographic change. On the other hand, it is
also suspicious of being one of its driving forces. To disentangle the effect of edu-
cation on the demographic change comprehensively, I focus on both the prevention
of the effects of demographic aging and, in contrast, on magnifying the population
aging. Concerning the former, I evaluate the effects of college education on health
and cognitive skills (Chapter 4). Regarding the latter, I comprehensively analyze the
effects of college education on fertility decisions of women (Chapter 5).

Lastly, to bring the analysis of these changes full circle, I return to a more general
perspective to assess the side-effects of policy-induced changes (Chapter 6). Policy-
induced changes, such as the educational expansion,may becomenecessary because
of latent social changes. Therefore, I address the questionwhether demand shocks in
the labor market of teachers during the educational expansion encouraged individ-
uals of lower teaching abilities to become teachers. The identi�cation of a tradeoff
between teacher quality and quantity is highly informative since potential effects on
students’ outcomes are likely to be persistent. It is policy-relevant because these ef-
fects aremalleable by, for instance,more restrictive teacher hiring policies. Although
this provides direct evidence on the overall effects of the educational expansion, the
results resort to long-term care, since the effects may be well-transferable into gen-
eral effects of social changes, such as potential side-effects of a rapid expansion of the
nursing homes spots or the recent enlargement of the daycare system for childcare.

Some descriptives

The demographic transition
Asdecliningworking agepopulations generally jeopardize all pillars of social security
systems that are organized as pay-as-you-go systems, the demographic transition im-
posesmany challenges in particular to European societies. Figure 1 illustrates promi-
nent descriptives that characterize the demographic change in Germany. The right
panel shows the evolution of the mean age. Whereas the average German was aged
35 in 1950, the population aged by more than 7 years to reach 42.4 years in 2013. This
has causes as well as consequences. Among the direct causes of the population aging
are plummeting fertility rates, which are depicted in the background of this panel.
A�er some baby-booming years at the beginning of the 1960s, the number of births
declined almost continuously. The number of annual births nearly halved to date,
falling from nearly 1.4 million to slightly above 700 thousand, which gave rise to the
suspicion that this was in part driven by the simultaneous upsurge in education, as
we shall see later in this section.
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Figure 1: Descriptives of the demographic change in Germany (including GDR)

Notes: All these statistics refer to the German population with the borders of 1990. The small discontinuous jump
in 1990 may be attributed to adjusted methods of measurement. The 65 plus old age dependency ratio is de�ned
to be the fraction of of individuals over the age of 64 compared to individuals aged 15 to 64. Accordingly, the 80
plus dependency ratio is the fraction of of individuals over the age of 79 also compared to individuals aged 15 to 64.
A�er 2013, the depicted values are prediction under the assumptions of a constant number of births, and constant
migration and mortality. Source: own calculations using of�cial statistics provided in Franzmann (2015).

One of the consequences of the demographic change is clari�ed in the second panel.
Here, two versions of the old age dependency ratio are presented. The �rst version
(65+) is the the fraction of people above the age of 64 to people in working age (15 to
64), which makes the demographic change particularly apparent. From 1950 to 2013,
this number more than doubled, climbing from 15.4 to 33.1 percent. Until 2030, this
number is predicted to rise further to reach 41.3 percent under the assumption of
constant births (which does not affect the prediction in the �rst 15 years), mortality
andmigration. As these dependency rates approximately show the number of bene�t
recipients to contributors in a pay-as-you-go social security system such as Germany,
these statistics also demonstrate the �scal consequences of the demographic transi-
tion. The upsurging �scal expanses have implications for the pension system in the
�rst place and the labormarket in general (Harper, 2014) . However, the direct conse-
quences are mitigated by an overall increasing labor force, due to many women who
entered the labor market.

The other direct implications of aging concern health and long-term care. While it
is less clear to which extent population aging is responsible for the rise in general
health care expenditures (see, for instance, the arguments in Breyer et al., 2015 ver-
sus Zweifel et al., 1999), themost direct consequence of aging societies is an increased
demand for LTC services (see, e.g, Karlsson andKlohn, 2014 andWerblowet al., 2007).
As LTC expenditures and dependency ratios exponentially increase in age, it is no sur-
prise that age-related LTC expenditures as measured relative to the GDP are expected
to have doubled (from the current level of 1.8 percent of the GDP) in the European
Union by 2060 even by assuming no shi� between the modes of care and constant
prices (Lipszyc et al., 2012). To relate this prediction to the German case and its ag-
ing population, the second line of Figure 1b (80+ dependency ratio) represents the
fraction of people above and including age 80 also related to people aged between 15
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and 64. Since the 1950s, this fraction climbed from 1.8 to 9.3 percent of the popula-
tion. It better re�ects the �scal strain for the health and especially the LTC system (as
opposed to the pension funds) since the LTC costs continuously increase in age (pen-
sions are paid discontinuously at the age-cutoff). To single out this point, the faint
dashed line plots the development of the share of octogenarians and older to sixty-
year olds and older. As is visible from that statistic, the share increased. The fact that
it will remain on a high level in the future highlights the high demand for age-related
care in the years to come. This makes a clear point: the demand for LTC services is
among the severe and instantaneous consequences of the demographic transition.

The educational expansion
Apart from being a major change to all affected individuals within a society, the ed-
ucational expansion closely interferes with the demographic transition. Education
changes all parts of life of individuals: their job, their wage, their circle of friends,
and potentially even their partner. For a �rst approach to the consequences of edu-
cation, it is informative to look at the evolution of the educational attainment rates on
the macro level. As is visible from Figure 2, a rising number of individuals received
higher education. I de�ne higher education to comprise university education (which
is used interchangeably with college education) and academic track education (the
highest track in the German second education tracking system and, simultaneously,
the prerequisite for university enrollment).
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Notes: The evolution of the higher educational attainment rates in the German population are taken from Statis-
tisches Bundesamt (2014). A�er 1990, the data includes East and West Germany. Reuni�cation (vertically-dashed
line) may thus confound a clear trend, but the general increasing trend remains clear. The shares relate to all indi-
viduals aged 15 and above. The per capita expenditures on education are calculated from of�cial statistics on total
real expenditures taken from Franzmann (2006).

From 1976, the earliest year with available data, around 2.3 million people had a uni-
versity diploma in Germany. This number increased nearly fourfold to reach 9.5 by
2013. Although the German Reuni�cation may confound and overstate the trend for
West-Germany a�er 1990 (due to a converging educational attainment rate in East
Germany), these �gures nonetheless re�ect a meaningful trend for Germany as a
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whole. To better grasp a trend in the population, the dotted line with diamonds plots
the trend in the corresponding share of university graduates in the population. This
share increased from 3.2 in 1976 to 8.3 percent in 2013. As regards academic track
attendance, the increase is even higher also in relative terms. In 1976, only 3.6 mil-
lion people in the German population had graduated from the academic track. This
number increased bymore than the factor of �ve to reach 19.6million academic track
graduates in 2013. The corresponding population share nearly coincides: it increased
from 7.7 to 27.9 percent in that time frame. All in all, these numbers re�ect the mas-
sively increased importance of education from themacro perspective. This increased
importance calls for an analysis of the causes and consequences on the individual
level.

The prerequisites and the roots for the boom in higher education were, however, set
before. To see the inception of this boom, it is informative to consider the annual per-
capita expenditures on education inWest Germany form 1950 to 1989 (the year before
the Reuni�cation). This statistic is shown in the right panel of Figure 2 for the aca-
demic track as well as for university education. The per-capita expenditures in real
terms (in�ated to the year 2000) on academic track education increased frome 25.0 in
1951 a�er the Federal Republic was founded toe 160.6 just before the Reuni�cation in
1989 – amore than sixfold increase. Shi�ing fromsecondary to tertiary education, the
expansion of the educational system becomes even more apparent. Whereas in 1951
each citizen indirectly paid on average e 18.2 for university education, this number
went up toe 411.7 in 1989 – a twenty-twofold increase. This elucidates on the substan-
tially increased importance of education in the German post-war society. Education
matters to society, therefore its consequences are of public interest. Nonetheless, it is
surprising how little is known about the causal individual consequences of education
(Barrow and Malamud, 2015). To shed more light on this general question, Figure 2
also hints at the natural experiment that is exploited in this thesis, which came about
because of the abrupt increase in the expenditures on college education: themassive
extension of college spots, partly via the opening of new universities.

Data and econometric methods

Every single study of this dissertation uses empirical microdata andmicroeconomet-
ric estimation methods. Details on both are outlined in the following.

Data
The utilized data sources are diverse and each have both advantages and disadvan-
tages. Yet, the data employed for each chapter-speci�c research question are suitable
and appropriate for �nding novel evidence, which complements the existing litera-
ture.

To test the intergenerational transmission of health in Chapter 1, data on multiple
generations are needed. This kind of data that additionally covers the whole life-
span of the second generation to allow for a comprehensive picture on mortality
differentials is usually scarce in the literature. This chapter makes use of a unique,
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purpose-built administrative dataset on individuals born in Sweden between 1930–
34 and their parents and on various health and socioeconomic outcomes. In total, it
includes 25,064 second-generation births. From the death of this generation back to
the births of their mothers, it covers a time span of 130 years (see Bhalotra et al., 2017
for a related study). Among the observed indicators for the parent generation are the
date and place of birth, the socioeconomic and marital status as well as the number
of children. Information on the second generation include, e.g., the sex, the place of
birth, mortality and its causes, and socioeconomic outcomes in adulthood. All data
are taken from of�cial registers, such as church books and the mortality database.
The latter has exceptionally low attrition since it also includes mortality information
on emigrants.

For the Chapters 2 and 3, the Socio-economic panel (SOEP) is used. The SOEP is an
annually-repeated household panel study on about 22,000 individuals on nearly all
aspects of life (Wagner et al., 2007). The great advantage of the SOEP is its long panel
dimension and the richness of the information available. Bothmaymake a "selection-
on-observables" approach (using a conventional regression or more sophisticated
methods of matching) credible. Additionally, the panel dimension allows for a com-
prehensive estimationof thedynamic effects over time (whichdistinguishes the SOEP
from comparable datasets as the SHARE, which has less waves and only covers indi-
viduals aged 50 and above; see Börsch-Supan and Jürges, 2005). The data set is very
appropriate for the analysis on informal care, because since 2001 it includes a nonre-
strictive question on the exact daily hours of informal care provision (it is not asked
for the hours of care provision in the SHARE).

TheNational Educational Panel Study (NEPS) is used for the last three chapters on ed-
ucation. The NEPS is a multi-cohort panel study that consists of six different starting
cohorts at different ages and positions in the German educational system (Blossfeld
et al., 2011a). Each cohort is followed over time to cover their educational trajectories
in detail as well as the evolution of (cognitive) skills. For Chapter 4 and 5, the adult
starting cohort is employed, which comprises about 17,000 individuals born between
1944 and 1989. Chapter 6 employs both starting cohorts in the secondary education
system. The cohort that attends grade 5 at thebeginningof the survey comprises 9,622
students, while the cohort from grade 9 includes 16,425 students. Beside the explicit
focus on educational decisions, the comparative advantage of the NEPS (with respect
to any other available multipurpose household panel survey in Germany, such as the
SOEP) ismainly twofold. On the one hand theNEPS provides information on regional
mobility of individuals as they move through the educational system. For instance,
it covers not only the district of birth but also the district of high school graduation
(whereas the SOEP only includes the district of residence). These information are piv-
otal for the identi�cation strategy of Chapters 4 and 5. On the other hand, the NEPS
includes information on students and their teachers for the cohorts that attend ele-
mentary, primary, or secondary education. In combinationwith the �ne-grained and
objective assessment of skills and test scores, the NEPS is highly suitable and appears
almost tailor-made also and especially for the research question of Chapter 6.

Empirical methods
For all chapters, causal evidence is necessary for giving credible policy advice. On
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the downside, however, all chapters suffer from endogeneity problems that impede
causal interpretation if they are not taken into account. This stems, for instance, from
the fact that caregivers and non-caregivers or individuals with and without college
education usually differ in more respects than just the considered "treatment". This
differencemay even go beyond what the data captures, whichmakes techniques that
also control for "selection-on-unobservables" indispensable. Therefore, all chapters
require the application of different econometric techniques that aim at isolating the
ceteris paribus variation of the treatment and thus recover causal parameters. These
methods then are adjusted to the respective peculiarities of the research question,
the institutional setting, or the employed data.

For instance, in Chapter 1, a rather straightforward �xed effects setup is speci�ed
that, however, includes many �xed effects dimensions on a small-scale and region-
speci�c trends. Thereby, the model captures any persistent differences across space
and time in Sweden. Moreover,multiple linear-probabilitymodels are estimated sub-
sequently thatmay trace out non-linear effects across the life-cycle of the second gen-
eration – the effects of interest.

Chapter 2 employs apropensity scorematching approach that additionally regression-
adjusts any potentially remaining differences. As control variables serve a large set
of features that control for the general necessary prerequisite that someone close be-
comes care dependent. Moreover, the willingness and the physical or mental capa-
bility to provide care are employed, including the pre-treatment outcome to capture
individual �xed effects. Additionally, a sensitivity analysis is estimated (Nannicini,
2007) that is supposed tomake the identifying "selection-on-observables" assumption
more credible. Chapter 3 is very similar to the preceding chapter and also uses the
sensitivity analysis but re�nes this approach in two respects. First, dynamicmatching
techniques are used that allow to estimate and disentangle the effects from different
paths arising from dynamic care decisions (it thus can differentiate between effect
of three consecutive periods cared versus, for instance, only one). Second, it incor-
porates amore �exible model/variable selection for the propensity score estimation.
By using a "post-double-selection" method (by employing a least-absolute-shrinkage
algorithm, called "lasso", see Belloni et al., 2014), observable factors are selectedmore
�exibly to control rather non-parametrically on important confounding factors.

Chapter 4 and 5 use different types of instrumental variables (IV) estimators that are
capable of identifying causal relationships also if there are relevant factors that are
unobserved. Speci�cally, the supply-driven extension of the college landscape inGer-
many (which embraces the opening of 27 new universities) is exploited as a natu-
ral experiment that delivers exogenous variation, which, in turn, is boiled down to
one speci�c and meaningful instrument of a high statistical power. While Chapter
5 employs a rather conventional two-stage least squares (2SLS) setup together with a
complier analysis, Chapter 4 estimates marginal treatment effects (MTE) that allow
to unfold the effects by the unobserved taste (or preferences) for college education
(Heckman and Vytlacil, 2005). This dimension of an effect heterogeneity is informa-
tive formainly two reasons. First, it helps to recover treatment effects that go beyond
the average effect of those who react to the instrument, which increases the exter-
nal validity. Second, this effect heterogeneity is able to detect selection patterns that,
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for instance, may answer whether individuals with the greatest taste for college ed-
ucation bene�t most. Taken together, both points may help to assess more policy
relevant effects.

The remaining Chapter 6 utilizes a difference-in-differences setup by exploiting be-
tween-subject variation in students’ test scores and their teachers. By this, it can dis-
tinguish also confounding school sorting effects in addition to school, class or general
time effects, of effects due to the teachers’ experience. One feature exempli�es the
adjustment of conventional methods to the speci�c needs of the research question.
In order to interpret the results of the difference-in-differences model, place them
into the literature, and to back up the speci�cation of the empirical model, I set up a
simple theoretical model. This model shows how the average quality of a speci�c co-
hort of teachers is affected by somemarginal teachers. The speci�cation that I derive
by this model mechanically adjusts the effect to the marginal teachers. This feature
emphasizes the equivalence to the IV method.
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Summary of the six studies

The �rst Chapter ("The long shadows of past insults – intergenerational transmis-
sion of health over 130 years", joint work with Claudia Andreella, Martin Karlsson,
and Therese Nilsson) investigates the intergenerational transmission (IGT) of health
in the very long run. Using a unique administrative dataset on individuals born in
Sweden between 1930–34 and their parents, we study the intergenerational transmis-
sion of health and the impact of previous generations’ health shocks on socioeco-
nomic outcomes. As such health shocks may have serve differences in the infectious
disease environment. A�er having demonstrated that the infant mortality rate is
largely driven by infectious diseases at the turn of the last century in Sweden, short-
term �uctuations in the local infant mortality rate are used to capture the disease
environment. Our results provide strong evidence in favor of IGT of health, in par-
ticular for males. However, the story appears to be complex and multifaceted: the
IGT exhibits an inverted socioeconomic gradientmeaning that second generation in-
dividuals from a higher socioeconomic background exhibit higher effects than indi-
viduals from adverse backgrounds. This study extends the existing literature mainly
by shi�ing the perspective to the complete life course (as opposed to, for instance,
Almond et al., 2012) while exploiting less extreme health shocks than those caused
by rare and devastating events.

The subsequent two chapters deal with the indirect costs of informal care provision
using data from the German Socio-economic Panel. Chapter 2 ("Short- andmedium-
term effects of informal care provision on female caregivers’ health", joint work
with Hendrik Schmitz) analyzes the mental and physical health effects that may be
caused by informal caregiving. In contrast to the existing literature, the effects are
assessed up to seven years a�er care provision is started. This dynamic perspective
is important to completely assess the hidden costs of informal care. For instance,
health effects may be persistently negative independent of whether the individual
continues to provide care or stops care giving. The �ndings implicate that there is a
considerable negative short-term effect of informal care provision onmental health,
which fades out over time. Five years a�er care provision the effect is still nega-
tive but smaller and insigni�cant. Both short- and medium-term effects on physical
health are virtually zero throughout. These effects are identi�ed by exploiting the
panel structure of the data that allows to control for, e.g., persistent health that is
correlated with the decision to provide care (so-called reverse causality). To scruti-
nize the identifying assumption that all relevant variables for both health and pro-
viding informal care are controlled for, a simulation analysis assesses the sensitivity
of the results with respect to potential deviations from the conditional independence
assumption (necessary for "selection-on-observabels" approaches) in the regression
adjusted matching approach.

Chapter 3 ("Informal care and long-term labor market outcomes", joint work with
Hendrik Schmitz) rounds off the evidence from the second chapter on the hidden
costs of informal care provision by looking at more direct �scal costs of care: fore-
gone taxes thatmanifest through reduced labor supply and/or awage penalty through
missed promotions or atrophy in speci�c skills. In other words, this study presents
and discusses long-run estimates on effects of informal care provision on female
caregivers’ labor market outcomes up to eight years a�er care provision. The static
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version (equivalent to the empirical model of the preceding chapter), where average
effects of care provision in a certain year on later labor market outcomes are esti-
mated, is complemented by a partly dynamic version where the effects of up to three
consecutive years of care provision are analyzed. The results indicate signi�cant ini-
tial negative effects of informal care provision on the probability to work full-time.
The reduction in the probability to work full-time by 4 percentage points is persistent
over the course of the following eight years. Short-run effects on hourly wages are
zero but amplify to considerable long-run wage penalties. The results are corrobo-
rated by a partial identi�cation (equivalent to the sensitivity analyses of the second
chapter) effect of 2.4 to 5.0 percentage points that manifest if relevant unobserved
factors of certain degree still exist.

Both studies mainly contribute to the literature by shi�ing the focus from simultane-
ous or very short term effects of care on health or labor supply to dynamic effects that
go beyond one or two periods a�er care provision (with the exception of Fevang et al.,
2012 and – in the meantime – also Heger and Korfhage, 2017 who, however, looks at
shorter time periods). Another contribution relates to the identi�cation of the ef-
fects. Existing studies relied either on less-�exible regression models that relied on
an uncompromising selection-on-observables assumption or used instrumental vari-
ables approaches whose results are indisputable neither. Thus, the studies of these
chapters extend the literature by using highly-�exible state-of-the-art econometric
techniques that also provide meaningful estimates for certain deviations from the
identifying assumptions.

The remaining three chapters are dedicated to the consequences of the educational
expansion. Chapter 4 and Chapter 5 are directly at the nexus of demographic change
and educational expansion. Chapter 4 ("Heterogeneity in marginal non-monetary
returns tohighereducation", jointworkwithDanielKamhöfer andHendrik Schmitz)
starts by estimating the effects of college education on cognitive abilities, health, and
wages. The effects of college education are identi�ed by using an arguably exogenous
variation induced through college expansions (the opening of new universities and
the increase in the capacity of existing ones). In addition, semiparametric local in-
strumental variables techniques are applied that allow to identifymarginal treatment
effects in an environment of essential heterogeneity. The results suggest positive av-
erage effects on cognitive abilities, wages, and physical health. Yet, there is hetero-
geneity in the effects, which points toward selection into gains. While the majority
of individuals bene�ts frommore education, the average causal effect for individuals
with the lowest unobserved desire to study is zero for all outcomes. Mental health
effects, however, are absent for the entire population.

Chapter 5 ("Fertility effects of college education: evidence from the German edu-
cational expansion", joint work with Daniel Kamhöfer) assesses female fertility pat-
terns while using the same instrument as in the previous chapter. However, also with
respect to female fertility, college education is a so far understudied margin of ed-
ucation: no study aims at identifying of causal effects while explicitly focusing on
fertility (Currie and Moretti, 2003 consider fertility implicitly as a potential channel)
– the apparent contribution of this study. While college education reduces the prob-
ability of becoming a mother, college-educated mothers have slightly more children
thanmotherswithout a college education. Unfolding the effects by the timing of birth
reveals a postponement that goes beyond the time in college – indicating a negative



early-career effect on fertility. Coupled with higher labor-supply and wage returns
for non-mothers (as compared to mothers), the timing of the effects moreover sug-
gest that career and family are not fully compatible.

The contribution of both studies are straightforward, since – opposed to anecdotal ev-
idence – surprisingly little is known about the causal effects of college education even
for monetary returns (Barrow and Malamud, 2015). Evidence is even more scarce
when it comes to the considered non-monetary outcomes. Neither has the literature
provided any long-term effects of college education on cognitive skills, nor delivered
a comprehensive study on female fertility effects. In addition, the contribution is ex-
tended by employing state-of-the art econometric methods that additionally allow to
unfold the effects, for instance, by the timing of the births: both allow for novel in-
sights into the respective research question (heterogeneity on selection patterns for
the marginal effects and a faint understanding of the underlying mechanism for the
fertility effects).

Chapter 6 ("More teachers, smarter students? Potential side effects of the German
educational expansion", single-authored) evaluates the potential side effects of the
educational expansion in Germany on the learning outcomes of today’s students. The
educational expansion was a demand shock in the labor market of teachers, which
could have thus encouraged individuals with different teaching abilities to eventu-
ally become teachers. I �nd that replacing a non-affected teacher with an educa-
tional expansion teacher leads to a 2 percent reduction in students’ test scores. Explo-
rative analyses suggest that the educational expansion teachers aremore extrinsically
rather than intrinsically motivated. Furthermore, these teachers also exhibit worse
grades in their highschool exit exams. The results generally highlight that monitor-
ing and investing in quality (of, for instance, the vocational training) is important for
future extensions of public institutions.

This study adds to the literatureby assessing explicitly educational expansion-induced
repercussions in the labor market of teachers, while placing the �ndings into two
strands of closely-related studies. First, the causal effects of teachers on student
test scores (generally identi�ed via teacher �xed effects, see e.g. Hanushek, 1971,
Hanushek and Woessmann, 2008 or Chetty et al., 2014a) and its long-term effects on
students’ life-time earnings (Chetty et al., 2014b). And second, studies on the selec-
tion of individuals into the teaching profession (see, e.g. Britton and Propper, 2016
or Nagler et al., 2015). Furthermore, this studymay generate novel evidence by going
beyond the US and looking at students that aremuchmore homogeneous in skills (as
they attend the academic track in Germany).







Part II

Consequences of the demographic
transition





Chapter 1

The long shadows of past insults –
intergenerational transmission of
health over 130 years1

1.1 Introduction

The origins of societal inequality in health and socioeconomic outcomes are not well
understood – but their persistence over time is quite remarkable. A large body of
literature in economics measures intergenerational correlations in socioeconomic
status. In the U.S., the elasticity of sons’ earnings with respect to their fathers’ earn-
ings is 0.5-0.6 (Mazumder, 2005); whereas the corresponding number for Sweden is
0.25-0.3 (Jantti et al., 2006; Lindahl et al., 2012). Similar results are found for other
socioeconomic outcomes such as IQ and educational attainment (Hertz et al., 2007).
A nascent strand of the literature suggests that the persistence in social hierarchies
may be even stronger than what a narrow focus on labour market outcomes would
suggest (Clark, 2012).

A parallel, but considerably smaller, literature in health economics studies the inter-
generational transmission of health. A typical indicator is birth weight, which has
been shown to be persistent across generations. For American twins, Royer (2009)
�nds that a 100-gram increase in birth weight associates with an 18-gram increase
in the following generation; estimates including mother �xed effects are smaller but
strongly signi�cant. Intergenerational persistence is also observed in other health
outcomes, such as longevity and self-assessed health (Trannoy et al., 2010) or body
mass index (Classen, 2010).

Despite these efforts, the literature does not deliver much evidence of the extent to
which the associations are modi�able. Comparing biological and adopted children,
Thompson (2014) estimates the genetic component in the intergenerational corre-
lation of some common chronic diseases and concludes that it is surprisingly low,

1This chapter is written together with Claudia Andreella, Martin Karlsson, and Therese Nilsson. It
is published as a working paper as: Andreella, C., Karlsson, M., Nilsson, T., and Westphal, M. (2015).
The Long Shadows of Past Insults Intergenerational Transmission of Health over 130 Years. Ruhr
Economic Papers 571, RWI Essen.
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explaining only 20-30% of the observed intergenerational link. This result, however,
still begs the question as to whether the remaining intergenerational link is modi�-
able. A large and growing literature documents that early life shocksmay have strong
effects on health and socioeconomic outcomes in adulthood (Scholte et al., 2012; Al-
mond, 2006; Almond et al., 2009). The same appears to hold for policy interventions
(Bhalotra et al., 2015; Bharadwaj et al., 2011; Bhalotra and Venkataramani, 2011; Aizer
and Currie, 2014). However, it is still largely unclear whether these early life in�u-
ences contribute to reducing inequalities in health and socioeconomic outcomes in
later generations. Increasing our knowledge about this issue would clearly be highly
desirable, since it may be the case that public interventions generate returns over a
very long time period.

It is the purpose of this paper to closely examine the intergenerational transmis-
sion of an early life health shock. Using extremely detailed Swedish data on the in
utero disease environment of the �rst generation, and on various health and socioe-
conomic outcomes of the �rst and the second generations over a time span of 130
years, we seek to answer three distinct questions. First, we estimate at what rate the
impact of the initial health shock diminishes from one generation to the next. Sec-
ond, we analyse whether there is a socioeconomic gradient in the intergenerational
transmission of health. Third, we estimate the repercussions of the initial health in-
sult on a variety of socioeconomic outcomes in the second generation. We contribute
to the existing literature by shi�ing the perspective to the complete life course (as op-
posed to Almond et al., 2012) while exploiting less extreme health shocks than those
caused by rare and devastating events (Richter and Robling, 2013; Van den Berg et al.,
2014). The �rst generation in our dataset was born in the decades around the turn of
the 20th century – a�er the famine of 1866–8 (Doblhammer et al., 2011) and the last
outbreak of smallpox in 1873–4 (Sköld, 1996), but before the Spanish �u pandemic
in 1918 (Karlsson et al., 2014) – in an era characterised by gradual improvements in
public health and by the absence of severe mortality crises.

Our analysis makes use of a unique and purpose-built Swedish dataset. A general
challenge for an empirical analysis of this kind, even in Scandinavia, is that there
are hardly any datasets which cover the long time spans and variables required with-
out serious attrition due to mortality and migration.2 We thus mainly rely on tailor-
made datasets and match them to administrative data whenever possible. Our main
dataset is a representative sample of 25,000 births from the cohorts 1930–34. It in-
cludes a large number of indicators for the parent generation – e.g. date and place
of birth, socioeconomic and marital status, number of children – as well as a wide
range of outcomes for the second generation – e.g. sex, place of birth, mortality, and
socioeconomic outcomes in adulthood. All data are taken from of�cial registers and
the mortality database has exceptionally low attrition since it also includes mortality
information on emigrants.

2For example, the Swedish multigeneration register contains only individuals born a�er 1932 who
were alive and registered at some point a�er 1960. Information on parents is complete only from
the 1950 cohort onwards (Statistics Sweden, 2005). Moreover, existing demographic intergenerational
databases (in Sweden, Canada, Italy, Switzerland and other countries) generally cover complete re-
gions (e.g. a geographical cluster of parishes or a city) but are not representative of the entire popu-
lation since the selection of areas do generally not take such criteria into account (Edvinsson, 2000).
A main obstacle with existing demographic databases is also the lack of digitised individual level data
for the period 1900-1950 (Bengtsson and van Poppel, 2011).
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Our indicator on the �rst generation disease environment is the local infantmortality
rate in the parish of birth of the mother. For 1,856 different birth parishes, we com-
piled information on annual IMR for the period 1880-1917. This variable is commonly
used as a proxy for disease environment in utero and early childhood, and has been
found to be an important predictor of adult health (Akachi and Canning, 2007; Boz-
zoli et al., 2009; Crimmins and Finch, 2006) and various other outcomes (Lawson and
Spears, 2014; Case and Paxson, 2009). Some authors argue that post-neonatal mor-
tality (PNM) is a better indicator of early life disease environment since it does not
include neonatal mortality, which is also strongly associated with the access to pre-
and perinatal care (Schmidt et al., 1995). PNM rates are not available for the time
period we consider, but the drawback is probably less of a concern when consider-
ing conditions in Sweden in the late 19th and early 20th centuries, since access to
those services was limited (Bhalotra et al., 2015) and their ef�cacy in improving in-
fant health has been challenged (Pettersson-Lidbom, 2014). In auxiliary regressions,
we con�rm empirically that infectious disease is amuchmore important predictor of
the IMR than access to health care. Nevertheless, we include a large battery of local
�xed effects and trends in order to reduce the in�uence of persistence in local differ-
ences in public services and other confounding factors. Consequently the identifying
variation we exploit are deviations of the IMR from local trends and levels.

Amore serious concern regarding the use of the local infantmortality rate as an indi-
cator of disease environment is the issue of selection (Almond et al., 2012). In partic-
ular if identi�cation is driven by large deviations from the local mean, one should be
concerned that the resulting sample will be very strongly selected (cf. Doblhammer
et al., 2011). Any impact of local IMR on later-life outcomeswould then be a combina-
tion of scarring and selection effects operating in opposite directions. Using a setting
similar to ours, Hatton (2011) �nds no evidence of selection, and Bozzoli et al. (2009)
conclude that it may be more of an issue in developing than in developed countries.
For the cohorts we study, the national IMR dropped from 10 per cent to 6 per cent
during the observation period. This would be high by today’s standards in developing
countries, but much lower than the levels that have been experienced in developing
countries in the past. However, it is very clear in our case that scarring dominates
selection: the mothers who suffered an unfavourable disease environment had ele-
vated mortality at older ages, and their children experienced worse health and SES
outcomes.

In general, our results corroborate earlier studies on the importance of the in utero
environment: we �nd that a maternal health shock affects survival prospects in the
secondgeneration, that this effect is small or evennon-existent during the�rst decades
of life, but that it has a clear and signi�cant impact on survival prospects a�er the
age of 50 (Almond and Currie, 2011). The effect is also particularly pronounced for
males: if the local IMR in the place of birth of themother increases by ten percentage
points, the risk of dying before the age of 70 increases by three percentage points (ten
per cent) within this group. We do not �nd any evidence of this effect being driven
by fertility responses.

In two respects our results however differ strongly from the typical �ndings of the
previous literature. First, we �nd evidence of an inverse SES gradient in the inter-
generational transmission of health. When the survival disadvantage becomes visi-
ble in the second generation from age 50 onwards, it is strongly concentrated among
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individuals with a better-than-average SES background. In particular males from a
privileged background seem to be affected. This is in stark contrast with the previ-
ous literature, which almost always �nds that the intergenerational transmission is
stronger in disadvantaged groups (Bhalotra and Rawlings, 2013; Currie and Moretti,
2007; Kim et al., 2014; Costa-Font and Gil, 2013).3 By considering grandparental SES
we are able to rule out the possibility that our results are driven by selection into the
advantaged group. Instead, we provide evidence suggesting that this unusual result
is attributable to environmental and behavioural factors in childhood and adulthood:
looking at speci�c death causes, related in particular to cardiovascular diseases and
diabetes, there is compelling evidence that in uterometabolic adaptations have taken
place. Such changes are compatible with the thri�y phenotype hypothesis (Hales and
Barker, 1992) andmay be particularly likely to lead tometabolic disorders in an af�u-
ent environment (Barker, 1997). This candidate explanation is corroborated by sur-
veys of dietary habits in Sweden in the years following the births of our second gen-
eration (Boalt, 1939; Odin, 1934). Besides, we �nd evidence suggesting that some of
the gradient is driven by behavioural changes in adulthood.

Second, our results regarding the impact on labour market outcomes are equally in-
triguing. For earnings, we �nd a strong impact of thematernal disease environment:
a one-point increase in maternal IMR is associated with a one-percent reduction in
adult earnings. The effect is large: it is comparable to the impact found within the
�rst generation by Lawson and Spears (2014) or to the effect of a ten-percent increase
in birth weight (Black et al., 2007). Surprisingly, the effect is entirely driven by fe-
males. This result contrasts the �ndings in some previous literature which suggests
that health shocks disproportionately affect the labour market outcomes for males
(Black et al., 2007; Cai, 2010; Pelkowski and Berger, 2004). In our case, men’s labour
market outcomes are hardly affected, but elasticity of female earnings is -2 – a one
percentage point increase in the maternal IMR is associated with a 2 per cent re-
duction of second generation female earnings in the 1970’s. The effect appears to be
particularly strong for females from low-SES backgrounds. We are able to show that
this effect is linked to the expansion of the welfare state: for the relevant cohorts,
female employment increased in particular in public services, and there appears to
have been positive health-related selection into these professions.

The disadvantage associated with a maternal health shock is thus complex and mul-
tifaceted. But at what age is the disadvantage determined? Analysing educational
attainment in the second generation, we �nd weak evidence that the disadvantage
is �xed early in life: the maternal disease environment associates with shorter com-
pleted education for high-SESmales and low-SES females – i.e. the groups that appear
to be particularly affected – but the coef�cients are generally small and not statisti-
cally signi�cant. On the other hand, our analysis by death cause delivers relatively

3Almond et al. (2012) do �nd a similarly inverted black-white gradient, which they attribute to
selection effects dominating amongst blackmothers. This explanation is unlikely to apply in our case,
since we �nd evidence of scarring in the �rst generation also for the disadvantaged group.
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strong evidence of an epigenetic transmission. The recent epidemiological litera-
ture points to a relationship between “viral infections and preterm labour, and fe-
tal congenital anomalies of the central nervous system and the cardiovascular sys-
tem”(Mor and Cardenas, 2010).4 According to the epigenetics story, environmental
conditions in utero and early lifemay alter the genetic phenotype: for instance, if the
disease load is high, bacteria could cross the placenta causing an in�ammatory re-
sponse syndrome which can have long-term consequences. There is some evidence
that such phenotypic changes can also be transmitted across generations Hochberg
et al. (2011).

The cohorts we study are special in the sense that they were born around the Great
Depression, which evidently represents an environmental shock to the second gen-
eration. However, we do not �nd any evidence of the Great Depression having a detri-
mental effect on health and labour market outcomes of the cohorts exposed to it in
early childhood. Using administrative data of the crisis impact at the local level, our
difference-in-difference estimates for adult incomes are insigni�cant throughout. As
regards health, we �nd evidence that the crisis had a protective effect on mortality
from age 50 onwards. This �nding is, on the one hand, consistent with the common
result that downturns are associatedwith improvements in health (Ruhm, 2000, 2003,
2004; Neumayer, 2004; Gerdtham and Ruhm, 2006) but on the other hand deviates
from the literature focusing on the early life enviroment, which generally �nds ad-
verse effects (Van den Berg et al., 2006; Lindeboom et al., 2010; Van den Berg et al.,
2009, 2011). We leave the investigation of this result as a topic for later research, but
conclude that the effects of the crisis seem to apply across the board since we �nd no
evidence that the crisis moderates the effects of the maternal health shock.

1.2 Literature review

Studies exploring the Barker hypothesis can be broadly classi�ed according to the
timing of the outcome variable: either studies limit their assessment of intrauterine
shocks to one generation (early life or in adulthood), or they extend their scope on
the intergenerational transmission mechanism.

Studies that focus on intragenerational effects further differwith respect to thehealth
shock used to proxy the environment experienced by individuals. Such studies exam-
ine health shocks that either affect the fetus while in utero, or hit the individual very
early in life (at birth or up to the �rst years of life). This distinction is important for
identi�cation of the underlyingmechanism. Moreover, postnatalmeasures aremore
likely to be under the control of and are thus either more likely to be compensated
by parental investment or correlated with unobserved parental characteristics.

Birth weight is the most widely used proxy for health at birth. However, studies us-
ing this proxy have the potential common de�ciency that birth weight is not deter-
mined independently ofmaternal behavior, resulting in estimates thatmight not have
a causal interpretation (see e.g. Coutinho et al., 1997; Currie andMoretti, 2007; Datar

4But also maternal stress has found to be a driver of preterm labour and, thus, of infant mortality
(Goldenberg et al., 2008).
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et al., 2010; Royer, 2009, for a discussion). Birth weight might e.g. be in�uenced by
lifestyle during pregnancy, which is unobserved and thus a threat to identi�cation.5

As Currie (2009, p.102) states: “the most compelling examinations of the fetal origins
hypothesis look for sharp exogenous shocks in fetal health that are caused by condi-
tions outside the control of the mother”.

The literature points at two types of exogenous shocks, entailing that the Barker hy-
pothesis may work through different potential mechanisms. First, the literature has
evaluated direct health shocks that hit a given area. Examples of surveys that exploit
such exogenous shocks are the “Dutch HungerWinter” analyzed inter alia by Scholte
et al. (2012), huge pandemics like the devastating Spanish �u in 1918 (Almond, 2006)
and the nuclear disaster of Chernobyl (Almond et al., 2009). Such shocks can be seen
as good sources of exogenous variation in the health environment. Another widely
used proxy for the health environment at birth or in utero is the infantmortality rate.
Although its effect might be theoretically ambiguous, as only surviving infants are
considered, it has been shown to be a good proxy for early health environment, be-
cause it accounts for huge differences in the cross-cohort health outcomes (mortality
and height; see: Bozzoli et al., 2007, Crimmins and Finch, 2006)

Second, some papers explore the role of external economic shocks. However, as
pointed out e. g. by Goldstein (2013) on �nancial crisis, such shocks may be foresee-
able to some extent. If it is the case, they can in�uence fertility decision of hypothet-
ical parents. Beyond that, the exact transmission channel is ambiguous. The main
channels proposed in the literature are the level of public health expenditures, the
change in the opportunity cost of health care, nutritional de�ciencies due to the loss
of �nancial resources and psychosocial stress. We focus on the last twomechanisms,
as they are linked to in-utero exposure (see for instanceMargerison-Zilko et al., 2011).
Although de�ciencies in speci�c nutrients could indeed in�uence mortality, there is
no consistent evidence showing that, in our setting, it would actually be the case.
Therefore, we are more inclined to focus on the psychosocial stress channel as the
main transmissionmechanism between economic and health shocks (Bejenariu and
Mitrut, 2013).

Only a few studies focus the intergenerational effect of exogenous health shocks.
Drake (2004) was the �rst to extend the scope of the fetal-origins hypothesis to subse-
quent generations. They evaluate the fetal origins hypothesis in terms of the second
generation’s birth weight and �nd some evidence of non-genetic inheritance. One
of the mechanisms through which this effect operates is epigenetics. According to
epigenetics, environmental conditions in utero and early life may alter the genetic
phenotype. This can be ef�cient from an evolutionary point of view since it means
that the fetal metabolism reacts to outside information and is hereby adjusted to the
environment it is expected to be born into.6 These phenotypic changes can also be
inherited by the next generation (Jirtle and Skinner, 2007).

5However, twin differences in birth weight �x these confounding factors but also hold the intra-
uterine environment constant (see, for example, Figlio et al., 2014).

6For example, Prentice (2006) review literature that builds the bridge between maternal malnu-
trition and offspring’s obesity. The main explanation is that those fetuses had to use resources more
ef�ciently which makes themmore susceptible to gain weight in later life.
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Theepidemiological literaturehas showna relationshipbetween "viral infections and
preterm labor, and fetal congenital anomalies of the central nervous system and the
cardiovascular system"(Mor and Cardenas, 2010)7; if the disease load is high, bacte-
ria could cross the placenta causing an in�ammatory response syndrome which can
have long-term consequences. Even today, preterm births account for 75% of peri-
natal mortality and they are o�en caused by intrauterine infections (25-40% of the
cases, Goldenberg et al. (2008)).

Bhalotra and Rawlings (2013) is among the few studies that exploits exogenous varia-
tion in severalmeasures related to economic growth in developing countries in order
to analyze the gradient in the intergenerational transmission of health. By control-
ling, inter alia, for family speci�c endowments, they �nd that a change in the health
environment of the �rst generation has some effects on early-life health outcomes
of the second generation. We contribute to this literature by considering health out-
comes also later in life. In addition, we examine the heterogeneity of such effects,
driven by sex and by the transmitted socio-economic status in the second generation.

1.3 Data

One of the reasons why estimates of the intergenerational transmission of health and
of the intergenerational effect of health on socio-economic outcomes are scarce is
that data pose a signi�cant challenge. Such ananalysis requires tracking a suf�ciently
large number of individuals over the life-course and at the same time have informa-
tion on the birth location and early-life disease environment of the parental genera-
tion. Other general challenges are attrition, mortality in early life and the traceabil-
ity of migrants. The following two sections describe how we construct a tailor-made
dataset which adresses most of these concerns.

1.3.1 Individual level data

The base component of our dataset is a representative sample of individuals born
in Sweden from January 1, 1930 to December 31, 1934, whom we follow over the life
course. Weconstruct themicro-level databydigitisingparish records from133parishes
throughout the country on all individual births, including detailed information on
birth date, place of birth, name, sex, mother’s marital status, parents’ name, date of
birth and occupation.8

The Swedish church law of 1686 states that the clergyman in each parish should keep
record for all children born in and out of wedlock. Vital statistics were thus intro-
duced very early in Sweden and the information provided by parish records are gen-
erally seen as being of very high quality (Edvinsson, 2000). Covering everyone born
during the sample period in the selected parishes the data includes 25,064 individual

7But also maternal stress has found to be a driver of preterm labor and, thus, of infant mortality
(Goldenberg et al., 2008).

8Parishes (församling/socken) are subdivisions within the Church of Sweden. In 1930s there were
about 2,200 parishes in the country.
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births corresponding to nearly 6 per cent of all births in Sweden in 1930-1934. The
data also allow us to identify siblings born within this time period and twin births.
There are 12,015 siblings in the dataset, from 5,279 mothers.

Figure 1.1 shows the geographical location of the birth parishes of our individuals.
Birth parishes are distributed across all parts of the country and using information
from the 1930 census we con�rm that the locations covered in the dataset are rep-
resentative of Sweden as a whole in terms of observable characteristics such as eco-
nomic structure, average income and infantmortality, corroborating the external va-
lidity of our results.

(a) Average IMR between 1880 and 1919. (b) The 133 second-generation birth parishes.

Figure 1.1: Maps of �rst- and second-generation birth parishes.

We follow each individual from birth to death, or to age 79-83 if alive in 2013. Using
name, gender and date and place of birth we trace the date of death of deceased in-
dividuals from the Swedish deathbook (Sveriges dödsbok). The deathbook contains
the universe of deaths occurring in Sweden and to Swedes abroad during the period
1901-2013. In order to validate our matches we use information from cemetery burial
records (Federation of Swedish Genealogical Societies, 2009).9 As a second validation
source we use tax records on annual incomes (labor, capital and business income)
2001–12 and the 1970 census.10

With the above sourceswe track 96 per cent of all individuals for a period of 79 years.11

Among our cohorts 44.7 per cent did not survive to the age of 79. For deaths occur-
ring a�er 1960 we also have information on individual death causes from the Death

9This source covers all grave registers in the country and includes more than 5 million entries.
10These sources also allowus to cross-checknames, of particular importance for the correct tracing

of women who o�en change their last name when getting married.
11The remaining 4 per cent are likely to be surviving emigrants; we thus include them as survivors

in our analyses of mortality. Results are insensitive to the exclusion of this group.
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cause register (The National Board of Health & Welfare, 2014) covering all deceased
residents who died in Sweden or abroad. Looking into descriptive statistics the qual-
ity of our death records seems very high. 2.6 per cent of all births in the sample are
stillbirths, the infant mortality rate is 58 and child mortality 73 per 1,000 live births.
This is all to be considered normal of the 1930s (Edvinsson et al., 2008) and suggests
accurate and high quality recording. Similarly the sex ratio at birth is exactly the ex-
pected 1.05. Also with respect to death cause statistics we can con�rm the external
validity of our dataset: 38.5 and 30.6 per cent respectively of our sample population
died because of circulatory diseases and cancer in the 1990s which corresponds to
of�cial �gures for the corresponding demographic groups in the entire population
(Statistics Sweden, 1997).

Our health outcome variables are a mutually exclusive set of binary mortality indica-
tors over the whole life course (censored at age 79): mortality between ages 0–1; 1–50;
50–70; and 70 and older. Even though we consider individual-level mortality from
birth onwards, we put particular emphasis on mortality between 50 and 70, as these
ages have been identi�ed as a critical period in the fetal origins literature.12

Wealso examine the intergenerational transmission of health to socio-economic out-
comes.13 Our main socio-economic outcomes are measured in adult life (age 36-40)
when the second-generation individuals are typically active on the labour market af-
ter having completed their education. The primary socioeconomic outcome we con-
sider is log individual earnings from the 1970 Census.14 We also examine other labour
market outcomes for the second generation, such as employment (total, full-time,
part-time) and sector of employment. Finally, we examine the impact on completed
years of schooling.

Table 1.1 provides descriptive statistics for the variables in the dataset.

Theparish recordsprovidepertinent informationon theparents (marital status, name,
date of birth andoccupation). As household SESmayplay an important role for health
and socioeconomic outcomes of the second generation, we classify the parents’ oc-
cupations according to the HISCO system (Historical International Standard Classi-
�cation of Occupation) to derive relevant SES groups. The HISCO rank occupations
according to the required skill level of an occupation, where 0 indicates the most
skilled non-manual jobs, and 9 indicates the lowest skilled manual occupations. Ta-
ble 1.2 lists the major HISCO groups, together with a short description and the ab-
solute and relative frequencies in our data. Many household heads belong to HISCO
group 6, representing mainly farmers, and to HISCO group 9, representing workers
employed in unskilled jobs.15

To allow for a survival analysis of the �rst generation we also collect information on
the date of death of the mothers from the death book. We identify the exact date of
death of 89 per cent of our �rst generation population.

Digitising the parish records gives an advantage compared to of�cial multigenera-
tional registers since the latter only contain individualswhowere alive and registered

12Barker’s seminal work explores in particular the association between low birth weight and the
incidence of certain types of diseases inmiddle age - among others, coronary heart disease, hyperten-
sion and diabetes (Barker, 1990; Hales and Barker, 1992).

13As we observe all individuals and either their income or their death (or both), we can examine
the role of attrition. In particular we compare descriptive statistics of the sub-sample of individuals
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Table 1.1: Descriptive statistics.

Variable Mean SD Min Max Obs

Individual birth/death data
IMRj 0.10 0.05 0 1 25,010
crisisi 0.05 0.20 -0.59 0.61 25,010
Female 0.48 0.50 0 1 25,010
Twin 0.03 0.16 0 1 25,010
Wedlock 0.89 0.31 0 1 25,005
Age mother (yrs) 29.13 6.66 13 50 25,007
Urban 0.21 0.41 0 1 25,010
Mortality 0-1 (baseline) 0.08 0.28 0 1 25,010
Mortality 1-50 (baseline) 0.08 0.27 0 1 22,940
Mortality 50-70 (baseline) 0.16 0.37 0 1 21,081
Mortality 70+ (baseline) 0.30 0.46 0 1 17,632

Census 1970
Log labor income in 1970 8.41 3.56 0 13.37 18,566
Years of education 9.62 2.46 7.69 19 18,372

Death causes 1960-2013
All causes 0.41 0.49 0 1 22,739
Cancer (excl. lung/oral cavity) 0.08 0.28 0 1 22,739
Lung/oral cavity cancer 0.02 0.14 0 1 22,739
Respiratory diseases 0.04 0.19 0 1 22,739
CVD (no curable risk factors) 0.09 0.28 0 1 22,739
CVD (with curable risk factors) 0.03 0.17 0 1 22,739
Other circulatory system diseases 0.03 0.18 0 1 22,739
External causes/infections 0.03 0.18 0 1 22,739
Digestive/endocrine system (incl. diabetes) 0.01 0.12 0 1 22,739
Other symptoms 0.04 0.20 0 1 22,739
Not classi�ed elsewhere 0.03 0.17 0 1 22,739

Table 1.2: Occupation of the household head according to the HISCO classi�cation.

HISCO cat. Description Freq. Percent Cum.

0 Professional, technical and related workers 330 1.32 1.32
1 806 3.22 4.54
2 Administrative and managerial workers 517 2.07 6.61
3 Clerical and related workers 368 1.47 8.08
4 Sales workers 637 2.55 10.63
5 Service workers 439 1.76 12.38
6 Agricultural, animal husbandry and forestry workers,

�shermen, hunters
8,913 35.64 48.02

7 Production and related workers, transport 2,291 9.16 57.18
8 1,324 5.29 62.47
9 Equipment operators and labourers 6,537 26.14 88.61
10 Unknown 2,848 11.39 100

Total 25,010 100

who died before 1970 to the ones who did not die before 1970 and we compare our main regression re-
sults with the corresponding speci�cation estimated using IPW (available upon request). Importantly,
attrition does not seem to be an issue in our data.

14As discussed by e.g. Haider and Solon (2006) and Böhlmark and Lindquist (2006), income data
measured at ages 30-45 generally provide a good proxy of lifetime income as they are less likely to
�uctuate due to life-cycle biases.

15The reported information is generally based on fathers’ occupation.
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in Sweden at somepoint in time a�er 1960. Similarly information on the parental gen-
eration is conditioned on being alive and parental data is complete only from the 1950
cohort and onwards (Statistics Sweden, 2005). Using parish records also assure that
we do not have anymisreporting in the place of birth of an individual.16 These unique
features of the dataset allow us to match individual-level data for both the �rst and
the second generation to detailed information on the local economic and in utero
disease environment.

1.3.2 Maternal disease environment in utero

Our indicator of the maternal disease environment in utero is the infant mortality
rate in her parish of birth. Lifetime individual-level data have previously been com-
binedwith local IMR to evaluate the impact of exogenous variation in early-life condi-
tions of one generation (see e.g. Bengtsson and Lindström, 2003; Van den Berg et al.,
2009).17 To analyse the role of in utero disease environment of a parental generation
we �rst use the information provided on parents in the parish birth records of the
second generation and the death book to exactly identify the parish of birth of the
mothers of the children of the second generation. The �rst generation mothers are
born between 1880 and 1918 in 1,864 parishes across the country.

We calculate the IMR within the time window 1880-1918 on the parish level. For the
period 1880-1900 we use IMR data from Statistiska Centralbyrån (Statistics Sweden,
SCB). For the remaining years we calculate local IMR from the deathbook.18 We ob-
tain the IMR at birth location for 99.8 per cent of the mothers in the �rst generation.

Figure 1.1a shows the regional variation in the IMR level, while Figure 1.2 shows the
change over time of the IMR from 1880 to 1918 averaged over all parishes.19

16In of�cial registers the parish of birth reported for cohorts born until 1946 refers to the place of
the actual birth of an individual, i.e. if an individual was born in a hospital the parish of birth reported
refers to the location of the hospital in which someone was born (Skatteverket, 2015). The transition
to institutional delivery started in the late 1920s andwas initially very smooth, but in themid-1940s the
majority of births took place out of the home (Wisselgren, 2005)

17Along the same lines we use the infant mortality rate as a proxy for the health environment at
birth and/or in utero. Although its effect might be theoretically ambiguous, as only surviving infants
are considered, it accounts for huge differences in the cross-cohort health outcomes and it has been
shown to be a good proxy for early health environment (mortality and height; see: Bozzoli et al., 2007,
Crimmins and Finch, 2006). We further discuss the potential determinants of IMR in Section 1.5.

18The IMR for the parish of birth of the mother is missing for 16.9 per cent of the mothers in our
sample. For these cases we impute IMR based on the regional annual IMR, taking the annual IMR in
the region of birth and subtracting a weighted average of all available IMRs at the parish level in the
same region. In addition, information on the parish of birth of the mother is missing for 14.6 percent
of our �rst generation. In these cases we impute the IMR of the parish of birth of the �rstborn child.
Such imputed measures are cruder than the local IMR but improves representativeness and allows us
to include additional observations.

19As described below we use �xed effects implying that the identifying variation in our estimation
will correspond to deviations from the levels and time trends in IMR within each parish.
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Figure 1.2: Average infant mortality rate (IMR) by maternal year of birth.

1.3.3 Economic environment

The cohorts of 1930-1934 were born around the Great Depression, which represents
an additional environmental shock. The peak of the crisis in Sweden appeared in
March 1932 with low per capita incomes and high unemployment (Kobrak and Mira,
2013), but the economy recovered remarkably fast: in 1934, the gross domestic prod-
uct was already back to its 1930 level (Mitchell, 1998). To test if the recession had any
effects on health and socioeconomic outcomes we add local level information on the
general economic situation measured as deviations in annual municipality income
tax revenue for the period 1930-1934, collected from yearbooks (Statistics Sweden,
1935).20 We divide the yearly tax revenues at the municipality level by the working
population in 1930 (from the 1930 Census) and we de�ate this measure by the Cost of
Living Indicator (CLI, by Statistics Sweden). We de�ne the crisis indicator crisisi

sy as
the negative logarithmic deviation of the de�ated per capita tax revenues (tax) in year
y = (1931, . . . , 1934) with respect to the same measure in 1930, for each parish s.

crisisi
sy = −

[
log(taxs,y)− log(taxs,1930)

]
, y ∈ {1931, . . . , 1934} (1.1)

If the indicator is positive the crisis hit a parish, and if negative the economic situa-
tion in a parish was better in year y than in 1930. Figure 1.3 shows how the indicator
changes over time and across parishes. On average, the indicator increases until 1932
and then declines again until 1934.

1.4 Empirical strategy

As Figure 1.2 reveals, Sweden experienced a declining infant mortality rate over the
relevant period. In addition to these temporal trends, there are also spatial patterns.

20At the time parishes and municipalities more or less coincided. The 133 parishes covered by our
individual-level dataset are grouped in 118 municipalities.
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Figure 1.3: Crisis indicator: average negative log deviation from 1930 tax revenues.

If these patterns are not taken into account, the IMR coef�cient simply re�ects the
fact that mothers who were exposed to higher infant mortality rates are older (con-
founding time-trend) and/or were born in places where, for example, public services
were scarce or had a low quality or, again, that individuals select themselves into
municipalities according to their health endowment. It could also be that different
regions in Sweden exhibit different rates of technological progress or expansions of
the medical sector.

We control for regional �xed effects and different regional-speci�c trends (spatial
time trends and ageing trends in the �rst generation) using the following baseline
econometric model, similar to the one employed by Almond et al. (2012):

Yij
ptrsya = α + IMRj

ptβ1 + Xiγ + θ
j
a + θ

j
atj + δ

j
r + δ

j
rtj + εij (1.2)

where Yij
ptrsya refers to health or to socioeconomic outcomes for individual i, born

in parish s in year y, belonging to the second generation. j indicates individual i’s
mother, belonging to the �rst generation, while p refers to mother j’s parish of birth,
t her year of birth, r the region of birth and a age when giving birth. IMRj

pt proxies
the disease environment that the individuals in the �rst generation experienced in
utero. We use a linear probability model (LPM) to estimate Eq. 1.2 when the focus
is on binary mortality indicators. For our economic indicators we estimate Eq.1.2 by
OLS.

The coef�cient β1 reports the effect of the health shock, IMRj
pt, which is the effect of

interest. We argue that this coef�cient is identi�ed conditional on the covariates.21

21In Section 1.5 we discuss whether IMR is a good approximation for the health environment of the
mother at birth and whether it is an appropriate measure for the effects that we are considering in the
second generation.
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Xi is a vector of control variables pertaining to individual i in the second generation,
born in parish s in year y. It contains binary indicators for sex, whether a twin birth
occurred or whether individual i is born in wedlock and dummy series for the or-
der of birth, the quarter and year of birth, the parish of birth of individual i and the
occupation of the household head. We also control for a crisis indicator to capture
possible effects of the Great Depression on mortality. Furthermore we control for
spatial effects on the parish level where the second generation is born and for sea-
sonal variation.

Equation 1.2 also accounts for several characteristics of the �rst generation. We in-
cludematernal age �xed effects θ

j
a to account for the in�uence of themother’s age on

the foetus’ health and mother’s region of birth r (Län) δ
j
r �xed effects. We control for

time trends using two vectors. The �rst (θ j
atj) addresses time trends in the age of the

mother. It takes into account that the age effect of mothers at birth is changing over
time. The second time trend (δj

rtj) accounts for separate time trends by region. Hold-
ing trends and levels within regions �xed, β1 is thus identi�ed by deviations from
those trends and levels.

Another important issue is the population for whom the effect is identi�ed. Even if
the health shock in the �rst generation is random, mothers who are hit by the most
severe shocks might die younger or might not get an offspring. We can only identify
the effect for those �rst-generation individuals who survived and become fertile. Due
to selection occurring among the�rst generation our estimate is likely a lower bound.
In Section 1.5.4 we elaborate further on the transmission channels in order to be able
to better assess the quality of the regression results.

1.5 Results

This section presents the results from the empirical analysis. We �rst provide some
descriptive and graphical evidence for the main explanatory variable and the main
outcomes. We then turn to regression estimates for the second generation. Finally,
we deal with issues related to selection and confounding factors, and investigate the
impact of the original health shock within the �rst generation.

1.5.1 Explorative graphical analysis

We now provide some visual evidence on the relationship between the maternal dis-
ease environment and survival prospects in the second generation. Since infant sur-
vival has been shown to be affected by intergenerational transmission (Almond et al.,
2012), we start by zooming in on the �rst 365 days of life. Figure 1.4 provides two haz-
ard plots. The le�-hand side �gure shows the cumulative hazard (by 15-day bins) for
children born tomothers from different health environments (de�ned in this case as
a dummy variable indicating positive and negative deviations from the local trend),
whereas the right-hand side shows the difference in the cumulative hazards between
the two environments.
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Figure 1.4: Second generation mortality hazards in the �rst year of life.

The�gure does not deliver any evidence supporting thehypothesis that childrenborn
to disadvantaged mothers fare worse in terms of early life survival. We can bound
the overall effect on second-generation IMR at less than 0.5 percentage points in any
direction, and the point estimate is everywhere very close to zero.

Figure 1.5 shows the same exercise for the entire life course. One again the evidence
suggests that the impact of the maternal disease environment is close to zero for a
long time – but from age 50 onwards there is evidence of an increasing penalty for
children born to mothers from a poor disease environment.

1.5.2 Second generationmortality

The evidence from the above subsection suggests that there is no manifestation of
an impact of a disadvantageous maternal disease environment during the �rst years
of life, whereas there appears to be a growing disadvantage starting around the age
of 50. This evidence is consistent with the Barker hypothesis, which suggests that
an adverse fetal programming may cause various health problems from middle age
onwards. We now formally test this in a regression framework while controlling for
various environmental factors which could possibly have confounded the relation-
ship between the maternal disease environment and second-generation outcomes.
Table 1.3 presents the results.

Each speci�cation presents results for second-generation mortality during a partic-
ular period in life, conditional on survival up to that period. In addition to the main
explanatory variable – the mother’s disease environment (IMRj) – we also control
for the child’s sex, the degree of crisis in the birth parish in the birth year, and a set
of �xed effects for the birth parish, the mother’s birth region, and the mother’s birth
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Figure 1.5: Second generation mortality hazards over the entire life cycle.

Table 1.3: Regression results: second generation mortality.

Dependent Variable: Mortality between Ages
0-1 1-50 50-70 70-

IMRj 0.043 −0.012 0.141∗∗ −0.045
(0.046) (0.037) (0.062) (0.077)

crisisi −0.009 0.015 −0.036∗ −0.067∗∗

(0.015) (0.013) (0.019) (0.028)
Female −0.023∗∗∗ −0.038∗∗∗ −0.082∗∗∗ −0.110∗∗∗

(0.004) (0.003) (0.005) (0.007)
j’s county of birth FE 3 3 3 3
j’s year of birth FE 3 3 3 3
i’s parish of birth FE 3 3 3 3

Baseline (%) 8.3 7.7 16.4 30.3
R-squared 0.017 0.019 0.023 0.029
N 25,010 22,940 21,081 17,632
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Standard errors in parentheses clustered
at the mother j year of birth-county of birth level. Dep var: mortality in dif-
ferent phases of life (0-1; 1-50; 50-70; 70- y.o.) for the second generation.

year. Clearly, only themortality rate between 50 and 70 is signi�cantly correlatedwith
themother’s disease environment. According to this estimate, each point increase in
the IMR of the maternal birth parish associates with an 0.14-point increase in the
mortality rate. Since the standard deviation of the maternal IMR is 0.05, a one stan-
dard deviation increase in this variable is associated with an increase in the second
generation mortality by 0.7 percentage points. With a baseline risk is 16.4 per cent,
this effect is relatively large.

We take two main messages out of Table 1.3. First, there is limited evidence of selec-
tive mortality before age 50: the relatively small and insigni�cant effects in the �rst
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two columns cancel out to some extent. Second, there is a strong impact of themater-
nal disease environment onmortality between 50 and 70. With a p value of 0.023, this
result would remain statistically signi�cant at conventional levels also a�er a correc-
tion for multiple testing (p value of 0.092 using the Bonferroni method).

The existing literature suggests that males are more sensitive to health insults than
females, and that the socioeconomic environment into which the child is born can
act as a buffer to mitigate some health shocks. In Table 1.4, we allow for a wide range
of robustness checks and analyses by subpopulation.

Each column of Table 1.4 adds some additional control variables in order to assess
the robustness. The rows denoted A-I represent different subsamples, de�ned by sex
and the socioeconomic status of the head of the household in the �rst generation.22

Clearly, the survival disadvantage observed in Table 1.3 is robust to the inclusion of
region-speci�c trends in the �rst generation, parental occupation, and birth order
effects. The parameter drops slightly but remains statistically signi�cant at the 5 per
cent level.

We also �nd evidence of effect hereogeneity. When splitting the sample by sex, it
becomes clear that the negative effect is entirely driven by males. When splitting by
parental SES, the effect seems to be concentrated in higher socioeconomic groups.
Whenwe interact the two dimensions, the effect is particularly pronounced amongst
males born in families of relatively high SES. An increase in the �rst-generation IMR
by one standard deviation increases mortality between 50 and 70 by almost two per-
centage points (1.91) in this group. Measured against a baseline rate of 18.5 per cent,
this effect is indeed sizeable.23

What are the mechanisms responsible for these �ndings; in particular the inverted
SES gradient amongstmales? We start by considering speci�c death causes, and then
turn to socioeconomic outcomes. Sincewe�nd that the original health insult appears
to interact with the early life environment of the second generation – as captured by
the household head SES – it seems reasonable to consider leading death causeswhich
are likely to have a genetic component while at the same time being modi�able. For
instance, data from the death cause register enable us to differentiate between car-
diovascular diseases with concomitant risk factors24 and other cardiovascular dis-
eases with no modi�able risk factors.

Several things are immediately clear from the results in Table 1.5. First, cardiovascu-
lar (CDV) diseaseswithout concomitant risk factors (Panel B) appear to be responsible
for a big share of the intergenerational transmission. This death cause, responsible
for 23.7 per cent of the total deaths between 50 and 70, explains about 50 per cent of

22We will return to the potential endogeneity of this variable in section 1.5.4.
23In the interest of clarity, we present effect heterogeneity results as split-sample regressions. The

effect heterogeneity results we present are statistically signi�cant. Results are also robust to the inclu-
sion of �xed effects for the mother’s birth parish: due to the large overlap with the second-generation
birth parish, we le� this variable out of the main speci�cation.

24We have information about hypertension, diabetes and alcohol consumption. Conventional risk
factors for cardiovascular diseases that can be modi�ed and/or treated are: having a diabetes condi-
tion, hypertension condition, unhealthy dietary habits, alcohol consumption, smoking and physical
inactivity (see e.g. Khot et al., 2003, for an overview). Unmodi�able risk factors include for instance
age and family history.
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the transmission, and the concentration amongstmales and in the groupwith higher
SES is very similar as for all-cause mortality. In addition, an inverted SES gradient
concentrated amongst males is supported by the estimates for the category ‘diseases
of the endocrine and digestive system’ which includes diabetes as the primary cause
of death.
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Table 1.4: Regression results: second generation mortality (50-70). Robustness and
effect heterogeneity.

Dependent Variable: Mortality 50-70
(1) (2) (3) (4) (5) (6)

A. All IMRj 0.141** 0.136** 0.136** 0.136** 0.135** 0.133**
(0.062) (0.062) (0.062) (0.062) (0.062) (0.062)

R-squared 0.023 0.026 0.027 0.028 0.028 0.029
N 21,081 21,081 21,081 21,081 21,081 21,081

B. Females IMRj 0.022 0.016 0.018 0.018 0.017 0.012
(0.074) (0.074) (0.074) (0.074) (0.074) (0.074)

R-squared 0.019 0.027 0.028 0.028 0.029 0.032
N 10,561 10,561 10,561 10,561 10,561 10,561

C. Males IMRj 0.254*** 0.246** 0.239** 0.243** 0.242** 0.241**
(0.098) (0.097) (0.098) (0.098) (0.098) (0.099)

R-squared 0.020 0.026 0.028 0.028 0.028 0.032
N 10,520 10,520 10,520 10,520 10,520 10,520

D. Mid-high SES IMRj 0.217** 0.214** 0.214** 0.215** 0.214** 0.211**
(0.097) (0.096) (0.096) (0.096) (0.096) (0.097)

R-squared 0.028 0.035 0.035 0.035 0.035 0.038
N 10,223 10,223 10,223 10,223 10,223 10,223

E. Low SES IMRj 0.079 0.079 0.079 0.077 0.076 0.076
(0.077) (0.077) (0.077) (0.078) (0.078) (0.078)

R-squared 0.035 0.041 0.041 0.042 0.042 0.046
N 10,858 10,858 10,858 10,858 10,858 10,858

F. Mid-high SES, females IMRj 0.064 0.057 0.057 0.062 0.060 0.048
(0.115) (0.115) (0.115) (0.115) (0.115) (0.115)

R-squared 0.039 0.052 0.052 0.053 0.053 0.058
N 5,111 5,111 5,111 5,111 5,111 5,111

G. Low SES, females IMRj 0.009 0.011 0.011 0.010 0.008 0.013
(0.097) (0.098) (0.098) (0.098) (0.098) (0.099)

R-squared 0.035 0.048 0.048 0.049 0.049 0.056
N 5,450 5,450 5,450 5,450 5,450 5,450

H. Mid-high SES, males IMRj 0.384*** 0.379*** 0.379*** 0.383*** 0.386*** 0.382***
(0.145) (0.144) (0.144) (0.144) (0.144) (0.146)

R-squared 0.034 0.045 0.045 0.046 0.046 0.053
N 5,112 5,112 5,112 5,112 5,112 5,112

I. Low SES, males IMRj 0.159 0.166 0.166 0.166 0.163 0.155
(0.124) (0.125) (0.125) (0.126) (0.126) (0.127)

R-squared 0.039 0.048 0.048 0.050 0.051 0.056
N 5,408 5,408 5,408 5,408 5,408 5,408

i’s ind. controls X X X X X X
j’s county of birth FE X X X X X X
j’s year of birth FE X X X X X X
i’s parish of birth FE X X X X X X
j’s county x time trends X X X X X
i’s parent occupation FE X X X X
i’s order of birth & twin dummies X X X
i’s year/quarter of birth X X
i’s mother age FE X

* p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses clustered at the mother j year of birth-region of birth
level. Individual controls include: crisis indicator and female (speci�cations not split by sex only). Fixed effects on i’s
parent occupation included in speci�cations not split by SES only. Dep. var: mortality between 50-70 y.o. for the second
generation; sample conditional on survival until 50 y.o.
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These �ndings are informative regarding the mechanism driving the results, since
these conditions – cardiovascular disease and diabetes – and the related risk factors
hypertension and obesity are the main outcomes of adverse fetal programming ac-
cording to the Barker hypothesis (Barker, 1990). Importantly, such metabolic adap-
tations in the 2nd generation are compatible with intergenerational transmission
(Langley Evans, 2015).

The onset of metabolic problems is likely determined early in life and several epide-
mological studies show that a high-nutrient diet in infancy, in particular diets rich
in dairy proteins, associates with programming of the metabolic syndrome in chil-
dren – speci�cally with increased BMI and obesity in childhood (Weber et al., 2014;
Pearce and Langley Evans, 2013). A household survey conducted 1936–7 provides de-
tailed information on dietary habits in Swedish families during the �rst years of life
of the second generation. The survey concludes that young children from higher SES
background were given on average more nutritious food than children from lower
SES background. The survey also shows that milk and, more generally, dairy prod-
ucts represent the type of protein that is consumed the most. Also in this case there
is clear socioeconomic difference among children: a �ve year old child in a middle-
or high-SES household on average consumed 4.6 litres milk per week – 25 percent
more compared to a peer from a low-SES household (Boalt, 1939).25 Similar indica-
tions are provided by larger, but less detailed, surveys conducted in the 1930’s (So-
cialstyrelsen, 1938; Medicinalstyrelsen, 1934). Also, while sugar never previously had
been an everyday consumption good, it becomes all themore common among higher
SES-housholds in Sweden during this time period (Bolin, 1934; Torell, 2013). It is thus
possible to explain a substantial part of the inverted socioecomic gradient with ref-
erence to the thri�y phenotype: second generation high-SES individuals were more
likely to be exposed to a calorie rich diet and a sedentary lifestyle than low-SES indi-
viduals during their childhood.

However, Table 1.5 suggests that also behavioural factors matter to the intergenera-
tional transmission. For example cancers appear to be responsible for some of the
male penalty in intergenerational transmission, and the most prevalent cancers af-
fecting males have a strong behavioural component. Lung and oral cavity cancers
appear to counteract the intergenerational transmission, and the estimated reduc-
tion in the prevalence of this death cause is large, considering that less than one per
cent of the sample died between 50 and 70 due to this cause. Besides, the absence of
an SES gradient in females appears to be attributable to some extent to a reduction in
cardiovascular disease with concomitant risk factors within the high-SES group.

We hence conclude that the fetal programming to some extent also appears to inter-
act with behavioural changes in adulthood. This is to be expected: the birth cohorts
under study were some of the �rst to become aware of the perils of smoking in adult
ages (the SurgeonGeneral’s report on smoking andhealthwas published in 1964; Hol-
ford et al., 2014). Likewise, these cohorts were the �rst to be exposed to large-scale
prevention programmes for cardiovascular disease, which are believed to have con-
tributed to a reduction in morbidity and mortality (Weinehall et al., 1999).

25The survey was conducted by Kooperativa Förbundet with the aim to map dietary habits across
socio-economic groups, and covered 378housholds (1163 individuals) across the countrey. Eachhoush-
old �led a protocol for each meal and every food intake for every household member during seven
days.
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The inverse socioeconomic gradient in the intergenerational transmission may con-
sequently be due to a combination of environmental and behavioural factors in child-
hood and adulthood being of greater importance for males. This line of reasoning
seems to be supported by trends in mortality rates, as Figure 1.6 illustrates.

.1
.1

5
.2

.2
5

1930 1931 1932 1933 1934
bYear

Male, high ses Female, high ses
Male, low ses Female, low ses

Notes: Average mortality by 2nd generation cohort, ses and sex

NP Cohort trends

Figure 1.6: Cohort trends in mortality between 50 and 70, by sex and socioeconomic
status (SES).

Figure 1.6 shows that males exhibit a strong downward trend in mortality as well as
a strong socioeconomic gradient, whereas none of these features is visible for fe-
males. Our tentative conclusion is thus that the convergence of male mortality rates
with female rates which this generation experienced, was to a large extent driven by
improvements for higher-SES individuals who did not carry a disadvantage related to
a health shock in the previous generation. This explanation is very similar in spirit
to the ideas brought forward by Cutler et al. (2006), who postulate that new knowl-
edge and treatment possibilities will generally bene�t the higher SES groups �rst, so
that the SES gradient may widen in some periods. Interestingly, the SES gradient in
the intergenerational transmission of health may move in the opposite direction for
exactly the same reasons.

1.5.3 Second generation SES outcomes

We now turn to regression estimates for socioeconomic outcomes of the second gen-
eration, measured at the suitable time when our individuals were between 36 and 40
years old (cf. Böhlmark and Lindquist, 2006). The SES outcomes we now consider
may be seen either asmechanisms possibly explaining the �ndings we have reported
for mortality above, or as outcomes in their own right.

Table 1.6 provides regression results for a range of speci�cations. Each column is
equivalent to the corresponding columns in Table 1.4 and the split-sample estimates
presented in the rows are consistently de�ned. The number of observations differs
slightly due to migration (those leaving Sweden before 1970 are not observed) and
mortality (individuals who died between 1970 and the age of 50 are included here but
not in Table 1.4).
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The statistical signi�cance is generally somewhat weaker for earnings compared to
mortality, but a clear picture nevertheless emerges: there is evidence of a relatively
large penalty associated with the maternal health shock, and the result is mainly
driven by females and individuals from lower socioeconomic groups. In particular
females seem to suffer from thematernal health shock: the negative earnings impact
for this group is more than twice as large as the overall impact. A standard deviation
change in thematernal disease environment associates with a �ve-percent reduction
in earnings in the overall population, and with a 10-per cent reduction for females.
Interestingly, there is no evidence of a disadvantage for males within the high SES
group. Thus, even though the maternal disease environment leads to elevated mor-
tality later on for this group, there is no evidence that this disadvantage is manifested
in earnings in middle age.

Considering labourmarket participation, Table 1.7 presents results for three employ-
ment variables – for the overall sample and for males and females separately. The
�ndings for earnings are re�ected in the results for employment and, in particular
for the female subgroup, a poor maternal disease environment associates with a re-
duction in employment.
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Table 1.6: Regression results: earnings in 1970.

Dependent Variable: Log Labor Income in 1970
(1) (2) (3) (4) (5) (6)

A. All IMRj -0.986* -0.914* -0.907* -0.921* -0.915* -0.920*
(0.539) (0.546) (0.544) (0.542) (0.542) (0.541)

R-squared 0.208 0.211 0.213 0.213 0.214 0.215
N 18,566 18,566 18,566 18,566 18,566 18,566

B. Females IMRj -2.183** -2.147** -2.121** -2.108** -2.083** -2.073**
(1.036) (1.052) (1.050) (1.050) (1.049) (1.048)

R-squared 0.027 0.036 0.039 0.039 0.040 0.043
N 9,104 9,104 9,104 9,104 9,104 9,104

C. Males IMRj -0.002 0.095 0.108 0.081 0.088 0.082
(0.425) (0.420) (0.422) (0.423) (0.421) (0.422)

R-squared 0.024 0.031 0.033 0.034 0.035 0.040
N 9,462 9,462 9,462 9,462 9,462 9,462

D. Mid-high SES IMRj -0.354 -0.409 -0.409 -0.424 -0.401 -0.481
(0.759) (0.763) (0.763) (0.760) (0.758) (0.757)

R-squared 0.227 0.232 0.232 0.233 0.233 0.236
N 10,034 10,034 10,034 10,034 10,034 10,034

E. Low SES IMRj -1.480* -1.310 -1.310 -1.359* -1.377* -1.333*
(0.802) (0.808) (0.808) (0.806) (0.805) (0.803)

R-squared 0.204 0.209 0.209 0.210 0.211 0.214
N 8,532 8,532 8,532 8,532 8,532 8,532

F. Mid-high SES, females IMRj -1.667 -1.692 -1.692 -1.656 -1.563 -1.632
(1.477) (1.479) (1.479) (1.474) (1.476) (1.474)

R-squared 0.048 0.062 0.062 0.063 0.065 0.070
N 4,926 4,926 4,926 4,926 4,926 4,926

G. Low SES, females IMRj -2.426 -2.236 -2.236 -2.258 -2.281 -2.103
(1.492) (1.525) (1.525) (1.523) (1.522) (1.516)

R-squared 0.046 0.061 0.061 0.062 0.063 0.070
N 4,178 4,178 4,178 4,178 4,178 4,178

H. Mid-high SES, males IMRj 0.326 0.325 0.325 0.298 0.299 0.218
(0.487) (0.488) (0.488) (0.489) (0.490) (0.493)

R-squared 0.044 0.056 0.056 0.057 0.058 0.063
N 5,108 5,108 5,108 5,108 5,108 5,108

I. Low SES, males IMRj -0.390 -0.159 -0.159 -0.185 -0.186 -0.164
(0.690) (0.675) (0.675) (0.677) (0.676) (0.677)

R-squared 0.044 0.059 0.059 0.060 0.061 0.073
N 4,354 4,354 4,354 4,354 4,354 4,354

i’s ind. controls X X X X X X
j’s county of birth FE X X X X X X
j’s year of birth FE X X X X X X
i’s parish of birth FE X X X X X X
j’s county x time trends X X X X X
i’s parent occupation FE X X X X
i’s order of birth & twin dummies X X X
i’s year/quarter of birth X X
i’s mother age FE X

* p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses clustered at the mother j year of birth-region of birth
level. Individual controls include: crisis indicator and female (speci�cations not split by sex only). Fixed effects on i’s
parent occupation included in speci�cations not split by SES only. Dep. var: log labor income measured in 1970 (from
Census 1970).
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The results for 1970 earnings thus produce an additional intriguing result – that the
economicdisadvantage of a poormaternal disease environment is disproportionately
suffered by women – but no support for the previous �nding for high-SES males. In
an attempt to resolve the issue we turn to education. Table 1.8 reports estimates with
years of schooling in 1970 as the outcome variable. Estimates are not statistically sig-
ni�cant at conventional levels and do not show a consistent pattern when looking at
effect heterogeneity. In contrast to Richter and Robling (2013) we do not note any evi-
dence of an education effect of thematernal health insult and we again �nd evidence
suggesting that most of the effects of this kind of health insult manifest themselves
only in adulthood.

Sincewe can rule out that thematernal health insult had a large impact on choices re-
garding education early in life, the strong earnings disadvantage of low-SES females
must have other causes. The cohorts we consider lived through the expansion of the
welfare state and the associated improvements in labour market opportunities for
females (Magnusson, 2010). It thus seems natural to hypothesise that this trend ex-
panded the opportunities disproportionately for females, and that the transition into
formal employment within this group was related to health. In Table 1.9, we formally
test this hypothesis by regressing the maternal disease environment on employment
in public services. Estimation results are presented in Table 1.9.
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The results do indeed support a story according to which the emerging welfare state
selectively employed females (in particular low-SES females) with a positive health
transmission from the previous generation. We may thus conclude that the female
penalty is drivenby changes on the labourmarket, whereas themalepenalty is largely
unrelated to education and labour market performance.

1.5.4 Tracing the health insult

Since the variation exploited for the identi�cation of an intergenerational transmis-
sion of health is non-experimental, it is important to consider omitted variables and
other confounding factors. Besides, it is important to understandwhere the variation
in the in utero maternal health environment comes from. Selective mortality in the
second generation was addressed in section 1.5.1. However, we conditioned on vari-
ableswhich are determined only in adulthood for the �rst generation, andwhichmay
thus well be affected by the original health insult. This would lead to the familiar bad
control problem (Angrist and Pischke, 2008) and thus it is important to investigate
this issue further.

In a �rst step, we analyse whether relevant second-generation observables at birth
vary systematically with the maternal disease environment. Table 1.10 presents esti-
mates that are all very small and generally insigni�cant. Consequently there seems
to be no effect on�rst-generation SES, but given thatwe�nd strong effects on second-
generation SES (Tables 1.6 and 1.7) we want to further pursue this issue. Reliable in-
formation on the grandparental SES is not available, but the mothers’ maiden names
are contained in the data, and these do to some extent signal social position (Clark,
2012). Similar to Clark, we extract surnames signalling higher classes – noble names;
latinised surnames; typical bourgeois names – to construct a very crude measure of
the SES of the maternal grandparents. The bulk of noble surnames dates back to
the 17th and 18th centuries, whereas the latinised surnames are partly from the pre-
industrial period and partly from the decades around 1900. Bourgeois surnames typ-
ically date from the 19th century. Our categorisation thus likely captures a combina-
tion of the grandparental SES and the SES of earlier ancestors. Given the low degree
of social mobility before the industrial era (Lundh, 1999; Clark, 2012), this might be
an acceptable proxy for the social origin of the mother.

Figure 1.7 plots histograms of the maternal disease environment by grandparental
SES. The health insult suffered by the mother is symmetric and almost equally dis-
tributed for those coming from low- and high-SES families, respectively.

Thus, the health shock appears to be unrelated to SES. Given rigid social structures
in the parental generation, onemight conjecture that the same holds for the parental
SES, even though it is determined a�er the health insult. We investigate this hypoth-
esis in Figure 1.8 by contrasting socially mobile individuals to the rest. Again, we
do not �nd any evidence that the maternal disease environment is related to SES in
either of the two generations.26

26We also reran all regressions above using grandparental SES instead of parental SES and even
though some precision is lost due to the lower informativeness of the grandparental SES indicator, all
results were qualitatively the same.
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Table 1.10: Assessing the potential selection effects: selection into fertility and in
utero.

Dependent var: crisisi Female Twin Wedlock Maternal
age (yrs)

SES
(low=1)

(1) (2) (3) (4) (5) (6)

IMRj -0.011 0.034 0.010 -0.063 -0.248 0.076
(0.016) (0.071) (0.028) (0.051) (0.242) (0.079)

j’s county of birth FE X X X X X X
j’s year of birth FE X X X X X X
j’s county x year of birth FE X X X X X X
i’s parent occupation FE X X X X X
i’s order of birth FE X X X X X X
i’s year/quarter of birth FE X X X X X X
i’s parish of birth X X X X X X
i’s mother age FE X X X X X

Baseline 0.05 0.48 0.03 0.89 28.8 0.5
R-squared 0.650 0.012 0.051 0.287 0.970 0.167
N 25,009 25,009 25,009 25,004 25,009 25,009
* p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses clustered at the mother j year of birth-county of
birth level. Dep. var: various characteristics at birth of the second generation. The regression results are indicative
of whether the IMR variable relates to fertility decisions.

0
5

10
15

20
D

en
si

ty

-.2 -.1 0 .1 .2
IMR deviations

High grandparental ses Low grandparental ses

Figure 1.7: Distribution of the maternal disease environment by grandparental
socioeconomic status (SES).

Next, we investigate the nature of the health shock. Relying on data from the 19th
and early 20th century is a clear limitation since the available information on local
public health conditions is very limited. This may however also be seen as an advan-
tage in the sense that the local variation over time was much more random in those
days, when health care services were typically neither available nor effective, and a
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Figure 1.8: Distribution of the maternal disease environment by parental and
grandparental socioeconomic status (SES).

clear socioeconomic gradient in health had not yet emerged (Bengtsson and Dribe,
2011). We now conduct an analysis at the regional level (N = 25) for the time period
1890-1910 and regress the regional infant mortality rate on various potential determi-
nants, including infectious diseases and theproportionof children vaccinated against
smallpox.27

27The last outbreak of smallpox in Sweden occurred in 1873–4, i.e. some years before the oldest
mothers were born (Sköld, 1996). Thus, the vaccination variable serves as a proxy for the local health
infrastructure and not for the disease environment.
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The estimates in Table 1.11 suggest that infectious disease is the main driver of vari-
ation in regional IMRs, whereas public health resources appear to be of less impor-
tance. We also control for a proxy of living standards using the log of farm workers’
wages (cf. Lundh and Prado, 2015), but it does not seem to be a relevant driver of
regional IMR.

We further try to shed some light on whether our estimates capture maternal expo-
sure in utero or during the �rst year of life. So far, all regressions have used the local
IMR in the year of birth of the mother – and thus possibly a combination of in utero
and neonatal exposure. For mothers born a�er 1900 we have more exact informa-
tion, which allows us to exactly time the impact of the local IMR exposure. Table 1.12
compares the overall results to the results of the subset of mothers with exact date
IMR information. The results clearly indicate that a large share of the estimated IMR
effect is related to in utero exposure.

Table 1.12: Assessing the the underlying channel behind the second generation
mortality: infant mortality rate (IMR) in utero versus in early life.

Dependent Variable: Mortality between Ages
0-1 1-50 50-70 70-

IMRj 0.043 -0.012 0.141** -0.045
(0.046) (0.037) (0.062) (0.077)

Baseline (%) 8.3 7.7 16.4 30.3
R-squared 0.017 0.019 0.023 0.029
N 25,010 22,940 21,081 17,632

IMRj (in-utero sample) -0.034 -0.016 0.158* -0.099
(0.058) (0.063) (0.092) (0.117)

Baseline (%) 7.3 7.3 16.3 30
R-squared 0.022 0.024 0.035 0.036
N 11,035 10,233 9,446 7,905

IMR in-utero -0.016 0.009 0.151* 0.128
(0.047) (0.051) (0.079) (0.104)

Baseline (%) 7.3 7.3 16.3 30
R-squared 0.022 0.024 0.035 0.036
N 11,035 10,233 9,446 7,905

j’s county of birth FE X X X X
j’s year of birth FE X X X X
i’s parish of birth FE X X X X

* p< 0.1, ** p< 0.05, *** p< 0.01. Standard errors in parentheses clustered at the mother
j year of birth-county of birth level. Robustness check: effect of IMR on mortality in 4
different phases of life (0-1, 1-10, 50-70, 70- y.o. in cols 1-4). First panel: benchmark (IMR
measured in the year of birth of themother); second panel: IMR in the year of birth of the
mother on the subsample for which we have also IMR in-utero information; third panel:
IMR in utero.

In a last set of speci�cations we analyse the impact of the maternal disease environ-
ment in the �rst generation. Table 1.13 provides the results for our main mortality
outcome (mortality between ages 50 and 70). We use the indicator for grandparental
SES speci�ed above to assess whether there is heterogeneity in the impact. The over-
all estimated impact is small in magnitude (a one-SD increase in IMR associates with
a decrease in mortality by 0.02 percentage points) but the estimates suggest there is
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some heterogeneity with respect to social class: mothers of higher SES appear to suf-
fer an increase inmortality when exposed to an unfavourable disease environment in
utero, while the opposite is true for mothers from lower SES. However, the estimates
are very imprecise and thus no de�nite conclusion may be drawn, even though the
evidence seems to suggest that the impact is weaker in the �rst generation than in
the second generation.

Table 1.13: Regression results, �rst generation mortality between 50 and 70.

All By SES

Mid-High Low
(1) (2) (3)

IMRj -0.035 0.012 -0.083
(0.066) (0.096) (0.085)

mother_nameSES -0.008
(0.008)

j’s county of birth FE X X X
j’s year of birth FE X X X
i’s parish of birth X X X

R-squared 0.017 0.030 0.026
N 15,733 7,105 8,628
∗ p< 0.1, ∗∗ p< 0.05, ∗∗∗ p< 0.01. Standard errors in parentheses clustered at
the mother j year of birth-region of birth level. Dep. var: mortality between
50-70 y.o. for the �rst generation; sample conditional on survival until 50 y.o.

Thus, there is no evidence that ages 50-70 represent aparticularly critical period in the
�rst generation. But this does not necessarily imply there is no effect in adulthood
at all. In order to formally test this, we conduct survival analysis for the mortality
hazard of mothers from entering the sample onwards. Table 1.14 shows the results.
The �ndings in this part clearly show evidence of scarring dominating selection in
the �rst generation: mothers exposed to a negative disease environment did suffer
elevated mortality rates in adulthood and this effect is driven by the lower socioeco-
nomic groups. Results from Table 1.12 and Table 1.13 suggest that a socio-economic
gradient in mortality appears already in the �rst generation – but going in the oppo-
site direction compared to the second generation.

1.6 Conclusion

The issue of persistence of disadvantage within families has attracted great interest
in economic research (Mazumder, 2005; Lindahl et al., 2012; Hertz et al., 2007). Still,
evidence on the intergenerational effects of health remains scarce. More knowledge
on this topic seems urgent, not the least since investments in maternal health poten-
tially could have large returns that accumulate across generations.
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Table 1.14: Cox proportional hazard regressions for mothers.

Dependent Variable: 1st GenerationMortality
(1) (2) (3) (4)

A. All IMRj 0.176 0.166 0.154 0.143
(0.186) (0.185) (0.184) (0.184)

N. 16,961 16,961 16,961 16,961

B. Mid-high SES IMRj -0.136 -0.154 -0.154 -0.172
(0.258) (0.259) (0.259) (0.260)

N. 7,580 7,580 7,580 7,580

C. Low SES IMRj 0.465** 0.479** 0.479** 0.460**
(0.222) (0.221) (0.221) (0.220)

N. 9,381 9,381 9,381 9,381

j’s individual characteristics X X X X
j’s county of birth FE X X X X
j’s year of birth FE X X X X
Children’s parish of birth X X X X
j’s county x year of birth FE X X X
Household head occupation FE X X
N. of children FE X
∗ p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses. Household head occupation FE
included just in the speci�cations not split by SES (panel A). Dep. var: mortality in the �rst generation
(life duration in days). Cox regression (coef�cients reported).

This paper contributes to a small literature on the intergenerational transmission of
health and its gradient. Using historical data from Sweden for individuals born be-
tween 1930 and 1934 and their parents, and exploiting a natural health shock predict-
ing the in utero health environment of the �rst generation – deviations from the lo-
cal infant mortality rate – we examine the intergenerational transmission of in utero
health on second generation health and socioeconomic outcomes.

In accordance with the fetal origins hypothesis the results suggest that health shocks
hiting the �rst generationmore than 100 years ago are still present in the second gen-
eration’s health outcomes and thus still shape today’s society: A one-standard devia-
tion change in themother’s health environment causes the hazard to die between age
50 and 70 to increase by 0.7%.

While our results aremainly driven bymales (in line with the existing literature), our
data reveal an intriguing inverted SES gradient. Analysing death cause data, we �nd
corroborating evidence that the effects to a large extent are driven by cardiovascular
diseases and other conditions which have been linked to the in utero environment.
The inverted SES gradient may thus be indicative of adverse effects from a rich diet
(particularily during childhood), suffered by individuals exposed to poor conditions
in utero. At the same time these data also suggest that the intergenerational trans-
mission of health might be in�uenced by a behavioural component.

Examining socio-economic outcomes we do not �nd additional evidence of an in-
verted socio-economic gradient. On the contrary, evidence points to that females
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and individuals from lower SES suffer an earnings disadvantage due to the intergen-
erational health transmission (a one-SD change in the IMR in the �rst generation as-
sociates with a 10-per cent reduction in earnings for females). Females from low SES
backgrounds suffer from particularly unfavourable labor market outcomes: they are
less likely to be employed and those who suffer a health insult from the previous gen-
eration are also less likely to be employed in the public sector. However, analysing
years of education as an outcome we conclude that the detrimental outcomes in the
second generation do not seem to emerge before individuals enter the labourmarket.
The female penalty thus seems driven by the labour market, while the male penalty
is largely unrelated to education and labour market participation.

Lastly we examine the impact of the health shock on the �rst generation: while there
is no one-to-one transmission of the adverse effect onmortality between ages 50 and
70, when looking at the overall mortality distribution, there is some evidence that a
worsening of the disease environment at birth increases the mortality risk for �rst
generation mothers from a low SES family.

All in all, our investigation provides evidence that intrauterine programming is not
only con�ned to one generation. It is inherited non-genetically frommothers to their
children. In contrast to the existing literature that focuses on early life mortality out-
comes, this paper shows that the effect on later life mortality might be even more
relevant.

1.7 Appendix

Figure 1.9 suggest that the identifying assumption is likely to hold. For the sake of
visibility the �gure only shows parishes from those regions that are relatively well-
covered in our sample. It displays the share ofmothers with a "bad" intrauterine envi-
ronment in a parish and it conveys one important issue: the variation in the share of
mothers with a bad health environment is quite modest and they are not particularly
concentrated in inter-parish clusters. We therefore argue that health shocks cannot
be anticipated and that every mother in our sample can be affected ex ante.

Determinants of the IMR

Income: Attrition

We discuss attrition in the individual-level income data. We compare descriptive
statistics in two subsamples: the �rst group consists of individuals who died before
1970, provided that they reached at least age 15, while individuals who survived up
to 1970 (for whom we observe income information) form the second group. In fact,
it is more reasonable to compare the subsample of 1970 survivors to the subsample
of individuals who reached at least the working age, e.g., who survived until 15 y. o.
Table 1.16 compares mean values for the main regressors included in our speci�ca-
tions by means of a t-test. Results show that some of the baseline characteristics are
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Figure 1.9: Share of mothers with a bad health environment for selected parishes.
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Table 1.15: Descriptive statistics of the IMR driver analysis

Dep. var: IMR (regional 1890-1910) mean/sd

Diphtheria morbidity rate .0868314
(.081544)

Scarlet fever morbidity rate .0634633
(.053987)

Respiratory disease morbidity rate .662039
(.43812)

Salary of farmhands_ 472.0387
(105.189)

Prevalence of vaccination 80.70536
(15.00039)

N 550

likely to differ between the two groups: people who died up to 1970 have, on average,
a slightly higher value of the economic shock suffered during the crisis and they are
more likely to have a single mother.

Table 1.16: Characteristic comparison: subsample dying before 1970 and subsample
surviving to 1970.

Died up to 1970 Alive in 1970
Variable N1 µ1 N2 mu2 µ1 − µ2 se

IMRj 1,358 0.097 18,566 0.097 -0.000 (0.001)
crisisi 1,358 0.062 18,567 0.046 0.016*** (0.006)
Female 1,358 0.508 18,567 0.490 0.018 (0.014)
Wedlock 1,377 -0.505 18,601 0.760 -1.265*** (0.147)
Twin 1,358 0.021 18,567 0.022 -0.002 (0.004)
* p < 0.1, ** p < 0.05, *** p < 0.01. Died up to 1970: includes individuals who
reached working age (15 y.o.) and died until 1970.

To check whether attrition is an issue in our data we adjust for attrition bias using
inverse probability weights and we compare our main results from Table 1.6 with the
corresponding speci�cations estimated using IPW, shown in Table 1.17. Regressions
results with and without weights are very similar to each other, suggesting that attri-
tion does not represent a major issue in our data.
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Table 1.17: Attrition in Income: Regression of log labor income in 1970 with IPW.

All By Sex By SES By Sex x Socio-Economic Status
Females Males Mid-High Low Females, Females, Males, Males,

Mid-High SES Low SES Mid-High SES Low SES
(1) (2) (3) (4) (5) (6) (7) (8) (9)

IMRj -0.995* -2.233** 0.092 -0.651 -1.377* -2.029 -2.170 0.261 -0.178
(0.548) (1.060) (0.429) (0.769) (0.808) (1.486) (1.525) (0.504) (0.680)

crisisi -0.113 -0.129 -0.167 0.032 -0.284 0.114 -0.443 -0.165 -0.162
(0.208) (0.394) (0.161) (0.303) (0.291) (0.575) (0.550) (0.213) (0.240)

Female -3.148*** -3.262*** -3.023***
(0.050) (0.068) (0.071)

Twin 0.088 0.169 0.018 -0.061 0.433* -0.016 0.646* -0.038 0.102
(0.160) (0.288) (0.127) (0.225) (0.236) (0.424) (0.386) (0.166) (0.217)

i’s ind. controls
j’s county of birth FE X X X X X X X X X
j’s year of birth FE X X X X X X X X X
j’s county x year of birth FE X X X X X X X X X
i’s parent occupation FE X X X
i’s order of birth FE X X X X X X X X X
i’s year/quarter of birth FE X X X X X X X X X
i’s parish of birth X X X X X X X X X
i’s mother age FE X X X X X X X X X

R-squared 0.214 0.042 0.039 0.233 0.213 0.068 0.068 0.064 0.072
N 18,262 8,946 9,316 9,801 8,461 4,804 4,142 4,997 4,319
* p< 0.1, ** p< 0.05, *** p< 0.01. Standard errors in parentheses clusterd at themother j year of birth-region of birth level. Individual
controls include: crisis indicator; female (speci�cations not split by sex only), twin and maternal marital status dummies. Fixed
effects on i’s parent occupation included in speci�cations not split by SES only.
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Chapter 2

Short- andmedium-term effects of
informal care provision on female
caregivers’ health1

2.1 Introduction

Europe’s societies are getting older. Lowbirthrates andpopulation ageing due to tech-
nological progress in medicine shi� the age structure towards higher shares of el-
derly individuals. This has strong implications for labourmarkets and social security
systems with the long-term care sector as one important part of those. The World
Alzheimer Report, for instance, expects, as a result of growing numbers of people
in need of long-term care, publicly funded costs of long-term care in the European
Union (EU 27) to increase from 1.2% of GDP in 2007 to 2.5% in 2060 (Alzheimer’s Dis-
ease International, 2013).

Already today, costs are one reasonwhymanygovernmentsprefer informal care (care
provision of close relatives and friends) over professional formal care provision. In
Germany, for instance, the public long-term care insurance paid 700eper month in
2012 for care recipients of thehighest care levelwhoare caredby familymembers and
1,550eper month to the same recipient cared by professional caregivers. Germany
is a country in which long-term care is still predominantly regarded the task of the
family (Schulz, 2010) and informal care is more common than in comparable states
like the Netherlands (Bakx et al., 2014). More than onemillion of�cial care recipients
(about 46% of all) are exclusively cared by family members rendering informal care
the most important part of the German long-term care system.

However, provision of informal care is bothmentally and physically challenging. We,
therefore, analyse the question of whether there are some hidden costs – or costs of-
ten neglected in the public debate – that make informal care provision not as eco-
nomic as o�en thought. This could be the case if informal care provision goes along

1This paper is written jointly with Hendrik Schmitz and is published as: Schmitz, H., and West-
phal, M. (2015). Short- and Medium-term Effects of Informal Care Provision on Female Caregivers’
Health. Journal of Health Economics, 42(C), 174–185. Funding of the Frtitz Thyssen Sti�ung is grate-
fully acknowledged.
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with health impairments of the caregivers. Other costs (not consideredhere but heav-
ily analysed in the economic literature2) are forgone income for those who leave the
labour force to provide care.

The economic literature on health effects of caregiving is fairly scarce.3 To the best of
our knowledge, there are only three studies on the effect of care provision on health
in a narrow sense. Coe and van Houtven (2009) estimate health effects of informal
caregiving in the US using seven waves of the Health and Retirement Survey (HRS).
They use sibling characteristics and the death of the mother as instrumental vari-
ables that control for selection into and out of caregiving in order to identify causal
effects. They �nd that continued caregiving leads to a signi�cant increase in depres-
sive symptoms for both sexes while physical health does not seem to be affected. Do
et al. (2014) use data from South Korea where informal care is quite common among
females caring for their parents-in-law. The data allow identifying a health effect for
daughters-in-law where selection into care is taken into account by instrumenting
the informal care decision with parents-in-law’s health endowment. Their �ndings
suggest that there is an increased probability of worse physical health by providing
informal care. Di Novi et al. (2013) use the �rst two waves of SHARE to estimate the
effect of caregiving on self-rated health and quality of life, measured by the CASP-12.
They �nd positive effects of care provision on self-rated health (seen as a measure of
physical health) and mixed evidence regarding quality of life (seen as a measure of
mental health).

Two further papers evaluate the relationship of caregiving and caregiver drug utili-
sation. On the one hand, drug intake could be seen as an objective measure of poor
health. On the theotherhand, it sheds light ondirect costs of caregiving. VanHoutven
et al. (2005) assess the impact of caring on the intake of drugs using data on caregivers
for US veterans. One �nding is that the intensive care margin is an important factor
for drug intake. Schmitz and Stroka (2013) exploit data of a large German sickness
fund that enables to consider prescriptions of anti-depressants and drugs to restore
physical health. Their results support Van Houtven et al. (2005), providing some ev-
idence that caregiving increases the intake of anti-depressants in particular if cou-
pled with having a job. Other studies look at broader welfare consequences of caring
and use life satisfaction as a proxy (Bobinac et al., 2010, Van den Berg and Ferrer-i
Carbonell, 2007, Leigh, 2010, Van den Berg and Pinger, 2014). One issue with these
studies is that they do not address reverse causality and selection problems based on
time-varying unobserved heterogeneity.

We use representative household data from the German Socio-Economic Panel to es-
timate the effects of informal care provision on female caregivers’ health. The out-
come variables are mental and physical summary scale measures (called MCS and
PCS) for the years 2002 to 2010 that capture the multidimensional nature of health.

2E.g. Carmichael and Charles, 2003; Heitmueller, 2007; Heitmueller and Inglis, 2007; Bolin et al.,
2008; Leigh, 2010; Van Houtven et al., 2013; Meng, 2013.

3In the medical literature, there is a fair amount of studies on the relationship of health and care
provision. They mainly stem from the US (see e.g. Schulz et al., 1995; Stephen et al., 2001; Gallicchio
et al., 2002; Tennstedt et al., 1992; Beach et al., 2000; Ho et al., 2009; Shaw et al., 1999; Lee et al.,
2003; Dunkin and Anderson-Hanley, 1998; Colvez et al., 2002). In general, these studies use non-
representative samples and widely disregard endogeneity problems. Furthermore, they o�en con-
centrate on more speci�c de�nitions of care, such as caring for people with dementia, etc.
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Our contributions to the literature on health and informal care are twofold: First,
we use a different approach to address selection into and out of care provision. Ex-
cept for Di Novi et al. (2013), previous studies that deal with endogeneity problems
all use instrumental variables approaches. We try to identify the effect of caring us-
ing different assumptions that can put the literature on a broader basis and thereby
complement it. Our approach is to fully exploit the time dimension and richness of
panel data in order to justify the conditional independence assumption that would al-
low for a causal interpretation of the results. To bemore precise, we use a regression
adjusted matching approach. Although we argue below that, given our data we can
justify the conditional independence assumption, we allow in a sensitivity analysis
that follows Ichino et al. (2008) for certain deviations from this assumption.

Second, to the best of our knowledge, this is the �rst study that does not only look
at contemporary, or short-term effects of informal care provision on health, but also
on medium-term effects of up to seven years a�er care provision. By medium-term
effects we mean: if a women provides care in a certain year, what is her expected
change in health up to seven years a�erwards. This adds on work by Coe and van
Houtven (2009) who also discuss persistence of health effects but need to stick to a
two year period. Medium-term consequences could be more severe than instanta-
neous short-term health impacts restricted to the period of providing care. More-
over, knowledge about the persistence of health effects is arguably more important
for policy makers than about short-run effects only.

The results suggest that there is a considerable negative short-term effect of informal
care provision onmental health which, however, fades out over time. Five years a�er
care provision the effect is still negative but smaller and insigni�cant. Both short-
and medium-term effects on physical health are virtually zero throughout. The sen-
sitivity analysis suggests that sensible deviations from the conditional independence
assumption do not change these results.

The paper is organized as follows. Section 2.2 brie�y outlines the institutional setting
of long-term care in Germany. Section 2.3 discusses the empirical approach, Section
2.4 presents the data. The results are reported in Section 2.5while Section 2.6 assesses
the sensitivity of the results. Section 2.7 concludes.

2.2 Institutional background

The German social long-term care insurance systemwas introduced in 1995 as a pay-
as-you-go system. It is �nanced by amandatory pay payroll tax deduction of currently
2.35 per cent of gross labour income (2.6 per cent for employees without children).
In order to qualify for bene�ts, individuals need to be of�cially de�ned as care recip-
ients and be classi�ed into one of three care levels. In care level one individuals need
support in physical activities for at least 90 minutes per day and household help for
several times a week. Individuals in need of more care are classi�ed into care levels
two or three, where the bene�ts increase in care levels.

Bene�ts also depend on the type of care, where monthly payments for informal care
range from 235e (level one) to 700e (level three), for professional ambulatory care
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from 450e to 1,550e and for professional nursing home care from 1,023e to 1,500e .
The latter, in particular, does not fully cover the expenses for nursing home visits and
copayments of up to 50 per cent are standard. Copayments for professional ambula-
tory care are smaller and amount to an average of 247e or about 20 per cent (Schmidt
and Schneekloth, 2011). Social welfare may step in if individuals are not able to bear
the copayment. Thus, the decision for formal or informal ambulatory care is usually
not driven by �nancial aspects as each care recipient who is assigned a care level is
entitled to bene�ts for all kinds of care.

The introduction of the insurance system in 1995 stressed the family as the main
provider of care, as it is thought to provide care cheaper, more agreeable, and more
ef�ciently. From the care recipient’s perspective, the decision to receive informal
care typically expresses a preference for being cared by familiar relatives or friends.
In some cases, informal care recipients are additionally supported by professional
carers. These are, on average older recipients with a higher care level and, thus, a
higher care burden (Schulz, 2010). Apart from the care burden, a reason for profes-
sional care can be the absence of appropriate informal caregivers, either because
they chose to only participate in the labour market or because their own physical or
mental health conditions prohibits the full amount of necessary care provision.

From the caregiver’s perspective, affectionand senseof responsibility towards a loved
parent or spouse mainly drive the decision to provide care. Although the insurance
bene�ts for informal care are o�en passed on to the care provider this comparably
small amount cannot be regarded a �nancial incentive to provide care, as it is also
needed to cover other expenses for care provision (see Schmidt and Schneekloth,
2011 for all points). However, the insurance funds do pay pension contributions for
informal carers who provide care at least 14 hours aweek (Schulz, 2010). In 2002, peo-
ple cared on average 14 hours perweek for care recipientswhose assessment of needs
is at least classi�ed as the lowest of�cial category (Schneekloth and Leven, 2003).

Between 2001 and 2011 there were only minor adjustments to the German long-term
care system. They wereminor because bene�ts were increased but only to keep pace
with the in�ation (Rothgang, 2010) and, thus, did not change the incentives to provide
care. As of 2008, employed individuals are allowed to take a 10 day (not repeatable)
unpaid leave to organize or provide care in case of an incidence of care dependency
in the family. However, only very few caregivers make use of this.4 Thus, the tasks
of informal caregivers, the composition of caregivers and care recipients as well as
�nancial incentives remained fairly similar over time.

2.3 Empirical strategy

We aim at estimating the effect of informal care provision on health. Certainly, the
decision to provide care is not random per se. Given that someone close becomes
care dependent, some individuals choose to provide care while others do not. The

4Schmidt and Schneekloth (2011) report that only 9,000 out of possibly 150,000 made use of this
until 2011. The most frequent reason for not making use in their survey was that individuals were not
aware of the possibility.
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willingness to provide care depends on factors such as the �nancial and temporal
affordability, ownhealth endowment aswell as innate tendencies such as personality
traits.

To deal with this problem we apply the model of Rubin (1974). Following his nota-
tion we observe Y = T · Y1 + (1− T) · Y0, where T indicates whether an individual
is assigned to treatment (two hours of informal daily care provision, but we will also
consider alternative de�nitions) or control group, Y is the outcome (health), and the
index {0, 1} indicates the potential health outcome of being a caregiver or not. If we
simply compare the realized outcomes, i.e. E(Y1|T = 1) − E(Y0|T = 0), selection
bias will most likely arise due to the non-randomness of care provision. However,
the average treatment effect on the treated (ATT) can be identi�ed if the conditional
independence assumption holds and assignment to treatment is random conditional
on controls: Y1, Y0 ⊥ T|X. That is, if all the determinants that simultaneously in-
�uence the health outcome and the selection into treatment are observed. Then,
ATT = E(Y1 − Y0|T = 1, X) is the causal ceteris paribus impact of informal care
provision on health.

We use propensity score methods to estimate this effect and combine matching with
regression methods, thus employing the so called regression adjusted matching ap-
proach (see, for example, Rubin, 1979). The advantage to using either only matching
or linear regression is that it yields consistent estimates if either one of each method
fails to remove the selection bias. This is called the double robustness property (Bang
and Robins, 2005). Nevertheless, this method rests on the conditional independence
assumption and if it does not hold and both, regression model and propensity score
estimation are wrongly speci�ed, the estimates are biased. The estimation strategy
is a two-step process, originally proposed by Bang and Robins (2005). As a �rst step,
the probability of being a caregiver (the propensity score) conditional on relevant co-
variates is estimated with a probit model. Subsequently, treatment and control group
are matched. We use an Epanechnikov kernel with a bandwidth of 0.03 in the basic
speci�cation. To further increase the comparability, the sample is restricted to the
common support of the propensity scores of the treatment and control group.

As a second step, the health outcome is regressed on informal care and, again, all
control variables where the observations are weighted by the kernel weightsW es-
timated by the matching algorithm: β̂ = (X ′WX)−1X ′Wy. Standard errors are
computed according to the suggestion ofMarcus (2014) who employs robust standard
errors of the regression above since they are slightly more conservative but easier to
estimate than bootstrapped standard errors that, in addition, are not formally justi-
�ed.5 However, we cluster standard errors on the individual level since individuals
appear several times in the data set.

We employ the time structure as presented in Figure 2.1. Assignment to treatment
T occurs in t = 0. We condition on a large set of covariates in t = −1, thus reduc-
ing the potential problem that covariates are affected by the treatment status. We,
then, compute the treatment effect four times: 1 year a�er treatment, 3 years a�er
treatment, 5 years a�er treatment, and 7 years a�er treatment. Note that condition-
ing variables and treatment group assignment are always the same and determined

5We can con�rm this �nding in our data. Bootstrapped standard errors yield slightly less conser-
vative standard errors.
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in t = −1 and t = 0, respectively. As explained in Section 2.4, the outcome variable
is available biannually between 2002 and 2010 in our data set. Since we condition on
pre-treatment outcome (see explanation below), the earliest possible treatment year
is 2003. Weuse themaximumavailable information in the data andpool it to one sam-
ple. Then, individuals treated in 2003 (call this wave 1) can be followed until t = 7 in
2010 whereas individuals treated in 2009 (call this wave 4) can only be followed until
t = 1. Hence, the effect in t = 1 will be measured more precisely than the one in
t = 7.

Design

Lehrstuhl für Gesundheitsökonomik

t=-1 t=0 t=1 t=3 t=5 t=7

2002 2003 2004 2006 2008 2010

Y1,Y0TX Y1,Y0 Y1,Y0 Y1,Y0

2004

2006

2005

2007

2006 2008 2010

2008 2010

201020092008

Wave 1

Wave 2

Wave 3

Wave 4

Figure 2.1: Basic time structure

Even though we condition on a large set of covariates that are supposed to capture
the process of the decision to provide care, there are probably some threats to the
conditional independence assumption. First, there might be health driven selection
into treatment. Individuals who are confronted with the question to provide care but
are themselves in poor health might not be able to do so. As informal care provision
is both physically and mentally challenging, this possible selection holds for both
dimensions of health. If this is indeed the case and informal care provision has nega-
tive health effects, ignoring this reverse causality problem would lead to an underes-
timation of the true effects (in absolute values). We follow, e.g., Lechner (2009a) and
García-Gómez (2011) andmatch individuals on pre-treatment outcomes (here, health
status in t = −1), thus only comparing individuals of the same baseline health status
before treatment. This rules out that individuals in the control group are in worse
health due to a selection of healthy individuals into care provision.

A second issue is unobserved heterogeneity, confounders that both affect treatment
and outcome, but are not observable for the researcher. As Lechner (2009a) suggests,
this problem can be mitigated by stratifying the sample according to care provision
in t = −1. Comparing only individuals with the same care status in t = −1 accounts
for a lot of unobserved heterogeneity that affects treatment participation. Hence, the
conditional independence assumption is much more likely to hold within the strata
of previous care provision.6 Moreover, stratifying the sample at least mitigates the
problem that control variables, though dated back to t = −1, could be determined by

6However, for stratum 1 (individuals who already provided care in t = −1) there is presumably
more unobserved heterogeneity le�, since here, all individuals that have been caring, potentially for
several years, are pooled. Thus, we identify only an average effect over all conceivable care spells.
This, however, holds for all studies that cross-sectional data or panel data and do not explicitly model
the dynamics of care.
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care provision in t = 0 through confounders that both affect past control variables
and current treatment status.

Table 2.1: Strati�ed sample

Stratum t=-1 t=0

1 care care
no care

2 no care care
no care

Hence, we generate two samples based on information in t = −1 and estimate the
treatment effects independently for each sample as depicted in Table 2.1. Both esti-
mated treatment effects and their variances for each stratum aremerged as weighted
means.7

Note that treatment is only de�ned as care provision in t = 0 while we leave future
care status unrestricted as exemplarily shown in Figure 2.2a for care starters. The
most important advantage of this is that selection out of care provision due to bad
health is no problem in identifying medium-term effects of care provision because
future health status – potentially affected by care and potentially leading to selection
out of care provision in later years – does not affect the treatment group assignment
at all. A drawbackmight be that in this staticmodel sequential paths of care provision
are not explicitly modelled. Figure 2.2b shows some examples of paths a�er t = 0.
Individuals who care in t = 0 might either stop in t = 1 or go on and stop later, or
even stop and take up care provision again. The same holds for the control group that
includes individuals who cared later on.
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Figure 2.2: Group assignment rules
Note: 1 = providing care; 0 = not providing care; X = care status not speci�ed (= either 1 or 0). Right panel does not
include all possible paths but only a small excerpt.

Lechner (2009b) and Lechner and Miquel (2010) present a dynamic matching model
that enables to compare the effect of, say, providing care in eachperiodbetween t = 0
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and t = 7 with, say, not caring in any of the periods.8 We do not make use of such a
framework. Most importantly, because the numbers of observations in the 256 (= 28)
different paths become very small in our sample, except for the path of never carers
(0− 0− · · · − 0). E.g., only 23 observations in our data set provide care in each year
between t = 0 and t = 7. Second, given that we condition on pre-treatment outcome,
we would need to condition on the health status at each node in Figure 2.2b in order
to make the “dynamic conditional independence assumption” (Lechner and Miquel,
2010) credible. However, as the outcome variable is only available in every other year,
we cannot, for instance, condition on health in t = 2 in modelling the transition
of care provision between t = 2 and t = 3. Hence, we follow, e.g., Lechner et al.
(2011) and use the standard static version. This enables us to estimate the average
effect of care provision in t = 0 on health in later years. This effect is generated
by dynamics in care provision which are not explicitly modelled but implicitly taken
into account. The descriptive statistics in the next section show that the vast majority
of care durations is between one and three years. Hence, in reality, there is much
less heterogeneity in care durations than implied by all theoretically possible paths
in Figure 2.2b.

Above, we have set out selection issues and the responses to those that are facilitated
byour data. To assess the adequacy of our responseswe report a sensitivity analysis in
Section 2.6. We estimate a short- and a medium-term effect of care provision, where
by medium-term effect we mean the expected health effect of care provision in a
certain year, �ve or seven years a�er. Given that an individual cannot foresee her
care provision path in the future, this expected effect (though probably a composite
of effects from different paths) is arguably the most relevant one from an individual
perspective when deciding about providing care in t = 0 or not.

2.4 Data

We use data from the German Socio-Economic Panel (SOEP) which is a yearly re-
peated representative longitudinal survey of households and persons living in Ger-
many that started in 1984. The SOEP covers a wide range of questions on the socio-
economic status like on work, education, health, and personal attitudes (see Wagner
et al., 2007, for details). Currently, some 22,000 individuals above the age of 18 from
more than 10,000 households are interviewed each year.

We restrict the sample to women that have complete information on treatment sta-
tus in t = 0 and control variables in t = −1. Since caregiving among men is much
less common and we observe considerably fewer male caregivers we drop men, as
it turned out to be very dif�cult to properly model the treatment participation (the
propensity scores yielded only very low values). Moreover, we drop female profes-
sional caregivers from the sample, as they might mix up professional and personal
affairs. Beyond that, no further restrictions are imposed on the sample. Pooling all
waves as shown in Figure 2.1, we end up with a sample of 31,177 person-year observa-
tions in t = 0. The lowest line of Table 2.2 shows the number of observations in the

8See also Augurzky et al. (2012) for an application.
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sample. Of the 31,177 observations in t = 0, we observe the health status of 28,622 in
t = 1, of 20,288 in t = 3, and so on. This number strongly drops over time, mainly
because more and more episodes are right censored (again, see Figure 2.1).

Table 2.2: Sample size

t=0 t=1 t=3 t=5 t=7

Hours of care = 0 29,080 26,667 18,956 11,455 5,194

Hours of care = 1 862 (= 41%) 800 564 357 160
Hours of care = 2 507 (= 24%) 479 317 197 85
Hours of care = 3 203 (= 10%) 193 140 81 36
Hours of care = 4 167 (= 8%) 152 100 53 24
Hours of care > 4 358 (= 17%) 331 211 111 53

All observations 31,177 28,622 20,288 12,254 5,552
Source: SOEP, own calculations. Number in parentheses is the share among all individuals with posi-
tive hours of care. Hours of care are measured in t = 0 only.

We identify caregivers depending on how individuals respond to the following ques-
tion: “What is a typical day like for you? How many hours do you spend on care and
support for persons in need of care on a typical weekday?” which has been included
into the SOEP questionnaire since 2001.9 Answers to this question are also shown in
Table 2.2. 862 or 41% of all individuals who care a positive number of hours per day,
care for one hour. 24% care two hours, whereas 10% care three hours per day. Note
that the numbers in t = 1 (and later) do not refer to care provision in t = 1 but to the
number of observations who care in t = 0 and are still observed in t = 1.

If an individual states caring at least two hours per day we consider her a caregiver.
That is, the treatment indicator is the binary variable of caring for at least two hours
per day. This comes closest to other de�nitions in the literature, e.g. Leigh (2010) who
de�nes care provision as caring at least for 10 hours per week. Below we show that
the results are robust to higher or lower thresholds. The question does not allow for
a link between caregiver and care recipient. Hence, we have no information on the
care recipient and we are not able to stratify our analysis with respect to her (e.g.,
in order to evaluate differences between caring for spouses or parents). This is a
common shortcoming in this literature.

Table 2.3 gives a notion of the duration of care episodes. It counts the consecutive
years individuals provide care of at least two hours per day. In presenting the num-
bers we distinguish between uncensored spells (of individuals that are observed to
provide no care before and a�er a care episode) and censored spells (individuals that
either enter the sample as caregivers or are caregivers at the end of the observation
period). Due to the sample construction, there are many right censored individuals
which complicates the interpretation of the table somewhat. What should be taken

9This question does not refer to child care which is a separate category in the time use question-
naire. The Supplementary Material includes a paragraph on the justi�cation for the validity of self-
reported answers to these kinds of questions.
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away from it is that the vastmajority has care spells of about one to three years. There-
fore, the effects a�er seven years are mainly driven by individuals who had shorter
caregiving episodes. Individuals who constantly care over many years hardly add to
the results.10

Table 2.3: Care duration

Years of consecutive
care as of t=0

1 2 3 4 5 6 7 8 Total

Uncensored Observations 348 107 35 29 8 7 6 - 542
Share 65% 19% 7% 6% 1% 1% 1% - 100%

Censored Observations 238 183 77 90 37 39 12 19 693
Share 35% 26% 12% 13% 5% 5% 1% 3% 100%

thereof:
Le� censored Observations 80 27 16 11 10 6 4 19 173

Share 46% 16% 9% 7% 6% 3% 2% 1% 100%

Total Observations 586 290 112 119 45 46 18 19 1,235
Share 47% 23% 9% 10% 4% 4% 1% 2% 100%

Source: SOEP, own calculations. Uncensored individuals did not provide care in t = −1 and stopped caregiving some time
before t = 7. Therefore, the maximum observable care duration is 7 years. In contrast to the empirical analysis in the rest of
the paper, this table uses information up to the wave of 2011 or t = 8 in order to be able to calculate the number of individuals
who exactly care for 7 years.

The two outcome measures are a mental and a physical health score that are based
on information from the SF-12v2 questionnaire, a component of the SOEP, which in-
cludes twelve questions onmental and physical health. All items capture the general
current mental and physical health status since all questions relate to the past four
weeks, see the questionnaire in Table 2.6 in the Appendix. Answers to these ques-
tions are collapsed into the Mental Component Summary Scale (MCS) and the Phys-
ical Component Summary Scale (PCS) by explorative factor analysis (see, Andersen
et al., 2007). Thus, both variables capture themultidimensional aspect of health. The
scales range from0 to 100, normalised tomean values of 50 and standard deviations of
10 in the 2004 reference sample. Higher valuesmean a better health status. MCS loads
information on perceived melancholy, time pressure, mental balance and emotional
problems into one summary scale.11

The SF-12 is commonly used to measure general health and functioning in epidemi-
ological research (Ware et al., 1996). It includes information on subjective health but
the component summary scales are correlated actual with health diagnoses. For ex-
ample, Gill et al. (2007) �nd thatMCS "is a useful screening instrument for depression

10This is due to the very lownumber of observations. Moreover, these 19 individuals caring through-
out in our sample exhibit a meanMCS of 45.81 (compared to 49.38 overall). Thus, they do not affect the
results in a quantitatively important way.

11The physical component comprises: Physical �tness (2 Questions), general health, bodily pain,
role physical (2). Themental component comprises: Mental health (2), role emotional (2), social func-
tioning, vitality. See the questionnaire in Table 2.6 in the Appendix.
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and anxiety disorders in the general community, and thus, a valid measure of mental
health". This view is supported by Vilagut et al. (2013) who �nd "acceptable results
for detecting both active and recent depressive disorders in general population sam-
ples". This property could build the bridge between the short-term symptoms that
are measured to longer-lasting health consequences that are thus also captured by
this summary scale. Salyers et al. (2000) regard it as a valid and reliable instrument
to measure health-related quality of life. Recently, MCS has also been used in the
economic literature where it was shown to be correlated with, e.g., unemployment
(Schmitz, 2011; Reichert and Tauchmann, 2011), and unemployment of spouses (Mar-
cus, 2013). MCS and PCS were �rst introduced in the SOEP in 2002 and subsequently
sampled every other year. This is why we restrict our observation period to the years
2002–2010.

We now turn to the selection of the control variables. Taking on the burden of care
could theoretically be modeled as a three-stage process. Women provide care if (i)
they need to. Given that they need to provide care, they (ii) must be willing to do so.
Finally, (iii), they need to be able to provide care.12

At the �rst stage, the event that someone close becomes care dependent is a prereq-
uisite of the need to provide informal care. This �rst stage in general depends on
the age and the intra-familial social environment. We model the social environment
by using indicators whether parents are alive, their age as well as the number of sib-
lings.13 The latter can reduce the need to provide care for frail parents as siblings
could step in. Variables on this stage are sometimes employed as instruments for
care provision in other studies.

At the second stage, given that someone close is in need of care, the willingness to
provide care can bemodeled as a function of socio-economic characteristics and per-
sonality traits. Socio-economic characteristics grouped in here are, e.g., own age,
marital status, employment status, and level of education. Note, however, that fam-
ily background variables might also belong to the �rst stage. For instance, singles
do not need to care for a spouse or parents-in-law. Furthermore, we use character
traits measured in the Big Five Inventory (Big5), well-known in psychology for being
a proxy of human personality (seeMcRae and John, 1992 or Dehne and Schupp, 2007)
as well as positive and negative reciprocity. Although the SOEP captures each item
of the Big5 with relatively few questions in the 2005 and 2009 questionnaires, surveys
revealed suf�cient validity and reliability (see Dehne and Schupp, 2007). The items of
the Big5 are: neuroticism, the tendency of experience negative emotions; extraver-
sion, the tendency to be sociable; openness, the tendency of being imaginable and
creative; agreeableness, the dimension of interpersonal relations and conscientious-
ness the dimension of beingmoral and organized (see Budria and Ferrer-i Carbonell,
2012). There are three questions for each of these items which are gathered on a 7-
item scale. Furthermore, there is positive reciprocity, the tendency of being cooper-
ative and negative reciprocity, the tendency of being retaliatory. For each personality
measure, the score is generated by averaging over the outcome of the corresponding

12Note that we do not explicitly model this three-stage process but that we just have it in mind.
Which variable belongs to which stage is then just a matter of interpretation.

13However, the number of brothers does not seem to play a role statistically. Thus, in the empirical
model we only focus on the number of sisters. An alternative speci�cation using that – among others
– also uses the number of brothers can be found in the Supplementary Material.
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questions per individual. Although these questions are only prompted twice in the
SOEP and in years a�er the treatment assignment,14 they are useful controls because
these measures are supposed to be stable over a shorter period of time. The indi-
vidual average of each measure is taken over all years as a proxy for time invariant
personality.

Finally, on the third stage, the own health status determines the ability to provide
care. As discussed in Section 2.3, we control for pre-treatment health (MCS and PCS).
Moreover, we control for health satisfaction and life satisfaction. All control variables
are listed in Table 2.4. Variables that might theoretically belong into the model but
were not signi�cant in the propensity score regression are le� out. This holds, for
instance, for income, the age of the father, the number of brothers, or calendar year
dummies.

2.5 Results

2.5.1 Matching quality

Table 2.4 reports descriptive statistics of all covariates for different subgroups. It re-
veals that themean aswell as the standard deviation of the covariates are signi�cantly
different in the unweighted baseline sample. Column 4 gives the standardized differ-
ence between bothmeans. Without matching almost all confounders are different at
the 5% signi�cance level between the carer and non-carer sample. In particular age,
the age of the mother, and marital status exhibit large differences but also personal-
ity traits seem to be quite strong predictors of care provision. The kernel matching
algorithm equalizes both samples by assigning different weights to each member of
the control group. In order to compute these weights, we employ an Epanechnikov
kernel with a bandwidth of 0.03. Whereas a bandwidth of 0.06 does not accomplish to
equalize all covariates, a bandwidth of half the size balances every control variable
to a standardized bias around 5 or less.

As regards thepropensity score, the regions of commonsupport are roughly [0.04, 0.14]
for the stratumofwomenwho did not provide care in t = −1 and [0.23, 0.87] for those
who did provide care. The overlapwithin each stratum is good aswe do not lose treat-
ment observations by restricting the sample to the common support.15 The low prob-
abilities in the �rst stratum are simply due to the small amount of caregivers. This
indicates that there is a large unobserved component determining caregiving. But
we argue that this unobserved heterogeneity is not a big concern given the estima-
tion strategy outlined in Section 2.3. Yet, there is one advantage of this fuzziness: It
brings about a suf�ciently large amount of observations in the control group having
a similar value of the estimated propensity score. This provides a hint that the results
are not sensitive to a different choice of the matching methods.

14The Big5 are included in the surveys in 2005 and 2009, whereas questions on negative and positive
reciprocity are asked in 2005 and 2010.

15Of course, this also means that the required overlap condition stating that some randomness is
needed is ensured in our model (see Heckman et al., 1998).
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Table 2.4: Descriptive statistics according to treatment and matching status

Treated Controls Matched controls Standardized bias

mean sd mean sd mean sd unmatched
sample

matched sample
(0.06) (0.03)

Stage i): care obligations
Age of mother
∈ [30, 39] 0.01 0.09 0.02 0.16 0.01 0.10 -13.31 -5.15 -2.35
∈ [40, 49] 0.03 0.18 0.10 0.30 0.04 0.20 -27.00 -9.33 -3.24
∈ [50, 59] 0.08 0.27 0.13 0.34 0.08 0.28 -18.15 -6.47 -2.22
∈ [60, 69] 0.12 0.32 0.12 0.32 0.11 0.32 0.25 0.96 1.12
∈ [70, 79] 0.09 0.28 0.06 0.24 0.08 0.28 9.16 4.00 1.71
∈ [80, 89] 0.09 0.28 0.02 0.14 0.08 0.28 30.58 6.81 1.15
∈ [90, 99] 0.01 0.10 0.00 0.03 0.01 0.09 12.04 3.36 2.10

Mother alive 0.46 0.50 0.48 0.50 0.46 0.50 -5.72 -3.05 -0.97

Age of father
∈ [30, 39] 0.00 0.07 0.01 0.09 0.01 0.07 -5.14 -2.17 -1.03
∈ [40, 49] 0.02 0.12 0.08 0.27 0.03 0.16 -30.29 -10.98 -4.58
∈ [50, 59] 0.04 0.20 0.10 0.30 0.05 0.22 -20.75 -7.05 -2.12
∈ [60, 69] 0.07 0.25 0.08 0.27 0.07 0.25 -6.43 -2.13 -0.39
∈ [70, 79] 0.04 0.19 0.04 0.19 0.04 0.19 -0.40 -0.84 -0.87
∈ [80, 89] 0.01 0.11 0.01 0.10 0.01 0.11 2.34 0.44 -0.17
∈ [90, 99] 0.00 0.05 0.00 0.01 0.00 0.03 7.10 4.80 4.80

Father alive 0.19 0.40 0.34 0.47 0.21 0.41 -32.50 -11.54 -4.01
Number of sisters 1.08 1.21 1.09 1.21 1.09 1.23 -1.12 -1.28 -1.20
Partner existent 0.81 0.39 0.68 0.47 0.80 0.40 29.91 9.71 2.28
Age of partner 47.73 26.02 35.53 27.08 46.56 25.96 45.93 15.60 4.40

Stage ii): willingness to provide care
NEURO 4.53 0.67 4.37 0.72 4.51 0.71 22.53 7.58 2.05
CONSC 6.04 0.74 5.97 0.79 6.04 0.77 9.76 2.74 0.29
AGREE 5.61 0.83 5.58 0.84 5.60 0.84 3.66 1.40 0.90
OPENN 4.37 1.15 4.51 1.12 4.40 1.13 -11.92 -4.86 -2.20
EXTRA 5.02 0.91 5.04 0.95 5.02 0.94 -1.97 -1.07 -0.49
Positive reciprocity 5.66 0.95 5.55 0.99 5.67 0.96 11.40 2.92 -0.39
Negative reciprocity 2.71 1.19 2.87 1.24 2.73 1.22 -12.81 -4.20 -1.34
Acceptance of private
funding

3.31 0.81 3.29 0.8 3.31 0.82 2.68 1.12 0.44

Age 56.28 12.85 49.57 16.34 55.31 13.56 45.68 16.86 6.65
Age squared 3333.01 1419.70 2724.16 1691.40 3242.65 1471.10 38.99 14.54 5.79
Married 0.80 0.40 0.63 0.48 0.79 0.41 39.14 13.06 3.67
Divorced 0.07 0.25 0.09 0.28 0.07 0.25 -7.60 -2.67 -0.77
Single 0.07 0.25 0.17 0.38 0.08 0.27 -32.80 -11.03 -3.57
Children_hh 0.18 0.38 0.30 0.46 0.19 0.40 -29.50 -11.17 -4.27
Educ general 0.17 0.37 0.17 0.38 0.17 0.37 -2.31 -0.99 -0.73
Educ middle 0.55 0.50 0.49 0.50 0.54 0.50 11.66 4.11 1.45
Foreign 0.04 0.20 0.06 0.24 0.05 0.21 -9.91 -4.15 -2.07
West 0.69 0.46 0.75 0.43 0.70 0.46 -13.54 -5.43 -2.10
Full time 0.13 0.34 0.26 0.44 0.15 0.35 -33.85 -11.66 -3.85

Stage iii): ability to provide care
MCS 47.38 10.52 49.47 10.12 47.59 10.91 -20.23 -6.82 -2.01
PCS 46.44 10.01 49.02 10.14 46.79 10.47 -25.57 -9.63 -3.48
Satisfaction health 6.19 2.21 6.58 2.17 6.25 2.24 -17.62 -6.56 -2.42
Satisfaction life 6.60 1.85 6.97 1.76 6.62 1.95 -20.64 -6.56 -1.07

N 1,235 29,942 29,942
The standardized difference is calculated according to: Di f f = 100 · x̄1−x̄0√

1
2 (σ

2
1+σ2

0 )
where 0.06 and 0.03 refer to the employed Kernel

bandwidth. While the bandwidth of 0.06 is only shown for sake of illustration, 0.03 is used in the estimations.
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2.5.2 Estimation results

The baseline estimation results are reported in Figure 2.3 for both outcome variables
MCS (2.3a) and PCS (2.3b). For convenience, we restrict this section to a graphical
presentation of the results. Table 2.5 in the Appendix gives an overview of all results
shown in this section. The dotted lines denote 95% con�dence bands for the cor-
responding effect. Figure 2.3 reports the results for both pre-treatment strata sep-
arately. Care starters (black points) are those who did not care in t = −1 and care
continuers (light grey points) those who did care in t = −1. The con�dence bands
are wider for care continuers, since this is a much smaller group. The weighted av-
erage over both effects has con�dence bands comparable to the black ones in Figure
2.3.
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Figure 2.3: Baseline results MCS and PCS
Source: SOEP. Own calculations. Note: The dotted lines indicate 95% con�dence bands.

The effects are remarkably similar for both groups. If a woman cares at least two
hours per day, her mental health score decreases by 2.00 units (or 20 percent of a
standard deviation, sd)16 in the �rst year, all other things equal. Three years a�er
treatment assignment, this effect reduces to 16 percent of a sd before settling at be-
low 12 per cent �ve and seven years a�erwards. That is, women who provide care in
t = 0 can expect to have a reduced mental health score by 12 per cent of a sd seven
years a�er. The con�dence bands indicate signi�cant results at the 5 percent level
one and three years a�er assignment to treatment. The effects �ve and seven years
a�er are insigni�cant because the point estimates attenuate but in the �rst place be-
cause the numbers of observations strongly drop. The magnitude of the effect a�er
seven years, however, is still 60 percent the amount of the baseline effect and thus,
not neglibigle. All in all it is fair to note that, independent of the previous care status,
there is a considerable short-term effect of care provision on mental health (in line
with �ndings fromprevious studies, e.g. Coe and vanHoutven, 2009)which decreases
over time without being completely irrelevant in its extent to those who care.

In contrast, for PCS (right panel), there is basically a zero effect throughout all periods
and for both strata, providing evidence for negligible effects of informal care provi-
sion on physical health. Given the absence of physical health effects, we restrict our

16For convenience we already report the average effect over both groups here.
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analysis to mental health in the following. Moreover, we only report averaged effects
of both strata of care provision in t = −1. Figure 2.4 presents the results for alterna-
tive daily care intensities and different de�nitions of the control group.17 In Figure
2.4a we compare the effect when care provision of at least two hours per day are used
to de�ne the treatment indicator (light grey-dashed line, the baseline speci�cation)
with one hour per day (black line) and three hours per day (dark grey-dashed line).
There are basically no differences in the effect between one and two hours of care
as a de�nition. As regards three hours of care we �nd a considerably stronger short-
term effect with a reduction of MCS by 31 per cent of a sd. This probably re�ects a
higher burden of higher care intensities. Subsequently, however, the effect does not
remain on this high level. It immediately drops back to regions similar to those for
one and two hours. Most notably, the qualitative result of a considerable short-term
effect and a much smaller medium-term effect remains unchanged regardless of the
care intensity.18
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Figure 2.4: Alternative de�nitions of treatment and control groups (MCS only)
Source: SOEP. Own calculations. Note: The dotted lines indicate 95% con�dence bands.

The de�nition of treatment and control group only in t = 0 allows for cases where
individuals in the control group start to provide care in later years. This is in fact the
case for some 15% of all observations in the control group. It might be suspected that
these individuals suffer from a short-termmental health drop later which, compared
with the effects in the treatment group, lead to the observed relative decline in the
mental health dropof the treatment group. In order to test if this drives the results, we
exclude all individuals from the control group that provided care in any year between
t = 1 and t = 7. That is, we only use individuals in the lowest path in Figure 2.2b. In
principle, this is not a desirable speci�cation as it bases the control group de�nition
on later outcomes. Thus, it should only be regarded as a brief check wether these
individuals drive the results observed above. Figure 2.4b shows that this is not the
case. The results are largely the same.

The results suggest a signi�cant short-term effect of informal care-provision onmen-
tal health while there is a smaller and not signi�cant medium-term effect. Given that

17In the SupplementaryMaterial, we also report the results for females caring four hours andmore.
The results are comparable.

18Although not shown here, also the PCS results are robust to these different de�nitions.
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the vast majority of individuals provides care for about one to three years, the main
pathway of these effects is probably the following one. Contemporaneously, care pro-
vision is amentally burdensome task. The short-term effects aremostly generated by
individuals who just stopped to provide care or who are still providing care in t = 1.
As to be expected, this effect increases in care intensity. Yet, a�er the care episode
ceased, individuals recover and their mental health status approaches former levels.

The short-term effect is not necessarily entirely due to care provision. It might be a
joint effect of care and the observation of the decline of a beloved person. As most of
the previous literature, we cannot disentangle the family effect from the active care-
giving effect. As results of Bobinac et al. (2010) suggest, the overall effect is a mixture
of both but a caregiving effect remains a�er controlling for the family effect. Yet,
this does not affect the interpretation of the medium-run effect of almost no men-
tal health impairment a couple of years a�er care provision. Given that the effect in
t = 7 is very small, it can be concluded that there is less evidence for a scarring ef-
fect of care provision. Moreover, since only a handful individuals in the sample care
throughout the entire observation period, this result can apparently not be explained
by an adaptation effect of care providers to their new situation.

In Section 2.4 we mentioned that we cannot stratify the analysis with respect to the
care recipient aswe donot have information onwho is being cared. We can, however,
approach such an analysis by splitting the sample into caregivers belowand above the
age of 60. The former group has a higher likelihood to care for a parent while the lat-
ter should be more likely to care for a spouse. Note that stronger restrictions such an
age cutoff at 70 or groups such as unmarried womenwith at least one parent alive are
hardly feasible due to strongly reduced numbers of observations. Figure 2.5 shows
the effect over time for both subgroups. Initially, they coincide nearly perfectly. Five
years a�er care is observed, they deviate from each other. Whereas younger carers
drop back almost to the initial level, for older carers the impact on theirmental score
is even stronger. The results couldbe interpreted such that the active caregiving effect
does not depend on the care recipient. However, a likely family effect might arguably
be stronger in case of careprovision for a spouse than for oldest old parents. How-
ever, the effects come closer a�er seven years and due to large con�dence bands one
should interpret these results cautiously.
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Altogether, the results from this section could be interpreted as good news. While
there is a considerable negative short-term effect of contemporaneous caregiving,
the scarring effect is less likely to be prevalent. One negative interpretation for these
results could, however, be an increased consumption of antidepressants as found by
Van Houtven et al. (2005) and Schmitz and Stroka (2013) for the short run. If this
would hold for the long run, the mental health score might increase over time due to
drug consumption and not due to improved health. Whether this is the case or not
requires long-term data on care and drug consumption and is le� for future research.

In the Supplementary Material we report results from alternative speci�cations of
the propensity score, the treatment indicator and a subgroup analysis for unmarried
women with at least one parent alive who arguably can be identi�ed as caring for
their parents.

2.6 Sensitivity analysis

Thus far, we have argued that our estimation strategy allows us to interpret the re-
sults in a causal manner since, by fully exploiting the panel information in the SOEP,
the conditional independence assumption is likely to hold. However, this inherently
untestable assumptionmight nevertheless fail. For example, in the context of care, it
might be particularly challenging to properly control for intrinsic willingness to pro-
vide care. Yet, the conditional independence assumption is not necessarily an “all
or nothing” assumption and there might be different degrees of its violation. To ex-
amine to what extent the magnitude and the signi�cance of our results depend on
the potential exclusion of a relevant variable, we follow an approach by Ichino et al.
(2008) who re�ned the suggestions for sensitivity analyses by Rosenbaum and Rubin
(1983) and Imbens (2003). This analysis is also in the spirit of the one suggested by
Altonji et al. (2005) without the need to make strong parametric assumptions.

Assume that the conditional independence assumption does not hold but that the
failure is due to an unobserved variable U. If we could condition on it, we would be
able to restore conditional independence:

Y0 ⊥⊥ T|(X, U).

Hence, all the unobserved heterogeneity that results in bias is captured by U. For
simplicity, Ichino et al. (2008) follow Rosenbaum and Rubin (1983), who proposed a
binary U.

We simulateU by drawing 200 times from the Bernoulli distribution for each individ-
ual and estimate the ATT 200 times, conditioning on X as before, but also onU.19 In
simulatingU, wemake sure that it is both correlated with T andY such that leaving it
out would result in a violation of the conditional independence assumption. Taking

19This section contains a non-technical and intuitive discussion of the analysis. A more detailed
account is provided in the SupplementaryMaterial published online. For an extensive treatment, refer
to Ichino et al. (2008).
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the average over all effects provides uswith robust point estimates aswell as standard
errors of the average treatment effect on the treated.20

The major question is how strong and in what direction the correlation between U
and Y resp. T should be de�ned. We follow one of the two approaches suggested by
Ichino et al. (2008) and set it such that we control the “outcome effect” (own effect
of U on Y) and the “selection effect” (effect of U on T). As an illustration, think of U
as general intrinsic willingness to provide care: U = 1 indicates generally willing,
U = 0 means not willing. This unobserved variable certainly has a positive selection
effect such that willing people are more likely to provide care. It may also have a
positive outcome effect if the general willingness is positively correlated with health
endowment independent of treatment.

The magnitudes of outcome and selection effects could be arbitrarily chosen. One
way to �nd reasonable values is to use observed binary variables in the data set and
calculate the observed selection and the outcome effects of these variables. This
gives an indication of the distribution of selection and outcome effects in the data.
To bound these effects, one could argue that the unobserved variable U should not
have much larger selection and outcome effects than important observed variables,
for which we have a long vector, including age, education, and initial health.

We compute these effects for all variables in the sample. Results are reported in the
Supplementary Material. We then choose the parameters to simulate U such that is
has an effect on treatment and outcome in the same magnitude as the control vari-
able with the highest effect (which is the potential caregiver’s age). With these cal-
ibrations, no other confounder in the sample (except for age) features such a high
effect onmental health and no othermakes people select into treatment like the sim-
ulated binary confounder U. The �rst assumed selection effect re�ects a positive
selection into treatment, i.e., more people with high values of U will take the treat-
ment. Together with a positive outcome effect, we should underestimate effects of
care provision on health. The second pair of selection and outcome effects re�ects
a negative selection into treatment leading to overestimation if this was neglected by
the analysis so far.

Figure 2.6 presents the results of both speci�cations and the baseline speci�cation for
MCS. Including a confounder U with characteristics that lead to a positive selection
into treatment (thedark grey-dashed line) leads to larger effects of careprovision than
in thebaseline casewhilewe�ndweaker effectswhen including a confounder that in-
duces as negative selection (the light grey-dashed line). The lines are parallel-shi�ed
by the confounder. However, in all three cases, we �nd a signi�cant (both statisti-
cally and economically) short-term effect of care provision on mental health which
reduces over time. A�er seven years, the effects are insigni�cant for most speci�ca-
tions,marginally signi�cant though for the onewith a confounder inducing a positive
selection into treatment. Thus, if there are further confounders that point in the same
direction asmost of the variables in our sample, our result will de�ne a lower bound.
Furthermore, this would raise the likelihood of signi�cant medium-term effects.

Thus, as long as unobserved effects that are necessarily le� out in our analysis do
not have a drastically higher impact than observed control variables, we �nd that the

20We use a modi�ed version of the user-written Stata command sensatt (Nannicini, 2007).
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Figure 2.6: Results of the sensitivity analysis (MCS)
Source: SOEP. Own calculations. Note: The dotted lines indicate 95% con�dence bands.
Strong positive selection assumes a selection effect of s = 0.25 and an outcome effect of
d = 0.25. See the SupplementaryMaterial for exact de�nitions of s and d and justi�cations
for these values. Strong negative selection assumes a selection effect of s = −0.25 and an
outcome effect of d = 0.25.

average treatment effects we received in the main analysis are robust. Given that we
control for a large set of important determinants of care provision, it seems unlikely
that there are actually unobserved variables that have such a drastic effect or an effect
much stronger than observable covariates.

2.7 Conclusion

This paper examines whether informal care provision affects the report of measures
that indicate mental or physical strain among women. We use the German Socio-
Economic Panel that identi�es informal caregivers by the daily time spent caring.
We de�ne caregivers as women who care at least two hours per weekday (but other
de�nitions lead to a similar picture). We evaluate the impact of caregiving on health
by help of a regression adjusted matching technique. The problems of unobserved
heterogeneity and reverse causality are tackled by exploiting the panel structure of
the data set and controlling for pre-treatment outcome as well as stratifying by pre-
treatment care status.

While we do not �nd effects of informal care on physical health in the short- and in
themedium-run, our results suggest that there are considerable short-term effects of
informal care provision on mental health which, however, attenuate over time. Five
years a�er care provision the effect is still negative but smaller and insigni�cant. It
seems that, contemporaneously, care provision is a mental burden but there is not a
large scarring effect. The sensitivity analysis according to Ichino et al. (2008) suggests
that these results are stable even for considerable deviations from the conditional
independence assumption: the effects are still similar inmagnitude even if we falsely
have not incorporated a confounder that is stronger than any other one that we have
controlled for before.
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We contribute to the current debate on how to realign the care system in Germany
and countrieswith similar demographic developments. Our results suggest that there
are considerable short-termhealth effects and although it seems to be good news that
the effects are abating, it should not be concluded that there is no need to improve
the system as apart from health there are other additional effects of care provision
(e.g. labour force participation and wages) that are not analysed here. The current
German government put the enhancement of informal care high on the agenda.21

In particular, the supply of low-threshold services is planned to be expanded and in-
creases in bene�ts from the long-term care insurance aremeant to be spent on those.
These services are, e.g., additional help in the household, contact persons in case of
any problems, or professional short-term care (also overnight) in case of short-term
absence of informal care providers due to sickness, obligations in the job, or holi-
days. Thus, while family members will certainly continue to play an important role
in care provision, these measures are thought to assist them and to reduce the most
stressful aspects of care.

The measured effect in this study is an average effect over different groups of care
providers. Schmitz and Stroka (2013), for instance, focus on individuals who not only
provide informal care but also work full-time. This double burden might well also
have health effects in the longer run. This question is le� for future research. The
main limitations in this study arise from the imperfect data set. Both measures of
care provision aswell as health indicators are self-reported and potentiallymeasured
with error. We do not observe any characteristics of the care recipient. Hence, we
cannot distinguish between the family effect that occurs just because a close rela-
tive is in need of care and the caregiving effect. However, this should not qualita-
tively affect the interpretation of the already small medium-term effect. Likewise, as
it is not observedwhether care recipients receive additional professional care or only
informal care, we cannot discriminate between cases in which the caregiver assists
professional care and inwhich she is the only care provider. Moreover, due to data re-
strictions we are not able to identify the cumulative effect of care provision for many
consecutive years. Thismight go alongwith even long-run health impairments. How-
ever, our representative data suggest that only a very small group of women is faced
with the need (and willingness) to provide care for many consecutive years. More-
over, we argue that our approach allows us to answer a question that is more relevant
from an individual perspective: if I provide care today, what is my expected health
outcome in seven years (irrespective of future events that I cannot control today).

2.8 Appendix

21http://www.bmg.bund.de/ministerium/presse/english-version.html

http://www.bmg.bund.de/ministerium/presse/english-version.html
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Table 2.5: Table of results

t=1 t=3 t=5 t=7

Care 2hrs per day (baseline) −2.00∗∗∗ −1.64∗∗∗ −1.01 −1.19
(0.39) (0.47) (0.62) (0.86)

...care starters −2.03∗∗∗ −1.67∗∗∗ −1.02 −1.21
(0.40) (0.49) (0.64) (0.88)

...continued care −1.42∗∗ −0.93∗ −0.70 −0.94
(0.61) (0.74) (0.89) (1.51)

Care 3 hrs per day −3.02∗∗∗ −1.44∗∗ −1.00 −1.64
(0.53) (0.68) (0.78) (1.12)

Care 1 hr per day −1.90∗∗∗ −1.59∗∗∗ −0.48 −0.97
(0.31) (0.39) (0.48) (0.67)

Observations 28, 622 20, 288 12, 254 5, 552

Only never carers in control group:
Care 2 hrs per day −2.08∗∗∗ −1.56∗∗∗ −1.25∗∗ −0.787

(0.27) (0.34) (0.46) (0.69)
Observations:

25, 914 18, 464 11, 301 5, 166

PCS as outcome:
Care 2hrs per day 0.14 0.14 0.08 −1.01

(0.33) (0.40) (0.49) (0.84)
Source: SOEP, own calculations. Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01 indicate the corresponding signi�cance
level. Standard errors are in parantheses.
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Table 2.6: SF-12v2 questionnaire in the SOEP

Very
Good

Good Satis-
factory

Poor Bad

How would you describe your current health?

Greatly Slightly Not at
all

– –

When you ascend stairs, i.e. go up several �oors
on foot: Does your state of health affect you
greatly, slightly or not at all?

And what about having to cope with other tiring
everyday tasks, i.e. where one has to li�
something heavy or where one requires agility:
Does your state of health affect you greatly,
slightly or not at all?

Please think about the last four weeks. Always O�en Some- Almost Never
How o�en did it occur within this period of
time, . . .

times never

� that you felt rushed or pressed for time?
� that you felt run-down and melancholy?
� that you felt relaxed and well-balanced?
� that you used up a lot of energy?
� that you had strong physical pains?
� that due to physical health problems
. . . you achieved less than you wanted to

at work or in everyday tasks?
. . . you were limited in some form

at work or in everyday tasks?
� that due to mental health or emotional
problems
. . . you achieved less than you wanted to

at work or in everyday tasks?
. . . you carried out your work or everyday tasks

less thoroughly than usual?
� that due to physical or mental health
problems you were limited socially, i.e. in
contact with friends, acquaintances or relatives?

Note. Source: SOEP Individual question form. Available at http://panel.gsoep.de/soepinfo2008/.
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Supplementary Material

1. Validity of the time allocation measure used for the
caregiving de�nition

As the caregiving de�nition is based on the self-reported time-use questionnaire of
the SOEP, it could be prone to recall bias. For this paper, it is crucial that �rstly, indi-
viduals do not mix up casual ‘care’ activities such as taking coffee with their parents
with serious care and that secondly, the recalled time allocation has a high degree of
valid correlation with the correct time allocation. Sonnenberg et al. (2012) address
the latter issue carefully by comparting results from standard survey questions and
mobile-phone based experience sampling technology. Their �ndings indicate a high
correlation between bothmeasures, respectively for long-lasting, day structuring ac-
tivities. Although sporadic activitieswere also shown to exhibit a high amount of valid
correlation, we argue that daily informal care is a day-structuring activity with a long
duration. In the loosest de�nition, we consider individuals as caregivers if their daily
time allocation exceeds two hours. This is almost certainly rules out casual care ac-
tivities. In addition, Van den Berg and Spauwen (2006) also validated time-use ques-
tions and �nd that survey questions on weekly aggregated survey questions tend to
underestimate the actual time use (Van den Berg and Pinger, 2014). Hence, there is
no major reason to doubt the validity of the time allocation measure in our analysis
in general.

2. Other Robustness Checks

Results of alternative speci�cations

In this section,we change thepropensity score speci�cation in twodimensions. First,
we do not exclude variables that are insigni�cant in the �rst-stage probit regression.
Second, we include further variables (the bodymass index, a dummy that indicates if
the individual smokes, the number of brothers) and, in addition, the functional form
of the age variable is changed. In order to assess the robustness of the functional
form, the linear and a quadratic term in age are replaced by a set of mutual exclusive
dummy variables on the age interval from 20 to 82. Table 2.7 reports how well the
control group is balanced to the treatment group.

The result for the alternating speci�cation of the propensity score is depicted in Fig-
ure 2.7. It indicates robustness with repect to the functional form speci�cation. The
lines for both speci�cations coincide nearly perfectly. A deviation is �rst visible �ve
years a�er treatment where the observations becomemore scarce. One the one hand
this invariance is due to the large set of covariates that we have already conditioned
on before. Adding a smoker dummy and the body mass index as a more objective
health measure does not provide a lot of new information. On the other hand, for
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Table 2.7

Treated Controls Matched controls Standardized bias

mean sd mean sd mean sd unmatched
sample

matched sample
(0.06) (0.03)

Stage i): care obligations
Age of mother
∈ [30, 39] .01 .09 .02 .16 .01 .12 -13.35 -5.17 -2.35
∈ [40, 49] .03 .18 .1 .3 .06 .23 -26.94 -9.21 -3.09
∈ [50, 59] .08 .27 .13 .34 .1 .29 -18.2 -6.29 -2.19
∈ [60, 69] .12 .32 .12 .32 .11 .32 .28 .94 .9
∈ [70, 79] .09 .28 .06 .24 .08 .27 9.18 3.78 1.56
∈ [80, 89] .09 .28 .02 .14 .07 .25 30.46 7.45 2.56
∈ [90, 99] .01 .1 0 .03 .01 .09 12.19 2.65 1.27

Mother alive .46 .5 .48 .5 .47 .5 -5.77 -2.98 -.72

Age of father
∈ [30, 39] 0 .07 .01 .09 .01 .08 -5.17 -2.24 -1.19
∈ [40, 49] .02 .12 .08 .27 .04 .19 -30.31 -11.01 -4.47
∈ [50, 59] .04 .2 .1 .29 .06 .24 -20.71 -6.83 -1.94
∈ [60, 69] .07 .25 .08 .27 .07 .26 -6.43 -2.13 -.7
∈ [70, 79] .04 .19 .04 .19 .04 .19 -.35 -.71 -.91
∈ [80, 89] .01 .11 .01 .1 .01 .11 2.32 .34 -.27
∈ [90, 99] 0 .04 0 0 0 0 5.92 5.92 5.01

Father alive .19 .39 .34 .47 .24 .43 -32.67 -11.37 4.09
Number of sisters 1.08 1.21 1.09 1.21 1.09 1.22 -1 -1.26 -1.29
Number of brothers .19 .62 .19 .6 .2 .61 .44 -.38 -.33
.68
Partner .81 .39 .68 .47 .77 .42 30.1 9.68 2.54
Age partner 47.77 25.99 35.52 27.08 43.66 26.66 46.15 15.48 4.72

Stage ii): willingness to provide care
NEURO 4.53 .67 4.37 .72 4.48 .72 22.68 7.25 2.03
CONSC 6.04 .74 5.97 .79 6.02 .77 9.7 2.6 .13
AGREE 5.61 .83 5.58 .84 5.6 .84 3.47 1.38 .79
OPENN 4.37 1.15 4.51 1.12 4.42 1.13 -11.81 -4.5 -2.22
EXTRA 5.02 .91 5.04 .95 5.03 .95 -2.12 -.74 -.27
Positive reciprocity 5.66 .95 5.55 .99 5.64 .97 11.33 2.72 -.53
Negative reciprocity 2.71 1.19 2.87 1.23 2.76 1.22 -12.63 -3.83 -1.05
Acceptance of private funding 3.31 .81 3.29 .8 3.31 .81 2.74 .65 -.04

Age
∈ [20, 22] .01 .08 .02 .15 .01 .11 -13.92 -5.36 -2.37
∈ [23, 25] .01 .07 .03 .18 .02 .12 -20.85 -7.65 -3.26
∈ [26, 28] .01 .1 .04 .19 .02 .14 -17.05 -6.17 -2.41
∈ [29, 31] .01 .11 .04 .2 .02 .15 -17.73 -6.33 -2.38
∈ [32, 34] .03 .16 .05 .22 .03 .18 -12.44 -4.05 -1.08
∈ [35, 37] .02 .15 .06 .24 .04 .19 -17.93 -6.33 -2.25
∈ [38, 40] .03 .18 .07 .25 .05 .21 -15.63 -5.48 -1.89
∈ [41, 43] .04 .2 .07 .25 .05 .22 -10.83 -3.85 -1.43
∈ [44, 46] .06 .24 .07 .25 .06 .24 -3.63 -.88 .02
∈ [47, 49] .06 .24 .06 .25 .06 .24 -.63 .12 .28
∈ [50, 52] .08 .27 .06 .24 .07 .26 8.31 2.99 .87
∈ [53, 55] .09 .28 .05 .23 .08 .27 12.79 4.29 1.46
∈ [56, 58] .09 .29 .05 .21 .08 .27 17.34 5.25 1.18
∈ [59, 61] .09 .29 .05 .21 .07 .26 17.01 5.71 2.34
∈ [62, 64] .09 .29 .05 .22 .08 .27 15.48 4.91 1.29
∈ [65, 67] .09 .28 .05 .22 .07 .26 13.09 4.68 1.72
∈ [68, 70] .06 .24 .04 .21 .05 .23 6.51 2.32 .85
∈ [71, 73] .05 .22 .03 .18 .04 .2 8.14 2.74 .63
∈ [74, 76] .04 .2 .03 .16 .03 .18 7.38 3.7 2.13
∈ [77, 79] .01 .12 .02 .15 .02 .13 -5.82 -1.75 -.36
∈ [80, 82] .01 .11 .02 .13 .01 .11 -4.6 -1.05 .15

Married .8 .4 .63 .48 .75 .44 39.1 12.89 3.82
Divorced .07 .25 .09 .28 .07 .26 -7.57 -2.64 -1.05
Single .07 .25 .17 .38 .1 .3 -32.78 -10.87 -3.34
Children_hh .18 .38 .28 .45 .19 .39 -25.65 -8.16 -3.75
Educ general .14 .34 .17 .38 .14 .35 -9.08 -3.33 -1.76
Educ middle .57 .5 .49 .5 .56 .5 16.18 5.13 1.7
Foreign .04 .2 .06 .24 .05 .22 -9.93 -4.05 -2.11
West .69 .46 .75 .43 .71 .45 -13.53 -4.89 -1.91
Full time .13 .34 .26 .44 .18 .38 -33.87 -11.75 -4.14

Stage iii): ability to provide care
MCS 47.38 10.52 49.47 10.12 48 10.82 -20.22 -5.95 -1.4
PCS 46.44 10.02 49.03 10.14 47.36 10.44 -25.64 -9.11 -3.02
Satis health 6.09 2.25 6.53 2.18 6.14 2.26 -19.85 -5.96 -2.03
Satis life 6.19 2.21 6.58 2.17 6.32 2.23 -17.81 -5.88 -.63
BMI 26.25 4.71 25.23 4.75 25.93 4.93 21.58 6.77 1.51
Smoker .24 .43 .24 .43 .24 .43 -1.55 -.59 -.25
N 1,144 27,406 27,406
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the Kernel-weighting matching method that we have employed, only the rank of the
observations with respect to the propensity score is important. This is opposed to in-
verse probabilityweigthingwhere the exactmagnitude of the propensity scores affect
the results directly.

-5
-4
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-2

-1
0

1
2

A
T

T

t=1 t=3 t=5 t=7
Year

MCS 2hrs, base specification MCS 2hrs, new specification

Figure 2.7: Results for an alternative speci�cation of the propensity score vs. basline
speci�cation (2hrs MCS only)

Source: SOEP. Own calculations.

Results for different groups of carers

Figure 2.8 illustrates the results for a women that are more likely to care for their
parents. To be precise, the sample is conditioned on not beingmarried and having at
least one parent alive. The results indicate a similar magnitude of the effects as for
the baseline speci�cation. However, due to the imprecise estimates as a result from
a strongly reduced sample size, further conclusions cannot be drawn.

Figure 2.9 shows results for an even higher care intensity. In general, the overall
picture is not changed. Carers seems to be mentally strained. As time passes, the
effect fades out slightly.

Note that for both results, a proper identi�cation with strati�cation becomes infeasi-
ble due to a small sample size.
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Figure 2.8: Subgroup analysis for unmarried women with at least one parent alive (2
hours, MCS)

Source: SOEP. Own calculations.
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Note: Only care starters are considered.

Figure 2.9: Alternative de�nitions of treatment and control groups (4 hours of care
provision, MCS)

Source: SOEP. Own calculations.
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3. A Sensitivity Analysis suggested by Ichino et al. (2008)

Assume that the conditional independence assumption does not hold

Y0 ⊥⊥� T|X

but that the failure is due to an unobserved variable U. Could we condition on it, we
had

Y0 ⊥⊥ T|(X, U).

Hence, all the unobserved heterogeneity that leads to endogeneity problems is cap-
tured by U. To keep things as simple as possible, Ichino et al. (2008) follow Rosen-
baum and Rubin (1983) who proposed U to be binary. This is appealing, since the
distribution of a binary variable is fully determined by its mean. To describe how U
affects both treatment and outcome, we de�ne four probabilities pij, i ∈ {0, 1} ; j ∈
{0, 1} as

p01 = Pr(U = 1|T = 0, Ŷ = 1)

p00 = Pr(U = 1|T = 0, Ŷ = 0)

p11 = Pr(U = 1|T = 1, Ŷ = 1)

p10 = Pr(U = 1|T = 1, Ŷ = 0) (1)

where Ŷ =

{
1, if Y > Y
0, else

and Y is the sample mean of Y. Treatment status T and outcome category Ŷ are ob-
served in the data and, hence, individuals can be assigned one out of the four prob-
abilities pij where i denotes treatment status and j indicates whether the outcome
exceeds the sample mean. The four above equations fully de�ne the distribution of
the hypothetical confounding variable U. Depending on how these probabilities are
set by the researcher, the degree of correlation between Y and T varies.

Ichino et al. (2008) de�ne the parameter s = p1. − p0. as the selection effect where

pi. = Pr(U = 1|T = i) = pi0 · P(Ŷ = 0|T = i) + pi1 · P(Ŷ = 1|T = i) i ∈ {0, 1} .

The larger this effect, the larger is the effect ofU on selection into treatment keeping
the outcome�xed. The outcome effect, de�ned as d = p01− p00 re�ects the in�uence
of U on the untreated counterfactual outcome. As an example, an outcome effect of
d = 0.1 > 0 means that the unobserved U positively affects the outcome variables.
In the group of non-carers (with p0j), those who are in good health have a higher
likelihood of U = 1 than those who are in bad health. The higher d the stronger
is this correlation. Likewise, a selection effect of s = 0.1 > 0 implies that among
caregivers the likelihood ofU = 1 is higher than among non-caregivers. Once we set
values for d and s we can derive the four pij by solving an equation system (as shown
below) and simulate U.

Calculation of the pij.
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For an extensive treatment, refer to Ichino et al. (2008). Here we just sketch the idea:
Given values for d and s, the four parameters pij can be derived by solving an equation
system of four equations. Assume that d = 0.1, s = 0.1 and P(U = 1) = 0.5. Then we
have

P(U = 1) = 0.5 (2.1)

= p11 ∗ P(Ŷ = 1|T = 1) ∗ P(T = 1) + p10 ∗ P(Ŷ = 0|T = 1) + P(T = 1)

+p01 + P(Ŷ = 1|T = 0) ∗ P(T = 0)+ p00 ∗ P(Ŷ = 0|T = 0) ∗ P(T = 0)+ p00 ∗ P(T = 0)

p11 − p10 = 0 (2.2)

d = p01 − p00 = 0.1 (2.3)

s = p1. − p0. = 0.1 (2.4)

= p10 ∗ P(Y = 0|T = 1) + p11 ∗ P(Y = 1|T = 1)

−p00 ∗ P(Y = 0|T = 0) + p01 ∗ P(Y = 1|T = 0)

Choice of d and s

In principle, d and s could be arbitrarily chosen. One way to �nd reasonable values is
to go back to the equation system and – starting the other way around – use observed
binary variables in the data set, substitute them for the unobserved U and calculate
the selection and the outcome effect of these variables. We compute these effects for
all variables in the sample. Results are reported in Table 2.9. We see that most of
the variables have selection and outcome effects of at most 0.1 in absolute values. In
line with Table 2.4, the control variables with the strongest impacts are age and being
married exhibiting selection and outcome effects of up to 0.24. Hence, we argue that
given the unobserved variable has an effect on treatment and outcome in the same
magnitude as important control variables with the highest effects, parameterisations
of s = 0.25 and d = 0.25 or s = −0.25 and d = 0.25 are reasonable values.

Assume that the conditional independence assumption does not hold

Y0 ⊥⊥� T|X

but that the failure is due to an unobserved variable U. Could we condition on it, we
had

Y0 ⊥⊥ T|(X, U).

Hence, all the unobserved heterogeneity that leads to endogeneity problems is cap-
tured by U. To keep things as simple as possible, Ichino et al. (2008) follow Rosen-
baum and Rubin (1983) who proposed U to be binary. This is appealing, since the
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distribution of a binary variable is fully determined by its mean. To describe how U
affects both treatment and outcome, we de�ne four probabilities pij, i ∈ {0, 1} ; j ∈
{0, 1} as

p01 = Pr(U = 1|T = 0, Ŷ = 1)

p00 = Pr(U = 1|T = 0, Ŷ = 0)

p11 = Pr(U = 1|T = 1, Ŷ = 1)

p10 = Pr(U = 1|T = 1, Ŷ = 0) (1)

where Ŷ =

{
1, if Y > Y
0, else

and Y is the sample mean of Y. Treatment status T and outcome category Ŷ are ob-
served in the data and, hence, individuals can be assigned one out of the four prob-
abilities pij where i denotes treatment status and j indicates whether the outcome
exceeds the sample mean. The four above equations fully de�ne the distribution of
the hypothetical confounding variable U. Depending on how these probabilities are
set by the researcher, the degree of correlation between Y and T varies.

Ichino et al. (2008) de�ne the parameter s = p1. − p0. as the selection effect where

pi. = Pr(U = 1|T = i) = pi0 · P(Ŷ = 0|T = i) + pi1 · P(Ŷ = 1|T = i) i ∈ {0, 1} .

The larger this effect, the larger is the effect ofU on selection into treatment keeping
the outcome�xed. The outcome effect, de�ned as d = p01− p00 re�ects the in�uence
of U on the untreated counterfactual outcome. As an example, an outcome effect of
d = 0.1 > 0 means that the unobserved U positively affects the outcome variables.
In the group of non-carers (with p0j), those who are in good health have a higher
likelihood of U = 1 than those who are in bad health. The higher d the stronger
is this correlation. Likewise, a selection effect of s = 0.1 > 0 implies that among
caregivers the likelihood ofU = 1 is higher than among non-caregivers. Once we set
values for d and s we can derive the four pij by solving an equation system (as shown
below) and simulate U.

Calculation of the pij.

For an extensive treatment, refer to Ichino et al. (2008). Here we just sketch the idea:
Given values for d and s, the four parameters pij can be derived by solving an equation
system of four equations. Assume that d = 0.1, s = 0.1 and P(U = 1) = 0.5. Then we
have

P(U = 1) = 0.5 (2.1)

= p11 ∗ P(Ŷ = 1|T = 1) ∗ P(T = 1) + p10 ∗ P(Ŷ = 0|T = 1) + P(T = 1)

+p01 + P(Ŷ = 1|T = 0) ∗ P(T = 0)+ p00 ∗ P(Ŷ = 0|T = 0) ∗ P(T = 0)+ p00 ∗ P(T = 0)

p11 − p10 = 0 (2.2)
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d = p01 − p00 = 0.1 (2.3)

s = p1. − p0. = 0.1 (2.4)

= p10 ∗ P(Y = 0|T = 1) + p11 ∗ P(Y = 1|T = 1)

−p00 ∗ P(Y = 0|T = 0) + p01 ∗ P(Y = 1|T = 0)

Choice of d and s

In principle, d and s could be arbitrarily chosen. One way to �nd reasonable values is
to go back to the equation system and – starting the other way around – use observed
binary variables in the data set, substitute them for the unobserved U and calculate
the selection and the outcome effect of these variables. We compute these effects for
all variables in the sample. Results are reported in Table 2.9. We see that most of
the variables have selection and outcome effects of at most 0.1 in absolute values. In
line with Table 2.4, the control variables with the strongest impacts are age and being
married exhibiting selection and outcome effects of up to 0.24. Hence, we argue that
given the unobserved variable has an effect on treatment and outcome in the same
magnitude as important control variables with the highest effects, parameterisations
of s = 0.25 and d = 0.25 or s = −0.25 and d = 0.25 are reasonable values.
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Table 2.8: Distribution of pij across control variables in the sample

p01 p00 d p1. p0. s Effect

Stage i): care obligations
Age of mother
∈ [30, 39] 0.01 0.03 -0.02 0.01 0.02 -0.01 (+)
∈ [40, 49] 0.04 0.12 -0.08 0.04 0.1 -0.06 (+)
∈ [50, 59] 0.08 0.14 -0.06 0.07 0.13 -0.06 (+)
∈ [60, 69] 0.11 0.12 -0.01 0.12 0.12 0 (∓)
∈ [70, 79] 0.07 0.05 0.02 0.09 0.06 0.03 (+)
∈ [80, 89] 0.05 0.02 0.03 0.08 0.02 0.06 (+)
∈ [90, 99] 0.01 0 0.01 0.01 0 0.01 (+)

Mother alive 0.41 0.5 -0.09 0.46 0.48 -0.03 (+)

Age of father
∈ [30, 39] 0 0.01 -0.01 0 0.01 0 (∓)
∈ [40, 49] 0.02 0.09 -0.07 0.02 0.08 -0.06 (+)
∈ [50, 59] 0.05 0.11 -0.06 0.04 0.10 -0.06 (+)
∈ [60, 69] 0.07 0.08 -0.01 0.06 0.08 -0.02 (+)
∈ [70, 79] 0.03 0.03 0 0.04 0.04 0 (∓)
∈ [80, 89] 0.01 0.01 0 0.01 0.01 0 (∓)
∈ [90, 99] 0 0 0 0 0 0 (∓)

Father alive 0.20 0.35 -0.15 0.20 0.34 -0.14 (+)
Number of sisters 0.30 0.26 0.04 0.28 0.26 0.02 (+)
Partner existent 0.81 0.66 0.15 0.80 0.67 0.13 (+)
Age of partner 0.78 0.56 0.22 0.77 0.59 0.18 (+)

Stage ii): willingness to provide care
NEURO 0.64 0.55 0.09 0.56 0.47 0.09 (+)
CONSC 0.59 0.53 0.06 0.63 0.59 0.04 (+)
AGREE 0.49 0.46 0.03 0.52 0.53 -0.01 (-)
OPENN 0.44 0.49 -0.05 0.46 0.52 -0.06 (+)
EXTRA 0.41 0.40 0.01 0.47 0.50 -0.03 (-)
Positive reciprocity 0.58 0.48 0.10 0.55 0.50 0.05 (+)
Negative reciprocity 0.48 0.50 -0.02 0.43 0.46 -0.03 (+)
Acceptance of private
funding

0.53 0.49 0.04 0.50 0.48 0.02 (+)

Age 0.7 0.44 0.26 0.71 0.48 0.24 (+)
Age squared 0.62 0.38 0.24 0.63 0.42 0.21 (+)
Married 0.82 0.60 0.22 0.80 0.63 0.17 (+)
Divorced 0.06 0.09 -0.03 0.06 0.09 -0.03 (+)
Single 0.07 0.19 -0.12 0.07 0.17 -0.10 (+)
Children in hh 0.17 0.32 -0.15 0.18 0.30 -0.12 (+)
Educ gen 0.19 0.19 0 0.17 0.18 -0.01 (∓)
Educ middle 0.53 0.48 0.05 0.54 0.49 0.05 (+)
Foreign 0.05 0.07 -0.02 0.04 0.06 -0.02 (+)
West 0.68 0.72 -0.04 0.68 0.75 -0.07 (+)
Full time 0.15 0.27 -0.12 0.13 0.26 -0.13 (+)

Stage iii): ability to provide care
MCS 0.30 0.34 -0.04 0.45 0.55 -0.10 (+)
PCS 0.40 0.52 -0.12 0.44 0.57 -0.13 (+)
Satisfaction health 0.40 0.48 -0.08 0.48 0.58 -0.10 (+)
Satisfaction life 0.48 0.55 -0.08 0.57 0.68 -0.10 (+)
All variables are transformed into binary indicators where the threshold is the sample average. Note: (+) means an
amplifying effect, whereas (-) means that the effect attenuates. ∓ indicates no clear effect.



90 CHAPTER 2. INFORMAL CARE &MENTAL HEALTH

Table 2.9: Distribution of pij across control variables in the sample

p01 p00 d p1. p0. s Effect

Stage i): care obligations
Age of mother
∈ [30, 39] 0.01 0.03 -0.02 0.01 0.02 -0.01 (+)
∈ [40, 49] 0.04 0.12 -0.08 0.04 0.1 -0.06 (+)
∈ [50, 59] 0.08 0.14 -0.06 0.07 0.13 -0.06 (+)
∈ [60, 69] 0.11 0.12 -0.01 0.12 0.12 0 (∓)
∈ [70, 79] 0.07 0.05 0.02 0.09 0.06 0.03 (+)
∈ [80, 89] 0.05 0.02 0.03 0.08 0.02 0.06 (+)
∈ [90, 99] 0.01 0 0.01 0.01 0 0.01 (+)

Mother alive 0.41 0.5 -0.09 0.46 0.48 -0.03 (+)

Age of father
∈ [30, 39] 0 0.01 -0.01 0 0.01 0 (∓)
∈ [40, 49] 0.02 0.09 -0.07 0.02 0.08 -0.06 (+)
∈ [50, 59] 0.05 0.11 -0.06 0.04 0.10 -0.06 (+)
∈ [60, 69] 0.07 0.08 -0.01 0.06 0.08 -0.02 (+)
∈ [70, 79] 0.03 0.03 0 0.04 0.04 0 (∓)
∈ [80, 89] 0.01 0.01 0 0.01 0.01 0 (∓)
∈ [90, 99] 0 0 0 0 0 0 (∓)

Father alive 0.20 0.35 -0.15 0.20 0.34 -0.14 (+)
Number of sisters 0.30 0.26 0.04 0.28 0.26 0.02 (+)
Partner existent 0.81 0.66 0.15 0.80 0.67 0.13 (+)
Age of partner 0.78 0.56 0.22 0.77 0.59 0.18 (+)

Stage ii): willingness to provide care
NEURO 0.64 0.55 0.09 0.56 0.47 0.09 (+)
CONSC 0.59 0.53 0.06 0.63 0.59 0.04 (+)
AGREE 0.49 0.46 0.03 0.52 0.53 -0.01 (-)
OPENN 0.44 0.49 -0.05 0.46 0.52 -0.06 (+)
EXTRA 0.41 0.40 0.01 0.47 0.50 -0.03 (-)
Positive reciprocity 0.58 0.48 0.10 0.55 0.50 0.05 (+)
Negative reciprocity 0.48 0.50 -0.02 0.43 0.46 -0.03 (+)
Acceptance of private
funding

0.53 0.49 0.04 0.50 0.48 0.02 (+)

Age 0.7 0.44 0.26 0.71 0.48 0.24 (+)
Age squared 0.62 0.38 0.24 0.63 0.42 0.21 (+)
Married 0.82 0.60 0.22 0.80 0.63 0.17 (+)
Divorced 0.06 0.09 -0.03 0.06 0.09 -0.03 (+)
Single 0.07 0.19 -0.12 0.07 0.17 -0.10 (+)
Children in hh 0.17 0.32 -0.15 0.18 0.30 -0.12 (+)
Educ gen 0.19 0.19 0 0.17 0.18 -0.01 (∓)
Educ middle 0.53 0.48 0.05 0.54 0.49 0.05 (+)
Foreign 0.05 0.07 -0.02 0.04 0.06 -0.02 (+)
West 0.68 0.72 -0.04 0.68 0.75 -0.07 (+)
Full time 0.15 0.27 -0.12 0.13 0.26 -0.13 (+)

Stage iii): ability to provide care
MCS 0.30 0.34 -0.04 0.45 0.55 -0.10 (+)
PCS 0.40 0.52 -0.12 0.44 0.57 -0.13 (+)
Satisfaction health 0.40 0.48 -0.08 0.48 0.58 -0.10 (+)
Satisfaction life 0.48 0.55 -0.08 0.57 0.68 -0.10 (+)
All variables are transformed into binary indicators where the threshold is the sample average. Note: (+) means an
amplifying effect, whereas (-) means that the effect attenuates. ∓ indicates no clear effect.



Chapter 3

Informal care and long-term labor
market outcomes1

3.1 Introduction

The effects of informal care provision on caregiver’s labor force outcomes have been
subject to a large literature in the previous two decades. Labor supply reactions (of fe-
males,mostly) havebeen studiedby, e.g., Carmichael andCharles (1998), Heitmueller
(2007), Ciani (2012), Casado-Marín et al. (2011), Bolin et al. (2008), Ettner (1995, 1996),
Crespo andMira (2014), Heger (2014),Meng (2012, 2013), where the effects range from
small to very large (up to 30 percentage points) reductions in the probability to work
for pay.2 The effect on working hours, as studied by, e.g., Wolf and Soldo (1994),
Casado-Marín et al. (2011), Bolin et al. (2008), Ettner (1996), Johnson and Sasso (2000),
and Van Houtven et al. (2013) are quite mixed, while wage penalties are more consis-
tently found (Van Houtven et al., 2013, Carmichael and Charles, 2003, Heitmueller
and Inglis, 2007).

All of these studies have in common that they look at the contemporaneous effect of
caregiving on labor market outcomes. As many societies aim at increasing female
labor force participation, one o�en reported policy implication is to set upmore �ex-
ible work-arrangements to facilitate informal caregiving while keeping the job (Heit-
mueller, 2007). However, one might argue that negative short-term effects do not
pose severe problems – both for the caregivers and societies as a whole – if they are
not persistent. Caregiving spells typically last only a couple of years and as soon as
caregiverswhoput their labor force participation onhiatus return to the labormarket
a�er cessation of their caregiving spell, the life-time opportunity costs of caregiving
might not be too large. However, caregivers are o�en in the age of 50+ and might
have problems to return into the labor force once they le� it – either because they

1This paper is written jointly with Hendrik Schmitz and is published as: Schmitz, H., and West-
phal, M. (2017). Informal Care and Long-term Labor Market Outcomes. Journal of Health Economics,
56(Supplement C), 1 – 18. Funding by the Fritz-Thyssen Sti�ung is gratefulle aknowledged.

2Relatedly, Geyer and Korfhage (2015b,a) study incentive effects of the long-term care insurance
on care provision and labor tsupply.
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voluntarily decide to stay absent or because they cannot return due to labor mar-
ket frictions.3 This would imply negative consequences that potentially add up over
many years a�er their caregiving period. Thus, to draw conclusions about the holis-
tic costs of care, it is necessary to turn to a longer-run perspective since the cost of
caring might be more complex than forgone income for the time spent caring.

This study looks at longer term labormarket effects up to eight years a�er care provi-
sion. Evaluating the persistence of effects is the main contribution of this paper. As
far as we are aware, only three papers explicitly move away from the contemporane-
ous perspective. Fevang et al. (2012) use Norwegian data to study labor market out-
comes up to around 10 years before and 5 years a�er the death of a lone parent and do
�nd notable effects on labor market participation (for women, not for men) around
the death which, however, are not persistent. On the other hand, reliance on social
assistance increases persistently formen. Although the authors do not observe actual
care provision these effects can largely be ascribed to informal care obligations. Skira
(2015) explicitly takes into account the dynamic effects on labor supply as one of the
�rst papers in this literature. She estimates a dynamic discrete choice model that is
underpinned with a theoretical framework. Her results highlight existing labor mar-
ket frictions for caregivers as their reduced labor supply in the US due to caregiving
persists over time. Michaud et al. (2010) also estimate a structural model in order to
look at dynamic effects of caregiving on employment. Yet, the authors do not explic-
itly look at long-run effects and effects beyond three periods a�er caregiving are not
reported.

We use a representative German data set to assess short- and longer-term effects of
care provision on labormarket outcomes such as the probability to work full-time, to
be in the labor force, the number of weekly working hours (conditional on working)
and hourly wages. In Germany, the largest European economy, there were 2.6 mil-
lion people in need of care in 2013 (Statistisches Bundesamt, 2015) and this number
is estimated to increase steadily to outnumber 3.4million people demanding care ser-
vices by 2030 (Augurzky et al., 2013). Even according to these of�cial – and probably
underestimating – numbers, 1.9 million received care in their private home and 1.3
exclusively received informal care (typically by close relatives) making this the most
important pillar of the German long-term care system. Thus, not only due to its size
as the largest European labor market, Germany is an interesting country to study: it
is rapidly aging and already now has a large informal care sector which is even going
to increase in the future.

Apart form the longer-term perspective we, as another contribution to the literature,
also take the dynamic nature of caregiving spells into account and use sequential in-
verse probability weighting (IPW) estimators as suggested by Lechner (2009b) and
Lechner and Miquel (2010) to estimate effects of up to three consecutive years of
care provision. A further, if minor, contribution comes from themethodological side
where we offer an identi�cation strategy that relies on less functional form assump-
tions than the previous literature on short-run effects but also than Skira (2015) and
Michaud et al. (2010).4 Our strategy rests on (sequential) conditional independence

3The same holds for switching from full-time to part-time work.
4Certainly, this is not to say that we make less or weaker assumptions than the previous literature

in general, merely that we make different ones, thereby complementing the picture.
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assumptions (CIA) which we justify by exploiting cross-sectional but also longitudi-
nal information from our rich household survey, the German Socio-Economic Panel
(SOEP). In auxiliary analyses, we relax the CIA to identify effect bounds underweaker
assumptions. Other sensitivity tests suchasplacebo regressions imply that remaining
time-invariant unobservables are unlikely to lead to an upward bias of our estimates.

Ourmain �nding is that female caregivers reduce the probability to work full-time by
4 percentage points (at a baseline probability of 35 per cent). The effect is persistent
over a period of eight years and seems to be mainly driven by switches to part-time
work. High care intensities and longer episodes, however, also increase the long-run
probability to leave the labor force. When we move away from point identi�cation
to effect bounds, the reduction in full-time work changes to an interval of 2.4 to 5.0
ppts. As another �nding, wages seem to be unaffected contemporaneously but are
signi�cantly lower 8 years a�er the start of a care episode.

The paper proceeds as follows. Section 3.2 gives a brief introduction into the German
long-term care system. Section 3.3 presents the data and how we exploit the panel
structure. Section 3.4 lays out the estimation strategy and reports results of the base-
line (static) model. Section 3.5 scrutinizes the identifying assumptions and allows
for deviations. Results of the dynamic model are reported in Section 3.6, while some
alternative speci�cations are carried out in Section 3.7. Section 3.8 concludes.

3.2 Institutional background

The German social long-term care insurance systemwas introduced in 1995 as a pay-
as-you-go system.5 It is �nanced by a mandatory pay payroll tax deduction of cur-
rently 2.35 per cent of gross labour income (2.6 per cent for employees without chil-
dren). In order to qualify for bene�ts, individuals need to be of�cially de�ned as care
recipients and be classi�ed into one of now four care levels. In care level one individ-
uals need support in physical activities for at least 90 minutes per day and household
help for several times a week. Individuals in need of more care are classi�ed into
care levels two or three, where the bene�ts increase in care levels. In addition, to
acknowledge the care needs of people with dementia, care level 0 has been added in
2013, if they suffer from limited activities of daily living (but do not qualify for one of
the other care levels).

Bene�ts also depend on the type of care, where monthly payments for informal care
range from 123e (level zero) to 244e (level one) and to 728e (level three), for profes-
sional ambulatory care from 468e to 1,612e and for professional nursing home care
from 1,064e to 1,550e . The latter, in particular, does not fully cover the expenses for
nursing home visits and copayments of up to 50 per cent are standard. Copayments
for professional ambulatory care are smaller and amount to an average of 247e or
about 20 per cent (Schmidt and Schneekloth, 2011). Social welfaremay step in if indi-
viduals are not able to bear the copayment. Nevertheless, the decision for formal or
informal ambulatory care might also be driven by �nancial aspects.

5This section is taken almost unchanged from Schmitz and Westphal (2015).
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The introduction of the insurance system in 1995 stressed the family as the main
provider of care, as it is thought to provide care cheaper, more agreeable, and more
ef�ciently. From the care recipient’s perspective, the decision to receive informal
care typically expresses a preference for being cared by familiar relatives or friends.
In some cases, informal care recipients are additionally supported by professional
carers. These are, on average older recipients with a higher care level and, thus, a
higher care burden (Schulz, 2010). Apart from the care burden, a reason for profes-
sional care can be the absence of appropriate informal caregivers, either because
they chose to only participate in the labour market or because their own physical or
mental health conditions prohibits the full amount of necessary care provision.

From the caregiver’s perspective, affectionand senseof responsibility towards a loved
parent or spouse mainly drive the decision to provide care. Although the insurance
bene�ts for informal care are o�en passed on to the care provider this comparably
small amount cannot be regarded a �nancial incentive to provide care, as it is also
needed to cover other expenses for care provision (see Schmidt and Schneekloth,
2011 for all points). Even if the the caregiver took the bene�t fully as a remuneration,
the hourly rate would amount to app. the 10% quantile of the female wage distribu-
tion. However, the insurance funds do pay pension contributions for informal carers
who provide care at least 14 hours a week (Schulz, 2010). In 2002, people cared on
average 14 hours per week for care recipients whose assessment of needs is at least
classi�ed as the lowest of�cial category (Schneekloth and Leven, 2003).

Between 2001 and 2013 there were only minor adjustments to the German long-term
care system. They wereminor because bene�ts were increased but only to keep pace
with the in�ation (Rothgang, 2010) and, thus, did not change the incentives to provide
care. As of 2008, employed individuals are allowed to take a 10 day (not repeatable)
unpaid leave to organize or provide care in case of an incidence of care dependency
in the family. However, only very few caregivers make use of this.6 Thus, the tasks of
informal caregivers as well as �nancial incentives remained similar over time.

3.3 Data

3.3.1 Sample selection

We use data from the German Socio-Economic Panel (SOEP) which is an annually
repeated representative panel survey on households and persons living in Germany
(Wagner et al., 2007). Since 1984 it covers many questions on different life domains
such as work, health, time use and education. On average, the survey contains about
22,000 individuals. We use data from the waves 2001 – 2013 as these include informa-
tion on informal care provision.

Informal care is de�ned by the answer to the following question, “What is a typical
day like for you? How many hours do you spend on care and support for persons in

6Schmidt and Schneekloth (2011) report that only 9,000 out of possibly 150,000 made use of this
until 2011. The most frequent reason for not making use in their survey was that individuals were not
aware of the possibility.
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need for care on a typical weekday?”.7 Around 40% of those in the sample who state
a positive number report to care for one hour per day. 25% care for two hours and
the remaining 35% for three or more hours. Given that this is self-reported informa-
tion from the time use questionnaire, we collapse this information into a binary vari-
able which should considerably reduce measurement error – individuals are prob-
ably much more likely to recall any care provision than the exact number of hours.
Our treatment variable D is de�ned as the indicator for providing care at least one
hour per day. Speci�cations with two or three hours as relevant thresholds are also
presented below.

Design 
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Figure 3.1: Time structure of the data
Source: Own illustration. This �gure shows the time structure of the data. Individuals who are observed in the
wave of 2001 are called to be from “Startingwave 1”. These individuals can, in principle, be observed in all following
SOEP waves until the year 2013. Necessary information from future waves are merged to the information from the
starting wave. Information of year 2002 is de�ned to be of year t = 1, information of year 2003 is de�ned to be of
year t = 2 and so on. Individuals who are observed in the wave of 2002 are called to be from “Starting wave 2”.
Again, future information is merged, and so on. The same individuals, but at different points in time, can appear
in different starting waves.

Figure 3.1 displays the time structure of our data set and shows that we pool observa-
tions fromdifferent waves. Multiple observations from the same individual are taken
into account by using clustered standard errors on individual level in the estimation
models. Individuals from the �rst wave we use (the wave of 2001) can, in principle,
be followed for 13 years until 2013. Individuals from wave 11, for instance, can be
followed for three years until 2013. We standardize all calendar years across waves
to years t = 0 to t = 8, where t = 0 is merely used to de�ne a relevant sample of
individuals who did not provide care in this starting period. We drop the years larger
than t = 8 (relevant only for the �rst four starting waves) in order to also have a suf�-
cient number of observations to estimate the long-run effects. We restrict the sample
to women between 25 and 64 years, since they are in prime working age. Although
there is a considerable amount of male informal caregivers in Germany as well – yet,
less than female –, we do not carry out an analysis for men. Our estimation proce-
dure below is fairly demanding in terms of sample size (in particular for the long-run
effects and the partially dynamic model) and we consider the number of male care-
givers in the sample to small for the econometric analysis in this study. We opted

7Note that there is another questionon child care in the timeuse questionnaire. Thus, this question
explicitly addresses elder care.
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against a pooled speci�cation for two reasons. First, we would expect different ef-
fects for men and women. Second, more importantly, we assume that the (observed
and unobserved) determinants to provide care differ across gender. Thus, we would
like to make a conditional independence assumption below only within the gender-
subgroups but not across. Finally, we only use individuals with full information in all
conditioning variables.

3.3.2 Informal care paths

Table 3.1 reports numbers of observations used in this study. 63,372 person-year ob-
servations (from 9,355 different women) meet the sample restrictions (most impor-
tantly no care provision in t = 0 and age between 25 and 64) of which 2,171 start a care
episode in t = 1 while 61,201 do not provide care.8 Among these observations, 16,701
are still in the sample a�er 8 years (577 of them provided informal care in t = 1). This
strong reduction has two main reasons: �rst, recall from Figure 3.1 that individuals
who enter the estimation sample from latewaves cannot be followed overmany years
and, second, individuals drop out of the sample if they reach the age of 65. Thus, the
long-run effects will be estimated less precisely than the short-run effects.9

Table 3.1: Numbers of observation

Numbers of observations in year
Care path 1 2 3 4 5 6 7 8

Static model:
Care in t = 1 2,186 2,010 1,760 1,493 1,289 1,044 863 658
No care in t = 1 63,121 57,741 50,623 43,649 37,014 30,686 24,957 19,797

Dynamic model:
Care in t = 1 and t = 2 838 731 614 529 428 339 260
Care in 1, No care in 2 1,167 1,004 856 743 604 514 391
No care in 1, Care in 2 1,595 1,385 1,191 1,009 843 682 557
No care in 1 and 2 56,449 48,815 42,169 35,772 29,668 24,139 19,138

Care in t = 1, 2 and 3 469 380 327 261 208 152
No care in t = 1, 2 and 3 47,330 40,365 34,312 28,465 23,149 18,346

Source: SOEP, own calculations. Note that, for example, the sum of individuals in all four paths in year 2
does not equal the sum of individuals from the static perspective in year 2. This is because these �gures are
based on the estimation samples and due to missing control variables in year 1, an issue that is irrelevant for
the static case (explained in Section 3.4) but relevant for the dynamic one (explained in Section 3.6).

Turning to adynamicperspective, 771 of allwomenwith information in year 2provide
care in both years 1 and 2. More individuals, 1,045, only provided care in t = 1 but
not in t = 2. This re�ects the result that most care episodes only last for one year (see
below). 222 women who care both in year t = 1 and t = 2 can be followed until year

8These numbers hold for the outcome variables full-time work and labor force participation and
are lower forwages (wherewehave 37,668 person-year observations andhoursworked (38,357) as these
outcomes are conditional on being employed.

9Robustness checks with an age cut-off of 57 that close the second channel for attrition yield the
same results, see below.
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8. The two bottom lines of Table 3.1 also report numbers of observations for those
who cared or did not care in three consecutive years. 417 women are observed to care
at least three consecutive years.

Figure 3.2 illustrates the distribution of care durations in our sample. It shows that
60% of all care spells in the sample that start in t = 1 last for one period, 18% for two
periods, and 7% for three periods. The median care provision duration is one year,
while the average is 1.8. Note, however, that these numbers only include spells of
consecutive careprovision. Interrupted spells like, e.g., care in t = 1, no care in t = 2,
care in t = 3, count as duration of one period in Figure 3.2. A potential reason for
this interruption could be measurement error in self-reported care provision status,
or, less likely, interruptions due to longer hospital or nursing home stays of the care
recipient. Most likely, of course, it could also re�ect the end of a care episode for a
certain care recipient and a later start of a newone for another recipient. Aswedonot
have complete information on the care recipient, this cannot be veri�ed. Figure 3.20
in the supplementary materials shows the same �gure for a case where we impute
interrupted spells to consecutive spells.10 This comprehensive change towards longer
care spells still results in 75% of all spells lasting for up to three years (mean duration
2.3 years). The averages are in line with those reported in Müller et al. (2010) who
use administrative data to estimate that care recipients receive informal care for 2.1
years, on average, in Germany and, thus, show that our care indicator seems to be a
useful measure.
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Figure 3.2: The distribution of care spells
Source: SOEP, own calculations. This graph shows the distribution of
episodes of consecutive care of at least one hour per day. The data are
restricted to starting waves 1 to 5 as de�ned in Figure 3.1 to ensure that every
spell can last for at least 8 years. Note that the vast majority of individuals
does not provide care at all (about 90% of all individuals).

10In a robustness check we also perform the main analysis using this sample with imputed care
spells and the results hardly change.



98 CHAPTER 3. INFORMAL CARE & THE LABORMARKET

3.3.3 Outcome variables

We use four different outcome variables: an indicator of full-time work, an indicator
of being employed, weekly hours worked (conditional on positive hours) and gross
hourly wages (conditional on positive hours). Full-time work and employment are
taken from the sub�le “generated variables” in the SOEP and are based on a question
on current employment status. Being employedmeans eitherworking full-time, part-
time, vocational training, or marginal and irregular part-time employment. Non-
employment includes non-working individuals, those inmilitary/community service,
maternity leave, andemployedpersons in aphased retirement schemewhose current
actual working hours are zero (SOEP Group, 2014). Working hours are current actual
average working hours (including overtime) as reported by the individuals and not
contractedworking hours. Implausible answers are replaced tomissing values by the
SOEP group (SOEP Group, 2014). Gross hourly wages are de�ned as (de�ated) gross
monthly labor income divided by the product of 4.3 and weekly hours worked.

Table 3.2: Sample means of outcome variables by care status

Caregivers Non-carers
in t = 1 in t = 1

Full-time, t = 1 0.27 (0.44) 0.35 (0.48)
Full-time, t = 0 0.31 (0.46) 0.36 (0.48)

Employed, t = 1 0.73 (0.45) 0.76 (0.43)
Employed, t = 0 0.74 (0.44) 0.77 (0.42)

Hours, t = 1 if > 0 31.18 (13.95) 32.31 (13.19)
Hours, t = 0 if > 0 32.11 (13.80) 32.43 (13.23)

Hourly wage, t = 1 13.98 (8.41) 14.16 (8.79)
Hourly wage, t = 0 13.84 (8.00) 14.11 (8.78)

Source: SOEP, own calculations.

Table 3.2 shows sample means of the outcome variables in years 0 and 1 strati�ed by
caregiver status in year 1. Non-carers have higher labor force participation andwages
than caregivers. For instance, while the likelihood to work full-time is 35% for non-
carers, it is 27% for carers. Somewhat less pronounced, yet signi�cant differences
can be found for the other variables. It remains to be seen whether these short-run
differences are due to care provision or just re�ect different compositions in both
groups – and whether they are persistent if they are, at least in part, due to care pro-
vision. Obviously the groups of caregivers and non-carers do differ signi�cantly with
respect to their labor market attachment even without care provision. The table also
shows average pre-treatment outcomes of year 0 – when both groups do not provide
care – and only slightly less pronounced differences between both groups can be ob-
served. Thus, it seems central to control for previous outcomes.
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3.4 Baseline analysis

3.4.1 Empirical strategy I – A static design

We are interested in the effect of caregiving on labor market outcomes, both con-
temporaneously and up to eight years later. Figure 3.3 describes the basic design.
In period 1, individuals receive the binary treatment D1 (for all random variables to
come, subscripts denote time in years), which could either be care provision (D1 = 1
and a green circle in Figure 3.3) or no care provision (D1 = 0 and a red circle).11 We
restrict the analysis to the subsample of individuals with D0 = 0, that is, those who
did not provide care in t = 0. We then observe outcomes Y1 to Y8. Yt stands for the
four different outcome variables.
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𝑋0, 𝑌0 

𝐷1 

Cond. on: 

Outcomes: 

t=4 t=5 t=6 t=7 t=8 t=3 t=2 t=1 t=0 
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Figure 3.3: Static design

Own illustration.

Each individual has two potential outcomes per period, Y1
t and Y0

t , where the super-
scripts denote potential outcomes with or without care provision in period 1. The
causal effect of providing care in period 1 on labor market outcomes in period t is
Y1

t − Y0
t . This individual treatment effect is a well-de�ned parameter but impossible

to determine for the researcher as only the factual but not the counterfactual outcome
is observed – the observational rule is Yt = D1Y1

t + (1− D1)Y0
t if we only de�ne it in

terms of D1 irrespective of any dynamics in Dt over time.

Ideally, we would like to randomly assign individuals to informal care in t = 1, follow
them over the years and evaluate how they perform on the labor market compared
to those who are not assigned to caregiving. This experiment would allow us to as-
sess the average causal response of starting care in t = 1 irrespective of how long
the person actually provides care. However, we have observational data and care is
most naturally a voluntary decision. People individually (potentially altruistically)
weight costs and bene�ts to make a choice that is roughly based on the opportunity,

11Note that, for simplicity, we drop subscripts i denoting individuals, such as Di1, throughout the
paper.
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the willingness, and the ability to provide informal care. While it is not our aim to
fully model the decision to provide care, we hope to control for all variables that af-
fect both, treatment and outcomes, leaving the decision to care a random event (con-
ditional on controls). In other words, in order to identify causal effects, we make a
conditional independence assumption:

Y1
t , Y0

t ⊥⊥ D1|X0, Y0 ∀t > 0

Below we go into detail about which variables we account for in X0 and justify this
assumption. We exploit detailed information on individuals’ socio-economic back-
ground, potential caregivingobligations, health and,most importantly, pre-treatment
outcomes Y0 which capture time-invariant (or permanent) unobserved heterogene-
ity such as general attitudes towards labor market participation and other hard-to-
measure factors such as intrinsic motivation, time preferences, or personality traits.
The identifying assumption here is that, conditional on all covariates and past out-
comes, the observed treatment is random.12 We will relax this assumption later in
Section 3.5.1.

The parameter we want to estimate is the sample average treatment effect on the
treated (ATT), that is, the causal effect of caring for all caregivers in the sample.
The identifying assumption enables us to use E(Y0

t |D1 = 0, X0, Y0) as a surrogate for
the counterfactual E(Y0

t |D1 = 1, X0, Y0), and, hence, we overcome the identi�cation
problem and can calculate ATTt = E(Y1

t − Y0
t |D1 = 1, X0, Y0). We use propensity

score kernel matching and inverse probability weighting to achieve this.13

Finally, note that the treatment status is only de�ned in t = 1 and not affected by
later care provision as this might be endogenously affected by future realizations of
the outcome or control variables. This is partly relaxed in a dynamic speci�cation in
Section 3.6. In a robustness check of the static version we restrict the control group
to individuals that never provide care throughout the full observation period. This
cannot be a preferred speci�cation as the de�nition of the control group depends
on future caregiver status. Yet, as the results do not differ compared to the baseline
speci�cation (see Figure 3.13 in the Appendix), it makes a strong case that it is no big
issue that the control group according to the baseline de�nition above also includes
women who will provide care a�er t = 1.

12The set of assumptions is completed by a common support assumption, the stable unit treatment
value assumption and the assumption that no control variable is a direct product of the treatment.
The �rst one is naturally ful�lled by restricting the sample to those individuals in the treatment and
control group that share a common support of the propensity score. While there is a considerable
number of informal care givers, it is fairly low relative to the overall labor force. Thus, regarding the
second assumption, we assume the absence of general equilibrium effects and forms of interference
between counterfactual outcomes other than the direct treatment effect. The third one is most likely
ful�lled by including variables only that are measured one year before the treatment.

13As the results hardly differ at all between IPWandMatching, wewill only reportMatching results
for the static version below. A comparison between IPW and Matching is shown in the Appendix in
Figure 3.12.
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3.4.2 Control variables

The selection of the control variables to estimate the propensity score is crucial in or-
der to make the conditional independence assumptions credible. Here we can make
use of the major strength of high quality survey data: the abundance of individual
level variables that potentially affect both treatment (paths) and potential outcomes
as well as their changes over time. While a drawback compared to many administra-
tive data sets is the comparably small sample size, the advantage is the widespread
information on topics such as socio-economic background, health, or preferences
that are usually not available in administrative data sets. We consider this crucial for
the identifying assumptions.

In deciding for informal care provision one might have three basic blocks of prereq-
uisites in mind. Individuals decide to provide care if (i) they need to, if (ii) they are
willing to, and (iii), they are able to provide care. As of (i), individuals are only in
the position to decide for care provision if someone close becomes care dependent.
Wemodel the intra-social environment by using indicatorswhether parents are alive,
parents’ age as well as the number of the potential caregiver’s siblings. The latter can
reduce the need to provide care for frail parents as siblings could step in.

As of (ii), we select socio-economic characteristics as covariates that also control for
the willingness to provide care. This set contains age bin dummies, binary variables
on marital status (married, divorced, widowed), whether children live in the house-
hold, as well as whether the individual is foreign born. Furthermore, we use char-
acter traits measured in the Big Five Inventory (Big5), well-known in psychology for
being a proxy of human personality (seeMcRae and John, 1992 or Dehne and Schupp,
2007) as well as positive and negative reciprocity. The items of the Big5 are: neuroti-
cism, extraversion, openness, agreeableness, conscientiousness.14 The Big5 are in-
cluded in the surveys in 2005 and 2009, whereas questions on negative and positive
reciprocity are asked in 2005 and 2010. We impute values for the other years.15

As of (iii), the own health status determines the ability to provide care. Here, we con-
trol for self-ratedhealth, thenumber of doctor visits in theprevious threemonths and
the number of hospital visits in the previous year. Finally, we include pre-treatment
outcome variables (that is, previous labor market status), regional dummies for the
16 federal states as well as a full set of year dummies. We would have liked to include
more variables which we, however, do not have access to. These are, e.g., the local
supply of formal care or characteristics of the care recipient. In order to get as much

14More speci�cally: neuroticism, the tendency of experience negative emotions; extraversion, the
tendency to be sociable; openness, the tendency of being imaginable and creative; agreeableness, the
dimension of interpersonal relations and conscientiousness, the dimension of being moral and or-
ganized (see Budria and Ferrer-i Carbonell, 2012). There are three questions for each of these items
which are gathered on a 7-item scale. Although the SOEP captures each item of the Big5 with relatively
few questions, surveys revealed suf�cient validity and reliability (see Dehne and Schupp, 2007). Fur-
thermore, there is positive reciprocity, the tendency of being cooperative and negative reciprocity, the
tendency of being retaliatory.

15Speci�cally, we assign individuals for the years 2001 – 2007 their values of 2005 and for 2008 and
later their values of 2009/2010. This assumes stability of personality traits over a short time spanwhich
has been empirically con�rmed by Cobb-Clark and Schurer (2013), for a different kind of personal-
ity trait, however, namely locus of control. Individuals who were neither interviewed in 2005 nor in
2009/2010 are dropped.
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as possible out of the observed characteristics and we interact all control variables
with each other and include squared terms (as long they are not dummy variables).
By capturing potential non-linearities in the determinants to provide care and work,
we put less restrictions on the functional form of the outcomes and the propensity
score. This, however, results in an extremely large number of control variables that
is unfeasible to manage. Thus, we strongly reduce the dimension of the vectors of
controls by using Lasso (least absolute shrinkage and selection operator).16 Speci�-
cally, we follow the “double selection”-procedure suggested by Belloni et al. (2014):

1. Select variables (using Lasso) from the full set of (X0, Y0) including interactions
and squared terms that are relevant to predict D1.

2. Select variables (using Lasso) from the full set of (X0, Y0) including interactions
and squared terms that are relevant to predict Yt.

3. Use the union of variables from steps 1 and 2 as controls.

This procedure works if the “approximate sparsity assumption” (Belloni et al., 2014)
holds which, stated verbally, implies the following: the chosen subset using the pro-
cedure described above leads to an approximation of the true relationship between
outcome and controls, where the approximation error is suf�ciently small. Thus, if
the CIA holds given the full set of controls and their interactions, it approximately
also holds for the chosen subset of controls under the approximate sparsity assump-
tion. All control variables and their sample means are reported in Table 3.4 in the
Appendix. An example for the �nally chosen ones by the double selection procedure
is given in the supplementarymaterials. This procedure allows to explain a great deal
in the variation of the outcome variables by the observed characteristics which could
be seen as an indicator for the room for potential failure of the CIA. For instance, a
simple regression of full-time work on the chosen controls shows an R2 of 67%.

Using the union of variables from steps 1 and step 2 as controls might reduce bias but
increase the variance if many variables are included that do not affect the outcome
(Brookhart et al., 2006). Moreover, we allow variables to be included that have previ-
ously been used as instrumental variables (such as the number of sisters or parental
age). Using instruments in the propensity score has recently been criticized (Bhat-
tacharya and Vogt, 2012; Wooldridge, 2016). While it is not clear whether these vari-
ables are really valid instruments (for instance, Fevang et al., 2012, call previously
used instruments in studies on labor market effects of careprovision “potentially in-
valid”), we also report the main results where only variables from step 2 and no po-
tential instruments are used in the Appendix (Figure 3.15). The results are not very
sensitive to this choice. They are exactly the same for conditional hours worked and
hourly ages and slightly larger for full-timework and labor force participation. In the
main text we opt for reporting the double selection procedure with the more conser-
vative results.

16We use the Stata ado lassoShooting provided by Christian Hansen on his website. Of course, any
errors are our own responsibility.
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3.4.3 Potential failure of the CIA

We can build on a large number of controls to condition on. These include observed
preferences as well as predictors of general labor market prospects like age and ed-
ucation. Pre-treatment outcomes should capture time-invariant unobserved factors
thatmight affect both care provision and labormarket outcomes. Thesemight, again,
be general preferences but also baseline health, such as general unobserved frailty.

Yet, any unobserved changes in factors between our baseline year t=0 and t=1 that af-
fect both, labor supply and informal care would lead to a violation of our identifying
assumption because we thenwould falsely attribute the partial correlation of this un-
observed factor between care and labor supply induced by this factor to the effect of
informal care. What are such factors? One possibility is, for instance, a shock ofmen-
tal or physical health that changes one’s personal priorities fromwork to care or vice
versa. It is also conceivable that a health shock makes women withdraw from both
work and care obligations simultaneously. In the same vein, an unforeseen shock in
the opportunity cost to provide care or expectations about the job stability (that arises
for instance if the �rmwhere one is employed announces to size down)may also lead
to a bias in the causal effect of informal care on labor supply because labor market
prospects affect informal care and not vice versa.

A similar reasoning holds for the death of a parent or spouse. This should, on average,
reduce the likelihood to provide care, if the parent was a care recipient. Moreover,
if there is an own effect of a parent’s death on labor force participation, it should
be negative. Another problem could be an inadequate measurement of opportunity
cost to provide care, general labor market attachment, and expectations about the
job stability. Women who recently experienced dif�culties in their current job (say, a
demotion or missed promotion, for example) or expect to loose their job in the near
future might be more willing to provide care.

In the Supplementary Materials we present several analyses to defend our identi�-
cation strategy. First, as a simple measure, we account for the labor market history
(participation and wages) in the �ve years prior to the start of the care spell and for
expectations about job stability. This is not the preferred speci�cation due to loss
of numbers of observations. Second, we drop individuals who experienced a health
shock or who lost a parent betweenwave 0 and 1 and delete two potentially important
time-varying confounders. Thereby, we see that the health effect on care provision is
not very strong and certainly not able to drive the results. Finally, we scrutinize the
results with respect to potential systematicmeasurement error in the treatment vari-
able. More sophisticated, in Section 3.5, we openly allow for additional confounders
by simulating them and taking them into account. By this we determine bounds that
most likely include the true effects.

3.4.4 Estimation results – Static model

Figure 3.4 reports the effects of caring in year 1 on all outcome variables across time
until year 8. These arematching results. Figure 3.11 in theAppendix reportsmatching
quality for full-time work as an outcome variable and shows that covariate balance
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is achieved by matching. This is also the case for the other outcomes (not reported).
Table 3.5 reports the exact numbers of the estimation results, standard errors, and
bandwidths used. Figure 3.12 in the Appendix compares matching results to IPW.
The differences are negligible. Therefore, we stick to matching as the method that is
more standard in applied econometrics. The upper le� panel shows the �ndings for
full-time work. The probability to work full-time is reduced by around 4 percentage
points (ppts.) when women start to provide care. This is a considerable effect given
an average probability to work full-time of around 35 per cent. Moreover, it persists
over the entire observation period, although the con�dence bands widen over time
due to fewer observations. As only a small fraction of caregivers in t = 1 still (or
also) provides care in year 6, 7, or 8, this can be interpreted as evidence that some
women leave full-time employment due to care obligations and, later, when the care
spell ceased, do not return to full-time employment.
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Figure 3.4: Labor market effects of informal caregiving for females – Static version
Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence intervals.

The estimates on being in the labor force (upper right panel) are very close to zero
and thus insigni�cant throughout. Conditional working hours (lower le� panel) are
reduced by a little less than one hour, on average. Over time, the effect is persistent
and slightly increasing but never signi�cant and always rather small inmagnitude. A
quick back-on-the-envelope calculation shows how these �ndings �t together. Given
that 76%ofwomen in the sample are employed and 35%work full-time (42.2 hours on
average, actual working time), 41%work part-time (22.2 hours on average). Assuming
that no women leaves the labor force due to care provision but 4%-points switch to
part-time work reduces the average conditional working hours from 31.4 to 30.4. This
would imply a reduction by one hour, not far from the observed effect.
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Anotherpotential labormarket effect arewagepenalties. This is explored in the lower
right panel of Figure 3.4 where we assess the effect on hourly wages for all employed
females. This graph reveals zero contemporaneouswage-effects. It seems to be, how-
ever, that fairly small negative effects add-up over time and become sizeable and sig-
ni�cant a�er a couple of years. One reason for this could be forgone promotions
due to caregiving with lagged effects that only materialize some time a�er care pro-
vision. Eight years a�er care provision, working women have a by 1 Euro per hour
lower gross hourly wage which is around 7% in relative terms.

While there are, to our knowledge, no studies on informal care that evaluate thewage
effects over a similar time interval, there are, however, related papers on more gen-
eral forms of dynamic labormarket repercussions, e.g., due to health shocks or fertil-
ity decisions that are to some extent comparable to our �ndings. Thus, these papers
can provide a framework for whywe do not observe short- but rather long-termwage
effects. For example, García-Gómez et al. (2013) provide evidence for an increasing
effect of a health shock on personal income overtime. The authors partly attribute
this effect to a modest dynamic effect on labor market earnings (direct hourly wage
effects are not reported). In contrast to this, Adda et al. (2017) employ a structural dy-
namic model in a recent paper and show that the career cost of children accumulate
over time by "a combination of occupational choice, lost earnings due to intermit-
tency, lost investment into skills and atrophy of skills while out of work, and a re-
duction in work hours when in work." This mechanismmay transfer similarly to our
context of informal care, providing a suggestive explanation for why the wage effect
that we identify magni�es over time.

How do the short-run effects compare to those found in the previous literature that
typically uses instrumental variables approaches? Answering this question is not sim-
ple as the range of estimates found in these studies is fairly large, see the introduction
for citations of the studies. For instance, the range of caregiving effects on the prob-
ability to work goes from around 0 to a 30 percentage point decrease. Mixed results
also hold for the effects on hours worked and wages.

Given that this study aims at estimating average treatment effects on the treatedwhile
studies using different instrumental variables probably identify different local aver-
age treatment effects it is hard to directly compare the �ndings.17 What can be said,
however, is that our short-run estimates are among the more conservative �ndings
and in the lower – but not completely unusual – range of estimates from the previous
literature. It should also be noted, however, that our approach is not too far away
from the IV literature where several (also recent) studies do not reject the hypothe-
sis of exogeneity of care provision for at least important parts of their speci�cations
and fall back to OLS or �xed effects regressions. With respect to our most important
long-run effect – small but persistent effects on full-time work and its interpretation
as a switch to part-time work – our results are in line with Skira (2015) who �nds that
“women face lowprobabilities of [. . . ] increasingwork hours a�er a caregiving spell.”

17Note, however, that the average treatment effect on the treated is also likely to differ from the
average treatment effect.
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3.5 Sensitivity analysis

So far we interpreted our estimates as causal conditional on the validity of our iden-
tifying assumption (the CIA) and found, in particular, considerable and persistent
negative effects on full-time employment. We justi�ed the identifying assumption by
fully exploiting the panel information in the SOEP and using many observable char-
acteristics to match on. As we also match on pre-treatment outcomes, time-constant
unobserved heterogeneity that probably explains a lot of the willingness and ability
to provide care is also taken into account.

Figure 3.5 reports results of a test whether there are potential anticipatory effects of
future care provision. To do so, we repeat the baseline static matching procedure
from Figure 3.4 also to outcomes in the years before treatment. More speci�cally, we
include placebo estimates that, as an example, use care in t = 1 as the treatment,
full-time work in t = −2 as an outcome and all other controls in t = 0 to match
on.18 Apparently, there is no signi�cant pre-treatment change in full-time employ-
ment due to later care provision. The only signi�cant drop here takes place in period
one, which is the already familiar and persistent 4 ppts. reduction.
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Figure 3.5: Pre-treatment trends for full-time employment
Source: SOEP. Own calculations. Note: The graph shows the point estimates
and the 95% con�dence intervals.

Nevertheless, theremight beother confounding factors thatwedonot observe. Whether
this is the case in our study is inherently non-testable. Thus, we do not and cannot
say anything in this section concerning the likelihood that our assumption is ful�lled.
Rather, we want to ask how crucial certain plausible deviations are for our results. As
the CIA is not an “all or nothing” assumption, different degrees of its violation still al-
low to bound causal effects and to receive meaningful parameters. Other robustness
checks, as outlined in Section 3.4.3, are presented in the Supplementary Materials.

18We restrict robustness checks and sensitivity analyses to full-time work for sake of brevity, as
considerable effects are only found for this outcome.
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3.5.1 General framework

In this section we follow an approach by Ichino et al. (2008) who re�ned the sugges-
tions for sensitivity analyses by Rosenbaum and Rubin (1983) and Imbens (2003) and
implemented them in a more practical and easy to interpret fashion. This analysis is
also in the spirit of the one suggested by Altonji et al. (2005) without the need tomake
strong parametric assumptions.

We now assume that the CIA does not hold

Y0
t ⊥⊥� D1|X0, Y0 ∀t > 0

but that the failure is due to an unobserved variableU0. Could we condition on it, we
had

Y0
t ⊥⊥ D1|X0, Y0, U0 ∀t > 0.

Hence, all theunobservedheterogeneity that leads to assumedendogeneity problems
is captured by U0. For simplicity, we assign U the time indicator 0 but it could also
be a variable measured between 0 and 1. To keep things as simple as possible, Ichino
et al. (2008) followRosenbaumandRubin (1983)whoproposedU0 to be binary. This is
appealing, since the distribution of a binary variable is fully determined by its mean.
To describe how U0 affects both treatment and outcome, four probabilities pij, i ∈
{0, 1} ; j ∈ {0, 1} are de�ned as

p01 = Pr(U0 = 1|D1 = 0, Yt = 1)
p00 = Pr(U0 = 1|D1 = 0, Yt = 0)
p11 = Pr(U0 = 1|D1 = 1, Yt = 1)
p10 = Pr(U0 = 1|D1 = 1, Yt = 0). (3.1)

Treatment status D1 and binary outcome category Yt are observed in the data and,
hence, individuals can be assigned one of the four probabilities pij where i denotes
treatment status and j the outcome. The four above equations fully de�ne the distri-
bution of the hypothetical confounding variable U0. Differences in these probabili-
ties will mechanically introduce a correlation between U0 and both, D1 and Yt and,
thus, U0 will be an important confounding factor.

Given values for pij we simulateU0 by drawing 200 times fromBernoulli distributions
with the respective parameters for each individual and estimate the ATT 200 times,
conditioningonX0 andY0 as before, but also onU0. Taking the averageover all results
provides us with point estimates as well as standard errors of the average treatment
effect where the CIA is relaxed.19

We follow Ichino et al. (2008) and set pij such that we control the “outcome effect”
(the relationship with Yt) and the “selection effect” (the relationship with D1) of U0.
As an illustration, think ofU0 as a health shock again that both affects the probability
to work and to provide care. U0 = 1 indicates a health shock,U0 = 0means no health

19We use a modi�ed version of the Stata command sensatt that is written by Nannicini (2007).
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shock. This unobserved variable certainly has a negative and strong selection effect
such that unhealthy people are less likely to provide care. It may also have a negative
outcome effect. More formally, Ichino et al. (2008) de�ne the parameter s = p1.− p0.
as the selection effect where

pi. = Pr(U0 = 1|D1 = i) = pi0 · P(Yt = 0|D1 = i)+ pi1 · P(Yt = 1|D1 = i) i ∈ {0, 1} .

The larger this effect, the larger is the effect of U0 on selection into treatment keep-
ing the outcome �xed. The outcome effect, de�ned as d = p01 − p00 re�ects the
correlation between U0 and the untreated counterfactual outcome. As an example,
an outcome effect of d = −0.05means that, in the group of non-carers, among those
who work the likelihood to experience a health shock is 5 percentage points smaller.
The higher d the stronger is this correlation. Likewise, a selection effect of s = −0.05
implies that among caregivers the likelihood of U0 = 1 is lower than among non-
caregivers. Given these settings,U0 is a variable that is both correlatedwith treatment
and outcome and should be accounted for in the estimations. Once we set values for
d and s we can derive the four pij by solving an equation system and simulate U0.20

3.5.2 Choice of selection and outcome effects

In principle, d and s could be arbitrarily chosen and certainly such that the identi�ed
effect of care provision on full-time work turns zero or even positive. This, however,
does not deliver any useful information as it is always possible to reduce the set of
assumptions so far that zero is included in the identi�ed bounds (see the worst-case
bounds byManski, 1995, that always include a treatment effect of zero). Thus, amajor
challenge is to �nd reasonable deviations from the CIA.

We follow the reasoning by Altonji et al. (2005) and argue that we have a high quality
panel data set that allows to observe a large amount of variables determining care
provision and labor force participation. Among them are baseline health, age, ed-
ucation, preferences, and pre-treatment outcomes. As noted above, we are able to
explain 67% of the variation in full-time work by our observable factors. Thus, there
is room for unobservables. However, their impact is probably not drastically larger
than the impact of the observables.

Thus, oneway to �nd reasonable values for d and s is to go back to equation system (1)
and – starting the other way around – use observed binary variables in the data set,
substitute them for the unobserved U0 and calculate the selection and the outcome
effect of these variables. Thus, we get a feeling how selection and outcome effect of
important and observed variables are distributed in the data. Next, one could argue
that the unobserved variableU0 might have a similar selection and outcome effect as
important observed variables. We follow this approach and compute these effects for
all variables in the sample. Results are reported in Figure 3.6 and, more detailed, in
Table 3.7 in the supplementary materials.

Figure 3.6 reveals that most of the variables have selection and outcome effects of
at most 0.1 in absolute values. The dashed black line marks the interval of selection

20Using the two equations above, also assuming that p11 − p10 = 0 and assuming a value for P(U0
we have four equations and can determine the four unknown p’s.
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Figure 3.6: Parameters for calibration of the sensitivity analysis
Source: SOEP. Own calculations. Note: See Table 3.4 for translations of variable names. All values are reported in Table 3.7 in
the supplementary material. Full-time work is not shown here. Year dummies are not reported for legibility but have values of
d and s of virtually zero.

effects all observable variables fall in (±0.15), while the grey dotted line (±0.23) does
the same for the outcome effect. The only exception is the pre-treatment outcome
full-timework –which is le� out in the �gure – that has a selection effect of s = −0.05
(among the carers, the pre-treatment full-time employment rate is 5 ppts. lower), and
an outcome effect of d = 0.8 (the probability to have worked full-time in t = 0 is 80
ppts. higher among those who work in t = 1 than those who do not work in t = 1).
The huge value for full-time work mainly re�ects the path dependence in full-time
work and, therefore, this pre-treatment outcome variable is not very helpful to �nd
credible values for s and d.

We test three different combinations of d and s to bound the treatment effects under
weaker assumptions than the CIA. First, we calibrate a confounder U0 to have the
same bivariate correlation with treatment and outcome as pre-treatment full-time
work. Even though this should not be the most interesting case as this variable is
somewhat particular, this provides a �rst benchmark. Next, we assume a le� out
variableU0 that has a correlationmuch stronger than all other observed variables by
using d = −0.24 and s = −0.15. If there was indeed such a variable and we took
this into account, the treatment effect should increase in absolute values (get further
away from zero). The example for such a variable discussed beforewas a health shock
or the death of a spouse. It should be noted, however, that even the health shock
considered in Section 3.9 has outcome and selection effects of far less than 0.1 and,
thus, should be exceeded by this variable. In total, this variable U0 is linked much
stronger to treatment and outcome than any of the observed variables.

As the second speci�cation increases the treatment effect, we want to challenge our
results by using d = −0.24 and s = 0.15. This parameter combination will push the
treatment effects towards zero. As it seems to be hard to imagine a variable with such
a drastic effect and in a direction opposed to the one discussed by a health shock, this
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could be seen as a credible lower bound of the true effects. Again, note that a handful
of variables either has a larger d or s but none has both parameters at such high levels.

3.5.3 Results

Figure 3.7(a) shows the resulting effects for a model that includes U0 calibrated to
have the same effect as the pre-treatment outcome (light grey triangles) and relates it
to the same model without such a confounding factor (represented by black circles;
shown before in the upper right panel of Figure 3.4). The difference in the effects of
both models is statistically indistinguishable and also the magnitude of the effect is
fairly similar.
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Figure 3.7: Sensitivity analysis for full-time employment
Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95%
con�dence intervals.

Figure 3.7(b) shows the set that we can identify if we had knowledge that the impact
of the unobserved heterogeneity is bounded between s ∈ {−0.15, 0.15} and d = 0.24
(grey-shaded area). The resulting estimates are bounded between -2.3 and -5.0 per-
centage points. If there was a variable we le� out that worked like a health or other
life event shock but had a much stronger impact than observed health shocks by our
de�nition above, the true effect would be around -5.0. If the le�-out variable had an
opposing effect on treatment or outcome and, again, it had a very strong effect on
both, we would still identify an effect of -2.3 percentage points.

To sum up, even if there was another confounding factor with effects as extreme as
the pre-treatment outcome or considerably stronger than any of the other observed
controls: conditioning on it would only partly reduce themagnitude of effects. Given
the large amount of other variables we control for – and that these variables have
much smaller selection and outcome effects even though these are variables as im-
portant as age, education, parental characteristics and personality traits – it seems
hard to imagine unobserved variables with even more drastic effects that would, if
we conditioned on them, destroy the results. Thus, even if the CIA were not to hold,
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our effects would remain fairly stable and all our conclusions from Section 3.4 sus-
tain.

3.6 A dynamic design

3.6.1 Empirical strategy II

The previous approach answers a relevant question: given that a women provides
care today, what effects can she expect for her labor force status today, in one year, in
eight years? Given that the treatment is de�ned in year 1 only, this effect is a mixture
of different care provision paths later on. The treatment group consists of individuals
that provide only one year of care but also of thosewhocare for two consecutive years,
three years and any other care spell (like care, no care, care, no care,....). Likewise,
the control group includes individuals who take up care provision later on.21

A potentially more interesting ideal experiment would be to assign women randomly
to different paths of care. By this means, not only the start of caregiving is random-
ized, as in the static setting. Also, the selectionout of care is controlled for bydynamic
attributes. Themain advantage of such an approach is thatwe can relate effects of dif-
ferent care paths to one another, for instance, in order to see whether the static effect
is dominated by one particular path. Thus, it seems natural to ask whether the (long-
run) effect of providing more consecutive years of care differs from providing (at
least) one year. This, however, considerably complicates estimation as time-varying
control variables and outcomes along the care provision path potentially affect the
decision to stay caregiver or to cease. Lechner (2009b) suggests an approach that is
able to capture the effects of different treatment pathswhere it is decided sequentially
at different nodes on a decision tree whether the treatment is continued or stopped
(or, more generally, another treatment is taken). In an example, Figure 3.8 shows an
excerpt of potential paths (D1, D2, D3), where Dt ∈ {0, 1} for t = 1, 2, 3, that can be
taken on in three years. Dynamic matching/reweighting means that we add a time
dimension to the matching/reweighting process. As static matching aims to control
for any differences in observed characteristics just prior to the caregiving decision,
dynamic matching also balances time differences in the controls that may in�uence
any particular care path.

We argue that this partly dynamic modelling of the care dynamics – up to three con-
secutive years – is suf�ciently interesting, and that we do not need a full dynamic
model over the 8-year period to learn about the most important average impacts of
care provision. Importantly, most careprovision spells in our data set have a short
term nature. 60% of care spells in the sample last for one period, 17% for two pe-
riods, and 7% for three (see Section 3.3). Yet, it is potentially relevant to model the
dynamic decision for three years (instead of fully sticking to the static model) at least
for the following reason. O�en, when individuals enter their care spell, they do not

21However, see a robustness check in Figure 3.13 in the Appendix where we restrict the control
group to individuals that never provide care throughout the full observation period. The results do
not differ. This is not the preferred speci�cation as the de�nition of the control group depends on
future caregiver status.
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Figure 3.8: Dynamic design

Own illustration.

have enough information to build an expectation on the duration of the spell and on
the burden they take on. Thus, it is conceivable that many individuals keep their la-
bor market participation unchanged in the �rst period. It is probably fair to assume
that those who have already provided care for two years have a fairly good (though
certainly not perfect) idea of their ability to take on the double burden of working
and caring and at least more information (if only vague) on the potential future du-
ration of the care spell. Thus, while at the �rst node, many individuals potentially
make an explicit short-term decision on their labor market participation during the
care episode, this is more likely to be a longer term decision –meaning a decision for
the full care episode – at the second or third node and it appears to be interesting to
explicitly look at the effects of caring at least three consecutive years on labormarket
outcomes.

In the following we fully draw on Lechner and Miquel (2010) and only very brie�y
sketch their ideas for the dynamic model, restricting the outline to two periods. The
interested reader is referred to Lechner (2008, 2009b) and Lechner andMiquel (2010)
to �nd derivations and in-depths discussions of the full model (including identi�ca-
tion and estimation). The observational rule for two periods of potential care provi-
sion reads

Yt = D1D2Y11
t + (1−D1)D2Y01

t + D1(1−D2)Y10
t + (1−D1)(1−D2)Y00

t , t ≥ 2
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where D2 is careprovision in period 2 and Y11 the potential outcome of caring two
consecutive periods and analogously for the three other potential outcomes.22

We could be interested in the effect of caring for two consecutive years as opposed
to not caring two consecutive years (for the group of individuals who provide care in
the �rst year). This is a kind of an average treatment effect on the treated (for those
treated in period 1) and can directly be compared to the ATT from the static version.
In technical terms, we want to know

DATTt = E(Y11
t −Y00

t |D1 = 1)

whereDATTt is called the dynamic treatment effect on the treated. Of course, effects
for other differences in potential outcomes (that is, other treatment paths) and other
subpopulations (e.g. the full population of individuals who did not provide care in
t = 0) can, in principle, be calculated as well.

Estimation of this effect, again, amounts to �nding observable outcomes that can
be used to estimate the unobservable counterfactual outcomes. In essence, this is
�nding individuals that took on exactly the two paths (D1 = 1, D2 = 1) and (D1 = 0,
D2 = 0) but share – except for the treatment, or parts of the treatment – the same
characteristics as the subpopulation we want to calculate the DATT for, here, the
caregivers in period one, D1 = 1. This amounts to the “weak dynamic conditional
independence assumption” (Lechner and Miquel, 2010):

1. Y00
2 , Y10

2 , Y01
2 , Y11

2 ⊥⊥ D1|X0, Y0

2. Y00
2 , Y10

2 , Y01
2 , Y11

2 ⊥⊥ D2|X1, X0, Y1, Y0, D1

This means that conditional independence is assumed to hold at each node and is
achieved by sequentially modelling all transitions between two years (e.g., the one
from t = 0 to t = 1, then the one from t = 1 to t = 2 and so on) and, thereby, condi-
tioning on each node for the full set of pre-treatment control variables. For instance,
at the transition from t = 1 to t = 2 we control for X0 and X1 and, again, previous
outcomesY0 andY1. This explicitly allows for individuals who started to provide care
in t = 1 and then, in t = 2, stopped caregiving due to effects of care provision on
either control variables (for instance a drop in own health) or on labor market out-
comes. Given that characteristics of potential care recipients are also in the set of
controls, this also allows for stopped care provision because there was no need any-
more (e.g., because the care recipient passed away). Thus, we explicitly take into ac-
count changes in control variables and outcomes over time to explainwhy individuals
take on different treatment paths. The remaining reasons to choose different paths
are assumed to not be systematically related to the individual’s potential outcomes.

Estimation, thus, involves several steps that we outline here. In contrast to the static
version we fully restrict the analysis to inverse probability weighting and do not use
matching.23

22Note, when t > 2, Yk,l
t , k, l ∈ {0, 1} is a mixture of all those potential outcomes that follow in

the care path a�er the sequence [k, l].
23This is mainly to fully follow Lechner (2009b) who only uses IPW for the dynamic model.
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1. Estimate thepropensity score for thedecisionon the�rst node (Pr(D1 = 1|X0, Y0))
and the two propensity scores (depending on the decision in the last period) for
the secondnode (Pr(D2 = 0|D1 = 0, X1, X0, Y1, Y0), Pr(D2 = 1|D1 = 1, X1, X0, Y1, Y0))

2. De�ne the relevant dynamic treatment and control group

D =

{
1 if (D1 = 1) · (D2 = 1) = 1
0 if (D1 = 0) · (D2 = 0) = 1

3. Compute the inverse probability weights:

W =


1

Pr(D2 = 1|D1 = 1, X1, X0, Y1, Y0) · Pr(D1 = 1|X0, Y0)
if D = 1

1
Pr(D2 = 0|D1 = 0, X1, X0, Y1, Y0) · (1− Pr(D1 = 1|X0, Y0))

if D = 0

4. In order to make our estimator less sensitive towards very high or very low
propensity scores we only keep observations within the 5th and 95th percentile
of the Pr(D1 = 1|X0, Y0) distribution. Furthermore, we condition on the com-
mon support of Pr(D1 = 1|X0, Y0), Pr(D2 = 1|D1 = 1, X1, X0, Y1, Y0), and
Pr(D2 = 1|D1 = 1, X1, X0, Y1, Y0) respectively.24

5. Then the dynamic average treatment effect amounts to:
DATTt = (D′WD)−1D′WYt

3.6.2 Estimation results – Dynamic model

Figure 3.9 adds to the static effects the estimated effects of providing care in both year
1 and 2 compared to not providing care in both years (E(Y11

t −Y00
t |D1 = 1)) as well as

providing care in all �rst three years compared tonot caring then (E(Y111
t −Y000

t |D1 =
1)). A �rst general and main result is that, for full-time employment and conditional
hours worked, it does not make a difference whether one looks at the effect of care-
giving for at least one year or to caregiving for at least two or three consecutive years.
Most point estimates do not differ signi�cantly. While this is partly due to larger stan-
dard errors in the dynamic estimations, the point estimates aremostly also quite sim-
ilar in magnitude, too. Individuals who have been providing care for three periods
do not have a signi�cantly lower probability to work-full time due to care provision
in the third year than those who provided care for one year – the effect is a 5 ppt.
reduction compared to 4 ppts. for one year.

Thus, contrary to what we expected, individuals seem to directly decide in the �rst
year of care provision about their short- and medium-run labor market participa-
tion. Or, put differently, there seem to be no dynamic effects – at least for the pe-
riod of three years – of care provision on the likelihood to work full-time in Germany.

24See Figure 3.21 in the supplementary materials for an exemplary visual overview of the propen-
sity score distributions as well as the exact number of observations that are dropped for every single
restriction.
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Figure 3.9: Labor market effects of informal caregiving for females – Dynamic
version

Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence intervals.

Moreover, this picture does not change in the long-run perspective until several years
a�er care provision. For full-time work and conditional hours, the dynamic effects
are somewhat more pronounced, but the differences are rather small.

The �ndings are somewhat different for the probability to be in the labor force and
for wages where we �nd differences between different care paths. Here it seems that
longer care spells translate into higher effects. As opposed to the static model, the
probability of being in the labor force is reduced by around 3–6 ppts. for longer-
lasting care spells. Except for the fourth year, these effects are not statistically sig-
ni�cant, however. For wages, caring at least three consecutive years goes along with
a signi�cant wage penalty of nearly 2e /hour (around 14% in relative terms). How-
ever, considerably smaller sample sizes and less degrees of freedom for the dynamic
speci�cations also add more noise to the results. Given the general comparability of
both approaches, we do not repeat the robustness checks of Section 3.5 here, and,
for alternative speci�cations that are also data demanding, turn back to the static
version.
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3.7 Alternative speci�cations of the treatment variable

An important question is how sensitive the effects are with respect to the care inten-
sity. In the baseline speci�cations, we de�ned the treatment to be at least one hour of
care per day. In the following we vary this de�nition by restricting the treatment to at
least two hours or three hours per day. The number of observations in the treatment
group is then reduced from 2,186 to 847 for two hours of care per day and to 380 for
three hours. Figure 3.10 – which returns to the static version due to sample size rea-
sons as well as comparably small differences between static and dynamic approach
– compares the results for these de�nitions with the baseline results. Apparently,
there are hardly any differences between one and two hours of care per day, both in
the short- and the longer-run. Moreover, short-run effects (effects in t = 1) also do
not differ between three daily hours and one hour as a treatment de�nition for any
of the four outcome variables. However, longer run effects for full-time work and
employment are stronger if we use the cut-off of three hours. This is remarkable as
the strongest effects seem to materialize when, in most cases, the care episode has
already ceased. Those who provided care of at least three hours per day are, 8 years
later, around 15 ppts. less likely to work full-time and to be employed. Moreover,
those who stay in the labor force earn, on average, 2 Euro per hour less, which is a
considerable wage penalty.
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One issue in estimating longer run effects is that, due to our sample construction, the
average age of women in t = 8 is 48 and, thus, higher than in t = 1 (44). As long as
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effects of care provision are not heterogeneous in age, this should not be a problem.
Nevertheless, the results might be affected by women who anyway leave the labor
force when they get older. As an example, a 60 year old women in t = 1 automatically
drops out of the sample in t = 6 and longer-run effects can only be estimated for
women who are at most 57 years old when they start to provide care. Figure 3.14 in
the Appendix repeats the analysis but restricts women to be up to 55 years in t = 1.
The results are largely unchanged for the whole set of outcome variables. Thus, our
estimates do not seem to be affected by either the mandatory retirement threshold
nor other effects related to aging. We provide more analyses on age differences in
the supplementary materials where we split the sample at median age of 44 and look
at differences between younger and older women. We �nd that differences are quite
small.

3.8 Conclusion

In this paper we assessed labor market outcomes as an important part of the implicit
costs of informal care provision. In order to identify these costs we use matching
techniques and inverse probability weighting. We exploit the panel information and
a large set of individual controls (including measures of personality traits) to justify
the identifying assumptions but also relax the assumptions in sensitivity analyses.
We compare effects of providing care in a certain year on contemporaneous and later
outcomes to effects of up to three consecutive years of care provision. Thereby, we
contribute to the literature by both analyzing longer run effects as well as explicitly
taking into account the dynamics of care provision.

An overview of our results is given in Table 3.3. Most importantly, we �nd signi�cant
initial negative effects of informal care provision on the probability to work full-time.
The 4 percentage points reduction in the probability to work full-time a�er caring
for at least one year is persistent over time. These effects are largely comparable
for women who provide care for at least three consecutive years. Providing care for
a higher intensity (at least three hours per day) has a stronger long-term effect on
full-time work. Conditional working hours are, on average, only slightly affected.
Long-run effects are reductions around 1 hour per week, which are also statistically
insigni�cant. There are no short-run effects on the likelihood of being in the labor
force but quite considerable negative effects for both longer care episodes and higher
care intensities. Hourly wages are not affected in the short-run but we �nd a long-
run wage penalty of around 1 to 1.5 Euro for womenwho provide care (irrespective of
duration and intensity). Alternative speci�cations show that the effects are not only
driven by older women who provide care.

We scrutinize our results by versatile tests to check whether they still hold even if
there are deviations from our identifying assumption. For example, by simulating an
additional confounder with a selection effect stronger than all observed ones, we are
able to credibly bound the effect on full-time between 2.4 and 5.0 percentage points
but argue, that if any, 5.0 should be more likely than 2.4.

The reduction in full-time work seems to be mostly driven by the intensive margin
of labor supply. Women do not leave the labor market – at least for shorter durations
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Table 3.3: Summary of results

Outcome Care episode Care provision / day Short-run effect Long-run effect

Full-time ≥ 1 year ≥ 1 hour − 4 ppts∗ − 4 ppts∗
employment ≥ 3 years ≥ 1 hour − 4 ppts∗ − 4 ppts∗

≥ 1 year ≥ 3 hours − 5 ppts∗ −9 to − 15 ppts∗

Conditional ≥ 1 year ≥ 1 hour ≈ 0 −1
working hours ≥ 3 years ≥ 1 hour ≈ 0 −1

≥ 1 year ≥ 3 hours −1 −2

Being in the ≥ 1 year ≥ 1 hour ≈ 0 ≈ 0
labor force ≥ 3 years ≥ 1 hour ≈ 0 − 3 to − 6 ppts

≥ 1 year ≥ 3 hours ≈ 0 −8 to − 15 ppts∗

Hourly wages ≥ 1 year ≥ 1 hour ≈ 0 e -1∗
≥ 3 years ≥ 1 hour e -1.5∗ e -2∗
≥ 1 year ≥ 3 hours ≈ 0 e -2∗

Source: SOEP, own calculations. Summary of the results of different speci�cations as reported in Sections 3.4, 3.6,
and 3.7. Short-run effect is one year a�er the start of a care spell (or a�er three years for care episodes of at least
three years). Long-run effect is 7 - 8 years a�er start of a care spell. ∗ indicates signi�cance at the 5% level.

andmoderate care intensities – but switch to part-time work. Yet, a�er the care spell
has ceased, these women do not seem to switch back to full-time work. From a social
planner’s point of view, these effects would directly translate into costs and would
weaken at least one argument in favor of informal care as opposed to other modes
of care (informal care is usually assumed to be cheaper for the society). The follow-
ing back-of-the-envelope calculation may elucidate this argument by showing that
the estimated labor market responses due to informal care go along with �scal costs.
See Table 3.8 in the supplementarymaterials for details on the following derivations.
Over the time span of eight years, on average, the females reduced their hoursworked
from 32.24 to 31.66 on the intensive margin. Together with the reduced employment
probability (reduction from 77% to 75% on average over eight years) and the aver-
age wage penalty of female caregivers, caregiver’s total labor market income would
decrease from 18,224.06e to 17,037.48e . For these incomes, income taxes amount to
2,229e or 1,922e . Assuming a constant average consumption rate for caregivers and
non-caregivers, one can calculate a resulting differential in the absolute amount of
paid value-added-tax25 which amounts to 123.33e . In total, according to this sim-
pli�ed calculation and based on our estimates, informal caregivers pay 430.33e less
taxes each year. For 2 million female caregivers currently in Germany, the resulting
total tax differential due to informal care is estimated to be 860.66 millioneper year.
Note, however, that these numbers are largely based on insigni�cant estimates and
should not be taken as granted. Moreover, we do not claim this to be the most impor-
tant effect as, e.g., a loss of hourly wages by only one dollar a�er a couple of years
roughly translates into 1,800 Euro (gross) per year for a full-time position (=40 hours
× 45 weeks) and has cumulative effects for pensions later on, too.

25The value added tax is calculated as: (18, 228.06− 2, 229)− (17, 037.84− 1, 922)e times the average
value-added tax rate (weighted average between 19 and 7%, assumed to be 15%).
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To the extent that the found effects are due to labor market frictions – something
we did not show – and in case the government follows the goal of increasing female
labor-market participation, the following policy measure could be thought of. A po-
tential way to keep women in full-time work in the long run could be the expansion
of the system of parental leave bene�ts to the informal care sector. Currently, Ger-
man parents can leave their job for up to 14 months to care for their children and
receive 60 per cent of their income (up to e 1800). Expanding this to informal care-
givers could ful�ll two goals. First, caregivers could take a one year leave and do
not need to take on the double burden of care provision and full-time work which
probably has negative health effects (Schmitz and Stroka, 2013). Second, women are
prevented from switching to part-time jobs to circumvent the double burden – ap-
parently once women switched to part-time work they o�en do not switch back later.
As long as caregivers have a legal claim to return to their previous job a�er one year
(as is the case with the parental leave system) chances would probably be improved
that informal care provision only has short-run but no long-run labor market con-
sequences. Yet, even this would not prevent women from potential long-run wage
penalties. Moreover, there are other potential options, including better coverage of
formal ambulatory long care by the social long-term care insurance.

3.9 Appendix

Additional �gures
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Figure 3.11: Matching quality for full-time work
Source: SOEP. Own calculations. Note: The �gure shows the normalized differences for both the unmatched and the matched
sample. The normalized difference between treatment group (1) and control group (0) is calculated according to: Di f f =

x̄1−x̄0√
1
2 (σ

2
1+σ2

0 )
where x̄ is the sample mean and σ2 the sample variance. Here, we report differences for all variables that are po-

tentially included. Recall that only the subgroup of variables chosen by the double selection procedure (Belloni et al., 2014)
is used in the propensity score estimations. See Table 3.4 for translations of variable names. An Epanechnikov kernel with of
bandwidth 0.0018 is used. The two red lines mark a standardized bias of ±5%. While a couple of variables falls outside this
range in the unmatched sample this is only marginally the case for two of the variables in the matched sample. Pre-treatment
full-time work as the most important control is highlighted in the �gure. Year dummies are not reported for legibility but are
well within the red lines and included in the estimations.
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Figure 3.12: Static version, Kernel matching vs. IPW estimators
Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence
intervals.
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Figure 3.13: Difference between baseline results and same estimation with
restriction to never carers in the control group
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Figure 3.15: Double versus single post-lasso
Source: SOEP. Own calculations. Note: The graph shows the point estimates of the baseline speci�ca-
tion (black circles) where the variables are selected using the double post lasso procedure. The grey
triangles refer to the point estimates of the same effect with the sole difference that here the covariates
are selected according to the single post lasso procedure. Consult the explanation in Section 3.4.2 for
details. For both effects the 95% con�dence intervals are reported. Regarding the difference in the
results between both procedures, the effects are modestly magni�ed for two outcomes (full-time em-
ployment and being in the labor force) and fairly similar for the other two (conditional hours worked
and hourly wage). In total, the effects seem to be not very sensitive. We therefore opt for double selec-
tion procedure with the more conservative results.
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Additional tables

Table 3.4: Variable description

Variable Description Mean SD Min Max

Outcome variables:
Full time Binary indicator of working full-time 0.35 0.48 0 1
Hourly wage Gross monthly wage/(number of hours

worked * 4.3)
14.04 8.75 2.0 149.5

Hours Number of actual hours worked per week
(here: unconditional)

21.89 18.69 0 80

Employed Binary indicator, working full-time, part-
time, vocational training, ormarginal and
irregular part-time employment

0.76 0.43 0 1

Care obligations:
Age of mother
≤ 59 0.20 0.40 0 1
∈ [60, 69] 0.22 0.41 0 1
∈ [70, 79] 0.20 0.40 0 1
∈ [80, 89] 0.10 0.30 0 1
≥ 90, 99 0.02 0.13 0 1

Mother alive 0.73 0.44 0 1

Age of father
≤ 59 0.14 0.34 0 1
∈ [60, 69] 0.19 0.39 0 1
∈ [70, 79] 0.16 0.37 0 1
∈ [80, 89] 0.07 0.25 0 1
∈ [90, 99] 0.02 0.14 0 1

Father alive 0.75 0.49 0 1

Partner existent 0.27 0.44 0 1

Age of partner 34.91 23.27 0 89

Number of siblings 1.86 1.73 0 18

Socio-economics and willingness to provide care:
Own age
∈ [25, 29] 0.10 0.30 0 1
∈ [30, 34] 0.12 0.32 0 1
∈ [35, 39] 0.14 0.34 0 1
∈ [40, 44] 0.16 0.36 0 1
∈ [45, 49] 0.15 0.36 0 1
∈ [50, 54] 0.13 0.34 0 1
∈ [55, 59] 0.12 0.32 0 1

Education:
A-Levels Completed academic track 0.08 0.27 0 1
Voc. train. Higher education and vocational training 0.07 0.25 0 1

Higher Higher education 0.22 0.41 0 1
Missing missing 0.01 0.12 0 1

Marital status:
Single 0.17 0.38 0 1
Married 0.66 0.47 0 1

Continued on next page
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Table 3.4 – continued

Variable Description Mean SD Min Max

Divorced 0.10 0.30 0 1
Widowed 0.03 0.17 0 1

Foreign 0.08 0.27 0 1
Kids Number of kids in the household 0.90 1.06 0 12

BIG-5 Inventory
Neuroticism Average of answers on 7-point scales 4.35 0.85 1 7
Conscientious-
ness

Average of answers on 7-point scales 4.75 0.61 1 7

Agreeableness Average of answers on 7-point scales 4.74 0.62 1 7
Openness Average of answers on 7-point scales 4.59 1.21 1 7
Extraversion Average of answers on 7-point scales 4.96 0.76 1 7

Reciprocity
positive Average of answers on 7-point scales 5.55 1.14 1 7
negative Average of answers on 7-point scales 2.92 1.39 1 7

Risk aversion Self-stated measure between 0 (very risk
averse) and 10 (risk willing)

4.29 2.18 0 10

Ability to provide care:

Self-assessed health (SAS)
– Very Good Binary: SAS = very good 0.09 0.29 0 1
– Good Binary: SAS = good 0.45 0.50 0 1
–Satisfactory Binary: SAS =satisfactory 0.32 0.47 0 1
– Bad Binary: SAS = bad 0.12 0.33 0 1
– Very bad Binary: SAS =very bad 0.02 0.16 0 1

Doctor visits Number of doctor visits previous 3
months

2.56 3.85 0 99

Hospital stays Number of hospital stays previous year 0.15 0.53 0 48

Year and Federal state dummies:
Year

=2002 0.10 0.30 0 1
=2003 0.09 0.29 0 1
=2004 0.09 0.29 0 1
=2005 0.08 0.28 0 1
=2006 0.09 0.28 0 1
=2007 0.08 0.27 0 1
=2008 0.08 0.26 0 1
=2009 0.08 0.27 0 1
=2010 0.07 0.25 0 1
=2011 0.08 0.27 0 1
=2012 0.08 0.27 0 1

Federal state:
BE Berlin 0.04 0.19 0 1
SH Schleswig-Holstein 0.03 0.17 0 1
HH Hamburg 0.01 0.12 0 1
NI Lower Saxony 0.09 0.28 0 1
HB Bremen 0.01 0.09 0 1
NRW North-Rhine Westphalia 0.21 0.40 0 1
HE Hesse 0.07 0.26 0 1

Continued on next page
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Table 3.4 – continued

Variable Description Mean SD Min Max

RPSL Rhineland-Palatinate and Saarland 0.06 0.24 0 1
BW Baden-Württemberg 0.12 0.33 0 1
BY Bavaria 0.15 0.36 0 1
BB Brandenburg 0.04 0.19 0 1
ST Saxony-Anhalt 0.04 0.20 0 1
TH Thuringia 0.04 0.20 0 1
SN Saxony 0.07 0.25 0 1

Notes: Source SOEP
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Table 3.5: Matching results corresponding to Figure 3.4

Outcome Year ATT Std. err. t-statistic Observations

Full-time 1 −0.038 0.011 −3.282 65,307
employment 2 −0.036 0.012 −3.056 59,751

3 −0.043 0.012 −3.448 52,383
4 −0.035 0.013 −2.652 45,142
5 −0.039 0.014 −2.806 38,303
6 −0.032 0.016 −2.094 31,730
7 −0.028 0.017 −1.608 25,820
8 −0.03 0.019 −1.576 20,455

Conditional 1 −0.42 0.462 −0.908 41,023
working hours 2 −0.702 0.47 −1.494 37,018

3 −0.601 0.514 −1.17 32,097
4 −0.435 0.536 −0.812 27,446
5 −0.602 0.571 −1.054 23,194
6 −0.544 0.598 −0.909 19,189
7 −0.728 0.675 −1.079 15,561
8 −0.614 0.757 −0.812 12,266

Hourly wages 1 0.063 0.281 0.223 37,705
2 −0.255 0.277 −0.923 34,092
3 −0.357 0.317 −1.123 29,605
4 −0.248 0.332 −0.747 25,368
5 −0.281 0.354 −0.793 21,450
6 −0.343 0.406 −0.844 17,785
7 −0.604 0.377 −1.603 14,444
8 −0.984 0.437 −2.252 11,420

Being in the 1 −0.008 0.011 −0.746 65,294
labor force 2 −0.021 0.011 −1.792 59,744

3 −0.015 0.012 −1.286 52,378
4 −0.014 0.013 −1.041 45,139
5 −0.013 0.014 −0.918 38,299
6 −0.006 0.015 −0.371 31,728
7 −0.031 0.017 −1.781 25,823
8 −0.027 0.019 −1.385 20,457

Source: SOEP, own calculations. Employed bandwidths: Full-time employment: 0.0017827; Con-
ditional working hours: 0.0020926; Hourly wages: 0.0021498; Being in the labor force: 0.0018107.
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Supplementary material

Additional results

Results to justify the CIA

Delete individuals with health shocks and loss of parents

Taking up the discussion of Section 3.4.3, two other reasons for potential failure of the
CIA that come to mind are a health shock or a death of a parent or partner between
period 0 and period 1. As, in particular, we cannot identify in the data whether a
health shock between 0 and 1 was due to caregiving or, the other way around, care
responsibilities were not taken up due to a health shock, we cannot account for a
health shock, as this is potentially a “bad control”.

In a robustness check, however, we identify all individuals who experienced a health
shock or a death of a parent and exclude them from the analysis to see whether they
affect the�ndings. Not uncommon to thehealth economic literature (see e.g., García-
Gómez, 2011), we use the self-stated health on a 5-point scale to de�ne a measure of
health shock. In order to allow for a wide de�nition, we de�ne a health shock as a
deterioration to either “bad” (category 4) or “very bad (category 5)”. This includes
4,537 person-year observations. A stricter condition of a reduction by at least two
categories and to either “bad” (category 4) or “very bad (category 5)” is ful�lled by
1,643 person-year observations. Moreover, 1,005had to suffer from the loss of a parent
or spouse. Figure 3.16 reports the �ndings where individuals according to the wide
de�nition of a health shock between 0 and 1 and those who have lost a parent are
excluded from the sample. The results are statistically indistinguishable from the
baseline results.
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Figure 3.16: Exclusion of individuals with potential health shock or death of a parent
between 0 and 1

Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence
intervals.
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Labor market history and expectations

Whilewe control for pre-treatment labor force status andwageswhich capture a great
deal of permanent unobserved heterogeneity and opportunity cost of care, this prob-
ably does not perfectly re�ect labor market attachment. For instance, last year’s em-
ployment status does not say a lot about the stability of this job and a low last year’s
wage might either be low due to a generally low productivity or because of a missed
promotion (maybe voluntarily because a careprovision spell was anticipated). More-
over, we do not control for labor market expectations which might affect the willing-
ness to provide care.

In the following speci�cationwe alsomatch on labormarket participation andhourly
wages in the period of �ve years before the start of the care provision spell (that is,
full-time work �ve years before, full-time work four years before, and so on). This
should account for a great deal of labor market dynamics that re�ect potential op-
portunity costs and affect the willingness to provide care. We do not include these
variables in our main speci�cation as this longer panel information is not available
for each individual in the sample and we would like to maximize sample size.

Moreover, we take a proxy for expectations about the current employment situation
into account. This is the answer to the question “Are you concerned about your job
stability?” with the possibility to answer “very concerned”, “somewhat concerned”, or
“not concerned at all”. Women who expect to lose their job in the near future, might
be more likely to provide care. This is not a perfect measure, as it is only available
for those who are currently employed and, thus, not included in the baseline speci-
�cation. Figure 3.17 reports the results when these variables are taken into account.
While the coef�cients are slightly attenuated, this does not affect the main conclu-
sions at all.

Assuming adverse measurement error

A further scenario in which we would falsely attribute the observed correlation be-
tween labor supply and informal care to the effect can arise under presence of non-
classical measurement error. Assume a situation where individuals that suffer from
unemployment falsely report a positive amount of hours spent caring in order to jus-
tify their unemployment. This would in�ate our estimates.

By assuming a worst case scenario, we reassign all individuals who stop working be-
tween t = 0 and t = 1 to the control group of non-carers (independent of their
reported care status). As the majority of individuals does not state to provide care
anyway, this effectively only changes the treatment status of 84 women who stopped
working and report a positive amount of hours cared. Yet, this change will mechani-
cally drive our estimates towards zero as we absorb some of the observed correlation
that adds up to our baseline effects. The major question is just how strong. Figure
3.18 shows this impact on the results (gray triangles). With such a drastic measure-
ment error where each individuals that gave up her job falsely reported to also pro-
vide care, the effects of care provision on full-time work would change to the region
of the previously seen lower bound from Section 3.5.1 but remained statistically and
economically important.
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Figure 3.17: Including labor market history and expectations
Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence
intervals.

-.
0

6
-.

0
4

-.
0

2
0

.0
2

0 2 4 6 8
t

Baseline results

Without potentially advantageous measurement error

Full-time employment

Figure 3.18: Impact of assumed adverse measurement error, full-time work
Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence
intervals.

Alternative speci�cations

Figure 3.19 reports results when we split the sample at the median age of 44 in t = 1
and carry out analyses for the two groups younger and older than 44. Both for legi-
bility and sample size reasons we restrict the analyses to the static case of providing
care in year 1. This can be justi�ed by the small differences between caring for at
least one year compared to at least two or three years.
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Figure 3.19: Results of the static version – Younger vs. older than median age

Source: SOEP. Own calculations. Note: The graph shows the point estimates and the 95% con�dence intervals.

The results are remarkably similar for both groups, with minor differences. The
short-run effect on full-time employment is roughly the same for both groups. Yet,
a�er year 5 younger individuals who provided care before are no less likely to work
full-time anymore than their no caring counterparts. It is, however, surprising that
this drop back to zero appears between year 5 and 6 and we do not have an explana-
tion why this should take place exactly at this point in time. Conditional hours evolve
quite similar while the effects on employment are slightly smaller for younger indi-
viduals. Finally, short-term wage effects are slightly larger for younger individuals,
yet, not signi�cant either.
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Selected variables using the double selection procedure

Table 3.6: Variable selection, exemplary case: full-time work, static version
Non-interacted variables

Pre-treatment outcome: full-time
Marital status: Married
Marital status: Widowed
Number of kids in hh
SAS= Very Bad
Conscientiousness
Age of mother ∈ [50, 59]
Age of father ∈ [50, 59]

Interacted variables
((First Variable)× (Second Variable)) Interacted variables – continued

First variable Second variable First variable Second variable

Own age ∈ [25, 29] Education: Higher Age of partner ∈ [60, 69] Hospital stays
Own age ∈ [25, 29] Marital status: Widowed Age of father ∈ [70, 79] Mother info missing
Own age ∈ [25, 29] SAS= Very Bad Age of father ∈ [60, 69] Mother alive
Own age ∈ [25, 29] Age of father ∈ [70, 79] Age of father ∈ [50, 59] Mother info missing
Own age ∈ [30, 34] SAS= Good Age of father ∈ [50, 59] Father alive
Own age ∈ [30, 34] Doctor visits Age of mother ∈ [80, 89] Age of father ∈ [60, 69]
Own age ∈ [30, 34] Conscientiousness Age of mother ∈ [50, 59] Mother alive
Own age ∈ [30, 34] Year=2009 Federal State: ST Age of mother ∈ [90, 99]
Own age ∈ [30, 34] Age of mother ∈ [80, 89] Federal State: BW Father info missing
Own age ∈ [30, 34] Age of father ∈ [80, 89] Federal State: RPSL Age of mother ∈ [90, 99]
Own age ∈ [35, 39] Marital status: Widowed Federal State: HE Age of father ∈ [60, 69]
Own age ∈ [35, 39] Risk aversion Federal State: HH Mother info missing
Own age ∈ [35, 39] Federal State: HH Federal State: HH Age of father ∈ [60, 69]
Own age ∈ [35, 39] Federal State: HB Federal State: HH Age of mother ∈ [60, 69]
Own age ∈ [35, 39] Mother info missing Federal State: HH Age of mother ∈ [50, 59]
Own age ∈ [40, 44] Openness Federal State: SH Age of mother ∈ [90, 99]
Own age ∈ [45, 49] Openness Extraversion Age of mother ∈ [60, 69]
Own age ∈ [45, 49] Risk aversion Openness Age of father ∈ [80, 89]
Own age ∈ [50, 54] Education: Higher Openness Age of mother ∈ [80, 89]
Own age ∈ [50, 54] Partner existent Openness Age of mother ∈ [60, 69]
Own age ∈ [50, 54] Conscientiousness Openness Age of mother ∈ [50, 59]
Own age ∈ [50, 54] Openness Agreeableness Age of mother ∈ [50, 59]
Own age ∈ [50, 54] Age of father ∈ [60, 69] Conscientiousness Mother alive
Own age ∈ [55, 59] Mother alive Conscientiousness Age of mother ∈ [70, 79]
Education: A-Levels Federal State: ST Hospital stays Age of mother ∈ [80, 89]
Education: Voc. train. Age of father ∈ [90, 99] Doctor visits Reciprocity, positive
Education: Higher Foreign SAS= Very Bad Federal State: BB
Education: Higher Agreeableness Age of partner ∈ [80, 89] Year=2007
Education: Higher Age of mother ∈ [70, 79] Age of partner ∈ [70, 79] Year=2007
Education: Higher Mother alive Age of partner ∈ [70, 79] Year=2004
Education: Missing Federal State: BE Age of partner ∈ [70, 79] Federal State: TH
Education: Missing Federal State: SH Age of partner ∈ [70, 79] Federal State: NI
Education: Missing Federal State: RPSL Age of partner ∈ [70, 79] Federal State: SH
Education: Missing Federal State: ST Age of partner ∈ [70, 79] Federal State: BE
Marital status: Married Partner existent Partner existent Age of father ∈ [80, 89]
Marital status: Married Age of partner ∈ [60, 69] Partner existent Doctor visits
Marital status: Married Federal State: NRW Marital status: Single Father alive
Marital status: Married Age of mother ∈ [70, 79] Marital status: Single Federal State: HH
Marital status: Married Age of mother ∈ [80, 89] Marital status: Single Openness
Marital status: Married Mother alive Marital status: Single Conscientiousness
Marital status: Divorced SAS= Good Number of kids in hh Mother alive
Marital status: Widowed Doctor visits
Marital status: Widowed Reciprocity, positive
Marital status: Widowed Age of father ∈ [50, 59]
Marital status: Widowed Age of father ∈ [90, 99]
Foreign Federal State: SH
Foreign Federal State: HH
Foreign Age of father ∈ [90, 99]
Number of kids in hh Age of partner ∈ [50, 59]
Number of kids in hh SAS= Good
Number of kids in hh Hospital stays
Number of kids in hh Federal State: BW
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Parameters for calibration of the sensitivity analysis

Table 3.7: Parameters for calibration of the sensitivity analysis

Variable p11 p10 p01 p00 s d

Pre-treatment outcome:
full-time 0.89 0.09 0.89 0.07 -0.05 0.82
Age of mother ∈ [50, 59] 0.1 0.08 0.23 0.19 -0.12 0.04
Age of mother ∈ [60, 69] 0.16 0.15 0.23 0.21 -0.07 0.02
Age of mother ∈ [70, 79] 0.27 0.24 0.22 0.18 0.05 0.04
Age of mother ∈ [80, 89] 0.23 0.24 0.08 0.1 0.15 -0.02
Age of mother ∈ [90, 99] 0.02 0.03 0.01 0.02 0.01 -0.01
Mother alive 0.78 0.74 0.78 0.71 0.02 0.07
Mother info missing 0.05 0.04 0.05 0.06 -0.01 -0.01
Age of father ∈ [50, 59] 0.06 0.05 0.16 0.12 -0.09 0.04
Age of father ∈ [60, 69] 0.13 0.11 0.2 0.18 -0.07 0.02
Age of father ∈ [70, 79] 0.19 0.18 0.17 0.15 0.02 0.01
Age of father ∈ [80, 89] 0.16 0.14 0.07 0.07 0.08 0
Age of father ∈ [90, 99] 0.02 0.03 0.01 0.02 0.01 -0.01
Father alive 0.56 0.51 0.62 0.55 -0.05 0.06
Father info missing 0.05 0.05 0.07 0.08 -0.02 -0.01
Partner existent 0.74 0.85 0.67 0.82 0.05 -0.15
Age of partner ∈ [50, 59] 0.61 0.64 0.59 0.65 0 -0.06
Age of partner ∈ [60, 69] 0.12 0.19 0.07 0.15 0.05 -0.08
Age of partner ∈ [70, 79] 0.01 0.01 0.01 0.01 0 -0.01
Age of partner ∈ [80, 89] 0 0 0 0 0 0
Age of partner ∈ [90, 99] 0 0 0 0 0 0
Number of siblings 0.56 0.61 0.59 0.63 -0.02 -0.03
Number of brothers 0.61 0.63 0.59 0.63 0.01 -0.04
Own age ∈ [25, 29] 0.05 0.03 0.13 0.08 -0.06 0.05
Own age ∈ [30, 34] 0.03 0.05 0.12 0.11 -0.07 0.01
Own age ∈ [35, 39] 0.08 0.09 0.12 0.14 -0.05 -0.02
Own age ∈ [40, 44] 0.14 0.14 0.16 0.15 -0.02 0
Own age ∈ [45, 49] 0.23 0.18 0.17 0.13 0.05 0.03
Own age ∈ [50, 54] 0.24 0.19 0.15 0.12 0.07 0.03
Own age ∈ [55, 59] 0.18 0.18 0.1 0.12 0.07 -0.02
Education: A-Levels 0.07 0.06 0.09 0.07 -0.02 0.01
Education: Voc0. train0. 0.08 0.08 0.07 0.07 0.01 0.01
Education Higher 0.35 0.17 0.32 0.16 0 0.16
Education: Missing 0.01 0.02 0.01 0.02 0 0
Marital status: Single 0.16 0.07 0.31 0.12 -0.09 0.18
Marital status: Married 0.61 0.78 0.5 0.73 0.09 -0.23
Marital status: Divorced 0.15 0.07 0.08 0.13 0 0.05
Marital status: Widowed 0.03 0.05 0.02 0.03 0.01 -0.01
Foreign 0.03 0.05 0.06 0.09 -0.03 -0.04
Number of kids in hh 0.17 0.34 0.23 0.47 -0.09 -0.24
Neuroticism 0.47 0.51 0.42 0.47 0.05 -0.05
Conscientiousness 0.52 0.46 0.54 0.46 -0.02 0.08
Agreeableness 0.53 0.49 0.48 0.46 0.03 0.02
Openness 0.59 0.55 0.59 0.53 0.01 0.06
Extraversion 0.63 0.61 0.61 0.6 0.01 0.01
Reciprocity, positive 0.55 0.55 0.54 0.52 0.02 0.02
Reciprocity, negative 0.52 0.52 0.52 0.53 -0.01 -0.01
Risk aversion 0.61 0.52 0.57 0.51 0.02 0.06

Continued on next page
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Table 3.7 – continued
Variable p11 p10 p01 p00 s d

SAS= Very Good 0.09 0.06 0.11 0.08 -0.02 0.03
SAS= Good 0.36 0.38 0.49 0.43 -0.08 0.05
SAS= Satisfactory 0.41 0.36 0.3 0.32 0.06 -0.02
SAS= Bad 0.13 0.16 0.09 0.13 0.04 -0.04
SAS= Very Bad 0.01 0.03 0.01 0.03 0 -0.02
Doctor visits 0.32 0.39 0.3 0.37 0.03 -0.07
Hospital stays 0.08 0.11 0.08 0.14 -0.01 -0.05
Federal State: BE 0.07 0.03 0.05 0.03 0 0.02
Federal State: SH 0.02 0.03 0.02 0.03 0 -0.01
Federal State: HH 0.01 0.01 0.02 0.01 0 0
Federal State: NI 0.06 0.09 0.08 0.09 0 -0.02
Federal State: HB 0 0.01 0.01 0.01 0 0
Federal State: NRW 0.18 0.21 0.18 0.22 0 -0.04
Federal State: HE 0.06 0.09 0.07 0.07 0.01 0
Federal State: RPSL 0.07 0.06 0.05 0.07 0 -0.02
Federal State: BW 0.07 0.13 0.11 0.13 -0.01 -0.02
Federal State: BY 0.1 0.14 0.14 0.15 -0.02 -0.01
Federal State: BB 0.07 0.04 0.05 0.03 0.01 0.01
Federal State: ST 0.07 0.03 0.06 0.03 0 0.02
Federal State: TH 0.05 0.04 0.05 0.04 0 0.01
Federal State: SN 0.13 0.07 0.09 0.06 0.02 0.03

Notes: Source SOEP
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Figure 3.20: Distribution of imputed care episodes
Source: SOEP, own calculations. This graph shows the distribution of episodes of
consecutive care of at least one hour per day. The data are restricted to starting waves
1 to 5 as de�ned in Figure 3.1 to ensure that every spell can last for at least 8 years.
Imputation is according to the following scheme: whenever a women provided care in
a certain year and two years later, the care indicator one year later is set to 1 even if no
care provision is stated in the questionnaire.

Common support restrictions

Figure 3.21 shows the distribution of the propensity scores on each node of the de-
cision tree (see Figure 3.8) by actual care state (light gray for caregivers, dark gray
for non-carers) – exemplarily for full-time work as an outcome and the �rst two pe-
riods. The red vertical lines indicate the region of common support (the smallest
set of overlap in the support between both groups). The upper panel depicts this ob-
served probability of starting caregiving a�er the initial period (t = 0). The projected
probabilities are small, re�ecting the low fraction of caregivers in period t = 1. The
middle panel shows the same for the second period (caregiving in t = 2) conditional
on having cared in t = 1, here the odds are balanced. The bottom panel plots the
propensity score of continuing not to care for the second period t = 0. All those
propensity scores are used to construct the inverse probability weights for the dy-
namic estimates. The overall conclusion from this graph is, that the overlap between
treatment and control group is good and that the restriction on the common is not
crucial. Out of the 63,372 observations we drop 710 at the �rst node, 138 at the sec-
ond, and 641 at the third which are off the common support. The restriction on ob-
servations lying within the 5th and 95th quantile is more binding where we drop 6,337
observations.
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Consequences of the educational
expansion





Chapter 4

Heterogeneity in marginal
non-monetary returns to higher
education1

4.1 Introduction

“The whole world is going to university – Is it worth it?” The Economist’s headline
read in March 2015.2 While convincing causal evidence on positive labor market re-
turns to higher education is still rare and nearly exclusively available for the US, even
less is known about the non-monetary returns to college education (see Barrow and
Malamud, 2015 and Oreopoulos and Petronijevic, 2013). Although non-monetary fac-
tors are acknowledged to be important outcomes of education (Oreopoulos and Sal-
vanes, 2011), evidence on the effect of college education is so far limited to health
behaviors (see below). We estimate the long-lasting marginal returns to college edu-
cation in Germany decades a�er leaving college. As a benchmark, we start by look-
ing at wage returns to higher education but the paper’s focus is on the non-monetary
returns which might also be seen as mediators of the more o�en studied effect of
education on wages. These non-monetary returns are cognitive abilities and health.

Cognitive abilities and health belong to the most important non-monetary determi-
nants of individual well-being. Moreover, the stock of both factors also in�uences
the economy as a whole (see, among many others, Heckman et al., 2006a, and Caw-
ley et al., 2001, for cognitive abilities and Acemoglu and Johnson, 2007, Cervellati and
Sunde, 2005, andCosta, 2015, for health). Yet, non-monetary returns to college educa-
tion are not fully understood (Oreopoulos and Salvanes, 2011). Psychological research
broadly distinguishes between effects of education on the long-term cognitive ability
differential that are either due to a change in the cognitive reserve (i.e., the cognitive
capacity) or due to an altered age-related decline (see, e.g., Stern, 2012). Still, even

1This chapter is written jointly with Daniel Kamhöfer and Hendrik Schmitz and is published as:
Kamhöfer, D. A., Schmitz, H., and Westphal, M. (2017). Heterogeneity in Marginal Non-monetary
Returns to Higher Education. Journal of the European Economic Association, forthcoming. Funding
by the German Research Foundation (DFG, Grant number SCHM 3140/1-1) is gratefully acknowledged.

2The Economist, edition March 28th to April 3rd 2015.
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the compound manifestation of the overall effect has rarely been studied for college
education over a short-term horizon3 and – as far as we are aware – it has never been
assessed for the long run. Few studies analyze the returns to college education on
health behaviors (Currie and Moretti, 2003, Grimard and Parent, 2007, de Walque,
2007).

We use a slightly modi�ed version of the marginal treatment effect approach intro-
ducedand forwardedbyBjörklundandMof�tt (1987) andHeckmanandVytlacil (2005).
Themain feature of this approach is to explicitlymodel the choice for education, thus
turning back from a mere statistical view of exploiting exogenous variation in edu-
cation to identify casual effects towards a description of the behavior of economic
agents. Translated into our research question, the MTE is the effect of education
on different outcomes for individuals at the margin of taking higher education. The
MTE can be used to generate all conventional treatment parameters, such as the av-
erage treatment effect (ATE). On top of this, comparing themarginal effects along the
probability of taking higher education is also informative in its own right: different
marginal effects do not just reveal effect heterogeneity but also some of its under-
lying structure (for instance, selection into gains). This is be an important property
that the local average treatment effect – LATE, as identi�ed by conventional two stage
least squares methods – would miss.

The individuals in our samplemade their college decision between 1958 and 1990 and
graduated in the case of college education between 1963 and 1995. Our outcome vari-
ables (wages, standardized measures of cognitive abilities4 and mental and physical
health) are assessed between 2010 and 2012, thus, 20 to 54 years a�er the college deci-
sion. Our instrument is a measure of the relative availability of college spots (opera-
tionalized by the number of enrolled students divided by the number of inhabitants)
in the area of residence at the time of the secondary school graduation. Using de-
tailed information on the arguably exogenous expansions of college capacities in all
326West German districts (cities or rural areas) during the so-called “educational ex-
pansion” between the 1960s and 1980s generates variation in the availability of higher
education.

By deriving treatment effects over the entire support of the probability of college at-
tendance, this paper contributes to the literaturemainly in two importantways. First,
this is the �rst study that analyzes the long-term effect of college education on cog-
nitive abilities and general health measures (instead of speci�c health behaviors).
Long-run effects on skills are crucial in showing the sustainability of human capi-
tal investments a�er the age of 19. Along this line, this outcome can complement
existing evidence in identifying the fundamental value of college education since –
unlike studies on monetary returns – effects on cognitive skills do neither directly
exhibit signaling (see the debate on discrepancy between private and social returns
as in Clark and Martorell, 2014) nor adverse general equilibrium effects (as skills are
not determined by both, forces of demand and supply). Second, by going beyond the

3Hansen et al. (2004) use a control function approach to adjust for education in the short-term
development of cognitive abilities. Carneiro et al. (2001, 2003) analyze the short-term effects of college
education. Glymour et al. (2008), Banks andMazzonna (2012), Schneeweis et al. (2014), and Kamhöfer
and Schmitz (2016) analyze the effects of secondary schooling on long-term cognitive skills.

4See Section 4.4 for a detailed de�nition of cognitive abilities. Weuse the terms “cognitive abilities”,
“cognitive skills”, and “skills” interchangeably.
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point estimate of the LATE, we provide amore comprehensive picture in an environ-
ment of essential heterogeneity.

The results suggest positive average returns to college education for wages, cogni-
tive abilities, and physical health. Yet, the returns are heterogeneous – thus, we �nd
evidence for selection into gains – and even close to zero for the around 30% of indi-
viduals with the lowest desire to study. Mental health effects are zero throughout the
population. Thus, our �ndings can be interpreted as evidence for remarkable posi-
tive average returns for those who took college education in the past. Yet, a further
expansion in college education, as sometimes called for, is likely not to pay off as this
would mostly affect individuals in the part of the distribution that are not found to
be positively affected by education. We also try to substantiate our results by looking
at potential mechanisms of the average effects. Although we cannot causally differ-
entiate all channels and the data allow us to provide suggestive evidence only, our
�ndings may be interpreted as follows. Mentally more demanding jobs, jobs with a
less health deteriorating effects and better health behaviors probably add to the ex-
planation of skill and health returns to education.

The paper is organized as follows. Section 4.2 brie�y introduces the German educa-
tional system and describes the exogenous variation we exploit. Section 4.3 outlines
the empirical approach. Section 4.4 presents the data. The main results are reported
in Section 4.5 while Section 4.6 addresses some of its potential underlying pathways.
Section 4.7 concludes.

4.2 Institutional background and exogenous variation

4.2.1 The German higher educational system

A�er graduating from secondary school, adolescents in Germany either enroll into
higher education or start an apprenticeship. The latter is part-time training-on-the-
job and part-time schooling. This vocational training usually takes three years and
individuals o�en enter the �rm (or another �rm in the sector) as a full-time employee
a�erwards. To be eligible for higher education in Germany, individuals need a uni-
versity entrance degree. In the years under review, only academic secondary schools
(Gymnasien) with 13 years of schooling in total award this degree (Abitur). Although
the tracking from elementary schools to secondary schools takes place rather early
at the age of 10, students can switch secondary school tracks in every grade. It is also
possible to enroll into academic schools a�er graduating from basic or intermediate
schools in order to receive a university entrance degree.

In Germany, mainly two institutions offer higher education: universities/colleges5

and universities of applied science (Fachhochschulen). The regular time to receive

5We use the words university and college as synonyms to refer to German Univer-
sitäten and closely-related institutions like technical universities (Technische Univer-
sitäten/Technische Hochschulen), an institutional type that combines features of colleges
and universities applied science (Gesamthochschulen) and universities of the armed forces
(Bundeswehruniversitäten/Bundeswehrhochschulen).
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the formerly commonDiplomdegree (master’s equivalent) was 4.5 years at both insti-
tutions. Colleges are usually large institutions that offer degrees in various subjects.
The other type of higher educational institutions, universities of applied science, are
usually smaller than colleges and o�en specialized in one �eld of study (e.g., busi-
ness schools). Moreover, universities of applied science have a less theoretical cur-
riculum and a teaching structure that is similar to schools. Nearly all institutions
of higher education in Germany do not charge any tuition fees. However, students
have to cover their own costs of living. On the other hand, their peers in apprentice-
ship training earn a small salary. Possible budget constraints (e.g., transaction costs
arising through the need to move to another city in order to go to college) are likely
determinants of the decision to enroll into higher education.

4.2.2 Exogenous variation in college education over time

While the higher educational system as described in Section 4.2.1 did not change in
the years under review, the accessibility (in terms of mere quantity but also distribu-
tion within Germany) of tertiary education changed signi�cantly, providing us with a
source of exogenous variation. This so called “educational expansion” falls well into
the period of study (1958-1990). Within this period, the shrinking transaction costs
of studying may have changed incentives and the mere presence of new or growing
colleges could also have nudged individuals towards higher education that otherwise
would not have studied. In this paper, we consider two processes in order to quantify
the educational expansion. The �rst is the openings of new colleges, the second is the
extension in capacity of all colleges (we refer to both as college availability).6 College
availability as an instrument for higher education was introduced to the literature by
Card (1995) and has frequently been employed since then (e.g., Currie and Moretti,
2003), also to estimate the MTE (e.g., Carneiro et al., 2011, and Nybom, 2017). We ex-
ploit the rapid increase in the number of new colleges and in the number of available
spots to study as exogenous variation in the college decision.

Between 1958 (the earliest secondary school graduation year in our sample) and 1990
the number of colleges in Germany doubled from 33 to 66.7 In particular, the opening
of new colleges introduced discrete discontinuities in choice sets. As an example,
students had to travel 50 kilometers, on average, to the closest college before a college
was opened in their district (measured from district centroid to centroid), see Figure
4.1. Figure 4.6 in the Appendix gives an impression of the spatial variation in college
availability over time.

There was an increase in the size of existing colleges and, therefore, in the number
of available spots to study as well. The average number of students per college was

6The working paper version Kamhöfer et al. (2015) also uses the introduction of a student loan
program as further source exogenous variation. Using this instrument does not affect the �ndings at
all but is not considered here for the sake of legibility of the paper.

7All data are taken from the German Statistical Yearbooks, 1959-1991, see German Federal Statisti-
cal Of�ce (various issues, 1959–1991). We only use colleges and no other higher educational institutes
described in Section 4.2 (e.g., universities of applied science). Administrative data on openings and the
number of students are not available for other institutions than colleges. However, since other higher
educational institutions are small in size and highly specialized, they should be less relevant for the
higher education decision and, thus, neglecting them should not affect the results.
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Figure 4.1: Average distance to the closest college over time for districts with a
college opening
Notes: Own illustration. Information on colleges are taken from the German Statistical Yearbooks 1959–1991 (German Federal
Statistical Of�ce, various issues, 1959–1991). The distances (in km) between the districts are calculated using district centroids.
These distances areweighted by the number of individuals observed in the particular district-year cells in our estimation sample
of the NEPS-Starting Cohort 6 data. The resulting average distances are depicted by green circles. Note that prior to time period
0, the average distance changes over time either due to sample composition or a college opening in a neighboring district. Only
districts with a college opening are taken into account.

5,013 in 1958 and 15,438 in 1990. Of the 33 colleges in 1958, 30 still existed in 1990 and
had an average size of 23,099 students. The total number of students increased from
155,000 in 1958 to 1 million in 1990. Figure 4.2 shows the trends in college openings
and enrolled students (normalized by the number of inhabitants) for the �ve most-
populated German states. While the actual numbers used in the regressions vary on
themuch smaller district level, the state level �gures simplify the visualization of the
pattern.

Factors that have driven the increase in the number of colleges and their size can
brie�y be summarized into four groups: (i) The large majority of the population had
a low level of education. This did not only result fromWWII but also from the “anti-
intellectualism” (Picht, 1964, p.66) in the Third Reich, and the notion of education in
imperial Germany before, be�tting the social status of certain individuals only (ii)
An increase in the number of academic secondary schools at the same time (as ana-
lyzed in Kamhöfer and Schmitz, 2016, and Jürges et al., 2011, for instance) quali�ed a
larger share of school graduates to enroll into higher education (Bartz, 2007). (iii) A
change inproduction technologies led to an increase in�rm’s demand forhigh-skilled
workers – especially, given the low level of educational participation (Weisser, 2005).
(iv) Political decision makers were afraid that “without an increase in the number
of skilled graduates the West German economy would not be able to compete with
communist rivals” (Jürges et al., 2011, p.846, in reference to Picht, 1964).

Although these reasons (maybe except for the �rm’s demand formore educatedwork-
ers) affected the 10West German federal states – that are in charge of educational pol-
icy – in the same way, the measures taken and the timing of actions differed widely
between states. Because of local politics (e.g., the balancing of regional interests and
avoiding clusters of colleges) there was also a large amount of variation in college



146 CHAPTER 4. NON-MONETARY RETURNS TO COLLEGE

5
10

15
N

um
be

r o
f c

ol
le

ge
s

1960 1970 1980 1990

(a) Colleges

0
50

10
0

15
0

20
0

St
ud

en
ts

 p
er

 1
0,

00
0 

in
ha

bi
ta

nt
s

1960 1970 1980 1990

(b) Students

Baden-Württemberg Bavaria Hesse Lower Saxony North Rhine-Westphalia

Figure 4.2: Number of colleges and students over the time in selected states
Notes: Own illustration. College opening and size information are taken from the German Statistical Yearbooks 1959–1991 (Ger-
man Federal Statistical Of�ce, various issues, 1959–1991). Yearly information on the district-speci�c population size is based on
personal correspondence with the statistical of�ces of the federal states. For sake of lucidity the trends are only plotted for the
�ve most-populated states.

openings within the federal state. See the Supplementary Materials A to the paper
for a much more detailed description of the political process involved.

Amajor concern for instrument validity is that, even though the political process did
not follow a uni�ed structure and included some randomness in the �nal choice of
locations and timing of openings, regions where colleges were opened differed from
those that already had colleges before (or that never established any). Table 4.1 re-
ports some numbers on the regional level as of the year 1962 (the earliest possible
year available to us with representative data).8 Regions that already had colleges be-
fore did not differ in terms of socio-demographics (except for population densities,
as mostly large cities had colleges before) but were somewhat stronger in terms of
socio-economic indices. The differences were not large however. Given that we in-
clude district �xed-effects and a large set of socio-economic controls (including the
socioeconomic environment before the college decision, see Section 4.4), this should
not be a problematic issue.

Yet, changes in district characteristics that are potentially related to the outcome vari-
ables might be a more important problem. There could, for instance, be changes in
the population structure that both induce a higher demand for college education and
go along with improved cognitive abilities and health. This could be the case if the
regions with college openings were more “dynamic” with a younger and potentially
increasing population. Table 4.1 shows a decline in the population density by 6% be-
tween 1962 and 1990 in the areas that opened colleges while there were no average
changes in the areas with preexisting colleges and a 10% increase in the areas that
never opened any. This re�ects different regional trends in population ageing. As
one example, the Ruhr Area in the west, where three colleges were opened, expe-
rienced a population decline and comparably stronger population ageing over time.
Again, these differences are not dramatically large, but wemight beworried of differ-
ent trends in health and cognitive abilities that are correlatedwith college expansion.

8Table 4.1 uses a different data source than themain analysis and the local level is slightly broader
than districts, see the notes to the table.
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Table 4.1: Comparison of regions with and without college openings before college
opens using administrative data

(1) (2) (3) (4) (5) (6)

College opening...

before between later than
1958 1958-1990 1990 or never

mean s.d. mean s.d. mean s.d.

Observations
Number of regions 27 30 190

Sociodemographic characteristics
Female (in %) 53.0 (2.0) 53.0 (1.4) 52.9 (4.3)
Average age (in years) 37.2 ( 1.1) 37.0 ( 1.1) 36.6 ( 1.9)
Singles (in %) 38.8 (2.5) 37.7 (2.3) 38.9 (4.6)
Population density per km2 in 1962 1381.9 (1076.7) 1170.1 (1047.3) 327.1 (479.7)
Change in population density 1962 to 1990 1.6 (186.3) −71.0 (202.8) 31.5 (98.5)
Migrational background (in %) 2.7 (3.0) 1.6 (1.5) 2.1 (2.3)

Socioeconomic characteristics
Share of employees to all individuals (in %) 47.0 (3.6) 45.3 (4.2) 46.2 (5.2)
Employees with an income>600 DM (in %) 27.3 (3.8) 24.8 (5.3) 25.9 (6.4)
Employees by industry (in %)
– primary 2.1 (5.2) 5.2 (5.2) 2.8 (5.5)
– secondary 52.9 (8.4) 54.7 (6.2) 54.3 (8.9)
– tertiary 45.0 (9.3) 40.1 (8.3) 42.9 (9.6)
Employees in blue collar occup. (in %) 53.6 (9.4) 59.0 (7.9) 56.5 (9.3)
Employees in academic occup. (in %) 22.0 (4.4) 17.5 (4.3) 20.3 (5.9)

Notes: Own calculations based on Micro Census 1962, see Lengerer et al. (2008). Regions are de�ned through administrative
Regierungsbezirk entries and the degree urbanization (Gemeindegrößenklasse) and may cover more than one district. College
information is aggregated at regional level and a region is considered to have a college if at least one of its districts has a college.
Calculations for population density and change in population density based on district-level data acquired through personal
correspondence with the statistical of�ces of the federal states. Data are available on request. The variables “employees in blue
collar occup.” and “employees in academic occup.” state the shares of employees in the region in an occupation that is usually
conducted by a blue collar worker/a college graduate, respectively. Standard deviations (s.d.) are given in italics in parentheses.

If this was the case – more expansion in areas that have a more ageing population
with deteriorating health and cognitive abilities – we might underestimate the effect
of college eduction on these outcomes. We include a district-speci�c time trend to
account for this in the analysis.

The expansion in secondary schooling noted above was unrelated to the college ex-
pansion. While college expansion naturally took place in a small number of districts,
expansion in secondary schooling was across all regions. In addition, Kamhöfer and
Schmitz (2016) do not �nd any local average treatment effects of school expansion
on cognitive abilities and wages. Thus, it seems unlikely that selective increases in
cognitive abilities due to secondary school expansion invalidate the instrument. Nev-
ertheless, again, district-speci�c time trends should capture large parts if this was a
problem.
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So essentially, what we do is the following: we look within each district and attribute
changes in the college (graduation/enrollment) rate from the general trend (by con-
trolling for cohort FE) and the district speci�c trend (which might be due to continu-
ally increased access to higher secondary education) to either changes in the college
spots or a new opening of a college nearby. We use discontinuities in college access
over time that cannot be exploited using data on individuals thatmake the college de-
cision at the same point in time (for instance cohort studies) as some of the previous
literature that used college availability as an instrument did. Details on how we ex-
ploit the variation in college availability in the empirical speci�cation are discussed
in Section 4.4.4 a�er presenting the data.

4.3 Empirical strategy

Ourestimation frameworkwidelybuilds onHeckmanandVytlacil (2005) andCarneiro
et al. (2011). Derivations and in-depth discussion of most issues can be found there.
We start with the potential outcome model, where Y1 and Y0 are the potential out-
comes with and without treatment. The observed outcomeY either equalsY1 in case
an individual received a treatment – which is college education here – or Y0 in the
absence of treatment (the individual identifer i is implied). Obviously, treatment par-
ticipation is voluntary, rendering a treatment dummy D in a simple linear regression
endogenous. In the marginal treatment effect framework, this is explicitly modeled
by using a choice equation, that is, we specify the following latent index model:

Y1 = X′β1 + U1 (4.1)
Y0 = X′β0 + U0 (4.2)
D∗ = Z′δ−V where D = 1[D∗ ≥ 0] = 1[Z′δ ≥ V] (4.3)

The vector X contains observable, andU1, U0 unobservable factors that affect the po-
tential outcomes.9 D∗ is the latent desire to take up college education which depends
on observed variables Z and unobservables V. Z includes all variables in X plus the
instruments. Whenever D∗ exceeds a threshold (set to zero without loss of general-
ity), the individual opts for college education, otherwise she does not. U1, U0, V are
potentially correlated, inducing the endogeneity problem (as well as heterogenous
returns) as we observe Y(= DY1 + (1− D)Y0), D, X, Z, but not U1, U0, V.

Following this model, individuals are indifferent between between higher education
anddirectly entering the labormarket (e.g., throughanapprenticeship)whenever the
index of observablesZ′δ is equal to the unobservablesV. Thus, ifwe knew the switch-
ing point (point of indifference) and its corresponding value of the observables, we
could make sharp restriction on the value of the unobservables. This property is ex-
ploited in the estimation. Since for every value of the index Z′δ one needs individuals
with and without higher education, it is important to meaningfully aggregate the in-
dex by a monotonous transformation that for example returns the quantiles of Z′δ

9Note that the general derivation does not require linear indices. However, it is standard to assume
linearity when it comes to estimation.
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and V. One such rank-preserving transformation is done by the cumulative distribu-
tion function that returns the propensity score P(Z) (quantiles of Z) and UD (quan-
tiles of V).10

If we vary the excluded instruments in Z′δ from the lowest to the highest value while
holding the covariates X constant, more and more individuals will select into higher
education. Thosewho react to this shi� also reveal their rank in the unobservable dis-
tribution. Thus, the unobservables are �xed given the propensity score and it is fea-
sible to evaluate any outcome for those who select into treatment at any quantile UD
that is identi�ed by the instrument-induced change of the higher education choice.
In general, estimatingmarginal effects byUD does not require stronger assumptions
than those required by the LATE since Vytlacil (2002) showed its equivalence.11 Yet,
strong instruments are bene�cial for robustly identifying effects over the support of
P(Z). This, however, is testable.

The marginal treatment effect (MTE), then, is the marginal (gross) bene�t of taking
the treatment for those who are just indifferent between taking and not-taking it and
can be expressed as

MTE(x, uD) =
∂E(Y|x, p)

∂p
.

This is the effect of an incremental increase in the propensity score on the observed
outcome. TheMTE varies along the line ofUD in case of heterogeneous treatment ef-
fects which arise if individuals self-select into the treatment based on their expected
idiosyncratic gains. This is a situation Heckman et al. (2006b) call “essential hetero-
geneity”. This is an important structural property that the MTE can recover: If indi-
viduals already react at low values of the instrument, where the observed part of the
latent desire of selecting into higher education (P(Z)) is still very low, a prerequisite
for yet going to college is that V is marginally lower. These individuals could choose
college against all (observed) odds because they aremore intrinsically talented ormo-
tivated as indicated by a lowV. If this is translated into higher future gains (U1−U0),
the MTE would exhibit a signi�cant negative slope: As P(Z) rises, marginal individ-
uals need less and less compensation in terms of unobserved and expected returns
to yet choose college – this is called selection into gains. As Basu (2011, 2014) notes,
essential heterogeneity is not restricted to active sorting into gains but is always an
issue if selection is based on factors that are not completely independent of the gains.
Thus, in health economic applications, where gains are arguably harder to predict for
the individual than, say, monetary returns, essential heterogeneity is also an impor-
tant phenomenon.

In this case the common treatment parameters ATE, ATT, and LATE do not coincide.
The MTE can be interpreted as a more fundamental parameter than the usual ones

10Byapplying, for instance, the standardnormal distribution to the le�and the right of the equation:
Z′δ ≥ V ⇔ Φ(Z′δ) ≥ Φ(V)⇔ P(Z) ≥ UD where P(Z) ≡ P(D = 1|Z) = Φ(Z′δ).

11In this model the exclusion restriction is implicit since Z has an effect on D∗ but not on Y1, Y0.
Monotonicity is implied by the choice equation since D∗monotonously either increases are decreases
the higher the values of Z.
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as it unfolds all local switching effects by intrinsic ‘willingness’ to study and not only
some weighted average of those.12

Themain component for estimating theMTE is the conditional expectationE(Y|X, p).
Heckman and Vytlacil (2007) show that if we plug in the counterfactuals in (4.1) and
(4.2) in the potential outcome equation, rearrange and apply the expectation E(.|X, p)
to all expressions and impose an exclusion restriction of p on Y (exposed below), we
get an expression that can be estimated:

E(Y|X, p) = X′β0 + X′(β1 − β0) · p + E(U1 −U0|D = 1, X) · p
= X′β0 + X′(β1 − β0) · p + K(p) (4.4)

whereK(p) is somenot further speci�ed function of the propensity score if onewants
to avoid distributional assumptions of the error terms. Thus, the estimation of the
MTE involves estimating the propensity score in order to estimate Equation (4.4) and,
�nally, taking its derivativewith respect to p. Note that this derivative – and hence the
effect of college education – depends on heterogeneity due to observed components
X and unobserved components K(p), since this structure was imposed by Equations
(4.1) and (4.2):

∂E(Y|X, p)
∂p

= X′(β1 − β0) +
∂K(p)

∂p
(4.5)

To achieve non-parametric identi�cation of the terms in Equation (4.5), the Condi-
tional Independence Assumption has to be imposed on the instrument.

(U1, U0, V)⊥⊥ Z|X

meaning that the error terms are independent of Z given X. That is, a�er condition-
ing on X a shi� in the instruments Z (or the single index P(Z)) has no effect on the
potential outcome distributions.

Non-parametrically estimating separate MTEs for every data cell determined by X is
hardly ever feasible due to a lack of observations and powerful instruments within
each such cell. Yet, in case of parametric or semiparametric speci�cations a condi-
tional independence assumption is not suf�cient to decompose the effect into ob-
served and unobserved sources of heterogeneity. To separately identify the right
hand side of Equation (4.5) unconditional independence is required: (U1, U0, V) ⊥⊥
Z, X (Carneiro et al., 2011, for more details consult the Supplementary Materials).13

In a pragmatic approach, one cannoweither followBrinch et al. (2017) or Cornelissen
et al. (2017) who do not aim at causally separating the causes of the effect heterogene-
ity. In this case a conventional exclusion restriction on the instruments suf�ces for

12To make this explicit, all treatment parameters (TEj(x)) can be decomposed into a weight

(hj(x, uD)) and theMTE: TEj(x) =
∫ 1

0 MTE(x, uD)hj(x, uD)duD. See, e.g. Heckman and Vytlacil (2007)
for the exact expressions of the weights for common parameters.

13Essentially, this is equivalent to a simple 2SLS case. If one wants to identify observable effect
heterogeneity (that is, interact the treatment indicator with control variables in the regressionmodel)
the instrument needs to be independent unconditional of these controls.
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estimating the overall level and the curvature of the MTE. Our solution in bringing
the empirical framework to the data without too strong assumptions, is to estimate
marginal effects that only vary over the unobservables while �xing the X-effects at
mean value. This means to deviate from (4.4) by restricting β1 = β0 = β except for
the intercepts α1, α0 in (4.1) and (4.2) such that E(Y|X, p) becomes:

E(Y|X, p) = X′β + (α1 − α0) · p + K(p) (4.6)

Thus, we allow for different levels of potential outcomes, while we keep conditioning
on X. This might look like a strong restriction at �rst sight but is no more different
than the predominant approach in empirical economics of trying to identify average
treatment effects where the treatment indicator is typically not interacted with other
observables. Certainly, this does not rule out that theMTE varies by observable char-
acteristics.

Even with the true population effects that are varying over X, note that the deriva-
tive of Equation (4.4) w.r.t. the propensity score is constant in X. Hence, only the
level of the MTE changes for certain subpopulations determined by X, the curvature
remains unaffected. Thus, estimation of Equation (4.6) delivers an MTE that has a
level which is averaged over all subpopulations without changing the curvature. In
this way all crucial elements of theMTE are preserved, since we are interested in the
average effect and its heterogeneity with respect to the unobservables for the whole
population. How this heterogeneity is varying for certain subpopulations is of less
importance and also the literature has focused on MTEs where the X-part is aver-
aged out. On the other hand we gain with this approach by considerably relaxing our
identifying assumption from an unconditional to a conditional independence of the
instrument. One advantage in not estimating heterogeneity in the observables can
arise if X contains many variables that each take many different values. In this case,
problems of weak instruments can in�ate the results.14

In estimating (4.6), we followCarneiro et al. (2010, 2011) again anduse semi-parametric
techniques as suggested by Robinson (1988).15 Standard errors are clustered at the
district level and were generated by bootstrapping the entire procedure using 200
replications.

14On the other hand, estimating with heterogeneity in the observables can lead to an ef�ciency
gain.

15Semi-parametrically, the MTE can only be identi�ed over the support of P. The greater the varia-
tion in Z (conditional on X) and, thus P(Z), the larger the range over which theMTE can be identi�ed.
This may be considered a drawback of the MTE approach, in particular, because treatment parame-
ters that have weight unequal to zero outside the support of the propensity score are not identi�ed us-
ing semi-parameteric techniques. This is sometimes called the “identi�cation at in�nity” requirement
(see Heckman, 1990) of theMTE. However, we argue that theMTE over the support of P is already very
informative. Weuse semi-parametric estimates of theMTEand restrict the results to the empirical ATE
or ATT that are identi�ed for those individuals who are in the sample (see Basu et al., 2007). Alterna-
tively one might use a �exible approximation of K(p) based on a polynomial of the propensity score
as done by Basu et al. (2007). This amounts to estimating E(Y|X, p) = X′β + (α1 − α0) · p + ∑k

j=1 φj pj

by OLS and using the estimated coef�cients to calculate M̂TE(x, p) = (α̂1 − α̂0) + ∑k
j=1 φ̂j jpj−1.
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4.4 Data

4.4.1 Sample selection and college education

Ourmain data source are individual level data from theGermanNational Educational
Panel Study (NEPS), see Blossfeld et al. (2011a). The NEPS data map the educational
trajectories of more than 60,000 individuals in total. The data set consists of a multi-
cohort sequence design and covers six age groups, called “starting cohorts”: new-
borns and their parents, pre-school children, children in school grades 5 and 9, col-
lege freshmen students, and adults. Within each starting cohort the data are orga-
nized in a longitudinal manner, i.e., individuals are interviewed repeatedly. For each
starting cohort, the interviews cover extensive information on competence develop-
ment, learning environments, educational decisions, migrational background, and
socioeconomic outcomes.

We aim at analyzing longer term effects of college education and, therefore, restrict
the analysis to the “adults starting cohort”. For this age group six waves are available
with interviews conducted between 2007/2008 (wave 1) and 2013 (wave 6), see LIfBi
(2015). Moreover, the NEPS includes detailed retrospective information on the ed-
ucational and occupational history as well as the living conditions at the age of 15
– about three years before individuals decide for higher education. From the origi-
nally 17,000 respondents in the adults starting cohort, born between 1944 and 1989,
we exclude observations for four reasons: First, we focus on individuals from West
Germany due to the different educational system in the former German Democratic
Republic (GDR), thereby dropping 3,500 individuals living in the GDR at the age of the
college decision. Second, to allow for long term effects we make a cut-off at college
attendance before 1990 and drop 2,800 individuals who graduated from secondary
school in 1990 or later. Third, we drop 1,000 individuals with missing geographic in-
formation. An attractive (and for our analysis necessary) feature of the NEPS data
is that they include information on the district (German Kreis) of residence during
secondary schooling which is used in assigning the instrument in the selection equa-
tion. The fourth reason for losing observations is that the dependent variables are not
available for each respondent, see below. Our �nal sample includes between 2,904
and 4,813 individuals, depending on the outcome variable.

The explanatory variable “college degree” takes on the value 1 if an individual has
any higher educational degree, and 0 otherwise. Dropouts are treated as all other in-
dividualswithout college education. More than one fourth of the sample has a college
degree, while three fourths do not.

4.4.2 Dependent variables

Wages
Thedata set covers awide rangeof individual employment information suchasmonthly
income and weekly hours worked. We calculate the hourly gross wage for 2013 (wave
6) by dividing the monthly gross labor market income by the actual weekly working
hours (including extra hours) times the average number of weeks per month, 4.3. A
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similar strategy is, e.g., applied by Pischke and vonWachter (2008) to calculate hourly
wages using German data.

For this outcome variable, we restrict our sample to individuals in working age up
to 65 years and drop observations with hourly wages below 5 Euros and above the
99th quantile (77.52 Euros) as this might result from misreporting. Table 4.2 reports
descriptive statistics and reveals considerably higher hourly wages for individuals
with college degree. The full distribution of wages (and the other outcomes) for both
groups is shown in Figure 4.7 in the Appendix. In the regression analysis we use log
gross hourly wages.

Table 4.2: Descriptive statistics dependent variables

(1) (2) (3) (4) (5) (6)

Gross
hourly
wage

Health measure Cognitive ability component

PCS MCS
Read. Read. Math
speed comp. liter.

Observations 3, 378 4, 813 4, 813 3, 995 4, 576 2, 904
with college degree (in %) 31.0 28.1 28.1 27.8 28.1 28.0

Raw values
Mean with degree 27.95 53.31 51.15 39.69 29.76 13.37
Mean without degree 19.35 50.39 50.53 35.99 22.75 9.36
Maximum possible value – –a 100 100 51 39 22

Transformed values
Mean with degree 3.25 0.23 0.04 0.32 0.63 0.61
Mean without degree 2.88 −0.09 −0.02 −0.12 −0.25 −0.24

Notes: Own calculations based on NEPS-Starting Cohort 6 data. Gross hourly wage given in Euros. Gross
hourly wage is transformed to its log value, the other variables are transformed in units of standard deviation
with mean 0 and standard deviation 1.

a The gross hourly wage is truncated below at 5 Euros and above at the highest quantile (77.52 Euros).
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Health
Two variables from the health domain are used as outcome measures: the Physical
Health Component Summary Score (PCS) and the Mental Health Component Sum-
mary Score (MCS), both from 2011/2012 (wave 4).16 These summary scores are based
on the SF12 questionnaire, which is an internationally standardized set of 12 items
regarding eight dimensions of the individual health status. The eight dimensions
comprise physical functioning, physical role functioning, bodily pain, general health
perceptions, vitality, social role functioning, emotional role functioning and mental
health. A scale ranging from 0 to 100 is calculated for each of these eight dimen-
sions. The eight dimensions or subscales are then aggregated to the twomain dimen-
sions mental and physical health, using explorative factor analysis (Andersen et al.,
2007). For our regression analysis, we standardize the aggregated scales (MCS and
PCS) to have mean 0 and standard deviation 1, where higher values indicate better
health. Columns (2) to (3) of Table 4.2 report sample means of the health measures
across individuals by college graduation. Thosewith college degree have, on average,
a better physical health score. With respect to mental health, both groups differ only
marginally.

Cognitive abilities
Cognitive abilities summarize the “ability to understand complex ideas, to adapt ef-
fectively to the environment, to learn from experience, to engage in various forms of
reasoning, to overcome obstacles by taking thought” (American Psychological Asso-
ciation, 1995), where the sum of these abilities is referred to as intelligence. Psychol-
ogists distinguish several concepts of intelligence with different cognitive abilities.
However, they all include measures of verbal comprehension, memory and recall as
well as processing speed.

Although comprehensive cognitive intelligence tests take hours, a growing number
of socioeconomic surveys includes much shorter proxies that measure speci�c skill
components. The short ability tests are usually designed by psychologists and the re-
sults are highly correlated with the results of more comprehensive intelligence tests
(cf. Lang et al., 2007, for a comparison of cognitive skill tests in the German Socio-
economic Panel with larger psychological test batteries). The NEPS includes three
kinds of competence tests which cover various domains of cognitive functioning:
reading speed, reading competence, and mathematical competence.17 All compe-
tence tests were conducted once in 2010/2011 (wave 3) or 2012/2013 (wave 5), respec-
tively, as paper and pencil tests under the supervision of a trained interviewer and
the test language was German.

The �rst testmeasures reading speed.18 The participants receive a booklet consisting
of 51 short true-or-false questions and the test duration is 2 minutes. Each question
has between 5 and 18 words. The participants have to answer as many questions as

16The working paper version also considers health satisfaction with results very similar to PCS
(Kamhöfer et al., 2015).

17For a general overview over test designs and applications in the NEPS, see Weinert et al. (2011).
18The testmeasures the “assessment of automatized reading processes”, where a “low degree of au-

tomation in decoding [...] will hinder the comprehension process”, i.e., understanding of texts (Zim-
mermann et al., 2014, p.1). The test was newly designed for NEPS but based on the well-established
Salzburg reading screening test design principles (LIfBi, 2011).



4.4. DATA 155

possible in the given window. The test score is the number of correct answers. Since
the test aims at the answering speed, the questions only deal with general knowledge
and use easy language. One question/statement, for example, reads “There is a bath
tub in every garage.” The mean number of correct answers in our estimation sample
is 39.69 (out of 51) for college graduates and 35.99 for others, see Table 4.2. For more
information, see Zimmermann et al. (2014).

The reading competence testmeasures understandingof texts. It lasts 28minutes and
covers 32 items. The test consists of three different tasks. First, participants have to
answer multiple choice questions about the content of a text, where only one out of
four possible answers is right. In a decision-making task, the participants are asked
whether statements are right or wrong according to the text. In a third task, partici-
pants need to assign possible titles out of a list to sections of the text. The test includes
several types of texts, e.g., comments, instructions, and advertising texts (LIfBi, 2011).
Again, the test score re�ects the number of correct answers. Participantswith college
degree score on average 29.76 and without 22.75 (out of 39).19

The mathematical literacy test evaluates “recognizing and [...] applying [of] mathe-
matics in realistic, mainly extra-mathematical situations” (LIfBi, 2011, p.8). The test
has 22 items and takes 28minutes. It follows the principle of the OECD-PISA tests and
consists of the areas quantity, space and shape, change and relations, as well as data
and change, and measures the cognitive competencies in the areas of application of
skills, modelling, arguing, communicating, representing, as well as problem solving;
see LIfBi (2011). Individuals without college degree score on average 9.36 (out of 22)
and persons who graduated from college receive 4 points more.

Due to the rather long test duration given the total interview time, not every respon-
dent had to do all three tests. Similarly to the OECD-PISA tests for high school stu-
dents, individuals were randomly assigned a booklet with either all three or two out
of the three tests. 3,995 individuals did the reading speed test, 4,576 the reading com-
petence test, and 2,904 math. Since the tests measure different competencies that
refer to distinct cognitive abilities, we may not combine the different test scores into
an overall score but give the results separately (see Anderson, 2007).

4.4.3 Control variables

Individuals in our sample made their college decision between 1958 and 1990. The
NEPS allows us to consider important socioeconomic characteristics that probably
affect both the college education decision as well as the outcomes today (variables
denoted with X in Section 4.3). This is general demographic information such gen-
der, migrational background, and family structure, parental characteristics like par-
ent’s educational background. Moreover, we include two blocks of controls that were
determined before the educational decision was made. Pre-college living conditions
include family structure, parental job situation andhousehold incomeat the age of 15,
while pre-college education includes educational achievements (number of repeated
grades and secondary school graduation mark).

19The total number of possible points exceeds 32 because some items were worth more than one
point.
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Table 4.8 in the Appendix provides more detailed descriptions of all variables and
reports the samplemeans by treatment status. Apart fromhigherwages, abilities and
a better physical health status (as seen in Table 4.2), individuals with a college degree
aremore likely to bemales from an urban district without amigrational background.
Moreover, they are more likely to have healthy parents (in terms of mortality). Other
variables seem to differ less between both groups. We also account for cohort effects
of mother and father, district �xed effects as well as district-speci�c time trends (see
Mazumder, 2008, and Stephens and Yang, 2014, for the importance of the latter).

4.4.4 Instrument

The processes of college expansion discussed in Section 4.2.2 probably shi�ed indi-
viduals also with a lower desire to study into college education. Such powerful exoge-
nous variation is bene�cial for our approach as we try to identify the MTE along the
distribution of the desire to study. We assign each individual the college availability
as instrument (that is, a variable in Z but not in X). In doing so, we use the infor-
mation on the district of the secondary school graduation and the year of the college
decision, which is the year of secondary school graduation. The district – there are
326 districts in West Germany – is either a city or a certain rural area.

The question is how to exploit the regional variation in openings and spots most ef-
�ciently as it is almost infeasible to control for all distances to all colleges simulta-
neously. Our approach to this question is to create an index that best re�ects the
educational environment in Germany and combines the distance with the number of
college spots:

Zit =
326

∑
j

K(distij)×
(

#studentsjt

#inhabitantsjt

)
. (4.7)

The college availability instrument Zit basically includes the total number of college
spots (measured by the number of students) per inhabitant in district j (out of the
326 districts in total) individual i faces in year t weighted by the distance between
i’s home district and district j. Weighting the number of students by the population
of the district takes into account that districts with the same number of inhabitants
might have colleges of a different size. This local availability is then weighted by the
Gaussian kernel distance K(distj) between the centroid of the home district and the
centroid of district j. The kernel puts a lot of weight to close colleges and a very small
weight to distant ones. Since individuals can choose between many districts with
colleges, we calculate the sum of all district-speci�c college availabilities within the
kernel bandwidth. Using a bandwidth of 250km, this basically amounts to K(distj) =
φ(distj/250) where φ is the standard normal pdf. While 250km sounds like a large
bandwidth, this implies that colleges in the same district receive aweight of 0.4, while
the weight for colleges that are 100km away is 0.37, but it is reduced to 0.24 for 250km.
Colleges that are 500km away only get a very lowweight of 0.05. A smaller bandwidth
of, say, 100kmwouldmean that already colleges that are 250km away receive aweight
of 0.02 which implies the assumption that individuals basically do not take them into
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account at all. Most likely this does not re�ect actual behavior. As a robustness check,
however, we carry out all estimations with bandwidths between 100 and 250km and
the results are remarkably stable, see Figure S.C1 in the Supplementary Materials.
Table 4.3 presents the descriptive statistics. We also provide background information
on certain descriptive measures on distance and student density.

Table 4.3: Descriptive statistics of instruments and background information

(1) (2) (3) (4)

Statistics

Mean SD Min Max

Instrument: College availability 0.459 0.262 0.046 1.131

Background information on college availability (implicitly included in the instrument)

Distance to nearest college 27.580 26.184 0 172.269
At least one college in district 0.130 0.337 0 1
Colleges within 100km 5.860 3.401 0 16
College spots per inhabitant within 100km 0.034 0.019 0 0.166

Notes: Own calculations based on NEPS-Starting Cohort 6 data and German Statistical Yearbooks
1959–1991 (German Federal Statistical Of�ce, various issues, 1959–1991). Distances are calculated as
the Euclidean distance between two respective district centroids.

The instrument jointly uses college openings and increases in size. Size is measured
in enrollment as there is no available information on actual college spots. This might
be considered worrisome as enrollmentmight re�ect demand factors that are poten-
tially endogenous. While we believe that this is not a major problem as most study
programs in the colleges where used to capacity, we also, as a robustness check, ne-
glect information on enrollment andmerely exploit information on college openings
by using

Zit =
326

∑
j

K(distij)× 1[college avaiablejt] (4.8)

where 1[·] is the indicator function. The results when using this instrument are com-
parable, with minor differences, to those from the baseline speci�cation as shown
in Figure 4.8 in the Appendix. Certainly, the overall �ndings and conclusions are not
affected by this choice. We prefer the combined instrument as this uses information
from both aspects of the educational expansion.

4.5 Results

4.5.1 OLS

Although we are primarily interested in analyzing the returns to college education
for the marginal individuals, we start with ordinary least squares (OLS) estimations
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as a benchmark. Column (1) in Table 4.4, Panel A, reports results for hourly wages,
columns (2) and (3) for the two healthmeasures, while columns (4) to (6) do the same
for the three measures of cognitive abilities. Each cell reports the coef�cient of col-
lege education from a separate regression. A�er conditioning on observables, in-
dividuals with a college degree earn approximately 28 % higher wages, on average.
While PCS is higher by around 0.3 of a standard deviation – recall that all outcomes
but wages are standardized –, there is no signi�cant relation with MCS. Individuals
with a college degree read, on average, 0.4 SD faster than those without college edu-
cation. Moreover, they approximately have a by 0.7 SD better text understanding and
mathematical literacy. All in all, the results are pretty much in line with the differ-
ences in standardizedmeans as shown in Table 4.2, slightly attenuated, however, due
to the inclusion of control variables.

Table 4.4: Regression results for OLS and �rst stage estimations

(1) (2) (3) (4) (5) (6)

Gross
hourly
wage

Health measure Cognitive ability component

PCS MCS
Read. Read. Math
speed comp. liter.

Panel A: OLS results

College degree 0.277∗∗∗ 0.277∗∗∗ 0.003 0.398∗∗∗ 0.729∗∗∗ 0.653∗∗∗

(0.019) (0.033) (0.036) (0.037) (0.032) (0.044)

Panel B: 2SLS �rst-stage results

College availability 2.368∗∗∗ 2.576∗∗∗ 2.576∗∗∗ 2.521∗∗∗ 2.327∗∗∗ 2.454∗∗∗

(0.132) (0.122) (0.122) (0.132) (0.119) (0.159)

Observations 3,378 4,813 4,813 3,995 4,576 2,904

Notes: Own calculations based on NEPS-Starting Cohort 6 data. Regressions also include a full set of control
variables as well as year-of-birth and district �xed effects, and district-speci�c linear trends. District clustered
standard errors in parentheses; ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Panel B of Table 4.4 reports the �rst stage results of the 2SLS estimations. The coef�-
cients of the instrument point into the expected direction and are individually signi�-
cant. As to be expected, they barely change across the outcome variables (as the �rst-
stage speci�cations only differ in the number of observations across the columns).

In order to get a feeling for the effect size of college availability in the �rst-stage, we
consider, as an example, the college opening in the city of Essen in 1972. In 1978,
about 11,000 students studied there. To illustrate the effect of the opening, we as-
sume a constant population size of 700,000 inhabitants. The kernel weight of new
spots in the same district is 0.4 (= K(0)). According to Equation (4.7), the instrument
value increases by 0.006 (rounded). Given the coef�cient of college availability of 2.4,
an individual who made the college decision in Essen in 1978 had a 1.44 percentage
points higher probability to go to college due to the opening of the college in Essen
(compared to an individual who made the college decision in 1971). This seems to be



4.5. RESULTS 159

a plausible effect. The effect of the college opening in Essen on individuals who live
in districts other than Essen is smaller, depending on the distance to Essen.

4.5.2 Marginal treatment effects

Figure 4.3a shows the distribution of the propensity scores used in estimating the
MTE by treatment and control group. They are obtained by logit regressions of the
college degree on all Z and X variables. Full regression results of the �rst and the
second stage of the 2SLS estimations are reported in the Supplementary Materials.
For both groups, the propensity score varies from 0 to about 1. Moreover, there is
a common support of the propensity score almost on the unit interval. Variation in
the propensity score where the effects of the X variables are integrated out is used to
identify local effects.

This variation is presented in Figure 4.3b. It shows the conditional support of Pwhen
the in�uence of the linear X-index of observables on the propensity score is inte-
grated out (

∫
fP(Z,X)dX). Here, the support ranges nearly from 0 to 0.8 only caused by

variation in the instrument – the identifying variation. This is important in the semi-
parametric estimation since it shows the regions in which we can credibly identify
(conditional on our assumptions) marginal effects without having to rely on inter- or
extrapolations to regions where we do not have identifying variation.
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Figure 4.3: Distribution of propensity scores
Notes: Own illustration based on NEPS-Starting Cohort 6 data. The le� panel shows the propensity score (PS) density by treat-
ment status. The right panel illustrates the joint PS density (dashed line). The solid line shows the PS variation solely caused
by variation in Z, since the X-effects have been integrated out. Further note that in the right panel the densities were both
normalized such that they sum up to one over the 250 points where we evaluate the density.

We calculate the MTE using a local linear regression with a bandwidth that ranges
from 0.10 to 0.16 depending on the outcome variable.20 We calculate the marginal
effects along the quantiles UD by evaluating the derivative of the treatment effect
with respect to the propensity score (see Equation (4.6) in Section 4.3).

20We assess the optimal bandwidth in the local linear regression using Stata’s lpoly rule of thumb.
Our results are also robust to the inclusion of higher order polynomials in the local (polynomial) re-
gression. The optimal, exact bandwidths are: wage 0.10, PCS 0.13, MCS 0.16, reading competence 0.10,
for reading speed 0.11, math score 0.12.
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Figure 4.4 shows the MTE for all outcome variables. The upper le� panel presents
the MTE for wages. We �nd that individuals with low values of UD have the highest
monetary returns to college education. Low values of UD mean that these are the
individuals who are very likely to study as already small values of P(z) exceedUD, see
the transformed choice equation in Section 4.3. The returns are close to 80% for the
smallest values of UD and then approach 0 at UD ≈ 0.7. Thus, we tend to interpret
these �ndings as clear and strong positive returns for the 70% of individuals with
the highest desire to study, while there is no clear evidence for any returns for the
remaining 30%. Hence, there is obviously selection into gains with respect to wages,
where individuals with higher (realized) returns self-select intomore education. This
re�ects the notion that individuals make choices based on their expected gains.

The curve of marginal treatment effects resembles the one found by Carneiro et al.
(2011) for the US with the main difference that we do not �nd negative effects (but
just zero) for a part of the distribution. The effect sizes are also comparable although
ours are somewhat smaller. For instance, Carneiro et al. (2011) �nd highest returns of
28% per year of college, while we �nd 80% for the college degree which, on average,
takes 4.5 years to be earned.

What could explain these wage returns? Two potential channels of higher earnings
could be better cognitive skills and/or better health due to increased education. The
�ndings on skills and health that we discuss in the following could, thus, be read as
investigations into mechanisms for the positive wage returns. However, at least for
health, thiswould only be onepotential interpretation as healthmight also be directly
affected by income.

The right column of Figure 4.4 plots the results for cognitive skills. The distribution
ofmarginal treatment effects is remarkably similar to the one for wages. We see that,
also in terms of cognitive skills, not everybody bene�ts from more education. Some
individuals, again those with high desire to study, strongly bene�t, while the effects
approach zero for individuals with UD > 0.6. This holds for reading speed, reading
competence, as well as mathematical literacy. The largest returns are as high as 2
to 3 standard deviations, again, for the small group with highest college readiness
only. Thus, we observe the same selection into gains as with wages and the �ndings
could be interpreted as returns to cognitive abilities from education being a potential
pathway for positive earnings returns.

The �ndings are somewhat different for health, as seen in the lower le� part of Figure
4.4. First of all, the returns are much more homogeneous then those for wages and
skills. While there is still someheterogeneity in returns to physical health (though to a
smaller degree than before) returns are completely homogeneous for mental health.
Moreover, the returns are zero throughout for mental health. Physical health effects
are positive (although not always statistically signi�cant) for around 75% of the indi-
viduals while they are close zero for the 25% with the lowest desire to study.

The main �ndings of this paper can be summarized as follows:

- Education leads to higher wages and cognitive abilities for the same approx.
60% of individuals. This can also be read as suggestive evidence for cognitive
abilities being a channel for the effect of education on wages.
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Figure 4.4: Marginal Treatment Effects for cognitive abilities and health
Notes: Own illustration based on NEPS-Starting Cohort 6 data. For gross hourly wage, the log value is taken. Health and cogni-
tive skill outcomes are standardized to mean 0 and standard deviation 1. The MTE (vertical axis) is measured in logs for wage
and in units of standard deviations of the health and cognitive skill outcomes. The dashed lines give the 95% con�dence in-
tervals based on clustered bootstrapped standard errors with 200 replications. Calculations based on a local linear regression
where the in�uence of the control variables was isolated using a semiparametric Robinson estimator (Robinson, 1988) for each
outcome variable. The optimal, exact bandwidths for the local linear regressions are: for wage 0.10, PCS 0.13, MCS 0.16, reading
competence 0.10, for reading speed 0.11, math score 0.12.

- Education does not pay off for everybody. However, in no case are the effects
negative. Thus, education does never harm in terms of gross wages, skills and
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health. (Obviously, this view only considers potential bene�ts and disregards
costs - thus, net bene�ts might well be negative for some individuals.)

- There are clear signs of selection into gains. Those individuals who realize the
highest returns to education are those who are most ready to take it.

With policy initiatives such as the “Higher Education Pact 2020” Germany continu-
ously increases participation in higher education in order to meet OECD standards
(see OECD, 2015b,a). Our results imply that this might not pay off, at least in terms of
productivity (measured by wages), cognitive abilities, and health. Without fully sim-
ulating the results of further increased numbers of students in Germany, it is save
to assume that additional students would be those with higher values of UD as those
with the high desire to study are in large parts already enrolled. But these additional
students are the ones that do not seem to bene�t from college education. However,
this projection needs to be taken with a grain of salt as our �ndings are based on
education in the 1960s to 1980s and current education might yield different effects.

We carry out two kinds of robustness checks with respect to the de�nition of the in-
strument (see Section 4.4.4). Figure 4.8 in the Appendix reports the �ndings when the
instrument de�nition does not consider the increases in college size. TheMTE curves
do not exactly stay the same as before but themain conclusions are unchanged. Wage
returns are slightly more homogeneous. The results for reading competence and
mathematical literacy are virtually the samewhile for reading speed homogeneously
positive effects are found. However, the con�dence bands of the curves for both def-
initions of the instrument widely overlap. This also holds for the health measures.
The MTE curve for MCS is slightly shi�ed upwards and the one for PCS is more ho-
mogeneous but the difference in the curves across both kinds of instruments are not
signi�cant. While the likelihood that two valid instruments exactly deliver the same
results is fairly low in any application (and basically zero when so many points are
evaluated as is the case here), the broad picture that leads to the conclusions above
is invariant to the change in the instrument de�nition.

In the SupplementaryMaterials C,we report the results of robustness checkwherewe
use different kernel bandwidths to weight the college distance (bandwidths between
100km and 250km). Here the differences are indeed widely absent. Although the
condensationof college availability inEquation (4.7) seems somewhat arbitrary, these
robustness checks show that the speci�cation of the instrument does not affect our
conclusions.

4.5.3 Treatment parameters

Table 4.5 reports the conventional treatment parameters estimated using the MTE
and the respective weights as described above and more formally derived and ex-
plained in, for example, Heckman et al. (2006b). In particular, we calculate the aver-
age treatment effect (ATE), the average treatment effect on the treated (ATT), the av-
erage treatment effect on the untreated (ATU) and the local average treatment effect
(LATE). The estimated weights applied to the returns for each UD on the MTE curve
are shown in Figure 4.5. Whereas the local average treatment effect is an average
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effect weighted by the conditional density of the instrument, the ATT (vice versa for
the ATU) for example gives more weight to those individuals that select already into
higher education at lowUD values (indicating low intrinsic reluctance for higher edu-
cation). The reason is that their likelihood of being in any ‘treatment group’ is higher
compared to individuals with higher values ofUD. The ATE places equal weight over
the whole support.

In all cases but mental health and reading speed, the LATE parameters in column (4)
approximately double compared to the OLS estimates. Increasing local average treat-
ment effects (compared to OLS) seem to be counterintuitive as one o�en expects OLS
to overestimate the true effects. Yet, this is not an uncommon �nding and in a world
with heterogeneous effects o�en explained by the group of compliers that potentially
has higher individual treatment effects than the average individual (Card, 2001). This
is directly obvious by comparing the LATE to column (1) which is another indica-
tion of selection into gains. Regarding the other treatment parameters, the LATE lies
within the range of the ATT and the ATU.

Note that these are the “empirical”, conditional-on-the-sample parameters as calcu-
lated in Basu et al. (2007), that is, the treatment parameters conditional on the com-
mon support of the propensity score. The population ATE, however, would require
full support on the unity interval.21 As depicted in Figure 4.3, we do not have full
support in the data at hand. Although we observe individuals with and without col-
lege degree for most probabilities to study, we cannot observe an individual with a
probability arbitrarily close to 100% without college degree (and arbitrarily close to
0% with a degree). Instead, the parameters in Table 4.5 were computed using the
marginal treatment effects on the common support only. However, as this reaches
from 0.002 to 0.969 it seems fair to say that this probably comes very close to the true
parameters.

Table 4.5 is informative in particular for two reasons. First, it boils down the MTE
to single numbers such that the average effect size immediately becomes clear. And,
second, differences between the parameters again emphasize the role of effect het-
erogeneity. Together with the bootstrapped standard errors the table reveals that
the ATT and the ATU structurally differ from each other for all outcomes but men-
tal health. Hence, the treatment group of college graduates seems to bene�t from
higher education in terms of wages, skills, and physical health compared to the non-
graduates. One reason is that they might choose to study because of their idiosyn-
cratic skill returns. Yet, it is also likely to be windfall gains that go along with mone-
tary college premiums that the decisionwasmore likely to be based on. Nonetheless,
this also is evidence for selection into gains.

The effect sizes for all (ATE), for the university degree subgroup (ATT), and for those
without higher education (ATU) in Table 4.5 capture the overall returns to college ed-
ucation, not the per-year effects. On average, the per-year effect is approximately
the overall effect divided by 4.5 years (the regular time it takes to receive a Diplom
degree), if we assume linear additivity of the yearly effects. The per-year effects for

21The ATTwould require for every college graduate in the population a non-graduate with the same
propensity score (including 0%). For the ATU one would need the opposite: a graduate for every non-
graduate with the same Propensity Score including 100%.
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Table 4.5: Estimated treatment parameters for main results

(1) (2) (3) (4)

Treatment parameter

ATE ATT ATU LATE

Main outcomes:

Log gross wage 0.43 0.59 0.36 0.49
(0.06) (0.07) (0.07) (0.05)

PCS 0.45 0.86 0.29 0.55
(0.13) (0.13) (0.16) (0.09)

MCS 0.10 0.09 0.10 0.05
(0.10) (0.12) (0.13) (0.08)

Reading competence 1.10 1.88 0.78 1.18
(0.13) (0.15) (0.16) (0.08)

Reading speed 0.72 1.17 0.54 0.70
(0.14) (0.15) (0.18) (0.11)

Mathematical literacy 1.11 1.56 0.93 1.13
(0.17) (0.21) (0.19) (0.14)

Notes: Own calculations based on NEPS-Starting Cohort 6 data. The MTE is estimated with a semi-
parametric Robinson estimator. The LATE is estimated using the IV weights depicted in Figure 4.5.
Therefore, the LATE in this table deviates slightly from corresponding 2SLS estimates. Standard error
estimated using a clustered bootstrap (at district level) with 200 replications.
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Figure 4.5: Treatment parameter weights conditional on the propensity score
Notes: Own illustration based on NEPS-Starting Cohort 6 data. Weights were calculated using the entire sample of 8,672 obser-
vations for that we have instrument and control variable information in spite of availability of the outcome variable.

mathematical literacy and reading competence are about 25% of a standard devia-
tion for all parameters. For reading speed the effects are around 15% of an SD, while
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the wage effects are around 10%. These effects are of considerable size, yet slightly
smaller than those found in the previous literature on different treatments and, im-
portantly, different compliers. For instance, ability returns to an additional year of
compulsory schooling were found to be up to 0.5 SD (see, e.g., Banks and Mazzonna,
2012).

To get an idea of the total effect of college education on, say, math skills, the follow-
ing example might help. If you start at the median of the standardized unconditional
math score distribution (Φ(0) = 50%), the average effect of 1.11 of a standard devia-
tion, all other things the same, will make you end up at the 87% quantile of that dis-
tribution (Φ(0 + 1.11) = 87%) – in the thought experiment of being the only treated
in the peer group.

As suggested by the pattern of themarginal treatment effects in Figure 4.4, the health
returns to higher education are smaller than the skill returns, still they are around
10%of an SDper year (except for the zero effect onmental health). Given the previous
literature, the results seem reasonable.

Regarding statistical signi�cance of the effects, note thatweuse several outcomevari-
ables and potentially run into multiple testing problems. Yet, we refrain from taking
this into account by a complex algorithm that also accounts for the correlation of the
six outcome variables and argue the following way: All ATEs and ATTs are highly sta-
tistically signi�cant. Thus, our multiple testing procedure with six outcomes should
not be a major issue. Even with a most conservative Bonferroni correction, critical
values for statistical signi�cance at the 5% level would increase from 1.96 to 2.65 and
would not change any conclusions regarding signi�cance.22

4.6 Potential mechanisms for health and cognitive abil-
ities

In this section,we investigate the role of potentialmechanisms throughwhich college
education may work. It is likely to affect the observed level of health and cognitive
abilities through the attained stock of health capital and the cognitive reserve – the
mind’s ability to tolerate brain damage (Stern, 2012; Meng and D’Arcy, 2012).

There are probably three channels through which education affects long-run health
and cognitive abilities:

- in college: a direct effect from education;

- post-college: a diminished age-related decline in health and skills due to the
higher health capital/cognitive reserve attained in college (e.g., the “cognitive
reserve hypothesis”, Stern et al., 1999);

- post-college: different healthbehavior or different jobs that are less detrimental
to health and more cognitively demanding (Stern, 2012).

22Also taking into account the outcomes from Section 6 and assuming that we test 18 times would
increase the critical value to 2.98 in the (overly conservative) Bonferroni-correction.
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The post-college mechanisms that compensate for the decline also contain implicit
multiplying factors like complementarities and self-productivity, seeCunhaet al. (2006)
and Cunha and Heckman (2007). The NEPS data include various job characteris-
tics and health behaviors that potentially reduce the age-related skill/health decline.
However, the data neither allow us to disentangle these components empirically (i.e.,
observing changes in one channel that are exogenous from other channels) nor to
analyze how the effect on the mechanism causally maps into higher skills or better
health (as for example in Heckman et al., 2013). Thus, it should be noted that this
sub-analysis is merely suggestive and by no means a comprehensive analysis on the
mechanisms of the effects found in the previous section. Moreover, the following
analysis focusses on the potential channel of different jobs and health behavior. It
does the same as before (same controls, same estimation strategy and instrument)
but replaces the outcome variables by the indicators of potential mechanisms.

Cognitive abilities
The main driving force behind skill formation a�er college might lie in activities on
the job. When individualswith college educationengage inmore cognitively demand-
ing activities, e.g., more sophisticated jobs, this might mentally exercise their minds
(Rohwedder andWillis, 2010). This effect of mental training is sometimes referred to
as use-it-or-lose-it hypothesis, see Rohwedder andWillis (2010) or Salthouse (2006). If
such an exercise effect leads to alternating brain networks that “may compensate for
the pathological disruption of preexisting networks” (Meng and D’Arcy, 2012, p.2),
a higher demand for cognitively demanding tasks (as a result of college education)
increases the individual’s cognitive capacity.

In order to investigate if amore cognitively demanding jobmight be a potentialmech-
anism (as, e.g., suggestedbyFisher et al., 2014), weuse informationon the individual’s
activities on the job. All four outcome variables considered in this subsection are bi-
nary, their de�nitions, sample means effects of college education are given in Table
4.6. For the sake of brevity we focus on the most relevant treatment parameters here
and do not discuss the MTE curvatures.

College education has strong effects on all four outcomes. It increases the likelihood
to be in a job that requires calculating with percentages and fractions, that involves
reading or writing and in which individuals o�en learn new things. The effect sizes
are very large which is not too surprising as many of the jobs that entail these men-
tally demanding tasks require a college diploma as a quasi-formal condition of em-
ployment.

Moreover, as observed before, there seems to be effect heterogeneity here as well
and selection into gains as all average treatment effects on the treated are larger
than the treatment effects on the untreated (except for the case of readingmore than
two hours). The differences are particularly strong for writing and for learning new
things. All in all, the �ndings suggest that cognitively more demanding jobs due to
college education might play a role in explaining long-run cognitive returns to edu-
cation. Note again, however, that these �ndings are only suggestive evidence for a
causal mechanism. It might as well be that it is the other way around and the cogni-
tive abilities attained in college induce a selection into these job types.
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Table 4.6: Potential mechanisms for cognitive skills

De�nition
Sample Parameter

mean ATE ATT ATU

Math: percentages =1 if job requires calculating with percentages 0.711 0.20 0.23 0.19
and fractions (0.06) (0.07) (0.07)

Reading =1 if respondent o�en spends more than 2 0.777 0.23 0.30 0.30
hours reading (0.03) (0.03) (0.04)

Writing =1 if respondent o�en writes more than 1 page 0.704 0.39 0.64 0.29
(0.07) (0.09) (0.07)

Learning new things =1 if respondent reports to learn new things 0.671 0.22 0.31 0.18
o�en (0.07) (0.09) (0.07)

Notes: Own calculations based on NEPS-Starting Cohort 6 data. De�nitions are taken from the data manual. Standard error
estimated using a clustered bootstrap (district level) and reported in parentheses.

Health
Concerning thehealthmechanisms,we study job-related effects and effects onhealth
behavior. The NEPS data cover engagement in several physical activities on the job,
e.g.,: working in a standing position, working in an uncomfortable position (like
bending o�en), walking or cycling long distances, or carrying heavy loads. Table 4.7
reports de�nitions, samplemeans and effects. The binary indicators are coded as 1 if
the respondent reports to engage in the activity (and 0 otherwise) in the upper panel
of the table.

We �nd that college education reduces the probability of engaging in all four physi-
cally demanding activities. Again, the estimated effects are very large in size, imply-
ing that it is the college diploma that quali�es for a white-collar of�ce-job position.
These effects might explain why we �nd physical health effects of education and are
in line with the absence of mental health effects. White-collar jobs are usually less
demanding with respect to physical health but not at all less stressful.

Besides physical activities on the job, health behaviors may be considered as an im-
portant dimension of the general formation of health over the life-cycle, see Cutler
and Lleras-Muney (2010). To analyze this, we resort to the following variables in our
data set: a binary indicator for obesity (body mass index exceeds 30) as a compound
lifestyle measure andmore direct behavioral variables like an indicator for smoking,
the amount of alcohol consumption (1 if at least three or more drinks when consum-
ing alcohol), as well as physical activity measured by an indicator of having taken
any sport exercise in the previous 3 months. The lower panel in Table 4.7 reports the
sample means and treatment effects.

College education leads to a decrease in the probability of being obese, but increases
the probability of smoking. This is in line with LATE estimates of the effect of col-
lege education in the US of Grimard and Parent (2007) and de Walque (2007). Col-
lege education also seems to negatively affect alcohol consumption and increases
the likelihood to engage in sport exercise. Again, the effect sizes are large, if not as
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Table 4.7: Potential mechanisms for health

De�nition
Sample Parameter

mean ATE ATT ATU

Physically demanding activities on the job

Standing position =1 if o�en working in a standing position for 0.302 -0.37 -0.56 -0.30
2 or more hours (0.07) (0.09) 0.08)

Uncomfortable pos. =1 if respondent needs to bend, crawl, lie 0.190 -0.20 -0.37 -0.13
down, keen or squat (0.05) (0.06) (0.06)

Walking =1 if job o�en requires walking, running 0.242 -0.39 -0.56 -0.32
or cycling (0.06) (0.07) (0.07)

Carrying =1 if o�en carrying a load of at least 10 kg 0.182 -0.40 -0.50 -0.37
(0.05) (0.05) (0.05)

Health behaviors

Obesity =1 if Body Mass Index (=weight in kg/height 0.155 -0.08 -0.15 -0.05
in m2) > 30 (0.04) (0.05) (0.05)

Smoking =1 if currently smoking 0.270 -0.18 -0.23 -0.16
(0.06) (0.06) (0.07)

Alcohol amount =1 if three or more drinks when consuming 0.187 -0.14 -0.13 -0.14
alcohol (0.05) (0.06) (0.06)

Sport =1 if any sporting exercise in the previous 0.717 0.16 0.31 0.10
3 months (0.07) (0.07) (0.09)

Notes: Own calculations based on NEPS-Starting Cohort 6 data. De�nitions are taken from the data manual. Standard error
estimated using a clustered bootstrap (at district level) and reported in parentheses.

large compared to the other potential mechanisms. Moreover, some of them are only
marginally statistically signi�cant. Taken together, college education affects poten-
tial health mechanisms in the expected direction. Again, there is effect heterogene-
ity, observable in different treatment parameters for the same outcome variables.
Since health is a high dimensional measure, the potential mechanisms at hand are of
course not able to explain the health returns to college education entirely. Neverthe-
less, the�ndings encourageus in our interpretationof the effects of college education
on physical health.

4.7 Conclusion

This paper uses the Marginal Treatment Effect framework introduced and advanced
by Björklund andMof�tt (1987) andHeckman and Vytlacil (2005, 2007) to estimate re-
turns to college education under essential heterogeneity. We use representative data
from the German National Educational Panel Study (NEPS). Our outcome measures
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are wages, cognitive abilities, and health. Cognitive abilities are assessed using state-
of-the-art cognitive competence tests on individual reading speed, text understand-
ing, andmathematical literacy. As expected, all outcome variables are positively cor-
related with having a college degree in our data set. Using an instrument that exploit
exogenous variation in the supply of colleges, we estimatemarginal returns to college
education.

The main �ndings of this paper are as follows: College education improves average
wages, cognitive abilities and physical health (but not mental health). There is het-
erogeneity in the effects and clear signs of selection into gains. Those individuals
who realize the highest returns to education are those who are most ready to take it.
Moreover, education does not pay off for everybody. While it is never harmful, we
�nd zero causal effects for around 30%-40% of the population. Thus, while college
education is bene�cial on average, further increasing the number of students – as
sometimes called for – is less likely to pay off, as the current marginal students are
thosewho aremostly in the range of zero causal effects. Potentialmechanismsof skill
returns are more demanding jobs that slow down the cognitive decline in later ages.
Regarding health we �nd positive effects of higher education on BMI, non-smoking,
sports participation and alcohol consumption.

All in all, given that the average individual clearly seems to bene�t from education
and provided that the continuing technological progress has skills becomemore and
more valuable, education should still be an answer to the technological change for
the average individual.

One limitation of this paper is that we are not able to stratify the analysis by study
subject. This is le� for future work.
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4.8 Appendix

Figures

1958 1970

1980 1990

Figure 4.6: Spatial variation of colleges across districts and over time
Notes: Own illustration based on the German Statistical Yearbooks 1959–1991 (German Federal Statistical Of�ce, various issues,
1959–1991). The maps show all 326 West German districts (Kreise, spatial units of 2009) but Berlin in the years 1958 (�rst year in
the sample), 1970, 1980, and 1990 (last year in the sample). Districts usually cover abigger city or someadministratively connected
villages. If a district has at least one college, the district is depicted darker. Only few districts have more than one college. For
those districts the number of students is added up in the calculations but multiple colleges are not depicted separately in the
maps.
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Figure 4.7: Distribution of dependent variables by college graduation
Notes: Own illustration based on NEPS-Starting Cohort 6 data.
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Figure 4.8: Sensitivity in Marginal Treatment Effects when using only the sum of the
kernel weighted college distances
Notes: Own illustrationbased onNEPS-StartingCohort 6 data. For gross hourlywage, the log value is taken. Health and cognitive
skill outcomes are standardized to mean 0 and standard deviation 1. The MTE (vertical axis) is measured in logs for wage and
in units of standard deviations of the health and cognitive skill outcomes. The dashed lines give the 95% con�dence intervals.
Calculations based on a local linear regression where the in�uence of the control variables was isolated using a semiparametric
Robinson estimator (Robinson, 1988) for each outcome variable.
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Tables

Table 4.8: Control variables and means by college degree

Variable De�nition Respondents

with w/o
college college
degree degree

General information
Female =1 if respondent is female 40.38 54.18
Year of birth (FE) Year of birth of the respondent 1959 1959
Migrational background =1 if respondent was born abroad 0.89 0.64
No native speaker =1 if mother tongue is not German 0.30 0.43
Rural district =1 if current district is rural 16.79 24.96
Mother still alive =1 if mother is still alive in 2009/10 65.38 63.83
Father still alive =1 if father is still alive in 2009/10 45.27 42.3

Pre-college living conditions
Married before college =1 if respondent got married before the year of the

college decision or in the same year
0.20 0.44

Parent before college =1 if respondent became a parent before the year of
the college decision or in the same year

0.30 0.17

Siblings Number of siblings 1.56 1.87
First born =1 if respondent was the �rst born in the family 33.73 29.01
Age 15: lived by single par-
ent

=1 if respondent was raised by single parent 5.33 5.32

Age 15: lived in patchwork
family

=1 if respondent was raised in a patchwork family 1.11 0.27

Age 15: orphan =1 if respondent was a orphan at the age of 15 0.10 0.20
Age 15: mother employed =1 if mother was employed at the respondent’s age of

15
45.93 46.87

Age 15: mother never un-
employed

=1 ifmotherwas never unemployed until the respon-
dent’s age of 15

61.24 62.29

Age 15: father employed =1 if father was employed at the respondent’s age of
15

92.46 90.73

Age 15: father never unem-
ployed

=1 if father was never unemployed until the respon-
dent’s age of 15

98.45 97.14

Pre-college education
Final school grade: excel-
lence

=1 if the overall grade of the highest school degree
was excellent

4.59 1.79

Final school grade: good =1 if the overall grade of the highest school degree
was good

31.51 25.83

Final school grade: satisfac-
tory

=1 if the overall grade of the highest school degree
was satisfactory

17.97 28.03

Final school grade: suf�-
cient or worse

=1 if the overall grade of the highest school degree
was suf�cient or worse

1.04 1.42

Repeated one grade =1 if student needed to repeat one grade in elemen-
tary or secondary school

19.97 20.51

Repeated two or more
grades

=1 if student needed to repeat two or more grades in
elementary or secondary school

2.74 1.85

Military service =1 if respondent was dra�ed for compulsorymilitary
service

28.03 23.89

Parental characteristics (M: mother, F: father)
M: year of birth (FE) Year of birth of the respondent’s mother 1930 1932

Continued on next page
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Table 4.8 – continued

Variable De�nition Respondents

with w/o
college college
degree degree

M: migrational background =1 if mother was born abroad 5.47 4.85
M: at least inter. edu =1 if mother has at least an intermediate secondary

school degree
17.97 5.95

M: vocational training =1 if mother’s highest degree is vocational training 20.86 16.18
M: further job quali�cation =1 if mother has further job quali�cation (e.g., Meis-

ter degree)
4.29 1.73

F: year of birth (FE) Year of birth of the respondent’s father 1927 1929
F: migrational background =1 if father was born abroad 6.36 5.54
F: at least inter. edu =1 if father has at least an intermediate secondary

school degree
20.86 8.09

F: vocational training =1 if father’s highest degree is vocational training 19.12 21.99
F: further job quali�cation =1 if father has further job quali�cation (e.g.,Meister

degree)
11.46 6.76

Number of observations (PCS and MCS sample) 1,352 3,461

Notes: Own calculations based on NEPS-Starting Cohort 6 data. De�nitions are taken from the data manual. Mean values refer
to the MCS and PCS sample. FE = variable values are included as �xed effects in the analysis.
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Supplementary materials

Additional information on the instrument

More information on the process of college openings

In the years immediately a�erWWII, neither political decisionmakers nor society as
a whole were concerned with higher educational affairs (Bartz, 2007). Weisser (2005)
argues that colleges have been enganged in reconstructing their facilities (and cur-
ricula) as the rest of the country but almost unnoticed by society. This changed at the
beginning of the 1960s when politicians of all parties started to doubt that the exist-
ing colleges were able cope with newly arising challenges of an increasing demand
for higher education. This increased demandwas partly driven by catch-up effect for
large parts of the population. The number of students in higher education in Ger-
many decreased by 50% between 1928 and 1938 and at the beginning of the 1960s and
educational participation in Germany was much lower than in other industrialized
countries (Picht, 1964). For other factors that increased the pressure to political deci-
sion makers to be involved in higher educational policies, consult the paper.

Various policymeasures at the national level and in the 11West German federal states
have been taken in order to address these challenges and �nally led to expansion
of higher education. A�er WWII, the existing colleges adopted their former regula-
tions from the time before the Third Reich. Because the German Empire consisted
of dozens of microstates each college had basically its own rules (Bartz, 2007). To
unify the regulations each of the federal state and the federal government passed
so-called higher education acts (Hochschulrahmengesetze) that allow them to in-
tervene in university politics between 1966 and 1967. At the same time, the states
and the federal government also established the German Council of Science and Hu-
manities (Wissenscha�srat), an advisory board for higher educational policies (Bartz,
2007). In its landmark report in 1960, the council suggested to increase the number
of professors and lectures at the existing colleges by 40% (Wissenscha�srat, 1960).
In follow-up reports, it also proposed to increase facilities of the existing colleges
and to build new colleges (Wissenscha�srat, 1966, 1970). While the suggestions of
the council have been rather broad and not binding for the state’s governments, the
states developed their own strategies to cope with the expected increase in the num-
ber of students. Examples are the (not entirely realized) Dahrendorf-Plan in the state
of Baden-Württemberg and the introduction of Gesamthochschulen (a combination
of colleges and universities of applied science) in North Rhine-Westphalia and some
other states, see Bartz (2007). The reform process went along with a public debate on
higher education among academics and in the media (see, e.g., the newspaper arti-
cles in Der Spiegel, 1967, and Die Zeit, 1967). Moreover, the discussionwas spurred by
the publication of the in�uential books “Education as Civil Right” (Bildung als Bürger-
recht, Dahrendorf, 1965) and “The German Educational Disaster” (Die deutsche Bil-
dungskatastrophe, Picht, 1964).

In order to learn more about the timing and the placement of the college construc-
tion within the states, we searched for records on the decision making process in
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the most-populated state of North Rhine-Westphalia.23 While the Council of Science
and Humanities suggested to link college openings to the expected increase in the
population (NRW, 1971b), we �nd evidence that the state’s authorities also took cri-
teria into account that were independent of the expected demand. In a report on
the founding of �ve new Gesamthochschule institutions, the Minister of Education
andResearch ofNorthRhine-Westphalia described the aimof the placement decision
as “improving the equality of educational opportunities for all potential students by
providing a suf�cient number of open spots” (NRW, 1971c, section 3.1, own transla-
tion). The minister explicitly argued that the opening of colleges in regions that had
no college before would increase the participation in (secondary and higher) educa-
tion in those regions – the new colleges would serve as “advertisement for education”
(Bildungswerbung, NRW, 1971a, section II.2.11). This reasoning is somewhat remark-
able given that decision makers expected a higher demand for college education in
cities that already had a college (NRW, 1971a). Another piece of evidence is provided
by a review of the history of the University of Bochum by Weisser (2005). Originally,
decision makers intended to open the new college in the city of Dortmund; however,
the construction site in Dortmund was found to be not suf�cient. Thus, they decided
to construct the college in the close-by city of Bochum. The decision to open a college
in Dortmundwasmade a couple of years later “in the run-up to the state’s parliament
elections” (Weisser, 2005, own translation). We do not depict the decision marking
processes for all college openings inWest-Germany, althoughwe found evidence that
the processes went o�en similarly.

In our interpretation of the evidence, the decentralized decision making processes
between the federal states and within the states introduced variation in the higher
educational expansion that is likely to be independent from a demand for higher ed-
ucation (that might be the result of low cognitive abilities or a worse health).

23For North Rhine-Westphalia, records (in German language) of parliament hearings and debates
are available online, see the references for links.
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Additional Tables and Figures

Table 4.9: Full results for logit estimation of the selection equation (mean marginal
effects)

(1) (2) (3) (4) (5) (6)

Sample for

Gross
hourly
wage

Health measure Cognitive ability component

PCS MCS Read. Read. Math
speed comp. liter.

College availability 3.133∗∗∗ 3.527∗∗∗ 3.527∗∗∗ 3.711∗∗∗ 3.050∗∗∗ 3.815∗∗∗

(0.228) (0.233) (0.233) (0.206) (0.188) (0.286)
Female −0.079∗ −0.046 −0.046 0.012 −0.056 0.011

(0.045) (0.035) (0.035) (0.038) (0.038) (0.045)
Rural district −0.050∗∗ −0.069∗∗∗ −0.069∗∗∗ −0.056∗∗∗ −0.063∗∗∗ −0.063∗∗

(0.022) (0.019) (0.019) (0.020) (0.019) (0.025)
Migrational background −0.146 0.064 0.064 −0.004 −0.051 0.116

(0.116) (0.086) (0.086) (0.074) (0.065) (0.094)
No native speaker −0.347∗∗ −0.084 −0.084 −0.051 0.049 −0.046

(0.139) (0.153) (0.153) (0.104) (0.103) (0.123)
Military service −0.101∗∗∗ −0.119∗∗∗ −0.119∗∗∗ −0.115∗∗∗ −0.108∗∗∗ −0.154∗∗∗

(0.027) (0.024) (0.024) (0.025) (0.024) (0.030)
First born 0.080∗∗∗ 0.072∗∗∗ 0.072∗∗∗ 0.076∗∗∗ 0.081∗∗∗ 0.081∗∗∗

(0.017) (0.013) (0.013) (0.014) (0.013) (0.018)
Age 15: lived by single parent −0.041 −0.010 −0.010 −0.008 −0.050 −0.009

(0.036) (0.032) (0.032) (0.033) (0.031) (0.040)
Age 15: lived in patchwork family −0.155∗∗∗ −0.136∗∗∗ −0.136∗∗∗ −0.091∗ −0.037 −0.127∗

(0.059) (0.045) (0.045) (0.050) (0.042) (0.074)
Age 15: orphan −0.089 −0.051 −0.051 −0.082 −0.206∗∗∗ −0.103

(0.078) (0.059) (0.059) (0.067) (0.068) (0.072)
Number of siblings −0.027∗∗∗ −0.028∗∗∗ −0.028∗∗∗ −0.023∗∗∗ −0.022∗∗∗ −0.030∗∗∗

(0.005) (0.004) (0.004) (0.004) (0.004) (0.006)
Married before college 0.277∗∗ 0.180∗ 0.180∗ 0.254∗∗∗ 0.207∗∗ 0.256∗∗

(0.122) (0.096) (0.096) (0.097) (0.085) (0.112)
Parent before college −0.044∗∗ −0.028∗∗ −0.028∗∗ −0.039∗∗ −0.050∗∗∗ −0.036∗

(0.018) (0.014) (0.014) (0.015) (0.014) (0.019)
Mother: migrational background 0.055 0.054∗ 0.054∗ 0.059∗∗ 0.042 0.015

(0.039) (0.029) (0.029) (0.030) (0.031) (0.036)
Mother: at least inter. edu 0.164∗∗∗ 0.138∗∗∗ 0.138∗∗∗ 0.139∗∗∗ 0.135∗∗∗ 0.140∗∗∗

(0.028) (0.026) (0.026) (0.027) (0.020) (0.035)
Mother: college degree 0.081 0.098∗ 0.098∗ 0.072 0.097∗∗ 0.125

(0.061) (0.055) (0.055) (0.061) (0.049) (0.080)
Mother: vocational training 0.005 0.053∗∗ 0.053∗∗ 0.042∗ 0.009 0.041

(0.026) (0.021) (0.021) (0.022) (0.017) (0.028)
Mother: further job quali�cation −0.080∗ 0.073∗∗ 0.073∗∗ 0.082∗∗ 0.028 0.059

(0.046) (0.037) (0.037) (0.038) (0.032) (0.051)
Mother: still alive 0.027 0.026∗ 0.026∗ 0.027∗ 0.052∗∗∗ 0.025

(0.018) (0.015) (0.015) (0.016) (0.014) (0.021)
Age 15: mother unemployed −0.015 0.010 0.010 0.022 −0.004 0.020

(0.022) (0.017) (0.017) (0.019) (0.018) (0.024)
Age 15: mother never employed 0.012 −0.008 −0.008 −0.009 0.008 −0.008

(0.022) (0.017) (0.017) (0.019) (0.018) (0.024)
Father has migrational background 0.044 0.004 0.004 0.027 0.023 0.038

Continued on next page



178 CHAPTER 4. NON-MONETARY RETURNS TO COLLEGE

Table 4.9 – continued

(1) (2) (3) (4) (5) (6)

(0.032) (0.027) (0.027) (0.031) (0.031) (0.037)
Father: at least inter. edu 0.090∗∗∗ 0.108∗∗∗ 0.108∗∗∗ 0.103∗∗∗ 0.118∗∗∗ 0.073∗∗

(0.030) (0.026) (0.026) (0.029) (0.021) (0.036)
Father: college degree 0.208∗∗∗ 0.184∗∗∗ 0.184∗∗∗ 0.183∗∗∗ 0.145∗∗∗ 0.173∗∗∗

(0.054) (0.046) (0.046) (0.047) (0.034) (0.056)
Father: vocational training 0.071∗ 0.071∗∗ 0.071∗∗ 0.054∗ 0.032 0.042

(0.040) (0.031) (0.031) (0.032) (0.024) (0.039)
Father: further job quali�cation 0.200∗∗∗ 0.165∗∗∗ 0.165∗∗∗ 0.155∗∗∗ 0.121∗∗∗ 0.124∗∗∗

(0.043) (0.036) (0.036) (0.037) (0.027) (0.045)
Father: still alive 0.066∗∗∗ 0.058∗∗∗ 0.058∗∗∗ 0.070∗∗∗ 0.048∗∗∗ 0.074∗∗∗

(0.018) (0.015) (0.015) (0.017) (0.016) (0.020)
Age 15: father unemployed 0.005 0.001 0.001 0.021 0.019 0.025

(0.043) (0.029) (0.029) (0.031) (0.029) (0.039)
Age 15: father never employed 0.102 0.098∗ 0.098∗ 0.134∗∗ 0.110∗ 0.085

(0.090) (0.055) (0.055) (0.063) (0.061) (0.074)
Final school grade: excellent 0.468∗∗∗ 0.440∗∗∗ 0.440∗∗∗ 0.508∗∗∗ 0.403∗∗∗ 0.470∗∗∗

(0.069) (0.064) (0.064) (0.068) (0.057) (0.080)
Final school grade: good 0.301∗∗∗ 0.283∗∗∗ 0.283∗∗∗ 0.340∗∗∗ 0.267∗∗∗ 0.293∗∗∗

(0.056) (0.056) (0.056) (0.059) (0.041) (0.070)
Final school grade: satisfactory 0.185∗∗∗ 0.162∗∗∗ 0.162∗∗∗ 0.204∗∗∗ 0.124∗∗∗ 0.172∗∗

(0.057) (0.057) (0.057) (0.062) (0.042) (0.072)
Final school grade: suf�cient or worse 0.163∗∗ 0.181∗∗ 0.181∗∗ 0.267∗∗∗ 0.293∗∗∗ 0.217∗∗

(0.082) (0.075) (0.075) (0.083) (0.086) (0.096)
Grade repetition: 1 grade −0.034∗∗ −0.007 −0.007 −0.012 −0.027∗ −0.003

(0.017) (0.015) (0.015) (0.017) (0.016) (0.020)
Grade repetition: 2+ grades −0.030 −0.004 −0.004 0.028 0.015 0.078

(0.058) (0.042) (0.042) (0.049) (0.044) (0.058)

Observations 3,378 4,813 4,813 3,995 4,576 2,904

Notes: Own calculations based on NEPS-Starting Cohort 6 data. The table gives the mean marginal effects of the logit model.
Regressions also include a full set of individual year-of-birth �xed effects and district �xed effects, and district-speci�c linear
trends. District-year-clustered standard errors in parentheses; ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table 4.10: Full results for 2SLS second-stage estimations

(1) (2) (3) (4) (5) (6)

Sample for

Gross
hourly
wage

Health measure Cognitive ability component

PCS MCS Read. Read. Math
speed comp. liter.

College degree 0.549∗∗∗ 0.677∗∗∗ 0.080 0.888∗∗∗ 1.529∗∗∗ 1.490∗∗∗

(0.048) (0.099) (0.099) (0.114) (0.098) (0.126)
Female −0.192∗∗∗ 0.081 −0.270∗∗∗ 0.424∗∗∗ 0.345∗∗∗ −0.384∗∗∗

(0.040) (0.089) (0.084) (0.097) (0.086) (0.098)
Rural district −0.055∗∗ −0.008 0.052 −0.039 −0.042 0.001

(0.024) (0.045) (0.047) (0.047) (0.044) (0.058)

Continued on next page
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Table 4.10 – continued

(1) (2) (3) (4) (5) (6)

Migrational background −0.034 0.010 −0.043 −0.381∗ −0.375∗∗ −0.654∗∗∗

(0.080) (0.214) (0.188) (0.205) (0.149) (0.224)
No native speaker 0.064 0.212 0.042 −0.070 −0.731∗∗∗ 0.251

(0.119) (0.189) (0.221) (0.279) (0.243) (0.277)
Military service 0.044 0.054 0.012 −0.030 −0.047 0.043

(0.028) (0.057) (0.061) (0.064) (0.055) (0.076)
First born −0.023 0.006 0.064∗ 0.011 0.037 0.039

(0.018) (0.035) (0.036) (0.037) (0.033) (0.041)
Age 15: lived by single parent 0.011 0.008 −0.130∗ −0.121 −0.043 0.080

(0.038) (0.081) (0.072) (0.077) (0.064) (0.089)
Age 15: lived in patchwork family 0.005 −0.038 −0.245∗∗ 0.013 0.008 0.201∗

(0.045) (0.093) (0.105) (0.106) (0.092) (0.110)
Age 15: orphan 0.043 −0.326∗∗∗ −0.023 −0.034 0.056 −0.042

(0.066) (0.125) (0.115) (0.115) (0.122) (0.129)
Number of siblings −0.020∗∗∗ −0.027∗∗∗ 0.018∗ −0.035∗∗∗ −0.041∗∗∗ −0.023∗∗

(0.005) (0.010) (0.009) (0.011) (0.009) (0.011)
Married before college 0.061 0.028 0.366∗∗ 0.314 0.162 0.367

(0.101) (0.290) (0.169) (0.200) (0.160) (0.276)
Parent before college 0.011 0.020 0.113∗∗∗ 0.167∗∗∗ 0.133∗∗∗ 0.138∗∗∗

(0.019) (0.036) (0.037) (0.038) (0.034) (0.045)
Mother: migrational background 0.042 0.013 0.022 0.106 0.114 0.085

(0.039) (0.079) (0.079) (0.076) (0.074) (0.082)
Mother: at least inter. edu −0.014 0.064 −0.028 0.011 −0.047 −0.056

(0.032) (0.068) (0.066) (0.068) (0.056) (0.083)
Mother: college degree −0.009 0.088 0.129 −0.229 −0.149 0.016

(0.070) (0.151) (0.151) (0.172) (0.116) (0.206)
Mother: vocational training −0.024 0.022 0.047 0.061 −0.004 0.017

(0.024) (0.054) (0.054) (0.053) (0.039) (0.062)
Mother: further job quali�cation −0.006 −0.133 −0.024 −0.064 −0.018 −0.105

(0.050) (0.105) (0.095) (0.116) (0.075) (0.125)
Mother: still alive 0.028 0.043 −0.049 −0.027 −0.004 0.023

(0.019) (0.038) (0.038) (0.039) (0.034) (0.045)
Age 15: mother unemployed 0.041∗ 0.022 0.043 0.040 −0.010 0.003

(0.021) (0.042) (0.044) (0.044) (0.041) (0.050)
Age 15: mother never employed −0.052∗∗ −0.060 −0.074∗ −0.009 0.036 −0.004

(0.022) (0.043) (0.045) (0.045) (0.042) (0.051)
Father has migrational background −0.012 0.073 −0.107 −0.155∗∗ −0.099 −0.015

(0.037) (0.067) (0.073) (0.071) (0.072) (0.083)
Father: at least inter. edu −0.017 −0.137∗∗ 0.098 0.112 0.027 −0.056

(0.033) (0.069) (0.064) (0.069) (0.056) (0.079)
Father: college degree 0.003 −0.236∗∗ −0.125 0.008 0.084 −0.016

(0.051) (0.119) (0.111) (0.113) (0.086) (0.135)
Father: vocational training −0.020 −0.098 0.022 −0.013 0.101∗ 0.031

(0.030) (0.068) (0.069) (0.067) (0.052) (0.075)
Father: further job quali�cation −0.028 −0.134 −0.055 −0.024 0.107∗ 0.062

(0.037) (0.082) (0.082) (0.084) (0.063) (0.097)
Father: still alive −0.014 0.078∗∗ −0.067∗ 0.034 0.040 0.006

(0.017) (0.036) (0.036) (0.038) (0.035) (0.044)
Age 15: father unemployed 0.009 0.114 0.106 0.002 −0.036 −0.002

(0.039) (0.070) (0.077) (0.080) (0.069) (0.086)
Age 15: father never employed 0.018 0.131 −0.113 0.058 0.113 0.087

(0.069) (0.158) (0.175) (0.153) (0.117) (0.160)
Final school grade: excellent 0.050 0.043 0.127 0.172 0.293∗∗ 0.389∗∗∗

Continued on next page
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Table 4.10 – continued

(1) (2) (3) (4) (5) (6)

(0.066) (0.127) (0.132) (0.133) (0.138) (0.135)
Final school grade: good 0.034 0.064 0.200∗∗ 0.278∗∗∗ 0.329∗∗∗ 0.169∗

(0.045) (0.089) (0.101) (0.097) (0.084) (0.097)
Final school grade: satisfactory 0.033 0.066 0.164∗ 0.203∗∗ 0.328∗∗∗ 0.024

(0.044) (0.086) (0.100) (0.095) (0.083) (0.094)
Final school grade: suf�cient or worse −0.145∗ −0.112 −0.086 −0.064 −0.139 −0.388∗∗

(0.084) (0.164) (0.172) (0.160) (0.193) (0.158)
Grade repetition: 1 grade −0.031∗ 0.057 −0.052 −0.058 −0.002 −0.073∗

(0.018) (0.036) (0.038) (0.039) (0.035) (0.044)
Grade repetition: 2+ grades −0.022 0.002 −0.145 0.036 0.093 −0.101

(0.053) (0.095) (0.115) (0.116) (0.099) (0.134)

Observations 3,378 4,813 4,813 3,995 4,576 2,904

Notes: Own calculations based on NEPS-Starting Cohort 6 data. Regressions also include a full set of individual year-of-birth
�xed effects and district �xed effects, and district-speci�c linear trends. District-year-clustered standard errors in parentheses;
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Figure 4.9: Sensitivity in Marginal Treatment Effects when using different kernel
bandwidths
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regression where the in�uence of the control variables was isolated using a semiparametric Robinson estimator (Robinson,
1988) for each outcome variable.



182 CHAPTER 4. NON-MONETARY RETURNS TO COLLEGE

Table 4.11: First-stage estimations when using different kernel bandwidths

(1) (2) (3) (4) (5) (6)

Sample for

Gross
hourly
wage

Health measure Cognitive ability component

PCS MCS
Read. Read. Math
speed comp. liter.

Bandwidth 100km

College availability 5.545∗∗∗ 5.587∗∗∗ 5.587∗∗∗ 5.557∗∗∗ 5.271∗∗∗ 5.449∗∗∗

(0.332) (0.284) (0.284) (0.322) (0.282) (0.379)

Bandwidth 150km

College availability 3.558∗∗∗ 3.693∗∗∗ 3.693∗∗∗ 3.666∗∗∗ 3.449∗∗∗ 3.575∗∗∗

(0.201) (0.175) (0.175) (0.197) (0.171) (0.233)

Bandwidth 200km

College availability 2.763∗∗∗ 2.943∗∗∗ 2.943∗∗∗ 2.903∗∗∗ 2.703∗∗∗ 2.828∗∗∗

(0.150) (0.132) (0.132) (0.149) (0.128) (0.177)

Bandwidth 250km (baseline speci�cation)

College availability 2.368∗∗∗ 2.577∗∗∗ 2.577∗∗∗ 2.530∗∗∗ 2.333∗∗∗ 2.465∗∗∗

(0.125) (0.112) (0.112) (0.126) (0.107) (0.149)

Observations 3,378 4,813 4,813 3,995 4,576 2,904

Notes: Own calculations based on NEPS-Starting Cohort 6 data. Regressions also include a full set of control
variables as well as year-of-birth and district �xed effects, and district-speci�c linear trends. District-year clus-
tered standard errors in parentheses; ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Marginal Treatment effect – why observed and unobserved heterogeneity cannot
be separated under conditional independence of the instrument

Modeling of counterfactual ountcomes:
Y1 = Xβ1 + U1

Y0 = Xβ0 + U0

Assumptions:
U1, U0 ⊥ Z|X

E(U1|X) = E(U0|X) = 0

Potential outcome equation:
Y = DY1 + (1− D)Y0

= Y0 + D(Y1 −Y0)

= [Xβ0 + U0] + [(Xβ1 + U1)− (Xβ0 + U0)] D
= [Xβ0 + U0] + [X (β1 − β0) + (U1 −U0)] D

Applying conditional expectation E(.|X, Z):
E(Y|X, Z) = E [Xβ0 + U0|X, Z]︸ ︷︷ ︸

CIA: Independent of Z

+ E [(X (β1 − β0) + (U1 −U0)) D|X, Z]︸ ︷︷ ︸
Law of Iterated Expectations

= Xβ0 + E(U0|X)︸ ︷︷ ︸
=0

+

CIA: independent of Z︷ ︸︸ ︷
E [X(β1 − β0) + (U1 −U0) |D = 1, X, Z] E(D|X, Z)︸ ︷︷ ︸

=p

= Xβ0 + E [X(β1 − β0) + (U1 −U0) |D = 1, X, Z] p
= Xβ0 + X(β1 − β0)p + E [(U1 −U0) |D = 1, X]︸ ︷︷ ︸

6=0

p

︸ ︷︷ ︸
Cannot be separated in estimation: one termwould
need to be restricted by some assumption.

Under theCIAX(β1− β0) andE [(U1 −U0) |D = 1, X]wouldbeobservationally equiv-
alent as long as U1, U0 ⊥ Z|X. If U1, U0 ⊥ X, Z the equivalence is dissolved since
only E [(U1 −U0) |D = 1] needs to be identi�ed and E (X(β1 − β0)) can be restricted
to zero without loss of generality.

However, if one is solely interested in identifying the general heterogeneity in E(Y1−
Y0|X, p) with regard to p without separating between the exact source (U1 − U0 or
X(β1 − β0)), further restrictions regarding U1, U0 and β1, β0 are not necessary and
U1, U0 ⊥ Z|X is suf�cient.
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Chapter 5

Fertility effects of college education:
evidence from the German educational
expansion1

5.1 Introduction

Among the many changes that have affected developed societies in the past 60 years,
two certainly belong to the most signi�cant ones: the educational expansion – de-
scribing the substantial upsurge in higher education enrollment, especially that of
females – and the fertility transition, characterized by declining fertility rates that
have fallen below replacement rates. The resulting consequences of both these evo-
lutions have affectedmany dimensions of social interaction such as the demographic
change –which today constitutes an urgent concern from a policy perspective. While
policies that aim at increasing education have been introduced in all parts of the
world, many developed countries have also set up policies to boost fertility rates. Al-
though both kinds of policies are o�en comparatively well-understood due to ample
research, the link between these policies – that is, how education affects fertility – is
still mostly understudied. The negative correlation between education and fertility,
sometimes referred to as the “baby gap” between high- and low-educated individu-
als, may hint at the potential side-effects education policiesmay have on fertility.2 By
analyzing the upsurge in higher education in Germany triggered by a massive build-
up of colleges, we contribute to the understanding of whether increased education
causes lower fertility or whether individuals merely choose to have more education
and smaller families simultaneously.

1This chapter is jointlywrittenwithDaniel Kamhöfer and published as: Kamhöfer, D. A., andWest-
phal, M. (2017). Fertility Effects of College Education: Evidence from the German Educational Expan-
sion. Ruhr Economic Papers 717, RWIEssen. Financial support from theGermanResearch Foundation
(DFG, Grant number SCHM 3140/1-1) is gratefully acknowledged.

2The ambiguity that education policies may reduce fertility while family policies in developed
countries are targeted at increasing fertility becomes most visible in developing countries where edu-
cation policies are o�en implemented in order to reduce family size. Due to the context and themargin
of education we focus on the situation in developed countries. See Du�o et al. (2015) and the literature
therein for the case in developing countries.

185
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Researchers have been concerned with the consequences of education policies for
decades. While there are still some “unknowns” with respect to the optimal margin
of education andpotential effect heterogeneities, education is o�en found to increase
labor market performance (for the case of higher education see, e.g., the literature
reviews of Barrow and Malamud, 2015, and Oreopoulos and Petronijevic, 2013). Al-
though there is the reasonable suspicion that the non-pecuniary returns to education
are positive as well (see Oreopoulos and Salvanes, 2011), evidence of the causal long-
term effects on these outcomes is rather scarce. Most studies that analyze the effect
of education on fertility utilize variation in compulsory schooling laws to address the
selection problem.3 While such changes to the law affect a large share of students
in many countries, it seems a priori unlikely that the effects for secondary school-
ing also hold true for other margins of education, such as college education. The
results of the literature on the effectiveness of family policies that induce �nancial
incentives for bigger families in general may be summarized as mixed (see Gauthier,
2007, for a review and Haan and Wrohlich, 2011, and Riphahn and Wiynck, 2017, as
well as Raute, 2017, for evidence on Germany). The absence of such silver bullets to
increase fertility using existing family policies emphasizes the need to gain a better
understanding of how education affects fertility decisions.

We are not aware of any study that explicitly investigates the causal link between col-
lege education and fertility in a developed economy4 although the collegemarginpro-
vides a presumably interesting addition to themore o�en considered fertility effect of
secondary schooling for four reasons: First, college education is taught more exten-
sively – in Germany the formal duration of college education in the time under review
was 4.5 years compared to changes in compulsory schooling that, atmost, account for
one or two years. Second, while compulsory schooling affects individuals at the lower
end of the education (and presumably skill) distribution, college affects individuals at
the upper end who may react differently. Third, college education falls well into the
prime reproductive age of women (and potential fathers) while the largest effects of
additional years of compulsory schooling have been found on in-school and teenage
pregnancies. Fourth, college education is presumably the most important margin
that drives the changes in the educational composition of developed societies in the
future. By launching the Higher Education Pact 2020, for instance, Germany has re-
centlymade large public funds available in order to further increase access to college
education. These points emphasize the complementary value of analyzing tertiary
education: investigating effects at the college margin may help to gain a better and
highly policy-relevant understanding of the previous �ndings.

This study examines the effect of college education on the number of biological chil-
dren a woman has throughout her fertile ages (so-called completed fertility) as well
as the extensive and intensive margins of fertility (probability of becoming a mother

3See, for instance, Cygan-Rehm and Maeder (2013) for Germany, Black et al. (2008) for the US and
Norway, Geruso and Royer (2014) for the UK, Monstad et al. (2008) for Norway, Grönqvist and Hall
(2013) for Sweden, and Fort et al. (2016) for the UK and pooled Continental European countries. Mc-
Crary and Royer (2011) consider changes in the school entry age that cause variation in education.

4Currie and Moretti (2003) analyze the effect of maternal education on the offspring’s health in
the US but consider the number of children merely as a potential channel. A recent working paper by
Tequamem and Tirivayi (2015) analyzes the fertility effects of higher education in Ethiopia and �nd a
reduction in family size.
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versus number of children once a woman is a mother). Moreover, we study two in-
triguing aspects of fertility decisions: the timing of births and socioeconomic chan-
nels that may help to explain the observed fertility patterns. By unfolding our main
effects via the timing of their occurrence, we shed light on potential postponement
and catch-up and possibly even biological effects. While the postponement of moth-
erhood may emerge rather mechanically, e.g., through an “incarceration” in college
(see Black et al., 2008), the degree of the catch-up is likely to re�ect the preferences,
for instance, for a family or a career. A biological effect may unfold through age-
related fertility problems if the catch-up effect occurs too late to reach the desired
family size. Whereas a social plannerwouldwish to prevent the biological effect from
playing a role (as womenmay well want, but cannot have, children), implications are
less clear for catch-up effects in general as theymay evolve through a college-induced
change in preferences. To differentiate further whether catch-up effects – that may
result in a decline in completed fertility – are driven by decreased family preferences
(relative to career preferences), or by an incompatibility of work and family life, we
investigate the effect of college education on career opportunities (assessed through
labor supply and wages) and preferences and opportunities for family life (marriage,
assortative mating, and offspring’s education).

A pivotal prerequisite of these analyses is to separate correlative patterns from the
underlying causal relationship. Women with initial preferences for large families
might be more reluctant to sort into college education, for instance, because they
expect the investment in their skills to have less time to pay off. Women with initial
preferences for a career, on the other hand,might be very prone to study, since it fuels
their labor market opportunities. These con�icting preferences exemplify the need
to address selection into college education. To do so, we exploit arguably exogenous
variation in the college expansion in Germany bymeans of an instrumental variables
approach (see also Kamhöfer et al., 2017, who rely on the same instrument). Several
higher education policies at the federal level andwithin the states caused the number
of colleges in Germany to double between the 1960s and 1980s and led to an upsurge
in the number of available college spots. At the same time, the local bargaining of the
districts with the state governments and with each other plus the balancing of local
interests caused regional variation between and within states. This process changed
the opportunity to access college in a period of excess demand for college education.
Quantitative evidence from an explorative study of the local determinants of college
openings indeed indicates that differences in the opportunity to study are to a large
degree exogenous.

Our results suggest that college education reduces theprobability of becomingamother
by one-quarter, but college-educated women who do becomemothers have, on aver-
age, 0.27 more children (about 13 percent) compared to their peers without college
education. Looking at the timing of the effects (that is, the age of childbearing) indi-
cates that a biological effect does not trigger the negative effect of college education
onoverall fertility: the increased (catch-up) fertility of college-educatedwomen fades
out before an age-related decline in fertility usually matters. The effects of college
education on potential mediators suggest that the increased probability of working
full-time due to college (compared to working half-time or not at all) and the college
wage premium are higher for non-mothers; they are also less likely to be married,
but do equally well in terms of positive assortativemating. From a policy perspective,
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these effects of college education on quantitative fertility outcomes can have crucial
implications that are at least twofold. First, college education seems to trigger the de-
mographic transition solely through its effect on childlessness, but not through the
number of children per mother. If so, promising policies should aim at this margin.
This is in line with an increasing number of economists, among others, who call for
policies targeted at raising the compatibility between work and family life. Policies
that, for instance, enable more �exible working hours and the opportunity of work-
ing from home may decrease the labor market burden of becoming a mother (see,
e.g., Goldin, 2014). Moreover, family policies that are speci�cally aimed at higher ed-
ucated women, such as means-testedmaternity leave bene�ts (as analyzed by Raute,
2017) seem to be a step forward toward closing the baby gap. A second implication for
further policies to consider arises through the positive effect at the intensive margin
and evidence of a positive educational transmission that affects the socioeconomic
composition of fertility. This has important long-term implications for societies (e.g.,
in terms of �scal net effects), especially in societies with a low social or educational
mobility (Raute, 2017).

The remainder of the paper is as follows: Section 5.2 brie�y presents the general
trends in fertility and higher education in Germany. Section 5.3 provides an overview
of the college expansion and exploits both the qualitative and quantitative reasons
that led to this expansion. The data and the empirical strategy are presented in Sec-
tion 5.4. Themain results on quantitative fertility effects are presented in Section 5.5.
Subsequently, Section 5.6 sheds light on the timing and socioeconomic factors that
potentially shape the detected fertility patterns before Section 5.7 concludes.

5.2 Trends in fertility and education in Germany

Using of�cial statistics for the whole population, Figure 5.1 depicts the development
in female college education and fertility over time in Germany. The horizontal axis
states the birth cohort. The violet line gives the trend in the share of women per birth
cohort who were enrolled in college at the age of 20 (referring to the vertical axis on
the le�-hand side). While only 5 percent of all women born in 1943 were enrolled in
higher education in 1963, the number increased tenfold until the birth cohort 1972.
A�er the baby-booming years succeedingWorldWar II, the average number of births
per women dropped from 1.8 to 1.5. The average number of children is assessed at
the woman’s age of 40 for the birth cohort of the horizontal axis and plotted by the
orange line (referring to the vertical axis on the right-hand side).

At �rst sight, Figure 5.1 suggests that the initial reduction in fertility was a prereq-
uisite for the boom in female college enrollment. While this may be true, a further,
substantial reduction in fertility occurred just a�er female college enrollment rates
soared the most. As preferences for smaller families grew and contraceptive pills
(whose commercial launch in Germany was in 1961, just a�er the cohort of 1940 de-
cided whether to enroll in college) made it easier to meet the preferred number of
children and females could “more accurately anticipate their work lives” (Goldin,
2006, p.8), which made human capital investments for women more valuable. This
emphasizes how close fertility and female education are interrelated. Using variation
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in the availability of higher education, the empirical analysis in the following sections
addresses the underlying causal relationship.
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Figure 5.1: Trends in fertility and college enrollment by birth cohort in Germany
Notes: Own calculations using data fromMax Planck Institute for Demographic Research and Vienna Institute of Demography
(2014) and German Federal Statistical Of�ce (2016). The orange line refers to the axis on the right-hand side states the average
number of children per women at the age of 40 by birth cohort. The violet line illustrates the share of women of the birth cohort
that are enrolled in higher education at the age of 20 and corresponds to the vertical axis on the le�-hand site. To transform
the number of female students in the enrollment year into the cohort share of female students, we deduct 20 years from the
enrollment year and take into account that only about one-��h of women studying in a certain year are freshmen. We divide
the resulting number of female students in total by the average study length of 4.5 years to get the number per year. Finally,
we divide the number of female students in a certain year by the female cohort size in this year. Note that this is only a crude
adjustment. However, as we are primarily interested in the change of this share over time, we are con�dent of capturing most
of the changes.

Another piece of suggestive evidence on the college education-fertility nexus is the
relationship between the share of women in higher education and the average age
at the time of the �rst marriage as depicted in Figure 5.2. In the time under review,
marriage was an important gatekeeper for fertility and births out of wedlock were
rare events. The violet line (referring to the le� vertical axis) gives the share of all
women enrolled in higher education in a certain year. Unlike Figure 5.1, Figure 5.2
compares the share of females in higher education and the age at �rst marriage per
calender year (and not by birth cohort). While the average age at the time of the �rst
marriage decreased until the mid-1970s to 22.5 years, it increased by 2.5 years in the
following 15 years (orange line on the right vertical axis). Based on the descriptive pat-
tern in Figure 5.2, two things are important to note for the empirical analysis: First,
marriagemaymediate the effect of college education on fertility as the college enroll-
ment decision predates the mean age at the �rst marriage in the �gure. Second, the
trend in the age at �rst marriage changes only a few years a�er the boost in the share
of women in higher education, suggesting that college enrollment had an impact on
fertility.

Moreover, Figure 5.2 also bears suggestive evidence of the empowerment of women.
The delay in marriage indicates that the share of women that transitioned directly
from living at home (where the parents presumably took care of subsistence) to living
with the husband (and relying on his subsistence) decreased. In other words, Figure
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Figure 5.2: Mean age at �rst marriage and college enrollment by year in Germany
Notes: Own calculations using data fromMax Planck Institute for Demographic Research and Vienna Institute of Demography
(2014); German Federal Statistical Of�ce (2016). The violet line gives the share of women aged 20 per year and is shown in the
vertical axis on the le�-hand site. In 1970 this shows, for instance, the number of female students in higher education divided
by the number of women at this time. The orange line referring to the right-hand site axis gives the average age of women at
the time of the �rst marriage per year.

5.2 suggests that the share of womenwho took care of their own subsistence (through
working for pay or student loans introduced in 1971) increased over time.

5.3 The college expansion

5.3.1 Background and developments

Higher education in Germany
A�er graduating from secondary school, adolescents in Germany either enroll in
higher education or start an apprenticeship training.5 The latter consists of part-
time training-on-the-job in a �rm and part-time schooling. This vocational educa-
tion usually takes three years and individuals o�en enter the �rm (or another �rm
in the sector) as a full-time employee a�erwards. To be eligible for higher education
in Germany, individuals need a university entrance degree (Abitur). In the years un-
der review, only academic secondary schools (Gymnasien) with nine years secondary
schooling (and four years elementary schooling) could award this degree. The track-
ing from elementary school to secondary school took (and still takes) place rather
early at the age of 10. However, it is generally possible to switch secondary school
tracks a�er any term. Moreover, students could enroll into academic schools a�er
graduating from the other tracks (with four to �ve years basic track schooling or six
years of intermediate track schooling) in order to receive three additional years of
schooling and be awarded a university entrance degree.

5The general description of education in Germany and the college expansion is closely related to
Kamhöfer et al. (2017) and has been adjusted for the purpose of the analysis conducted here.
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In Germany, higher education is, in general, free of tuition fees and several insti-
tutions offer tertiary education – even though the distinction of the different types
is not always straightforward. We limit our analysis to the larger and most estab-
lished institutions: universities and technical universities. We refer to the union
of these institutions interchangeably as “universities” or “colleges.” We neglect two
groups of higher education institutions. First, small institutions that specialize in
teacher education, religious education and �ne arts with no more than 1,000 stu-
dents at the time under review. The second group are universities of applied science
(Fachhochschulen). They emerged in the 1980s (see Lundgreen and Schwibbe, 2008)
and are usually smaller than regular universities, specialize in one area of education,
have a less theoretical curriculum, and the style of teaching is more similar to sec-
ondary schools. In the time under review, the degree awarded was also distinct.

Build-up of new colleges and the rise in higher education enrollment
While the educational system as described above did not change in the years under
review, the number of academic-track secondary schools and colleges signi�cantly
increased – providing us with an arguably powerful and exogenous source variation
in educational opportunities. In this subsection, we describe the supply-sided ex-
pansion in the number of colleges and their capacities in terms of student spots as
this is a prerequirement for the trends in college enrollment outlined above. This
so-called period of “educational expansion” (Bildungsexpansion) started in the 1960s
and peaked in the 1970s. In the years under review, 1958–1990 (determined by the
birth cohorts in our survey data), the number of districts with at least one college
(only very few districts had more than one college) increased from 27 to 54 (out of
325 districts) and the total number of students increased by over 850,000 from 157,000
in 1958 to more than one million in 1990 (see Figure 5.3a). The number of female
students in total in the colleges in the sample in Figure 5.3b is similar to the corre-
sponding number in Figure 5.1. This indicates that our college panel captures the
bulk of the higher education institutions in Germany (although we do not have any
data on smaller institutions, see above). Figure 5.6 in the Appendix shows the spatial
variation over time. Following the reasoning of Card (1995) and many others since
then (e.g., Currie andMoretti, 2003, Carneiro et al., 2011, and Nybom, 2017), we argue
that availability of higher educational opportunities in large parts of the country led
to a decrease in the opportunity costs of education due to the changed distances to
college. While newly opened academic schools enabled secondary school students in
rural areas to receive a university entrance degree, college openings in smaller cities
allowed a broader group of secondary school graduates from both rural areas and
cities to take up higher education. That is, the opening of new colleges allowed indi-
viduals to commute instead of moving to a city with a college (which causes higher
costs) or decreased the commuting time. As indicated in Figure 5.3b, women espe-
cially bene�ted from this development as the share ofwomen relative tomendoubled
from 20 to 40 percent in the time under review.

5.3.2 Determinants of the college expansion

According to the analysis of Bartz (2007) of the history of higher education in Ger-
many,mainly four factors triggered the college expansion: (i) The twoworldwars and
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Figure 5.3: Colleges and students over time and by gender
Notes: Own illustration. College opening and size information are taken from the German Statistical Yearbooks 1959–1991 (Ger-
man Federal Statistical Of�ce, various issues, 1959–1991). The information on students refer to the college included in the le�
panel of the �gure. More specialized higher education institutes that are smaller in size are disregarded as information on them
are o�en missing.

the National Socialists’ “anti-intellectualism” led to a low educational attainment for
large parts of the population – as also argued in (Picht, 1964, p.66).6 Therefore, large
parts of society may have had an urge to catch up in terms of education. (ii) The in-
dustry demandedmore quali�edworkers that were able to copewith new production
technologies (see the reviewof thehistory of the�rst post-war era colleges ofWeisser,
2005). (iii) As argued in Jürges et al. (2011) and Picht (1964), political decision-makers
saw education both as an outcome and a means in the rivalries with the communist
East Germany. (iv) All these reasons also led to an increase in academic track sec-
ondary schools – as analyzed by, e.g., Kamhöfer and Schmitz (2016) and Jürges et al.
(2011) – which then led to an increase in the number of individuals eligible for higher
education.7

It was partly because of these reasons that the federal government introduced the
GermanCouncil of Science andHumanities (Wissenscha�srat) in 1957, seeBartz (2007).
In its 1960, 1966, and 1970 reports the expert council advised that college capacities
should be largely increased (see Wissenscha�srat, 1960, 1966, 1970). However, the
council’s authorities were (and still are) limited to making suggestions. The govern-
ments of the federal states in Germany are in charge of educational policies. The

6Even today, more than 70 years later, the share of college students in Germany still does not meet
OECD standards, see OECD (2015b) – even so this is at least in part due to the prominent role of the
apprenticeship training system in Germany. To close this gap and increase participation in higher
education the German federal government and the state governments launched the Higher Education
Pact 2020 (Hochschulpakt 2020) in 2007 and funded it with 38.5 billion Euros until 2023.

7Figure 5.7 in the Appendix the trend in academic-track secondary schooling. Two facts stand out:
First, even in the expanding academic secondary schooling the share of female students rose dispro-
portionately until women outnumbered men at academic secondary schools in 1990. Second, even in
1950 the share of women leveled at some 40 percent. The excess in the number of women eligible to
take higher education compared to the number of women actually enrolled in colleges suggests that
the academic school expansion might have been an important reason for the surge in female college
participation but that it was certainly not the only one.
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coordination between the states (which are usually ruled by several parties or coali-
tions of them and have elections at different points in time)mainly focuses on a stan-
dardization andmutual recognition of degrees. Figure 5.8 in the Appendix shows the
number of colleges and shares of female students over time across the states. The
timing of the educational expansion exhibits large differences between the states.
In our analysis we use the variation in the timing between the 325 German districts
(smaller administrative units, e.g., cities, that are nested in the federal states). Com-
bining administrative data on the college expansion with survey data on individuals
that face the college decision spread overmore than 30 years, yields a panel structure
in college availability. Eventually, this allows us to control for district �xed effects (as
well as district-speci�c time-trends) and still observe a suf�cient amount of variation
in college availability.

In the following parts of this sectionwe provide qualitative and quantitative evidence
that this variation is exogenous with respect to individual fertility andmarriage pref-
erences.

Qualitative evidence
While the decentralized decision-making process makes it hard, if not impossible,
to trace back the exact political reasons that led to each college opening or expan-
sion in college size, we found evidence of the political reasoning behind some col-
lege openings. The �rst post-war college opening – the University of Bochum in the
most-populated state of North Rhine-Westphalia in 1966 – was based on a state’s par-
liament decision in 1961. According to Weisser (2005), the �rst negotiations between
the city of Bochum and the state government were even partly held in secret. This
offended of�cials of the city of Dortmund – that also hoped to get the college – but
was unable to provide a construction site that ful�lled the requirements. Facing state
elections, the decision to open a college in Dortmund was made only one year a�er
the announcement to open a college in Bochum.

Thedecision to open six newso-called comprehensive colleges (Gesamthochschulen)
in North Rhine-Westphalia at the beginning of the 1970s was accompanied by a more
intensive public debate. A�er several parliamentary hearings, the suggestion of the
state’s minister for educational affairs to construct new colleges in areas without ex-
isting ones was agreed on, see NRW (1971b,c). Four of the six colleges were opened in
industrialized cities (Duisburg, Essen, Hagen, andWuppertal) and two colleges were
opened in more rural areas (Paderborn and Siegen). The college openings in these
districts were supposed to actively “promote” education (“Bildungswerbung”) and al-
low a larger range of secondary school graduates to enroll in higher education, see
NRW (1971a).

All in all, weneither knowof any law that relates college openings to potential reasons
(like population size) nor could we �nd a pattern in the discussions to open colleges.
On the contrary, the length of the political process and time from the opening deci-
sion to the start of the teaching exhibits a lot of variation. To investigate furtherwhich
factors are associated with college openings, we conduct an additional quantitative
analysis.
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Quantitative evidence
Our concern regarding the exogeneity of college expansion is that certain character-
istics, such as average fertility, age and living arrangements plus employment struc-
ture, systematically differ between regions with a college opening through the ed-
ucational expansion and a region that had not experienced a college opening. To
investigate this, we combine the data on college openings presented above with ad-
ministrative data from the German Micro Census in 1962 (a 1 percent sample of the
whole population, see Lengerer et al., 2008). Because the Micro Census data is on a
slightly broader level we observe 249 regions (in which the 325 districts are nested).
While 22 of these regions already had a college before 1962 and 206 regions had no
college until 1990 or later, a college was opened in 21 regions in the years under re-
view.

Table 5.1 shows the 1962 means of the regional characteristics that potentially trig-
gered a college opening. Column 1 states themean for regions that never experienced
a college opening and column 2 gives the corresponding mean for regions that expe-
rienced a college opening in the time under review. Column 3 gives the difference in
means between the two. This reveals no signi�cant difference between the regions
in terms of number of children, marital status, share of females or other socioeco-
nomic indicators such as share of migrants and unemployment rate. The share of
students is lower in regions with an opening and where the employment structure
differs slightly (more primary sector employment in districts with opening). This il-
lustrates that colleges were o�en opened in order to foster accessibility for rather
educationally alienated groups. In column 4 of Table 5.1, we regress an opening on
all characteristics simultaneously. The stated coef�cients give the difference of the
factors in regions with and without a college opening while holding the mean differ-
ences in the other characteristics constant. The regression does not �nd any single
factor in 1962 that signi�cantly predicts an opening in the years until 1990. These aux-
iliary results are encouraging for our identifying assumptions, although differences
in levels are in any case controlled for by the �xed effect in our analysis. How exactly
we utilize the variation in college availability presented in this section is given in the
following section.

5.4 Data and empirical strategy

5.4.1 Survey data and important variables

German National Educational Panel Study
Our main data source are individual-level data from the German National Educa-
tional Panel Study (NEPS), see Blossfeld et al. (2011a).8 NEPS data map the educa-
tional trajectories of more than 60,000 individuals in total. The data set consists of a

8This paper uses data from the National Educational Panel Study (NEPS): Starting Cohort Adults,
doi:10.5157/NEPS:SC6:7.0.0. From 2008 to 2013, NEPS data was collected as part of the Framework Pro-
gram for the Promotion of Empirical Educational Research funded by the German Federal Ministry
of Education and Research (BMBF). As of 2014, NEPS is carried out by the Leibniz Institute for Educa-
tional Trajectories (LIfBi) at the University of Bamberg in cooperation with a nationwide network.
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Table 5.1: Balancing test of regions with and without a college opening in the time
under review using administrative data

(1) (2) (3) (4)
Regions. . . Predict

opening
using

regression

. . .w/o college . . .w/ opening
opening 1962-1990

Potential college determinant Mean Mean Diff. OLS

Number of kids per capita 10.497 10.437 −0.15 −0.033
(total population) (0.522) (0.283) (0.121) (0.052)

. . . students 0.016 0.011 −0.008∗ −10.723
(0.019) (0.011) (0.004) (10.653)

. . .divorced 0.023 0.017 −0.005 −1.00
(0.069) (0.006) (0.016) (40.185)

. . .widowed 0.088 0.091 0.007∗∗ 20.035
(0.015) (0.008) (0.003) (20.357)

. . . females 0.525 0.528 0.002 −20.918
(0.041) (0.013) (0.01) (10.851)

. . .migrational background 0.021 0.018 −0.006 −10.698
(0.022) (0.017) (0.005) (10.545)

. . .unemployed 0.002 0.002 0.001∗∗ 250.484
(0.001) (0.001) (0.00) (190.743)

Sectoral composition of employment

- primary 0.029 0.046 0.023∗ 0.39
(0.055) (0.053) (0.013) (0.497)

- secondary 0.543 0.551 0.008 0.147
(0.088) (0.069) (0.02) (0.367)

# of regions 206 21 227 227

Notes: Own calculation using German Micro Census data from 1962 (see Lengerer et al., 2008). Information on colleges
are taken from the German Statistical Yearbooks 1959–1991 (German Federal Statistical Of�ce, various issues, 1959–1991).
Due to data policy restrictions Micro Census data are aggregated on regions de�ned through the degree of urbanization
(Gemeindegrößenklasse indicators) and broader administrative units (Regiergungsbezirk level). This aggregation results in
206 regions that never experienced a college opening until 1990 or later (the mean value of the considered characteristics in
these regions is given in column 1), 21 regions with a college opening between 1962 and 1990 (mean value in column 2), and 22
regions that already had a college in 1962 (data of these regions is not considered in the table). Due to a different aggregation
of the Micro Census data, these numbers do not exactly correspond to those on the district level. The difference in column 3
is calculated by a simple regression of a college opening indicator on the potential characteristic and an intercept. Column 4
shows the coef�cients of the characteristics in amultiple regression. The number of regionswith andwithout a college opening
differs slightly from Kamhöfer et al. (2017) as we restrict our analysis to universities that had 1,000 or more students in at least
one of the years under review. Standard errors in parentheses; ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

multi-cohort sequence design and samples six age groups: newborns and their par-
ents, preschool children, ��h graders, ninth graders, college freshmen students, and
adults. These age groups are referred to as Starting Cohorts and are followed over
time. That is, each Starting Cohort consists of a panel structure.
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For the purpose of our analysis we make use of the Adult Starting Cohort that cov-
ers individuals born between 1956 and 1986 in, so far, seven waves between 2007/2008
(wave 1) and 2014/2015 (wave 7)9, see LIfBi (2015). Starting with about 8,500 women,
the �nal sample includes 4,300 women who (i) were educated in West Germany, (ii)
are aged 40 or older, and (iii) have complete information in key variables. Oneof those
key variables is the district of residence at the time of the college decision or earlier,
which we use to assign our instrument. Besides detailed information on education
and fertility, including the years of childbearing, the data includes retrospective in-
formation on the respondents’ labormarket history and early living conditions at age
15, for instance, thenumber of siblings, secondary school grades, andparental educa-
tion. As those factors are potentially confounding the effect of education on fertility,
we consider them as control variables, see Table 5.7 in the Appendix for details.

The explanatory variable “college degree” takes the value 1 if an individual has any
higher educational degree, and 0 otherwise. Dropouts are treated as all other individ-
uals without college education. About one-��h of the sample have a college degree,
while four-��h do not.

Dependent variables
The key dimensions along which we analyze fertility are the extensive margin (prob-
ability of becoming a mother) and the intensive margin (number of children condi-
tional on being amother). Table 5.2 gives themean values of the dependent variables
by college education. From the one-��h of college-educated women about three-
quarters have at least one child. For women without a college education, the share
of mothers is about nine percentage points higher. Interestingly, once a woman de-
cides to become a mother, the average number of children is almost the same for
women with and without a college education (if anything, college-educated moth-
ers have slightly more children). In other words, the main difference in the descrip-
tives between college-educated and non-college-educated women is on the extensive
rather than the intensive fertility margin.

As we consider the timing of birth as a crucial mechanism through which college
transmits into fertility, Table 5.2 also gives the ageof �rst birth. Motherswith a college
education have, on average, their �rst child at the age of 30. Motherswithout a college
education are, on average, four years younger at the time of the �rst birth. Given a
regular study duration of 4.5–5 years in order to receive a than-common Diplom de-
gree, we interpret the descriptive evidence as pointing toward a strong role of college
education.

Instrument
The processes of the college expansion discussed in Section 5.3 provide, on the one
hand, a powerful shi� in the availability of higher education for many individuals.
On the other hand, the multi-faceted college expansion that took place over several
decades is hard to boil down into one or a few still powerful instruments.10 This is es-
pecially the case as we observe college openings. Using, for instance, a scalar for the

9For every individual we use only the most recent observation.
10Westphal et al. (2017) use the same sourceof variation in an IV settingbut assess themost powerful

instruments of many potential indicators using machine learning techniques.
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Table 5.2: Descriptive statistics of dependent variables

(1) (2) (3) (4)

College stauts

all with w/o share
women college college w/ college

Motherhood
all women (num. obs.) 4,288 924 3,364 21.6
mothers (num. obs.) 3,485 685 2,800 19.7
non-mothers (num. obs.) 803 239 564 29.8
share of mothers (in %) 81.3 74.1 83.2

Number of children
all women (incl. 0 kids) 1.65 1.52 1.69
mothers (i.e., kids≥1) 2.05 2.10 2.04

Age at �rst birth if mother 27.0 29.9 26.3

Notes: Own calculations based on NEPS–Adult Starting Cohort data.

distance to the closest college as suggested by Card (1995) might in the case of college
openings even be misleading as newly opened colleges are in the initial years o�en
too small to affect an individual’s college decision. Moreover, the generally local na-
ture of the IV results (see next subsection) makes it desirable to have an instrument
that affects as many individuals as possible and therefore als captures, for instance,
the expansion in the capacities of the already existing colleges. To achieve suchapow-
erful instrument, we follow Kamhöfer et al. (2017) and create an index that weights
the non-linear effect of the college distance with the relative number of students in
the 325 West-German districts:

Zit =
325

∑
j

K(distij)×
(

#studentsjt

#inhabitantsjt

)
. (5.1)

This college availability index Zit, that is, the instrument, basically includes the to-
tal number of college spots (measured by the number of students) per inhabitant in
district j (out of the 325 districts), individual i faces in year t weighted by the distance
between i’s home district and district j. Weighting the number of students by the pop-
ulation of the district takes into account that districts with the samenumber of inhab-
itants might have colleges of a different size. This local availability is then weighted
by the Gaussian kernel distance K(distj) between the centroid of the home district
and the centroid of district j. The kernel gives a lot of weight to close colleges and a
very small weight to distant ones. Since individuals can choose between many dis-
tricts with colleges, we calculate the sum of all district-speci�c college availabilities
within the kernel bandwidth. Using a bandwidth of 250km, this basically amounts



198 CHAPTER 5. FERTILITY EFFECTS OF COLLEGE EDUCATION

to K(distj) = φ(distj/250) where φ is the standard normal pdf. While 250km sounds
like a large bandwidth, this implies that colleges in the same district receive a weight
of 0.4, while the weight for colleges that are 100km away is 0.37, which is reduced to
0.24 for 250km. Colleges that are 500km away only get a very low weight of 0.05. A
smaller bandwidth of, say, 100km would mean that already colleges that are 250km
away receive a weight of 0.02 which implies the assumption that individuals basically
do not take them into account at all. Table 5.8 in the Appendix gives an overview of
the variation in the instrument as well as providing some descriptives on somemain
driving forces behind this variation (changes in the distance to the nearest college,
within a 100km radius and changes in college spots).11

5.4.2 Empirical strategy

Themost natural starting point is an ordinary least square (OLS) estimationwherewe
regress our fertility measures Yitd for individual i who graduated from high school in
district d and year t on a binary college indicator Ditd (that takes on the value 1 for
college, and is 0 otherwise) and a vector of control variablesX ′itd:

Yitd = β0 + β1Ditd +X
′
itdβ2 + uitd. (5.2)

In order to separate the general trend in college education from the reverse trend
in fertility (as depicted in Figure 5.1), the vector of confounders, X ′itd, also includes
district-speci�c linear trends in addition to general time anddistrict �xed effects. The
district-speci�c trends accommodate temporal confounding factors, for instance, be-
cause of global and district-speci�c trends in secondary school graduation (see, e.g.,
Figure 5.7 in the Appendix and Westphal, 2017).

However, if individuals simultaneously select themselves into education and desired
fertility beyond some underlying trend, β1 is still likely to be biased. The direction of
the bias is a priori unclear and depends on the effect of the omitted confounder on
fertility and its correlationwith education. If the omitted factors are, for instance, ca-
reer preferences or preferences for a traditional family model that are already estab-
lished before college, OLS would overestimate the true college effect.12 On the other
hand, OLS may underestimate the true effect if factors such as the family’s wealth
are omitted from the model.13 Also, general preferences for having a family do not
necessarily lead to an overestimation of OLS, as females with these preferences may

11For alternative speci�cations of the instrument, see Kamhöfer et al. (2017).
12In the case of career preferences women may sacri�ce children for a career-boosting education.

If women prefer a traditional family model, they may forgo college education in favor of starting a
family at an earlier age.

13Although the observable confounders include the parents’ education, we cannot directly control
for the family income at the time of the college decision. If the family income buys high-quality child
care and the woman’s education beyond what is captured by through the control variables, this would
downward-bias OLS. Another potential unobservable confounder that would bias OLS in the same di-
rection is a high degree of openness – one of the so-called Big Five personality traits in psychology
– describing the appreciation and curiosity for a variety of experiences, e.g., college life and having
children.
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very well decide to study (as college is considered to be one of the largest marriage
markets).

In order to address the selection of individuals in education and fertility along un-
observed preferences we exploit the variation in college availability using the index
of college availability we de�ne in Eq. 5.1 as an instrumental variable in a two-stage
least-squares (2SLS) approach. The �rst stage of the 2SLS approach reads:

Ditd = δ0 + δ1Ztd +X
′
itdδ2 + vitd. (5.3)

Our main identifying assumption is that conditional onX ′itd, variation in our college
accessibility measure (Ztd) randomizes the otherwise endogenous decision to go to
college, that is, variation in Ztd does no depend either on the error term, vi, or on
general preferences about or other unobserved characteristics with respect to fertil-
ity.

Tomake this assumptionasplausible as possible, we conditionondistrict �xedeffects
to effectively use only the openings of new colleges and within-district increases in
college seats. With the additional assumption that any instrument-speci�c shi� in
D only affects some of our employed fertility measures via college graduation (i.e.,
the exclusion restriction), we can attribute the reduced-form effect of the instrument
solely to college graduation, ruling out any other channel. Technically, this is done
by regressing the �rst-stage �tted value D̂itd on the fertility measures, Yitd:

Yitd = β0 + β1D̂itd +X
′
itdβ2 + uitd, (5.4)

Given our identifying assumptions, β1 is the causal effect of college education. Im-
posing a monotonicity assumption on the instrument, β1 is a causal effect for a spe-
ci�c group of women: those who would potentially go to college because of the in-
strument (called compliers). Because this group is typically a subset of all individ-
uals, β1 is referred to as the local average treatment effect (LATE, see Imbens and
Angrist, 1994). In our example, the compliers are most likely those who could go to
a university because either a university opened up in their proximity or because ex-
isting universities in the neighboring districts expanded. As this process potentially
affected many people, one would expect the share of compliers to be rather large – a
claim we are going to investigate in the following section.

Before turning to the results, we want to brie�y assess whether our assumptions are
plausible. The conditional independence assumption would be violated by district-
speci�c, non-linear fertility trends that are correlated with an opening. These trends
could be caused by different access to modern contraceptives like the combined oral
contraceptive pill that was introduced in Germany at the beginning of the 1960s. If
women in regions with a stronger increase in college availability also had better ac-
cess to the pill, we may falsely attribute the contraceptive effect to education (to al-
leviate this concern, we include district-speci�c trends). We consider this as rather
unlikely because Table 5.1 suggests that the levels of aggregate fertility measures are
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uncorrelated with the opening of a university. What is more likely is that college-
educated women were more willing to use contraceptives in order to regulate fer-
tility (see Oddens et al., 1993), which would be a channel of the effect rather than a
violation of the identifying assumptions.

5.5 Baseline results

5.5.1 The effect of the college expansion on educational participa-
tion

First-stage evidence fromMicro Census data
Before looking into the effect of the college expansion on the probability of studying
using the survey data that includes fertility measures, we look at the effect of the
college build-up on educational participation in the GermanMicro Census from 1962
to 1969 (the �rst years available). The openings of the �rst four post-war era colleges
(in the cities of Bochum, Dortmund, Konstanz, and Regensburg) fall into these years.
To shed some light on the exact impact of college openings, we conducted an event
study to see the relative change in the share of students within a 100km radius relative
to the timing of the opening of these colleges (time of opening centered to 0).

The results are depicted in Figure 5.4 which shows a twofold takeaway. First, there
is no evidence on pre-trends, indicating that the colleges were not opened in regions
where already existing colleges were expanding relatively more than the colleges in
regions without an opening. Second, the �gure reveals a relatively sharp disconti-
nuity: a�er a college was opened in t = 0, there was a rather large and signi�cant
increase in the relative share of students in the region even two years a�er the open-
ing. Given that the colleges had just opened, this is a remarkable effect. As we take
all students in regions within a 100km radius, the increase in the number of students
not only captures the somewhat mechanical effect in the region of the opening itself
but it also suggests that individuals from neighboring regions were also affected by
the opening, for instance, because the newly built college waswithin commuting dis-
tance. We take this as evidence that there was an excess demand of secondary school
graduates who wanted to go to college.

First-stage evidence from survey data and the complying subpopulation
The regression results of the �rst stage from Eq. 5.3 using NEPS data are shown for
both the �nal sample and for certain subgroups in Table 5.3. The overall �rst-stage
effect is very strong and is precisely estimated. To ease the interpretation of the com-
pound instrument (de�ned in Eq. 5.1), we illustrate the �rst-stage effectwith an exam-
ple: a college is newly opened in adistrictwith 250,000 inhabitants and 15,000 students
are enrolled in the college �ve years a�er the opening. In this case, the probability
of studying increases for a woman who graduates from high school in this district by
about 6percentagepoints (pp) basedon the results inTable 5.3: 2.08 (coef�cient from the table) ×
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Figure 5.4: Relative change in the share of students in counties within 100km of
college opening between 1962 to 1969
Notes: Own representation based German Micro Census data from 1962-1969 (see Lengerer et al., 2008) and German Statistical
Yearbooks (see German Federal Statistical Of�ce, various issues, 1959–1991). The �gure depicts the coef�cients βτ from the
following “event-study” regression where β0 is set to zero:

ln(#studentsbt) = αt + ∑
τ∈{−7,−1}

βτ1

[
max(t− topeningb ,−3) = max(τ,−3)

]
+ ∑

τ∈{1,7}
βτ1

[
min(t− topeningb , 3) = min(τ, 3)

]
+ γb + εbt,

where ln(#studentsbt) is the log number of students in region b and year t (1962-1969). αt are year �xed effects. topeningb equals
the the year in which a college opened in region b. To control for differences in levels between these regions, region �xed
effects γb are included. Regions include all regions within a 100km radius surrounding the centroid of the region where the
new colleges are located. The reason for the choice of this radius is that we want to go beyond a somewhat mechanical effect
which emerges by the in�ux of students in the region of the opening. A suf�ciently large radius partials out this effect for two
reasons. First, it captures the bulk of the catchment area of a college and therefore only a minority of students do not come
from the area de�ned by the radius. Second, within each region that exhibited an opening of a college (Bochum, Dortmund,
Konstanz, Regensburg) there are alreadywell-established existing colleges (Münster, Cologne, Freiburg or Nuremberg). Hence,
there had been possibilities to enroll into a college in the de�ned area also in the absence of a college opening in period 0.

K(0)× 15/250 = 2.08× 0.4× 0.06 = 5pp (rounded, see Eq. 5.1). With an overall base-
line probability of studying of 21.5 percent for women, the �rst stage is not only sta-
tistically signi�cant (the resulting F-statistic is well above the rule-of-thumb value of
10) but is also substantial in size.

This �rst stage determines the share of individuals for which the second-stage condi-
tions the effect on college education (that is, the compliers). By comparing the �rst-
stage effect of increased college availability on the probability of studying across dif-
ferent subgroups, it is possible to gauge whether certain individuals weremore likely
to comply with the college expansion and, thereby, be captured by the second stage.
To this end, we repeat the �rst-stage estimation along three potentially important
characteristics by which we separate our data. The �rst subgroup is de�ned by the
school degree of the father. This separation may be informative since it sheds light
on the question of whether the educational expansion increased educational mobil-
ity. High-educated fathers are de�ned as having at least an intermediate track ed-
ucation, and hence more than the most common educational degree of that time.
The shares of both subgroups are approximately balanced. However, the �rst stage
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Table 5.3: First stage and some characteristics of complying mothers

(1) (2) (3) (4)

Coef�cient Share Share
of the of the of

First Stage population compliers Obs.

Overall �rst stage 2.08∗∗∗ 1 1 4,288
(0.11)

First stage by education of fathera

– High-educated fathers 1.63∗∗∗ 0.48 0.37 2,045
(0.16)

– Low-educated fathers 2.49∗∗∗ 0.52 0.63 2,243
(0.15)

First stage by year of birth (median separation)

– Before 1960 1.78∗∗∗ 0.47 0.41 1,996
(0.23)

– 1960 or later 2.19∗∗∗ 0.53 0.59 2,292
(0.12)

First stage by urban-rural separation

– Urban 2.12∗∗∗ 0.76 0.78 3,275
(0.12)

– Rural 1.89∗∗∗ 0.24 0.22 1,013
(0.23)

Notes: Own calculations based on NEPS–Adult Starting Cohort data. The shares of compliers are calculated as follows: For
mutually exclusive groups (denotedby subscripts 1 and 2), the overall �rst stage coef�cient is aweighted average of the respective
subgroups if the group indicator is also interacted with the set of controls. In this case, weights are determined by the group
sharesω1 andω2 of the overall population. Thus, δ̂overall = δ̂1ω1 + δ̂2ω2. Accordingly, the shares of compliers canbedetermined
asπj = δ̂j/δ̂overall×ωj, for j ∈ {1, 2}. In this table, the group indicators are not interactedwith all the controls, in order to present
the same �rst stage result as employed for the main results. Therefore, the weighted average may not hold with equality until
we normalize the weights πj such that π1 + π2 = 1. This procedure has also been applied in Akerman et al. (2015). Standard
errors in parentheses, ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
a High-educated fathers are de�ned to have at least an intermediate track education, and hencemore than themost common
educational degree of that time.

is much stronger for women with lower-educated fathers as is evident from Table
5.3. Calculating the relative frequency of compliers of low-educated fathers relative
to high-educated fathers (0.63/0.37 = 1.7, see table notes for details) indicates that
a woman with a father we de�ne as low educated is nearly twice as likely to comply
with the college expansion as a womanwith a high-educated father. Hence, in the ex-
ample above, the college opening is supposed to increase the probability of studying
by 0.06× 1.7 = 10.2pp for daughters of lower educated fathers.

Splitting the sample by thewomen’s year of birth one can calculate the corresponding
complier shares. The results show that the �rst-stage effect and, hence, also the share
of compliers, is only slightly larger for women born a�er 1960, suggesting that our
instrument has power throughout the educational expansion. This piece of evidence
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is moreover likely to be informative regarding the external validity of the results. As
the �rst-stage effect does not seem to be con�ned to certain years in the time under
review, it is not implausible to conjecture that more recent policies have also had
similar effects on promoting educational education.

The last dimension by which we analyze the �rst stage is the degree of urbanization.
The �rst-stage coef�cient is slightly higher in urban regions compared to the overall
effect. Yet, as most college openings occur in cities, this urban-rural gradient of the
educational expansion should not come as a surprise.14 But in rural regions there is a
substantial share of compliers that is nearly as high as the share of rural high school
graduates in the overall population.

All in all, we interpret the �nding of the subgroup analysis as suggesting that the
complying population, although modestly selected, is not con�ned to any speci�c
subgroup.

5.5.2 The effect of college education on fertility

Starting with overall completed fertility, shown in panel A in column 1 of Table 5.4,
theOLS effect (that is, the association) of college education on the number of children
is -0.1. In other words, given controls, women who went to college have, on average,
0.1 fewer children than women without a college education. Taking into account se-
lection that goes beyond the observable factors, the 2SLS estimate in panel B yields a
reduction in the average number of children of -0.3. Given an average number of 1.7
children in Table 5.2, this corresponds to a reduction of 19 percent – a rather sizeable
effect. With 4.5 years of college education, the per-year reduction that goes alongwith
college education is, on average, 0.02 children in the OLS model and 0.05 children in
the 2SLS speci�cation.

Taking a closer look at the composition of the overall effect, we take the fertility mar-
gins as dependent variables. The OLS point estimate of college education on the ex-
tensivemargin (that is,motherhood) is -0.08 (-0.02 per year of college). Put differently,
womenwhowent to college are 8pp less likely to ever bear a child, given the controls.
Addressing endogeneity, the 2SLS estimate in panel B yields a reduction in the prob-
ability of becoming amother through college education of about 21pp (5pp per year).
Again, the effect is precisely estimated and is large in size (the baseline probability is
83.2 percent for females without college).

Turning to the intensive margin in column 3 of Table 5.4, we see that the negative
effect from the extensive margin does not propagate here. The differential in the
number of children is slightly positive when it is controlled for observables. Going
to the structural estimate, college-educated mothers have, on average, 0.267 children
more than their peers without college education. Given that mothers have an aver-
age of 2.1 children, the relative effect amounts to a 12.7 percent increase in the num-
ber of children of college-educated mothers. Although only statistically signi�cant

14That regions with college openings have, on average, a larger share of primary industries - and
are thereby more rural - may seem to contradict the result of Table 5.1. However, the degree of urban-
ization used here is only based on the number of inhabitants, not on the population density.
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Table 5.4: Baseline regression results

(1) (2) (3) (4)

Total Effect Fertility margins Timing

# of children Extensive: Intensive: Maternal
for all motherhood # of children age at
women indicator for mothers 1st birth

Panel A: OLS regression

College degree −0.106∗ −0.081∗∗∗ 0.123∗ 2.752∗∗∗

(0.052) (0.019) (0.051) (0.232)

Panel B: Second-stage 2SLS regression

College degree −0.313∗ −0.209∗∗∗ 0.267∗ 6.463∗∗∗

(0.149) (0.054) (0.134) (0.741)

Number of observations: 4,288 4,288 3,316 3,259
Notes: Own calculations based on NEPS–Adult Starting Cohort data. Control variables include full sets of year
of birth and district �xed effects as well as state-speci�c trends. Standard errors in parentheses; ∗ p < 0.05, ∗∗
p < 0.01, ∗∗∗ p < 0.001.

at the 10 percent level, the effect size is substantial. However, this result for the in-
tensive margin may be taken with a grain of salt as it refers to the selected sample
of women who decide to have children. The composition of this sample in terms of
the desired family size may depend on the individual effect of college education on
motherhood. Put differently, the estimate for the intensive margin only yields the
causal effect of college education if the desired family size does not systematically
differ for college-educated mothers compared to women who do not become moth-
ers because of college education. Keeping this limitation in mind, we still deem the
countervailing signs of the effects on the two margins an interesting �nding that we
ought to have a closer look at in the following section.

Before building the bridge to potential mechanisms that may contribute to explain-
ing the results, the rather new margin of education considered here calls for a care-
ful comparison of our �ndings with the literature on the secondary schooling effects
on fertility. For Germany, the OLS estimate for the effect of an additional year of
secondary schooling on the average number of children provided by Cygan-Rehm
and Maeder (2013) is -0.020 – this is remarkable close to our per-year OLS estimate
of -0.024. Instrumenting secondary education with compulsory years of schooling,
Cygan-Rehm and Maeder (2013) �nd an effect ranging from -0.10 to -0.17 depending
on the speci�cation. This is more than twice as big as the pre-year effect of college
education. The bigger effect may seem contradictory at �rst sight, given that college
education is probably more relevant for later career opportunities and affects indi-
viduals in their prime reproductive ages. However, while interpreting the effect size,
one has to keep in mind that the compulsory schooling reform affects individuals at
the lower end of the educational distribution and – given the baby gap in education
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– the average number of children is higher at this margin. Accordingly, the 2SLS ef-
fect on childlessness by Cygan-Rehm and Maeder (2013), about 5pp (compared to a
baseline probability of 18 percent) exceeds our effect of college education on moth-
erhood by about 5.7 percent (that is, (-0.209/0.813)/4.5 years=0.057). Fort et al. (2016)
�nd similarly large effects of compulsory schooling on the number of children and
childlessness for England and pooled Continental European countries.

Moreover, our results con�rmanother interesting pattern foundby several studies on
the secondary schooling effect (e.g., Cygan-Rehm and Maeder, 2013, Fort et al., 2016
and Monstad et al., 2008): the OLS results underestimate the 2SLS effects in absolute
terms. This indicates that the bias in the OLS results stems from omitted variables
such as unaccounted family income and openness to new experiences rather than
from pre-college career preferences or preferences for a traditional family (where
more children are preferred to a mother’s college education). Another explanation
as to why OLS underestimates the 2SLS result might be that OLS captures the average
treatment effect while the 2SLS model yields the LATE for the complying subpopu-
lation. However, as the complier analysis in Section 5.5.1 indicates that college ex-
pansion is not limited to particular groups of individuals, the local nature of the 2SLS
estimate seems rather unlikely to drive the pattern of the results presented here.

Moving on to potential explanations of the education-fertility nexus, themost obvious
effect of college education on fertility is through the timing of births. If the distribu-
tion of the age at the �rst birth is simply shi�ed by the time women spend in college
(usually 4.5 to 5 years in Germany), some womenmay become too old to bear a child,
which may then explain the negative effect on the extensive margin. This is investi-
gated in column 4 of Table 5.4. Whereas the average observable-adjusted difference
on age at �rst birth is 2.8 years between college-educated and non-college-educated
mothers, the 2SLS effect is higher. Because of college, mothers defer their �rst birth
by nearly 6.5 years, which is even higher than the time they usually spend in college.
Because this effect is more than amechanical shi�, unraveling the exact timing of its
occurrence seems to be promising for giving a more complete picture of the fertility
pattern.

5.6 Heterogeneity and potential mechanisms

5.6.1 Effect heterogeneity along age

Unfolding the college effect by age
By its very nature, the decision to go to college affects an individual’s life differently
while the individual is in college (investment period) and a�er she leaves college (con-
sumption period). Such effect heterogeneity in the returns to college education along
women’s fertile ages is not only informative in its own right but it may also help to ex-
plain the �ndings of the previous section. To describe the effect of education on “the
desire/time/opportunity to have a child” while in school, Black et al. (2008, p.1044)
coin the term “incarceration effect.” Although they look at the fertility returns to ed-
ucation at the secondary schooling margin, such an incarceration effect is likely to
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matter at the college margin as well since the time in college is, on the one hand, of-
ten characterized not only through more �exible working hours, but also through an
increased workload and pressure as well as tighter budget constraints. To detect this
kind of heterogeneity, we estimate our baseline models for the extensive and the in-
tensive fertility margins fully saturated by women’s age to get age-speci�c effects. To
this end, we reshape the data from individual level i to individual-age level ig, where
g now indicates the age of the woman for each year from 17 to 40. The second stage
of the 2SLS model is then:15

dig = β0 + β1D̂i +
40

∑
g=17

ηg1(ageig = g)

+
40

∑
g=17

[
γg1(ageig = g)× D̂i

]
+X ′iβ2 + uig. (5.5)

The indicator functions 1(·) return the value 1 if the observation refers to individual
i at age g, and 0 for other fertile ages but g. In other words, the �rst sum gives a full
set of age �xed effects and the second sum interacts the age �xed effects with the
college indicator. The interpretation of the dependent variable dig and, thereby, the
interpretation of the coef�cients of interest differs depending on whether fertility is
measured at the extensive or the intensive margin:

• At the extensive margin, dig is a binary indicator that takes on the value 1 if
woman i becomes a mother at age g (and 0 otherwise), given that she does not
have a child until age g − 1. The age �xed effects ηg give the baseline hazard
rate of having the �rst child (given that one does not already have a child) at
age g. The coef�cients of interest γg give the effect of college education on the
baseline hazard. That is, they answer the question “How does college educa-
tion affect the probability of bearing the �rst offspring at age g, conditional on
having never given birth before?”

• At the intensive margin, dig is 1 if woman i gives birth at age g (and 0 otherwise)
– independent of whether woman i already has a child or not. Accordingly, ηg is
the baseline rate of having any child at age g given the woman is going to have
a child by the age of 40 (as the sample for the intensive margin only consists of
women who become mothers). The coef�cients γg answer the question “How
does college education affect the probability of giving birth at age g for women
who have at least one child by the age of 40?”

Pre-, in- and post-college effects on fertility
Figure 5.5 shows the estimation results of Eq. 5.5 for the extensive margin of fertility
in panel (a) and intensive margin in panel (b).16 The bars state the baseline hazard
rate of becoming a mother and the baseline probability of giving birth at a certain

15For the sake if simplicity, the subscripts for the time and the district are now implicit. The stan-
dard errors are clustered on an individual level as shocks are likely to be time persistent.

16As the age-speci�c estimates in panel (a) a�er age 17 refer to the hazard of giving birth to the �rst
child conditioning on not yet being a mother, the estimates may not be taken for the unconditional
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age in panel (a) and (b), respectively.17 The oranges lines give the effect of college ed-
ucation on these baseline probabilities. For the sake of interpretation, we may think
of the fertile ages as three phases for which we expect distinct effects: pre-college
teenage years, years in college, and post-college years. In the �rst phase, giving birth
(that is, teenage motherhood) is rather unlikely at both margins – as indicated by the
small le�-most bars in both panels of Figure 5.5. Interestingly, women who go to
college a couple of years later already have lower probabilities of giving birth at pre-
college ages (indicated by the orange lines below zero). An explanation for this may
be that somewomenhave such a strong family preference establishedprior to college
age that they sacri�ce additional education in favor of earlymotherhood and become
amother immediately a�er leaving secondary school. Thesewomen are never-takers
of the college expansion.

The next phase in fertile ages are the years in college around the ages 19 to 25 when
women with a college education are in college and those without a college educa-
tion usually complete their apprenticeship training and start working. Both baseline
probabilities of motherhood/giving birth increase from year to year in this phase.
Unsurprisingly, the negative effect of college education is most pronounced in the
in-college years. While the baseline hazard of becoming a mother in panel (a) in-
creases from 5 to 18 percent, the hazard rate for women in college is 11 to 25pp lower.
Similarly, the baseline probability of giving birth in panel (b) ranges between 7 and
17 percent, while college education reduces the probability up to 17pp. It may at �rst
sight be puzzling that the college effect exceeds the baseline probabilities. However,
the baseline hazard rate/probability is much stronger for women who do not go to
college (up to 14pp at age 25 when the baseline hazard for becoming a mother in col-
lege is just 7 percent, see Table 5.9 in the Appendix). Indeed, the increase in the haz-
ard/probability of childbirth for women without a college education together with
an increasing negative college effect in the in-college years, supports the incarcer-
ation explanation. While non-college-educated women completed their vocational
training-on-the-job and gain in �nancial security from year to year in their mid-20s,
the workload and stress level of women in college increases as they face their �nal
examinations.

The third and �nal phase in fertile ages starts when individuals with a college ed-
ucation leave college – around the age of 25. At these ages college-educated women
will reveal their preferences about fertility. Among the college-educated womenwho
havenot yet had a child, somemaydecide to remain childless (as indicatedby theneg-
ative extensive margin in the baseline results), while others who postponed mother-
hood start a family. At this phase the pattern differs considerably between the exten-
sive margin in panel (a) and the intensive margin in panel (b). At the extensive mar-
gin, the post-college ages can be further divided into two stages. First, from ages 26
to 32, the negative effect of college education decreases but college-educated women

causal effect of becoming a mother at a certain age. Similarly, the estimates in panel (b) may not state
the causal effects if the number and timing of children depends of the effect of college education on
motherhood.

17Note, the baseline rates plotted in Figure 5.5 state the unconditional means. On the contrary, ηg
in Eq. 5.5 are the conditional means a�er adjusting for college education and controls for non-college-
educated women. We interpret the effect size (depicted by the orange line) relative to the uncondi-
tional mean as conventional for linear probability models.
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(a) Extensive margin: effects on hazard rates of becoming
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(b) Intensive margin: effects of bearing offspring for mothers

Figure 5.5: Timing of births
Notes: Both panels depict the age-speci�c regression coef�cients from the second stage of the 2SLSmodel in Eq. 5.5 that capture
the effect of college education. Panel 5.5a reports the effects of college education on the hazard rate of becoming a mother by
age. Panel 5.5b depicts the respective effects on the probability of giving birth conditional on being a mother.

remain signi�cantly less likely of becoming a mother. In other words, some college-
educated women catch up with their non-college peers and give birth to their �rst
child. Still, the college effect remains negative as some women who would have be-
comemothers without a college education decide against children because of college
education. At the second stage of the post-college fertile ages, starting around age
32, there is no signi�cant difference in the probability of college- and non-college-
educated women becoming mothers. Put differently, there is no catch-up effect in
the �rst birth a�er the age of 32. The pattern in panel (a) suggests two things: First,
the negative effect at the extensive margin in the baseline results is driven through
the lower fertility of college-educated women during the years in college and about
seven years a�er leaving college – that is, the time in which they build a working ca-
reer. Second, the reduction in the negative college effect for women at the end of
their 20s and the indistinguishable hazard rates (zero effects of college education) af-
terwards indicate that women who wish to catch up in terms of becoming a mother
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do catch up. Forma policy perspective this absence of an age-related reduction in fer-
tility (we refer to this as the “biological effect”) is a noteworthy �nding. It indicates
that the catch-up effect not meeting the incarceration effect is driven by preferences
or opportunities for a career or family life. On the contrary, a constant relative in-
crease in the hazard rate of the �rst birth of college-educated women at the end of
their 30s would indicate that some women may wish to catch up but are not able to
do so before age-related fertility problems become an issue.

At the intensive margin, the baseline probability of giving birth is more pyramid-
shaped with lower probabilities at older ages compared to the extensive margin. As
for the extensive margin, the effect of college education on childbirth in the post-
college ages can be divided into two stages. The �rst stage, until age 32, is charac-
terized by a catch-up effect that already starts in the last years of college education,
at around 23. Compared to the extensive margin, the catch-up effect is much more
pronounced at the intensive margin and college-educated women are signi�cantly
more likely to give birth from age 28 onwards. However, the positive effect shrinks
betweenage 32 to the endof the 30s (although college-educatedmothers are stillmore
likely to have a child than their non-educated peers, see Table 5.9). Thus, for women
who decide to become amother, the negative effect of incarceration in college in the
�rst half of their 20s is compensated by an increased fertility until the end of the 30s.
The effect remains positive and signi�cant a�er the age of 30. The probability that
a college-education women will give birth is around 10 percent at age 34 and falls
to 5 percent at age 37 and 2 percent at age 39. This indicates that a biological effect
can potentially restrict the desired fertility of college-educated mothers because if
infertility affects both women at the same rate, college-educated mothers are more
affected since they are still trying to catch up at those ages. If such an effect exists
(it is, for instance, unclear whether the drop in the probability childbirth between
37 and 39 is already affected by fertility problems or not), it is rather humble in size,
however.

Summing up the results for bothmargins, it seems likely that there are different types
of college-graduated females – those who catch up in their fertility immediately a�er
leaving college and thosewhopostpone childbearing even further a�er the in-college
incarceration andmay never have children. For the latter group, the prolonged post-
ponement and the seemingly absent age-related fertility decline raises the question
of other causes for this lower fertility? Or, put differently, what shapes the smaller
catch-up effect? Black et al. (2008) consider a “human capital effect” – that is, college
education increaseswages and, thereby, opportunity costs of family life. Besides such
a career channel, the literature on secondary schooling and fertility suggests that ed-
ucation may change the preferences for and opportunities of family life. Education
can enable women to �nd a more-educated and higher-earning partner and to have
not only more but also better-educated offspring that could in turn affect the desired
fertility (see, e.g., McCrary and Royer, 2011, for assortative mating and Currie and
Moretti, 2003, for the intergenerational transmission of education). We now go on to
investigate the effects of college on career and family variables for women with and
without children that might explain the catch-up effects.
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5.6.2 Opportunities and revealedpreferences for career and family
life

Table 5.5 presents the effect of college education on the post-college career path. Al-
though an effect of college education does not allowus to concludewhether and, if so,
to which extent the potential mediators actually affect the fertility patterns, the anal-
ysis of labor market factors might be insightful for two reasons. First, labor market
returns to college education change the family’s resources in termsof�nancialmeans
aswell as available time. Second, a heterogeneity in the returns betweenmothers and
non-mothers potentially reveals different career opportunities or preferences. Table
5.5 states the effect of college education on a working full-time indicator and the log
hourly wage. There is a clear association between college education and working
full-time (as opposed to working part-time or not at all) in the OLS model in column
1: college-educated women are 8pp more likely to work full-time. For the 2SLS es-
timate the effect increases to 13pp; however, a larger standard error diminishes the
statistical signi�cance of the relationship to the 10 percent level. Before coming to
wages, column 2 reestimates the effect of college education on the full-time indica-
tor using the subsample of mothers.18 This corresponds to going from the extensive
to the intensive fertility margin. While college education is still positively associated
with working full-time, the magnitude is smaller. In fact, the 2SLS effect is only half
as big when compared to the entire sample and not statistically different from zero
at the conventional levels.

Going on to the hourly wage, we �nd a strong and statistically signi�cant relation-
ship between college education and earnings. In the OLS estimates (in columns 3
and 4) the wage increase amounts to about 25 percent. As is common in the labor
economics literature, the 2SLS coef�cients exceed the OLS ones in size (although one
would expect to �nd that OLS overestimates the true effect, see Westphal et al., 2017,
for a careful discussion of the heterogeneity in the labor market returns), amounting
to nearly 50 percent of the full sample (or equivalently 10 percent per year of college
education) and 40 percent among mothers. Thus, mothers not only expand their la-
bor supply less than non-mothers but they also face a smaller college premium in
the hourly wage. A reason for the smaller labor market returns might be different
– and maybe more family-friendly – occupations college-educated mothers choose
compared to college-educated non-mothers. Mothers, for example, tend to choose
occupations with a greater �exibility of working shorter hours, which may lead to a
wage penalty (Goldin, 2014). Taken together with the small and postponed catch-up
effect in fertility at the extensive margin, the bigger labor market returns for non-
mothers speak for a college-induced early-career effect that prevents some women
from becoming mothers.

Table 5.6 considers the effect of college education on revealed family characteristics
that may shape a fertility-career trade-off. As marriage o�en serves as a gatekeeper
for planned fertility, the increasing trend in the age at �rst marriage (as depicted in
Figure 5.1) could, if triggered by education, constitute an important mechanism as to

18As before, if the tendency to become amother in spite of a college education correlates with labor
supply or wage returns, the subsample analysis may not identify the causal relationship. Moreover, as
workingwomenare a subgroupof allwomen, thewage estimatesmay suffer a selectionbias – although
Westphal et al. (2017) provide evidence that such a bias seems humble in the time under review.
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Table 5.5: Post-college career outcomes as potentially mediating forces

(1) (2) (3) (4)

Working full-time Log wage

all only all only
women mothers women mothers

Descriptives

Sample mean 0.175 0.153 2.83 2.79

OLS regression

College degree 0.080∗∗∗ 0.062∗∗ 0.266∗∗∗ 0.258∗∗∗

(0.018) (0.020) (0.038) (0.048)

Second-stage 2SLS regression

College degree 0.131∗ 0.075 0.499∗∗∗ 0.407∗∗∗

(0.052) (0.059) (0.086) (0.107)

# observations: 4,288 3,485 1,500 1,213
Notes: Own calculations based on NEPS–Adult Starting Cohort data. Control variables
include full sets of year of birth and district �xed effects as well as state-speci�c trends.
Standard errors in parentheses; ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

why individuals put a stronger focus on family life or career opportunities. Columns
1 and 2 of Table 5.6 show the effect of a regression of an indicator for beingmarried at
the age of 40 on college education for all womenandmothers, respectively. In theOLS
model, college education is associatedwith reducing the probability of beingmarried
by about 6pp while the effect is more than twice as strong when estimated with 2SLS.
When looking only atmothers, these relationships vanish. Given a baseline probabil-
ity of 84 percent, college seems to be an important determinant of marriage prefer-
ences, whichmayhave direct repercussions on family life. In otherwords, the college
effect on motherhood already manifests itself in marriage. A reason why college ed-
ucationmay preventmarriage – and a potential mediator of education-fertility nexus
– may be assortative mating. While men are o�en said to prefer to “marry down,”
women who went to college may be more selective when looking for a suitable part-
ner. Columns 3 and 4 of Table 5.6 indicates that women with a college degree seem
indeed to be 36pp more likely to have a partner who also went to college – indepen-
dent of the woman being a mother or not. Given that men with college education
earnmore than their peers without a college education (seeWestphal et al., 2017), we
interpret this as evidence that a lower fertility of college-educated couples is unlikely
to be driven by the �nancial need for the mother to work.

Finally,maternal educationmaychangenot only thepreferences about theoffspring’s
education but also the capability of transmitting a better education to the children.
For example, if there is a trade-off between child quality and quantity (Becker and
Lewis, 1973), it could mean that the effects on the intensive margin would be even
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higher in the absence of this trade-off. Moreover, looking at the effect on the educa-
tional outcomesof the child is important because it shows (togetherwith thequantita-
tive effects) how maternal college education affects the socioeconomic composition
of fertility (Raute, 2017). Column 5 of Table 5.6 gives the effect of the mother’s col-
lege education on an indicator that shows whether the �rstborn visits or has visited
an academic track secondary school (compared to a less academically demanding
school track). We �nd strong positive effects here which may emphasize the impor-
tance of college education on the socioeconomic composition of fertility and/or that
the effects of the intensive margin are likely to be hypothetically higher in the ab-
sence of this effect.

To summarize the mediator analysis, we �nd evidence of a lower college wage pre-
mium formothers. However, formore educated partners (who potentially earnmore
than their less-educated peers) it seems unlikely that �nancial reasons alone prevent
college-educated women from having children.

Table 5.6: Post-college family characteristics as potentially mediating forces

(1) (2) (3) (4) (5)

Marriage: Assortative mating: Child
married age 40 partner college quality

all only all only academic
women mothers women mothers track

Descriptives

Sample mean 0.842 0.916 0.316 0.310 0.526

OLS regression

College degree −0.058∗∗ −0.025 0.362∗∗∗ 0.382∗∗∗ 0.250∗∗∗

(0.018) (0.016) (0.021) (0.025) (0.025)

Second-stage 2SLS regression

College degree −0.124∗ −0.018 0.690∗∗∗ 0.750∗∗∗ 0.639∗∗∗

(0.051) (0.041) (0.062) (0.072) (0.081)

# observations: 4,288 3,491 4,127 3,427 3,316
Notes: Own calculations based onNEPS–Adult Starting Cohort data. Control variables include full sets
of year of birth and district �xed effects aswell as state-speci�c trends. Standard errors in parentheses;
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

5.7 Conclusion

In this paper,weanalyze thenexusbetweeneducation and fertility – two fundamental
decisions in life that, when considered on an aggregated level, have greatly changed
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societies within the past 60 years. These dynamics are unlikely to be con�ned to
the past – particularly with regard to recent policies such as the Higher Education
Pact 2020 in which the German states committed to further increase access to higher
education. This emphasizes the need to understand the long-term consequences of
higher education that go beyond the monetary effects. The aspect of fertility is es-
pecially interesting in this context as higher education affects women – unlike previ-
ously studied secondary schooling – within their prime reproductive age. To analyze
how education impacts individual fertility decisions in the in-college years and a�er-
wards wemake use of arguable exogenous variation in the accessibility of college ed-
ucation in Germany. We �nd that the overall quantitative fertility effects are driven
by the extensive margin: the probability of becoming a mother is reduced by one-
quarter. In contrast, women who decide to be a mother despite a college education,
have, on average, more children.

We shed light upon the sources of these effects by unraveling the timing of child-
bearing along the extensive and intensive margin. This analysis indicates that there
is a postponement of fertility in the early years of the working career that goes be-
yond the “incarceration” in college. However, this college-induced postponement in
fertility does not seem to push planned children toward ages where biological infer-
tility might become an issue. From a policy perspective, this is a noteworthy �nding
as a biological effect would restrict a woman’s choice set when she maximizes her
utility. On the other hand, the decision to forgo marriage and/or childbearing is per
se not undesirable when disregarding the negative externalities for the society. The
absence of such biological effects together with the overall decline in completed fer-
tility points toward changed preferences for motherhood and/or a career because of
college education. Wage and working-time differentials between college-educated
mothers and non-mothers suggest an early-career path that shapes fertility and labor
market returns to college education.

Although we �nd evidence that the massive college expansion and effect of college
education on the probability of becoming a mother at least partly fueled the demo-
graphic transition in recent decades, the positive effect of college education on the
number of children for mothers indicates that education does not per se decrease
fertility. We consider this to be an important policy implication of this study. Policies
that particularly aim at triggering college-educated women into motherhood, for in-
stance, through more �exible working hours or means-tested materiality leave ben-
e�ts, seem promising for reducing the baby gap between women with and without a
college education.
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5.8 Appendix

Figures

1960
Number ofuniversities4
3
2
1
No uni

1970

1980 1990

Figure 5.6: Spatial variation of colleges across districts and over time
Notes: Own illustration based on the German Statistical Yearbooks 1959–1991 (German Federal Statistical Of�ce, various issues,
1959–1991). The maps show all 326 West German districts (Kreise, spatial units of 2009) but Berlin in the years 1958 (�rst year in
the sample), 1970, 1980, and 1990 (last year in the sample). Districts usually cover abigger city or someadministratively connected
villages. If a district has at least one college, the district is depicted darker. Very few districts have more than one college. For
those districts the number of students is added up in the calculations but multiple colleges are not depicted separately in the
maps.
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Figure 5.7: Trends in academic secondary school and college education for females
Notes: Own calculations using data from Köhler and Lundgreen (2015).
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Figure 5.8: Trends in colleges and female students across federal states
Notes: Own calculations using data from the German Statistical Yearbooks 1959–1991 (German Federal Statistical Of�ce, various
issues, 1959–1991).
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Tables

Table 5.7: Control variables and means by university degree

Variable De�nition Respondents

with univ. w/o univ.
degree degree

General information
Year of birth (FE) Year of birth of the respondent 1959.62 1959.61
Migrational background =1 if respondent was born abroad 0.007 0.009
No native speaker =1 if mother tongue is not German 0.002 0.003
Mother still alive =1 if mother is still alive in 2009/10 0.676 0.626
Father still alive =1 if father is still alive in 2009/10 0.472 0.420

Pre-college living conditions
Married before college =1 if respondent got married before the year of the

college decision or in the same year
0.010 .005

Parent before college =1 if respondent became a parent before the year of
the college decision or in the same year

0.002 0.003

Siblings Number of siblings 1.555 1.814
First born =1 if respondent was the �rst born in the family 0.325 0.283
Age 15: lived by single par-
ent

=1 if respondent was raised by single parent 0.0633 0.057

Age 15: lived in patchwork
family

=1 if respondent was raised in a patchwork family 0.013 0.027

Age 15: orphan =1 if respondent was a orphan at the age of 15 0.009 0.022
Age 15: rural district =1 if district at the age of 15 was rural 0.181 0.249
Age 15: mother employed =1 if mother was employed at the respondent’s age of

15
0.583 0.610

Age 15: mother never un-
employed

=1 ifmotherwas never unemployed until the respon-
dent’s age of 15

0.448 0.487

Age 15: father employed =1 if father was employed at the respondent’s age of
15

0.985 0.964

Age 15: father never unem-
ployed

=1 if father was never unemployed until the respon-
dent’s age of 15

0.931 0.894

Pre-college health and education
Final school grade: excel-
lence

=1 if the overall grade of the highest school degree
was excellent

0.034 0.015

Final school grade: good =1 if the overall grade of the highest school degree
was good

0.231 0.185

Final school grade: satisfac-
tory

=1 if the overall grade of the highest school degree
was satisfactory

0.141 0.185

Final school grade: suf�-
cient or worse

=1 if the overall grade of the highest school degree
was suf�cient or worse

0.006 0.009

Repeated one grade =1 if student needed to repeat one grade in elemen-
tary or secondary school

0.163 0.166

Repeated two or more
grades

=1 if student needed to repeat two or more grades in
elementary or secondary school

0.018 0.011

Parental characteristics (M: Mother, F: Father)
M: year of birth (FE) Year of birth of the respondent’s mother 1930.87 1931.70
M: migrational background =1 if mother was born abroad 0.063 0.047
M: at least inter. edu =1 if mother has at least an intermediate secondary

school degree
0.298 0.092

M: vocational training =1 if mother’s highest degree is vocational training 0.256 0.245

Continued on next page
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Table 5.7 – continued

Variable De�nition Respondents

with univ. w/o univ.
degree degree

M: further job quali�cation =1 if mother has further job quali�cation (e.g., Meis-
ter degree)

0.063 0.024

F: year of birth (FE) Year of birth of the respondent’s father 1927.76 1928.561
F: migrational background =1 if father was born abroad 0.063 0.047
F: at least inter. edu =1 if father has at least an intermediate secondary

school degree
0.298 0.092

F: vocational training =1 if father’s highest degree is vocational training 0.256 0.245
F: further job quali�cation =1 if father has further job quali�cation (e.g.,Meister

degree)
0.061 0.024

Number of observations 941 3,389

Notes: Information taken from NEPS–Starting Cohort 6. Mean values refer to the health satisfaction sample. In the case of
binary variables, the mean gives the percentage of 1s. FE = variable values are included as �xed effects in the analysis. a Only
available for males who did military eligibility test (2,359 observations).

Table 5.8: Descriptive statistics of instruments and background information

(1) (2) (3) (4)

Statistics

Mean SD Min Max

Instrument: College availability 0.459 0.262 0.046 1.131

Background information on college availability (implicitly included in the instrument)

Distance to nearest college 27.580 26.184 0 172.269
At least one college in district 0.130 0.337 0 1
Colleges within 100km 5.860 3.401 0 16
College spots per inhabitant within 100km 0.034 0.019 0 0.166

Notes: Own calculations based onNEPS–Adult Starting Cohort data andGerman Statistical Yearbooks
1959–1991 (German Federal Statistical Of�ce, various issues, 1959–1991). Distances are calculated as
the Euclidean distance between two respective district centroids.
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Table 5.9: Baseline fertility rates and college effects by age

(1) (2) (3) (4) (5) (6)

Extensive margin Intensive margin

Age Baseline hazard Effect Baseline probability Effect
no college college no college college

17 0.024 0.002 −0.059 0.030 0.003 −0.048
18 0.045 0.002 −0.087 0.054 0.003 −0.091
19 0.067 0.006 −0.113 0.080 0.009 −0.123
20 0.084 0.015 −0.131 0.097 0.021 −0.129
21 0.102 0.019 −0.136 0.114 0.026 −0.115
22 0.128 0.030 −0.177 0.135 0.041 −0.152
23 0.147 0.047 −0.222 0.147 0.063 −0.166
24 0.167 0.061 −0.239 0.155 0.081 −0.142
25 0.210 0.070 −0.210 0.179 0.089 −0.095
26 0.233 0.109 −0.168 0.179 0.135 0.005
27 0.243 0.138 −0.178 0.164 0.164 0.042
28 0.241 0.150 −0.157 0.142 0.164 0.075
29 0.216 0.186 −0.101 0.110 0.191 0.119
30 0.213 0.201 −0.114 0.096 0.188 0.113
31 0.198 0.213 −0.082 0.079 0.177 0.126
32 0.161 0.202 0.018 0.057 0.151 0.138
33 0.141 0.168 0.045 0.045 0.110 0.112
34 0.135 0.170 0.025 0.040 0.101 0.097
35 0.105 0.153 0.020 0.029 0.084 0.064
36 0.068 0.116 0.019 0.017 0.057 0.039
37 0.059 0.102 0.026 0.014 0.047 0.046
38 0.044 0.077 0.011 0.011 0.034 0.034
39 0.031 0.060 −0.003 0.007 0.025 0.021
40 0.022 0.040 −0.029 0.005 0.016 0.008

Notes: Own calculations based onNEPS–Adult Starting Cohort data. The effects are those depicted in
Figure 5.5 and estimated according to Eq. 5.5. Unlike the �gure, the baseline hazard and the baseline
probability are stated by college status.



Chapter 6

More teachers, smarter students?
Potential side effects of the German
educational expansion1

6.1 Introduction

In recent years, the view that has ultimately prevailed is that education throughout
the life course is important for acquiring skills that are decisive for, but not exclu-
sively con�ned to, the labor market (Heckman et al., 2010; Chetty et al., 2011; Zim-
merman, 2014; Kamhöfer et al., 2017). Teachers have a key role in creating environ-
ments and incentives for students to acquire these important skills, typically referred
to in economics as the acquisition of human capital (Hanushek, 1971; Hanushek and
Rivkin, 2006; Chetty et al., 2014a). Because of this key role, it is important to look at
the leverage of educational policy on attracting high-quality teachers. If, for exam-
ple, relatively less suitable individuals take up the teaching profession in response
to changes of institutional arrangements, they could have a negative impact on the
performance of their students. As all teachers educate generations of pupils over the
course of their career, teachers can have a highly persistent impact on the skill ac-
quisition of these pupils. Evidence from recent studies advocates such a persistent
impact of teachers since resulting skill differentials at school may well spill over to
later life by, for instance, affecting labor market performance (Chetty et al., 2014b).

In Germany, as in most industrialized societies, in the second half of the past cen-
tury, educational policies were at the core of government institutional reforms. The
goal was to increase access in particular to higher secondary education, namely the
intermediate track (Realschule) and the academic track (Gymnasium), relative to the
then-dominant basic track.2 The quantitative expansion of both tracks was substan-
tial even in relative terms: whereas only 20 percent of all pupils went to either one of

1This paper is published as: Westphal, M. (2017). More Teachers, Smarter Students? Potential Side
Effects of the German Educational Expansion. Ruhr Economic Papers 721, RWI Essen. Funding by the
Fritz-Thyssen Sti�ung (grant no. 20.16.0.069) is gratefully acknowledged.

2At the same time, comprehensive schools (Gesamtschulen) were introduced. This school track,
however, only played a minor role.
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both tracks in the 1960s, this share had doubled by the end of the 1980s. This tremen-
dous increase led to an upsurge in the demand for teachers.3 Due to the educational
expansion, roughly 150,000 new positions as teachers were created. These positions
could not even theoretically be �lled with basic track teachers, as these positions re-
quired more formal training.4

Did the implementation of this quantitative expansion lead to a diminishing qual-
ity of teachers? If, at any time, only the most motivated and able individuals took
up the profession, an unanticipated and unprecedented increase in the demand for
teachers could have encouraged less motivated and able individuals to eventually be-
come teachers. The educational expansion is not only important because it created
a demand-side variation in the labor market for teachers, it also captures a highly
policy-relevant effect. Many of today’s policies are o�en targeted at expanding public
institutions like, for instance, the recent extension of the daycare sector and – po-
tentially – of the future formal long-term care sector in Germany. These expansions
exhibit characteristics that are similar to the educational expansion in the 1970s and
’80s. Hence, knowledge about the past expansion is informative about how to ef�-
ciently implement new ones in the future.

The literature on teacher selection and its effects on student performance initially
focused on identifying determinants of teacher selection. There is a large strand of
literature that looks at the role of wage differentials between teachers’ and the out-
side labor market (see, for instance, Britton and Propper, 2016, Loeb and Page, 2000,
and Figlio, 1997, among others). Nagler et al. (2015) examine the consequences of
business cycle-induced teacher selection on students’ test scores. These studies �nd
that a larger wage-differential leads to a diminishing teacher quality. Beyond wages,
there are also further characteristics of the labor market of teachers subject to some
studies. For instance, Lakdawalla (2001) determines the role of technological change
and Bacolod (2007) considers the soared acceptance of female teachers. These stud-
ies likewise detect that teachers react to changed external incentives. Chetty et al.
(2014b) go one step back by identifying the general impact of teachers on the human
capital acquisition of their students. They uncover that replacing an average teacher
with a teacher from the 5% quantile of the distribution of teacher quality raises the
net present value of their lifetime earnings of the affected students by $250,000 per
classroom.

I contribute to the literature on teacher selection and its effects on student perfor-
mance mainly in two ways. First, this is the �rst study to speci�cally assess the con-
sequences of one particular and major social change of the last 60 years – the edu-
cational expansion – not on those who are taught5 but rather on those who teach.
Insights into teachers are important since they are under a more direct control of
policymakers who could then apply these insights to modifying the hiring process
of teachers. Second, I am able to provide evidence on a much more homogeneous

3Because of a coinciding reduced student-teacher ratio, the demand for teachers was even higher
than the increase in student numbers.

4In addition, the overall number of students in secondary education mechanically increased due
to the changing track composition (academic track required four more years of schooling; the inter-
mediate track, one year).

5Studies that focus on students comprise Siegler (2012) and Kamhöfer et al. (2017) for tertiary ed-
ucation, as well as Jürges et al. (2011) for secondary education.
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group of high-skilled pupils who attend the academic track in Germany. This is in
contrast to the existing literature that looked primarily at the comprehensive school
system of the US or the UK.

To substantiate the exact speci�cation of the educational expansion rate and the sub-
sequent interpretation of the effects, I employ a simple theoretical framework of how
marginal teachers affect the average quality of all teachers of a certain cohort. This
model corroborates using relative changes in the stock of teachers in the federal state
and year of the high school graduation as the educational expansion rate. This rate
proxies the conditions of the teachers’ labor market (and coinciding career incen-
tives for those who are encouraged to become teachers). Subsequently, this proxy
is related to the test scores of students instructed by a teacher decades later. By us-
ing these changes within German federal states that control and legislate the educa-
tional systemwithin their borders, I am able to isolate the overall effects from a wide
range of other effects. These confounding effects may arise because of unobserved
third factors, for example, effects that go along with teachers’ general experience or,
more importantly, potential persistent differences in the quality of the educational
system of the federal state. Concerning the former, for instance, the students’ per-
formance is measured decades later, long a�er the educational expansion was com-
plete. Hence, I can disentangle the effects of the educational expansion that operates
through teachers from the repercussions on students. Furthermore, I use a between-
subjects difference-in-differences model to address the concern that good teachers
maywant to teach at good schoolswithbetter students. In the absenceof any spillover
effects, estimates of the cross-subject teacher environment on student test score re-
lations (math teacher, reading scores and German teacher, math scores) identify con-
founding school selection effects, which can then be differenced out from the same-
subject effects. If this teacher skill differential of educational expansion teachers is
indeed driving the effect, I would expect this skill differential to also be re�ected in
some observed characteristics, such as subjectively assessed measures on intrinsic
and extrinsic motivation.

To summarize the results, I �nd that students taught by teachers who witnessed an
expanding teacher force in their federal state just a�er high school graduation score
less in math and reading competence tests. By decomposing the effect into a compo-
nent that is due to school selection (correlation between good teachers and initially
good students) and a direct effect on test scores, I �nd that a signi�cant share of the
overall effect can be attributed to the direct effect of teachers on students. Teachers
who graduated from high school in an average expansion year reduce the test scores
of their students by 2 percent of an unconditional standard deviation (sd) relative to
teachers that graduated in years with no expansion. The magnitude of the effect is
comparable to related studies and is non-negligible. In providing an explanation for
the identi�ed test score differential, I look at the reported grade of the teachers’ high
school exit exam (Abitur) and examine further subjective measures of job choice and
work ethic. I �nd that the educational expansion rate weakly predicts the academic
achievement of teachers. In addition, educational expansion teachers are more ex-
trinsically rather than intrinsically motivated.

The results have at least two important implications. First, as the policymaker cer-
tainly hasmore leverage in hiring good teachers than on directly in�uencing students
or their family background, the conclusions of this paper are important for shaping
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future policies. Connected to this, the second implication concerns today’s and future
expansions of public institutions in general, which become increasingly necessary in
changing societies. Given the results of this paper, it seems crucial to not only invest
in quantitative aspects, such as increasing the scope of arguably bene�cial public in-
stitutions. Qualitative aspects are an important margin to invest in when implement-
ing the expansion of these institutions. The substantial ongoing extension of daycare
facilities (day nurseries and preschools) serves as a prime example. Since the edu-
cational expansion is paralleled by this expansion of daycare facilities, the results of
this paper can rather easily be extrapolated to this setting.

The remainder of the paper is structured as follows: Section 6.2 sets out the institu-
tional background of the educational expansion in general and the teachermarket in
particular. Section 6.3 presents the empirical strategy that aims at estimating causal
effects. Subsequently, a small theoretical mechanism is introduced that justi�es the
speci�cation of the educational expansion rate and facilitates the interpretation of
the results. Section 6.4 presents the data. Section 6.5 shows the main results of stu-
dents’ learning outcomes, assesses its robustness and presents supporting evidence
on the characteristics of educational expansion teachers. Finally, Section 6.6 con-
cludes.

6.2 Theeducationalexpansionand themarket for teach-
ers in Germany

InGermany, at least three things changed the notion of the scope of higher education,
all of which took place roughly within 15 years. First, the view ultimately prevailed
that education was key for social participation as a citizen, which served as a power-
ful intellectual and publicly in�uential argument to promote education (Dahrendorf,
1965). Second, as a consequence of its increased role internationally, reports of the
OECD showed that Germany’s systemwas internationally underdeveloped. This had,
not least because of an in�uential book (Picht, 1965, which based on arguments set
out in Picht, 1964), a huge impact on public opinion. The new and changed notion of
education was re�ected by the Social Democratic Party (SPD) making it the corner-
stone of their new programmatic orientation: education policy was granted federal
political importance by a partywhose clientele traditionally came fromeducationally
deprived strata (Osterroth and Schuster, 2000). Third, because of the Sputnik crisis
in 1957, Western societies realized that they were trailing behind the Soviet Union.
Opening higher secondary and tertiary education for a broader population was iden-
ti�ed as being important for closing this gap in the long run. All these developments
led to changes mainly in the supply of education, which shi�ed the composition of
the students in terms of their �eld of study from public institutions traditionally be-
ing the most important employer of university graduates toward newly created jobs
in engineering, administration, and the business sector (see, for example, Lundgreen
and Schallmann, 2013).

The educational expansion also substantially affected secondary schools. This is vis-
ible in Figure 6.1a, where the share of pupils in the intermediate and academic track
is plotted over time. The increased number of pupils required more teachers, also
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because shi�s in the track composition led to a mechanical increase in the average
years of schooling (the intermediate track had one more year of schooling, the aca-
demic track four years more). Figure 6.1b illustrates the upsurge in teacher positions
in higher secondary education over time: within 20 years, 150,000 additional teacher
positions were created. The long-term repercussions of these new teachers are the
subject of this paper. This requires looking at the dynamics that took place simul-
taneously, concerning, among others, teacher remuneration and the education of
teachers in Germany. The current process of teacher training in Germany was imple-
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Figure 6.1: Impact of the German educational expansion
Source: Köhler and Lundgreen (2015)

mented in 1917 for academic track teachers and was extended to include all teachers
at primary and secondary schools up until 1970 (Köhler and Lundgreen, 2015). This
process is called the "academization of the teaching profession" (Bölling, 1983; Köh-
ler and Lundgreen, 2015). The training of all teachers from at least 1970 onward is set
up as a two-stage process. All high school graduates with an academic track educa-
tion (Abitur) are in principle eligible to be trained as teachers. Initially, teachers are
educated at a university, commonly graduate in two speci�c subjects (Erstes Staat-
sexamen) and start a more education-speci�c vocational training at a certain school.
A�er graduation from university – which takes 4.5 years – teachers graduate a second
time (Zweites Staatsexamen) – which takes an additional 1-2 years – where teaching
skills are tested. At the same time, there were also some changes in how teachers
were remunerated. For example, one consequence of the academization was an in-
crease in the salary level of teachers (Bölling, 1983). In addition, the teacher salary
was leveled up to reduce the excess demand of teachers and to match their salary to
wages in professions that required a similar quali�cation level. This, however, was
largely completed before 1970 (Bölling, 1983; Köhler and Lundgreen, 2015) and there-
fore does not interfere with the study period (from 1970 onward).
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6.3 Empirical strategy and theoretical mechanism

6.3.1 Empirical strategy

The aim is to compare "educational expansion" teachers (EETs) with teachers who
were not in�uenced by the educational expansion. I consider EETs as being individ-
uals who started their teacher training and education during the massive demand
increase that occurred during the educational expansion. On average, these teach-
ers may differ because of some marginal teachers. These marginal teachers are a
subset of all EETs and only took up the teaching profession because of changed ca-
reer incentives (Ashraf et al., 2014). For instance, an awareness of the possibility of
eventually becoming a teacher may have surged. If the educational expansion oc-

Class 1

Class 2

Class 3
1970197119721973197419751976197719781979198019811982198319841985198619871988198919901991199219931994199519961997199819992000200120022003200420052006200720082009

1970
Teacher‘s year of job choice

2009

Basic 
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does this class
perform

differently? 

Educational Expansion

Assessment of
students in 2011 

(and 2013)

Figure 6.2: Illustration of the �xed effects setup

curred in certain years and not in others, I could simply compare EETs with teachers
who started their education a�er or before the educational expansion. The time scale
at the bottom of Figure 6.2 illustrates this hypothetical clear temporal demarcation.
However, the time of the educational expansion cannot be clearly de�ned. Yet, it can
be exploited that the federal states in Germany have discretion over when, where,
and to which extent to increase the capacity of the (secondary) educational system.
Additionally, federal states decide on the curriculum in schools and in teacher train-
ing. Because of this institutional peculiarity, themobility of teachers between federal
states is low (Table 6.8 shows that nearly three quarters of teachers stay in the federal
state where they graduated fromhigh school). Consequently, I use the relative expan-
sion of the teacher force at the federal state level to capture the part of the educational
expansion that affected the job prospects of future teachers.
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Figure 6.3: Relative changes in the stock of teachers by non-urban federal states
over time

Notes: the time-series are residuals from a population-weighted regression of the stock of teachers on federal state and
year �xed-effects. The data are based on administrative records and taken from Köhler and Lundgreen (2015).

This relative change in the stock of teachers over time and by federal state is de-
picted in Figure 6.3. In this graph, the differences in the timing as well as in the
intensity with which the educational expansion was carried out are clearly visible.
Each panel in Figure 6.3 depicts theWest-German ’Flächenländer’ (the urban federal
states Berlin, Bremen, and Hamburg are excluded for the sake of clarity). The graph
illustrates the different developments in the teacher market. If the teacher force of
any given federal state grows faster relative to all federal states in a given year and
faster than the own average growth rate, the relative changes plotted in Figure 6.3
are positive. Conversely, if the growth of the teacher force is lower than the trend in
the federal states as well as the overall yearly change on the federal level, the relative
change is negative. Another way to interpret the relative change in Figure 6.3 is by re-
lating the number of (marginal) EETs to the number of teachers that were projected
to be needed in the absence of the educational expansion, which is clari�ed in the
next subsection.

Figure 6.2 also illustrates the general data structure that is exploited in the empirical
approach. The three classes on the right-hand side of Figure 6.2 represent all ��h and
ninth grades in the data. The pupils in those classes are subjected to objective tests on
their math and reading performance. These test scores can be linked to teachers that
teach the respective subject: German teachers are assigned to reading test scores and
math teachers tomath test scores. The educational expansion rate ismerged to those
teachers basedon the federal state and the year (birth yearplus 19) of their high school
graduation. The effect of the educational expansion on students’ learning outcomes
may then be picked up by βFE in the following regression:

yiτl jst = βFE ln(#teachersst) + θs + πt + ηl + µτ + X′ρ+ εiτl jst (6.1)
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where y measures the test scores of student i in year τ taught by teacher j at a school
in state l who received his secondary school diploma in state s in year t. Because of
the twofold �xed effects at the teacher level (θs and πt), βFE is essentially identi�ed by
relative deviations from the state-speci�cmean and the average yearly change across
all federal states.6 These deviations are exactly what is depicted in Figure 6.3. In ad-
dition to the teacher level �xed effects, student level �xed effects are also employed
(ηl and µτ) to control for any persistent differences between the years and the federal
states of the schools. Moreover, X may contain further covariates to possibly con-
trol for class composition, depending on the exact speci�cation. In this �xed effects
model, βFEmay pick up the effect of teacher quality on students’ learning outcomes,
if changes ln(#teachersst) only capture the difference in teaching quality between
EET and non-EET (see next subsection) with all else held �xed. However, one could
still be concerned that skilled teachers have better opportunities to choose the school
they teach in. Such a selection would confound βFE.

To break the correlation between the initial skills of the students and teacher qual-
ity, variation between subjects (math and German) is exploited. Table 6.1 shows how
this information helps to improve the identi�cation. As every student has a German

Table 6.1: Setup of the difference-in-differences approach

Math
Scores

Reading
Scores

Math
Teacher

Treatment (D = 1) Control (D = 0)

German
Teacher

Control (D = 0) Treatment (D = 1)

and a math teacher and is assessed in both reading and math skills, there are four
possibilities for using the test score observations of a certain student (indicated by
the gray-shaded cells). First, the math score is evaluated with respect to the expo-
sure to the educational expansion (the relative changes depicted in Figure 6.3) of his
math teacher. Second, reading scores and the exposure of the German teacher can
be used. Both assessments are re�ected in βFE. This coef�cient captures the direct
effect of teacher quality plus, potentially, some school sorting effect. Moreover, also
assessing across subjects can be informative: relating math scores to German teach-
ers and reading scores to math teachers. Estimating Eq. (6.1) using this cross-subject
test score-teacher association yields the school sorting effect and potentially also the
same spillover effect. In the absence of a spillover effect, the school sorting effect

6Thus, it can also be termed a difference-in-differences model with continuous treatment. The
reasonwhy I refer to thismodel as ‘�xed effects’ is to clearly separate the wording from the difference-
in-differences model that is employed later on.
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is identi�ed and can be substracted out of βFE. This can be directly done by de�n-
ing a treatment and a control group (indicated by the treatment variable D) and by
estimating the following model:

yiτlF jtsF = α + βDiD ln(#teachersst)× D + δ ln(#teachersst) + γD

+θt×D + θs×D + ηl + µτ + X′ρ+ εiτlF jtsF (6.2)

Because this model differences out the school sorting effect, it is a difference-in-
differences approach (DiD). The treatment group comprises students’ test scores and
teachers from the same subject and is indicated by the treatment indicator D tak-
ing the value 1. The control group, on the other hand, connects students’ test scores
and teachers between the subjects (math and German). This relation is indicated by
D = 0. To facilitate interpretation, the �xed effects of the state and the year of the
teacher’s high school graduation are now interacted with D.7 Finally, standard errors
for βFE and βDiD are clustered on the federal state and year level of the teachers’ high
school exit exam since this is the level where the hiring of teachers occurs.

Besides a school sorting effect, this regression automatically purges all individual and
also class and school �xed effects. If the assignment of German and math teachers
to classes is mean-independent of teacher quality and of the relative, subject-speci�c
skills of the class, the coef�cient βDiD identi�es the causal effect (see Appendix 6.7
for a clear list of the identifying assumptions). Also, in the case of spillover effects,
the school sorting effect is differenced out. Then βDiD is a lower bound for the gross
effect of teacher quality, since school sorting and spillover effects are both likely to be
positive. However, the literature only�ndsweakevidenceof the existenceof spillover
effects (Koedel, 2009). In robustness checks, however, I will scrutinize these spillover
effects directly.

6.3.2 Theoretical mechanism

In response to the educational expansion, different individuals could have been en-
couraged to become teachers who also exhibit different career incentives. Why is
that? As in every market, the labor market for teachers can also be characterized
by two major forces, demand and supply. Regarding the former, the federal state s

7In the difference-in-differences equations as in (6.2) interpreting βDiD as being identi�ed from
deviations from state and year-speci�c means would not work. To get these deviations, regress
ln (#teachersst) × D on the respective �xed effects (by the Frisch-Waugh-Lovell Theorem, a ‘second
stage’ regression of y on ωst and ln (#teachersst)would yield the same coef�cients as in Eq. (6.2) with-
out interacted �xed effects):

ln (#teachersst)× D = µt +ηs +ωst

E [ln (#teachersst)× D] = δt × Pr(D)+πs × Pr(D)+εst × Pr(D)

Applying the law of iterated expectations shows that the essential variation that identi�es βDiD is de-
�ated by Pr(D). Using D-speci�c �xed effects adjusts for this de�ation directly. Hence, interacted
�xed effects are necessary in order to interpret βDiD as deviations from the state-speci�c as well as the
year-speci�c mean.
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may project the demand for teachers in year t based on the expected number of aca-
demic track pupils, EstPst. Also, the fraction of the teaching force that retires, δTst
may contribute to the demand for new teachers. In total, the overall demand for
teachers can be expressed as Dst(EstPst, δTst). Because the federal states hire based
only on howmany students are enrolled or will enroll into the secondary educational
system, supply-induced demand is unlikely to occur. Therefore, the demand can be
seen as independent of the potential quality of teachers. It is exogenous to potential
teachers.

Supply, on the other hand, is determined by the number of academic track gradu-
ates in year j and federal state s, as the job mobility between federal states is rather
limited. Each individual within a cohort and a federal state has a net bene�t of teach-
ing B(jst). This net bene�t is the bene�t of working as a teacher minus the bene�t
of working in the next best occupation. Hence, having the highest net bene�t does
not necessarily mean being the best teacher. It means that the skills or preferences
of this individual are most teacher-speci�c. This bene�t may depend on a vector of
individual characteristics Sjst of the potential teacher jst that can be closely related
to teacher quality Qjst . For instance, this vector may comprise intrinsic motivation
to teach, speci�c teacher quality, and general skills among others. Thus, individuals
with the highest bene�t are most likely to be intrinsically motivated and have a high
teacher quality. Similar to a Roy-type selection model of occupational choice (Roy,
1951), individuals will start teacher training based on this net bene�t. But for individ-
uals at the margin of becoming teachers, the decision may additionally depend on
external market forces, such as the recruiting policy of the federal state. These indi-
viduals are less determined to join the teaching profession. Hence, extrinsic factors
such as chances of eventually being hired as teachers, the prestige of the teaching
job, or the relative salary are more important to those individuals.

Figure 6.4 plots the supply anddemand forces. On the horizontal axis the share of aca-
demic track graduates in year t and federal state s with at most a certain teacher net
bene�t is depicted (for clarity, the scales are exaggerated). This share is mapped on
the net bene�t of being a teacher for all individuals in this cohort. Along the horizon-
tal axis, thenet bene�t decreases. Thus, this supply function is equivalent to thequan-
tile function of individuals having at most a certain net bene�t. This is also called the
inverted complementary distributionof the teachernet bene�t: qjst = (1− F(Bjst))

−1.

In the absence of the educational expansion – which is targeted at increasing the
share of each birth cohort with an academic track education – a fraction p1 of each
birth cohort can become teachers. This fraction depends on the demand for teachers
Dst, which introduces external equilibrium factors to in�uence individual choices.
Most likely, the individuals who become teachers are among those with the highest
net bene�t and implicitly exhibit those characteristics Sjst that are better suited for
being a good teacher. Note that Dst can also monotonously change from year to year
in response to a constant fraction of teachers retiring or because the cohorts of stu-
dents who transition to academic track education and those of high school graduates
are constantly growing in the federal state.

In response to the educational expansion, there is an exogenous increase in Dst, de-
noted by ∆Dst. This has two notable consequences that outline the tradeoff between
the quantity and quality of teachers. First, an additional fraction p2 (the marginal
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Figure 6.4: Possible impact of the educational expansion
on the job market for teachers

teachers) of the high school graduate cohort that witnesses the demand increase for
teachers in year t and federal state s decide to become teachers (the share of EETs
amounts to p1 + p2 if p2 > 0). The second consequence is that the average net bene�t
of all teachers – and therefore,most likely also the corresponding teacher quality – di-
minishes. In this model, the average net bene�t of the p1 teachers from a high school
cohort in a federal state in normal years amounts to B (Dst) =

∫ p1
0 B(jst)dF(qjst) (de-

picted by the dark gray area in Figure 6.4) where F(qjst) is a uniform distribution
(quantiles of a population are uniformly distributed). Accordingly, the average net
bene�t of those individuals who become teachers due to the educational expansion
(marginal teachers) is: B (∆Dst) =

∫ p1+p2
p1

B(jst)dF(qjst) (indicated by the light gray
area). The overall average net bene�t (light and dark gray-shaded areas) of a teacher
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cohort t in federal state s that witnesses a teacher expansion (or contraction, p2 6= 0)
can then be expressed as:

B (Dst + ∆Dst)︸ ︷︷ ︸
Average net bene�t of EETs

=

Average net
bene�t

of non-marginal
EETs︷ ︸︸ ︷

B(Dst) +
p2

p1 + p2︸ ︷︷ ︸
Fraction of

marginal EETs
to all EETs

Net bene�t differential
between marginal and
non-marginal EEsT︷ ︸︸ ︷[

B(∆Dst)− B(Dst)
]

(6.3)

This expression explicitly shows how the average individual net bene�t changes with
respect to newly entering marginal teachers. The same effect applies not only to
the net bene�t but also to teacher quality if the bene�t is monotonously related to
the ability to teach (which is likely): Q (Dst + ∆Dst). This equation is important in
mainly two respects. First, p2/(p1+p2) is similar to the employed educational expan-
sion rate as depicted in Figure 6.3. This rate is p2/p1. In the appendix, I show that
the empirical results are insensitive to employing p2/p1, or p2/(p1+p2). Thus, it shows
that the effect of the educational expansion on the labor market for teachers can be
measured by the relative share of incoming teachers (rather than, for instance, the
absolute number of teachers). As this is achieved by the log-speci�cation, Eq. (6.3)
justi�es its use as the preferred speci�cation in the empirical models of Eq. (6.1) and
(6.2). Using ln(#teachersst)mechanically adjusts the effect from all EETs (p1 + p2) to
the marginal teachers (p2, as a local average treatment effect adjusts the effect to the
complying population) – the EET (light gray area) – and thus does not average the ef-
fect over all teachers in a particular cohort (light and dark gray areas). In this sense,
one can think of this approach as also being an instrumental variables approach.

The second reason for why Eq. (6.3) is useful is for interpreting the results later. As
outlined in the empirical strategy, I testwhether p2/p1 is correlatedwith the test scores
of students. If it is correlated, the effects in βFE and βDiD are given for the average
change in teacher quality [Q(∆Dst)−Q(Dst)] (if this is the exclusive driver behind the
effect on student performance) averaged over all years and federal states (changes in
B(Dst) are captured by the �xed effects, πt and θs in the regression models (6.1) and
(6.2)). If this quality differential was observed, one could regress [Q(∆Dst)−Q(Dst)]
in a �rst state on p2/(p1+p2). Then, the reduced-form effect can be adjusted not only
to the marginal teachers but also to a one-unit increase in teacher quality. These two
features imply that the effects of the educational expansion can be precisely identi-
�ed. In contrast, the effect of latent teacher quality on students’ learning outcomes is
a reduced-form effect (in terms of teacher quality) as teacher quality is unobserved.
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6.4 Data

6.4.1 Sample selection and student-teacher linking

This study exploits the National Educational Panel Study (Blossfeld et al., 2011b). The
NEPS has a multi-cohort design and covers the educational trajectories of all indi-
viduals from six different stages of life. Speci�cally, I use the third (SC3) and the
fourth (SC4) starting cohorts. SC3 comprises individuals that attended the ��h grade,
whereas SC4 contains individuals from the ninth grade at the start of the school year
2010/2011. Compared to any survey data in Germany, the advantage of the NEPS is
that it includes information on both the students and their teachers. The design of
the questionnaire is equivalent across both cohorts. Hence, individuals and teachers
from both starting cohorts can be pooled together in one sample.

The sampling population are all German ��h and ninth graders in 2010. In a �rst
step, 234 schools are sampled (Skopek et al., 2012). All students in grades 5 and 9 from
these schools are asked to participate in the survey. Since the NEPS is a panel survey,
it follows these students as they move through the education system, including gen-
eral education and occupational training. The survey also extends to the students’
parents and the teachers in math, German as well as the class teachers. Teachers
are interviewed once and can be linked to the respective class they teach. Informa-
tion on teachers include year of birth, their high school graduation, their college ed-
ucation, retrospective determinants of their occupational choice and their attitude
toward their job as a teacher.

Several restrictions need to be imposed on the data. From initially 1,206 teachers and
9,042 students that attendhigher secondary schools inWestGermany (the educational
expansion did not take place east of the Iron Curtain, including East Germany), I re-
strict the sample to academic track schools. This group of students is high-skilled and
mostly homogeneous in their abilities. Furthermore, I keep only teachers who either
teach math and German (thereby dropping the class teachers). Both restrictions re-
duce the sample to 345 teachers and 4,259 students. Lastly, I restrict teachers to being
younger than 60 years old as older teachers might already anticipating retirement .
Therefore, I additionally drop 23 teachers. This means the oldest teachers inmy �nal
sample made the decision in 1970 to become a teacher, which is a�er the adjustment
processes of teacher salaries and teacher training had �nished.

Figure 6.5 shows the number of teachers in my sample by subject over time. There is
approximately an equal amount of math and German teachers, and only a negligible
minority teach both subjects. As is visible by the co-movement in the number of
subject teachers over time, there is more variation over time than between subjects.
In the NEPS teacher force, there are many teachers who graduated from high school
(at age 19) in the 1970s. The 1980s are characterized by a saturated teacher force and
relatively fewer hirings, which is also re�ected in Figure 6.5. In the 1990s and 2000s
(until 2005) the number of teachers in the sample increases again.
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Figure 6.5: Number of teachers by year and subject
Notes: own calculations using NEPS data.

6.4.2 Test score data

THeunidimensional competence scores serve as themain outcome variables in read-
ing and mathematics.8 These scores have been assessed in tests conducted between
November and January of a school year. As the school year usually starts in August,
teachers can impact the test scores of their students through lessons in the �rst three
to �vemonths of the school year (on average, it is 3.72months). Teachers cannot con-
trol the results of the test as these are conducted by trained NEPS interviewers. The
scores are assessed by multiple choice questionnaires that every pupil has to �ll in.
The answers to these questions are aggregated by a weighted maximum likelihood
estimation (WLE, Pohl and Carstensen, 2012). WLEs in the �rst wave are constrained
to having a mean of zero. Values above zero therefore indicate abilities above aver-
age. This makes the scores comparable across the waves and cohorts. The variance
of the WLE scores is not restricted.

Math competence score
Mathematical competence is targeted atmeasuring the "ability to �exibly use and ap-
ply mathematics in realistic situations" (Schnittjer and Duchhardt, 2015, p.2). Math-
ematical competence is assessed by 24 items in grade 5 and 22 items in grade nine
on several domains.9 For both grades, the test is designed to take 28 minutes in to-
tal. Examples of multiple choice questions include the following: "Mr. Brown owns
a rectangular plot, which he wants to fence. A�er some calculations he buys 40m
fence. The plot is 8m wide. How long is the plot?"

8The data are cleaned from effects of position and order. This is achieved through a random as-
signment of the order of the two tests to respondents (Durchhardt and Gerdes, 2012).

9Quantity is captured by eight items, space and shape in total have �ve, change and relationships
six and Data and chance �ve.
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Reading scores
Understanding and using written texts is an important skill and a prerequisite for
participating in cultural and social life (Gehrer et al., 2012). The reading score test is
designed to measure those skills. As German lessons are designed to let students ac-
quire the exact same skill, the reading score skills can be attributed to the domain of
the German teacher. In order to accurately assess these skills, it is distinguished be-
tween �ve "text functions and associated text types" (informational texts, comment-
ing or argumenting texts, literary texts, instructional texts, and advertising texts).
Within the time of the test (also 28 minutes), the test participants are given the �ve
types of texts ranging from informational to literary texts. Each type of text is as-
sociated with a different skill. Texts are adjusted to the lexical level, dif�culty, and
thematic orientation of the speci�c cohort and age level. The participants are ask to
read a short text, before answeringmultiple choice questions Right a�er having read
each text, .

6.4.3 Descriptive statistics

Table 6.2 presents some descriptive statistics with respect to the educational expan-
sion status of the teacher. For the sake of simplicity, the educational expansion rate
p2/p1 is discretized at a threshold of zero. According to this de�nition, 2,203 students
are taught by EETs, while 2,816 students have a non-EET.

Educational expansion teachers teach studentswith aworse test score (0.92 vs. 0.94 for
reading and 1.02 vs. 1.08 formath) – a �rst descriptive indication of an effect. The gen-
der of the students is balanced between EET and non-EET. German teachers are less
likely to be classi�ed as EET according to my de�nition. Potentially, this is because
math teachers possess skills that make them react more sensitively to the changed
career incentives of the educational expansion. The next four characteristics refer to
the educational expansion rate. It is shown as its raw values (the log stock of teach-
ers) and as the effective variation (demeaned by year and federal state �xed effects).
These measures are presented separately for math and German teachers.

The average class size differs slightly between EET and non-EET (17.4 vs. 18.4). The in-
structional time (time from start of the school year to the assessment of the test score)
also varies slightly according to the educational expansion status of the teacher. In
the overall sample, slightly more students are in the initial ninth grade (SC4). The
students in this grade have a higher chance of being taught by an EET. Within the
initial ��h grade (SC3), 56 percent of the observations come from the second wave
(all observations from SC4 are assessed in the �rst wave). This statistic also varies
somewhat by the educational expansion status of the teacher. Although the sample
appears to be slightly imbalanced in these respects, the empirical strategy and the ro-
bustness checks rule out that imbalances between cohorts and waves can carry over
to the identi�cation of the main effects.
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Table 6.2: Descriptive statistics

Educational
expansion Non-expansion
teachers: teachers:
p2/p1 > 0 p2/p1 ≤ 0

Mean sd Mean sd

Test scores
Reading 0.92 (1.13) 0.94 (1.14)
Math 1.01 (1.12) 1.08 (1.14)

Student characteristics
Share female pupils 0.53 (0.50) 0.52 (0.50)

Teacher characteristics
Share German teachers 0.49 (0.50) 0.55 (0.50)

Treatment, the relative expansion in the stock of teachers:
Raw values:

ln(#teachersst) for German teachers 10.30 (0.61) 10.22 (0.49)
ln(#teachersst) for math teachers 10.30 (0.80) 10.24 (0.60)

Effective variation: p2/p1 (plotted in Figure 6.3):
p2/p1 for German teachers 0.05 (0.04) −0.03 (0.02)

p2/p1 for math teachers 0.03 (0.03) −0.03 (0.02)

Class characteristics
Class size 17.43 (5.94) 18.42 (5.35)
Minimum instructional
time of teachers 3.58 (0.57) 3.86 (0.62)

General characteristics
Share from SC4 0.64 (0.48) 0.53 (0.50)
Share from second wave
among SC3 observations 0.60 (0.49) 0.53 (0.50)

Number of
student-teacher-course-wave observations 2,203 2,816

Notes: This is the effective variation, which refers to the variation in ln(#teachersst)when all other
variables, most importantly federal state and year �xed effects, are held �xed: the residual of log
stock on year and federal state �xed effects, which are relative changes in the federal state-speci�c
stock of teachers from the general expansion trend across all federal states.

6.5 Results

6.5.1 Effects on students’ learning outcomes

Table 6.3 presents the estimation results from Eq. (6.1), the baseline �xed effects re-
sults speci�cation by subject. It is a �rst step in clarifying whether individuals were
encouraged to become teachers by the educational expansion and are now teaching
students that today perform differently at school. The �rst line of Table 6.3 shows
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Table 6.3: Fixed effects results for math and reading competence

Math teacher
– math competence

German teacher
–reading competence

(1) (2) (3) (4) (5) (6)

ln(#teacherst) −1.237∗∗ −1.295∗∗ −1.382∗∗∗ −0.382 −0.650 −0.743
(0.536) (0.510) (0.509) (0.500) (0.456) (0.464)

Further condition on:

– Cross-subjectcompetence score 3 3 3 3

– Federal state
of school FE

3 3

Observations 2,713 2,620 2,620 2,437 2,399 2,399

Number of teachers 168 168 168 158 158 158

Federal-state-by-year-level clustered standard errors in parentheses, ∗p < .1, ∗∗p < .05, ∗∗∗p < .01. All columns
refer to a separate regression with additional federal state and year �xed effects plus all effects indicated.

the association between the change in the stock of teachers in the year and the fed-
eral state of high school graduation and the respective test score of the pupils that
they taught in the survey year. The �rst three columns refer to math teachers and the
associated math score of their pupils, the last three columns are results for German
teachers and the reading score of their pupils. On average, the math competence
score is 0.0127 points lower for every 1 percent that the stock of teachers increased
relative to the overall trend in the year the teacher turned 19 and decided on his fu-
ture job (as re�ected by p2/p1). Two things are worth noting: �rst, the result is non-
negligible inmagnitude and suggests that teachers play an important role. Why is the
coef�cient plausible? The mean effective variation that identi�es βFE (the mean ab-
solute deviation of the residual of a regression of ln(#teachersst) on all the controls)
shows that the mean change in the stock of teachers was 4.33 percent on average.
Multiplying βFE with this variation and dividing by the standard deviation in math
competence indicates that 5.3 percent10 of a math score standard deviation can on
average be attributed to the educational expansion (if interpreted as causal). As I will
try to demonstrate below, this magnitude �ts well into what previous studies found.
The second notable point is that the effect is robust toward the inclusion of important
control variables that may mitigate the role of school selection: including reading
competence is supposed to capture the general ability of the student whereas state
of school �xed effects should control for persistent migration patterns of teachers
within Germany. Because the results are robust toward the inclusion of these �xed
effects, migration of teachers (shown in Table 6.8) does not affects the results.

For reading competence, the results are somewhat different, although the direction
of the effect is unchanged. Having a teacher that was gradually exposed to a higher
degree of the educational expansion – as measured by a 1 percent increase in the rel-
ative change in the stock of teachers – goes along with having a 0.0038–0.0074 lower

10Calculation: 1.3827[coef�cient]× 4.33[[mean absolute deviation in %]/1.13[sd of test score].
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score in reading competence depending on the speci�cation. Applying the same cal-
culation as above yields the fraction of a standard deviation in reading scores that can
be attributed to the educational expansion (again, a causal interpretation) shows that
this fraction amounts to 2.79 percent. Note, however, that none of these results are
signi�cant at the 5 percent level. Moreover, recall that the �nding of smaller effects
on reading competence is in line with the literature where, for instance, Nagler et al.
(2015) also �nd smaller effects of recession teachers on the reading value-addedmea-
sure of their students. Also, Chetty et al. (2014a) report a smaller value-added trans-
mission on reading compared tomath scores. In the context of this paper, this �nding
can be due to two reasons. First, German teachers may generally have a lower lever-
age on reading scores whereas the math score might better capture what is taught in
the lessons. Second, the German teachers might have reacted differently to the ed-
ucational expansion such that the effect on teacher quality is not that pronounced.
One reason for this can be the potentially better outside option for math teachers.

How likely is it that these effects are attributable to the teacher and not to some un-
observed class, school, or individual characteristics? To answering this important
question, I now turn to the difference-in-differences estimation outlined in equation
(6.2). Its results are presented in Table 6.4. These are the main results of the paper,
since it comes closest to answer the question – what is the effect of teacher selection
induced by the educational expansion on the learning outcomes of today’s pupils. To
approach an answer, I �rst pool data from all the cells of Table 6.1 into one compre-
hensive sample. As a result, I have one pupil by test score observation by teacher (see
an example data set in Table 6.9), but every pupil can now appear in the sample up
to four times. This approach allows me to use information on all teachers and stu-
dents simultaneously. To adjust standard errors to this restructuring, standard errors
remain clustered on federal state by year level as before and throughout the whole
analysis. In Table 6.4 the main coef�cients are presented, with subsequently added
control variables as onemoves from the le� to the right columns. Themain andmost
important effect listed in the �rst line (ln(#teachersst)×D). It captures the additional
effect of the educational expansion of teachers that teach the corresponding subject
measured by the outcome variable (math competence for math teachers and reading
competence for reading teachers). This effect is signi�cant and robust toward the
inclusion of further �xed effects (columns 2–8): explicit subject �xed effects do not
change the result (column 2; as they are implicitly incorporated in Eq. (6.2)), neither
do the characteristics of the teachers (column 3). Including state of school �xed ef-
fect slightly in�ate the effect (column4), whereas cohort, wave, class, testmonth�xed
effects nor even state-speci�c trends impact the coef�cient any further. Causally in-
terpreting this effect means: every 1 percent of a higher relative demand for teachers
would attract teachers that – on average – reduce the subject-speci�c test scores of
their pupils by 0.00822 to 0.00966. Conducting the same exercise as above and tak-
ing the mean effective variation that identi�es the effect for ln(#teachersst) × D –
which in this setting amounts to 2.38 percent – shows that 2.02 percent of the overall
standard deviation can on average be attributed to the educational expansion.11 The
difference between this fraction and the average effects of the FEmodel in math and
reading (5.3 for math and 2.8 for reading – roughly equal to 4 percent) can hence be
attributed to a selection effect that the �rst analysis was not able to control for.

11Calculation: −0.966[coef�cient]× 2.38[mean absolute deviation in %]/1.14[sd of test score].
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Table 6.4: Main results – impact of the educational expansion on students’ test scores

Competence scores

(1) (2) (3) (4) (5) (6) (7) (8)

ln(#teachersstF)× D −0.822∗∗ −0.822∗∗ −0.816∗∗ −0.966∗∗ −0.966∗∗ −0.968∗∗ −0.969∗∗ −0.966∗∗

(0.382) (0.382) (0.0383) (0.378) (0.378) (0.381) (0.381) (0.381)

ln(#teachersstF) 0.332 0.341 0.321 0.229 0.289 0.033 0.058 0.335
(0.413) (0.417) (0.410) (0.358) (0.347) (0.310) (0.307) (0.399)

Subject FE 3 3 3 3 3 3 3

Gender 3 3 3 3 3 3

School state FE 3 3 3 3 3

Cohort FE 3 3 3 3

Wave & class FE 3 3 3

Test month FE 3 3

State speci�c trends 3

Observations 10,330
Number of pupils 6,772
Number of teachers 322

Federal-state-by-year-level clustered standard errors in parentheses, ∗ p < .1, ∗∗ p < .05, ∗∗∗ p < .01. Baseline regression
equation is shown in (6.2). All columns refer to a separate regression with additional Federal State and year �xed effects plus
all effects indicated.

How do the effects place themselves in the literature? Chetty et al. (2014a) use an
event study of teachers who move between schools as a natural experiment to assess
the impact on the test scores of the newly taught students. They �nd that test scores
are raised by 3.5 percent of a sd because of the entry of a teacher from the top 5 per-
cent of the teacher value-added distribution (as assessed by data on previous years).
On the one hand, Eq. (6.3) shows that the effects in βFE and βDiD are already adjusted
to the educational expansion teachers (by p2/p1, see Eq. (6.3)). On the other hand, it is
not adjusted to the average quality differential between marginal and non-marginal
EETs. Because this differential ismost likely to be lower than between a teacher from
the top 5percent versus an average teacher, the βFE and βDiD needs to be in�ated. This
fact puts my results even more into the range of the �ndings of Chetty et al. (2014a).
The results presented here are in that sense reduced-form effects, since I amnot able
to normalize them using value-added measures (as the second stage of a two-stage-
least-squares estimation would do).

If I expect the same effects as in Chetty et al. (2014a) to operate in my data (0.14sd for
math and 0.10 for English:12 0.12 on average), I can back out a �rst stage: the effect of
an expanding teacher force on teacher quality (the quality differential in Eq. (6.3)). In

12The scores are normalized on a one-sd increase in the teacher value-added.
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this case, every 1 percent increase in p2/p1 would induce individuals to become teach-
ers such that the value-added of thewhole teachers’ cohort is increased by 0.0805sd.13

Also, the literature offers estimates on such a "�rst stage." Nagler et al. (2015) aim at
estimating the effect of recessions on teacher quality, which may be roughly com-
parable to this setting. They �nd that due to a recession, the teacher value-added
increases by 0.11sd in math and 0.05sd in reading for recession teachers. On average,
this is equivalent to the back-of-the-envelope calculation that also yields 0.08.

6.5.2 Assessing the validity of the estimates

Threats to the identifying assumptions
To check that the overall effects are not driven by anything but the causal effect of
the subject teacher on the subject test score, I present two complementary pieces of
evidence in Table 6.5.

Table 6.5: Robustness checks – placebo regression and predicting parental
characteristics

Placebo regression Parental characteristics

Math
teacher

–
reading
score

German
teacher

–
math
score

log HH
income

Edu. years

mother father

(1) (2) (3) (4) (5)

ln(#teachersst) 0.079 0.268 −0.085 −0.236 −0.110
(0.514) (0.516) (0.399) (0.353) (0.360)

Observations 2,713 2,437 2,361 4,079 2,749
Number of teachers 168 158 226 343 315

Federal-state-by-year-level clustered standard errors in parentheses, ∗p < .1, ∗∗p < .05, ∗∗∗p <
.01. All columns refer to a separate regression with federal state and year �xed effects.

First, I present a placebo regression where I assign to each teacher the cross-subject
test score; hence, reading scores to math teachers and vice versa (put differently,
regression model (6.1) is estimated within each of the light gray cells in Table 6.1).
Results of this placebo regression are presented in the �rst two columns of Table
6.5. If at all, having a math teacher who took up the profession because of the edu-
cational expansion raises the reading competence scores of his students (column 1).

13The exact calculation looks like this:

Second Stage︸ ︷︷ ︸
from Chetty et al. (2014a)

=

from Table 6.4︷ ︸︸ ︷
Reduced Form
First Stage

⇔ First Stage =
0.00966

[
Test score

1 % increase in # teacherst

]
0.12

[ Test score
Teacher value-added

] = 0.0805
[

Teacher value-added
1 % increase in # teacherst

]
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Similarly, this kind of teacher inGermandoes not decrease his student’smath compe-
tence score (column 2). This �nding is consistent with the notion that teachers affect
the test score mainly in the subject they teach. Thus, there is not much evidence of
either a school selection effect or a spillover effect.

Second, an implicit assumption of the regression models (6.1) and (6.2) is that – con-
ditional on all controls, foremost the �xed effects – everything apart from the educa-
tional expansion rate of the teacher is held �xed, even potential factors that are not
incorporated in the regression (see Pei et al., 2017 for details). To test for this, I con-
sider potentially important predictors for students’ learning outcomes: their socio-
economic background measured by the log household income of the parents as well
as the years of education of both the fathers and mothers. If, in a pooled regression
(math and German teachers), the teachers’ educational expansion rate at the time of
his high school graduation is able to predict the parental background of the teachers’
students, at least part of the effect could be put into question. In this case, it would
not be suf�cient to control for the parental background, as further important vari-
ables that are still le� out of the regression are easily conceivable. Results of this
analysis are presented in the last three columns of Table 6.5. It shows that changes in
ln(#teacherst) have neither the power to predict the household income of the student
(column 1), nor years of education of the mothers (column 2) or fathers (column 3).
Hence, both supplementary analyses support a causal interpretation of the effects
of βFE presented in Table 6.3. It should be noted, however, that math teachers have
a marginal impact on reading competence – even more so vice versa. Additionally,
EET also teach pupils from a marginally more adverse background.

A caveat may be teacher non-response if it is correlated with the educational expan-
sion rate. Table 6.13 shows that teachers who are willing to provide some background
information also teach students that score higher in themath and reading tests. How-
ever, this effect disappears once it is conditioned on school �xed effects. This �nding
suggests that school principals and peer pressure may mainly enforce participation.
Using the main speci�cation (6.2), the consent of the subject teachers is not at all
able to predict the scores in his subject. Thus, teacher non-response is an argument
to prefer the difference-in-differences over the �xed effects model.

A further concern – that may apply to the �xed effects as well as to the difference-in-
differences setup – might be the sensitivity of the effects with regard to the assign-
ment year. Figure 6.10 evaluates the sensitivity of the effect with regard to changes
in the assignment year. As it reveals, the conclusion and interpretation of the re-
sults does not depend on the exact assignment year. The effects are stable over the
range where individuals usually make their job decision. Outside of this range (for
instance, before age 15 and a�er age 25) effects disappear. Lastly, the results are in-
sensitive to the size of the class that the teacher teaches (Table 6.14) and the class size
and fraction of students with valid test scores are uncorrelated with the educational
expansion rate of the teacher (Table 6.15).
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The expansion in tertiary education and its relation to the quality of teacher train-
ing
As Kamhöfer et al. (2017) demonstrate, the educational expansion also massively af-
fected the university landscape of Germany (from 1962 to 1990, the number of uni-
versities doubled). Hence, it is legitimate to ask whether the potential teacher quality
differential underlying the main results stems from a difference in the quality of the
teacher training in newly opened universities. Table 6.6 therefore presents evidence
on whether quality differentials at the university level are a relevant driving force. To
check whether factors on the university side are driving the results, I rerun the most
saturated speci�cation from Table 6.4 (presented again in column 1 of Table 6.6) and
further add university �xed effects (column 2).

Table 6.6: Driving force behind effect

βDiD

(1) (2) (3)

ln(#teachersstF)× D −0.966∗∗∗ −0.727∗ −1.231∗∗∗

(0.381) (0.368) (0.381)

ln(#teachersstF) 0.335 0.319 0.407
(0.399) (0.435) (0.408)

Teachers’ university �xed effects 3
Teachers from new universities dropped 3

Observations 10,330 9,156
Number of teachers 322 281

Federal-state-by-year-level clustered standard errors in parentheses, ∗p < .1, ∗∗p < .05, ∗∗∗p <
.01.

As shown in column (8) of Table 6.4

Although themagnitude of the effect shrinks by about one quarter in absolute terms,
the effect remains signi�cant and economically relevant even a�er absorbing a po-
tentially high fraction of the identifying variation. Thus, the result indicates that het-
erogeneity in university quality only explains a small fraction of the effect. But open-
ings can also lead to a selection of high-ability individuals becoming teachers. To
check this, I drop teachers that graduate from new universities and re-estimate Eq.
(6.2). The resulting estimate is higher and thereby provides some evidence that uni-
versity openings generally induced teachers of a higher quality to enroll in teacher
training.

6.5.3 Detecting teacher selection in the characteristics of teachers

So far, I looked at whether teachers have a different ability (i.e., teacher quality) to
raise the test scores of their students with respect to different degrees of their expo-
sure to the educational expansion. Although this is considered tobe theultimatemea-
sure of teacher quality (see, e.g., Hanushek and Rivkin, 2006 or Chetty et al., 2014b),
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one can still ask whether the teachers not only have a better quality but also different
characteristics that are correlated with quality (Jackson et al., 2014). This serves two
purposes. First, if I found effects, this would strengthen the credibility of the main
effects on test scores. And second, it is important for tailoring future policies, since
hiring decisions or enrollment conditions for prospective teachers may be based on
characteristics that correlate with teacher quality. The NEPS data set provides addi-
tional information on teachers. In addition to the birth year and the federal state of
high school graduation that was used throughout the analysis, the data also includes
the grade of high school and university graduation. In addition, the data contains
subjective indicators that are targeted to retrospectively portray aspects of the rea-
sons why they became teachers. Ten questions in the questionnaire for teachers try
to capture these aspects. Teachers have to assess the relative, subjective importance
of each aspect on a four-point Likert scale (ranging from very unimportant, 1, to very
important, 5). For two reasons, it may be suboptimal to present estimates on all 10
domains. First, multiple testing may be a concerning issue, since one cannot deter-
mine at which domain to expect an effect and onwhich not a priori. Second, teachers
may differ generally in their answer patterns. For instance, low-quality-teachersmay
place a higher importance on all domains in general. High-quality teachersmay tend
to place less weight on all domains but relatively more on those that correlate with
intrinsic motivation. Those two opposing patterns may then confound the overall
effect.

I therefore conduct a factor analysis that serves to detect these patterns. This is simi-
lar to Rockoff et al. (2011) who employ variables on cognitive skills. Because I expect
two latent factors to be inherent in the answer patterns – namely intrinsic and extrin-
sic motivation – I opt for a principal component analysis with two factors.14 For the
10 questions, the resulting two factor loadings are plotted in Figure 6.6. The horizon-
tal axis maps the �rst dimension and the vertical axis the second factor loading. The
loadings on the �rst domain are all positive. This can be ascribed to a general posi-
tive correlation between all of these subjective questions. This general correlation is
purged out of the second loading. Therefore, itmay bemore informative for the anal-
ysis. Indeed, the second domain clearly shows that the variables form two clusters.
Speci�cally, the importance of leisure, salary, job security, the prestige of the job,
and being able to reconcile the job with a family life form one cluster (positive factor
loading). Since all those domains are not speci�c to the teacher profession, I refer to
these variables as those re�ecting externalmotivation. The remaining variables have
a negative factor loading. These variables comprise the joy to teach, the challenges of
the job, being around people, the dedication to the subject and to accomplish certain
goals in the job. The common feature of these variables is that they are all job-related.
Hence, this cluster re�ects intrinsicmotivation. These two clusters are present in the
latent correlation of the variables. It is crucial whether the scores formed by those
factor loadings are affected by the exposure to the educational expansion (p2/p1). If

14Principal component analysis simply transforms p-dimensional data into m < p dimensional
data, where p is the number of principal components along which the data varies most. Technically,
the �rst component is a summary score of the data PC1 = φ11x1 + φ21x2 + · · ·+ φ101x10 and φi1 are
the factor loadings of the �rst component. The φ’s are chosen such that they maximize the sample
variance of PC1 under the constraint that ∑10

i=1 φ1i2 = 1. The second principal component PC2 again
maximize the variance of the data, but with the additional condition that PC2 is orthogonal to PC1.
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Figure 6.6: Cluster analysis of aspects teachers’ job choice
Notes: the graph (biplot) plots the factor loadings resulting from a principal component
analysis with two components on 10 variables that capture the aspects of the job choice
of the teachers.

the scores and p2/p1 were correlated, this would indicate that EETs have a different
kind of motivation.

Figure 6.7: The educational expansion and teachers’ characteristics
Note each bar depicts the effect of ln(#teachersst) on the outcome indicated by the label below the
bar. The sample is equivalent to the difference-in-differences regression with 322 teachers, standard
errors are adjusted on the teacher level. Con�dence bands indicate the 90% con�dence level.
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The bar plot in Figure 6.7 presents evidence on this. Each bar represents the effect
of ln(#teacherst) on a respective outcome variable (indicated by the label below each
bar). The sample is equivalent to the DiD regression. As before, standard errors re-
main adjusted to the federal state-year level. The �rst bar shows that the higher p2/p1,
the worse the grade of academic track high school graduation (Abitur). Hence, this
effect indicates that teachers with worse high school grades take up the teaching pro-
fession at times of high demand for teachers. The effect, however, fails to be signi�-
cant at the 10 percent level. Does this hint at the lack of statistical precision or point
to negligible economic meaning? Table 6.12 tries to shed light on this question by
comparing the coef�cients of a teacher-level regression of different samples. It turns
out that the coef�cients are stable, irrespective of whether academic track teachers
from other subjects without assignable student test scores are included (column 2) or
middle school (Realschule) teachers are further added (�rst column 1). But statistical
precision increases by adding more teachers. These results for the German educa-
tional expansion are in contrast to �ndings for the US where no powerful predictors
of teacher quality are identi�ed (Jackson et al., 2014).

Returning to Figure 6.7, this �gure further shows that the effect on the high school
grade also propagates to university. Here, EETs have marginally worse grades. Be-
yond grades, is there evidence that teachers affected by the education expansion have
a different work ethic? The third and fourth bars shed light on this by analyzing the
principal component summary measures. The former shows that EETs tend to gen-
erally place signi�cantly less importance on all domains captured by the questions
because the �rst domain places almost equal and positive weight on all the domains.
One explanation for this effect is a potentially different referencepoint of those teach-
ers. Yet, distinguishing these questions as suggested by the seconddimension ismore
informative. On this dimension, I �nd that there is a positive effect for EETs. This
means that EETs place signi�cantly more weight on questions with a positive weight
(the external motivation to be a teacher) and less on those with a negative weight
(the intrinsic cluster of the questions). This �nding suggests that EETs have a slightly
shi�ed work ethic from intrinsic to extrinsic motivation, which is compatible with
the the main-effect: EETs may not put as much effort into raising the test scores of
the students because they do not gain their motivation from it.

6.6 Conclusion

This paper shows that more teachers do not mechanically lead to smarter students.
It thereby emphasizes an important mechanism of quickly expanding public institu-
tions: focusing on quantitative aspectsmay deter quality, all else equal. Thismessage
can also be important for today’s objective to increase the scale of public institutions,
such as the current expansion of daycare facilities for children (BMFSFJ, 2015).

Using one of themajor social changes in the past 60 years, the educational expansion,
I test whether this social change attracted individuals with a different quality to even-
tually become a teacher. With the help of a simple expression of how the group aver-
age of teacher quality changes in response to newly entering teachers, the effect can
beplaced into the literature of broadly related studies. In abaseline�xedeffects setup
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the impact of the educational expansion on teachers is separated from teachers’ expe-
rience and federal state-speci�c effects. To take care that no school selection effects
impact the results, I estimate a between-subjects difference-in-differences model.

The evidence I get from this approach suggests that the average effect of the educa-
tional expansion, which caused teacher quality to diminish, was roughly 2 percent
of a standard deviation in students’ test scores (math and reading). Comparing this
("reduced-form") effect to existing studies on teacher selection (e.g., Nagler et al., 2015
who provide a surrogate of a "�rst stage") andwith the effect of teacher quality on stu-
dents’ test scores (Chetty et al., 2014a, a "second stage") the results of this paper are
well-placed into the existing literature on the US. Thus, the scope of the effects on
the students in this study are likely to also extend to labor market performance in
adulthood. These results are further substantiated by the �ndings that teachers who
are selected because of the educational expansion performed better at high school
(though not at university) and have a slightly different work ethic that is based more
on extrinsic rather than intrinsic motivation.

Potential policy implications arenon-trivial, sincenot expanding thehigher secondary
education would not have been a solution either. Nonetheless, policy could very
well have reduced its demand for teachers while sticking to the provision of a suf�-
cient amount of spots for students. Taking the evidence of this paper together with a
further characteristic of the educational expansion – the student-teacher ratio that
declined at the same time in Germany (depicted in Figure 6.8a) – the educational
policy departments of the federal states may have attenuated this tradeoff between
teachers and students’ learning outcomes by not simultaneously pushing down the
student-teacher ratio. Either grantingmore pupils access to higher secondary educa-
tion while increasing the student-teacher ratio at the same time or focusing more on
investing in quality. For instance, this can be done by improved teacher training or
via a more selective process of hiring teachers.

6.7 Appendix

Assumptions of the difference-in-differences model

The underlying assumptions of this approach are threefold. The �rst assumption is
that teacher qualitymatters similarly formath courses as it does for German courses:
YMath (QMath) ≈ YReading (QGerman), where Yu(Qv) refers to the potential test score
of a student in subject u which might depend on the latent teacher quality Q of a
teacher who teaches the student in subject v. This assumption is important for the in-
terpretation of the effect.15 In the same vein, the second assumption rules out which
effect I do not expect to see. If u = v (a teacher in a certain subject can only affect

15If there is a structural difference between the subject-speci�c effects of teacher quality the iden-
ti�ed effect of (6.2) would be a weighted average which would change the economic interpretation of
βDiD.
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the test scores of her students in the same subject) I expect to see an effect else it can
be ruled out.

YReading
(
QMath

)
= YReading ∧ YMath

(
QGerman

)
= YMath

Those two assumptions allow me to precisely de�ne a treatment indicator that indi-
cates whether the teacher’s subject (vj ∈ {1, 2}) is the same as the test score under
consideration (ui ∈ {1, 2}).

D =


1 if (

ui=1︷ ︸︸ ︷
test=Math) ∧ (

vj=1︷ ︸︸ ︷
teacher=Math)

∨ (test=Reading︸ ︷︷ ︸
ui=2

) ∧ (teacher=German︸ ︷︷ ︸
vj=2

)

0 else.

= 1
(
ui = vj

)
Also, these assumptions enable us to rede�ne the potential outcomes as Y1, Y0 in
order to reconcile it with the treatment indicator.

The third assumption is actually most crucial for identi�cation, since it states which
variation in the response variable can be causally attributed to variation in the grad-
ual changes in the measure of the educational expansion. To be more precise, I as-
sume that the quality differential of any pair of math and German teachers in the
same class is independent of the potential test scores of their pupils:

(
Y1(Q1)−Y1(Q0)

)
⊥⊥
(
Q1 −Q0

)
| XFE (6.4)

where XFE comprise teacher year and federal state �xed effects and class �xed ef-
fects. This assumption may be credible, as parental background, class, and school
effects, and any further individual differences are held �xed. It would be violated,
e.g., if the within-class variation in potential test scores is large, which school prin-
cipals could observe alongside the quality of their teachers. In addition they had to
strategically assign teachers (and their quality) to courses and classes such that test
scores between courses are, for instance, either compensated or reinforced between
subjects. In this case, at least some parts of βDiD in (6.2) would also capture a selec-
tion effect. This, however, is unlikely to dominate the effect, since within classes it
appearsmore plausible that relative advantages in one particular subject cancel each
other out. Although I term this strategy differences-in-differences, the argumenta-
tion above clari�es the analogy to an instrumental variables approach, where the
school principal’s assignment is the plausible random assignment mechanism that I
exploit for identi�cation.
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Robustness of the the employed educational expansion rate

As federal state and year �xed effects are used as (the most important) control vari-
ables, the main coef�cients of interest, βFE and βDiD, are essentially identi�ed by
changes from year and federal state-speci�c means: d ln(#teachersst). Instead of us-
ing ln(#teachersst) as the regressor of interest, one could equivalently have used the
residual from the following regression (Frisch-Waugh-Lovell Theorem):

ln(#teachersst) = δs + γt + ust

, this residual ust equals d ln(#teachersst) = d#teachersst/#teachersst, which essentially
is the ratio of educational expansion teachers to the projected number of teachers
needed in the absence of the educational expansion. Using the notation from Section
6.3.2, this is p2/p1. But as we have seen from Eq. (6.3), p2/(p1+p2) is considered to be
the appropriate leverage by which the average teacher quality of a certain teacher
cohort in a federal state is affected by the average quality of the incoming teachers.
Thus, does p2/(p1+p2) better capture the quality effects? To check this, one can adjust
the residual ust (relative change in the teacher force with respect to the projected
number of teachers) to the relative change with respect to all teachers by dividing
by θ = 1 + p2/p1. 16 Plugging in ust/θ instead of ust in regressions 6.1 and 6.2 yields
estimates that are presented in Table 6.7.

The results presented in this Table indicate that all speci�cations are largely insen-
sitive toward whether p2/p1 or p2/(p1+p2) are employed in the regressions. Hence, βFE
and βFE indeed seem to adjust the effect to the marginal teachers.

Tables

16The parameter θ can be derived as follows:

θ
p2

p1 + p2
=

p2

p1
⇔ θp2 p1 = p2(p1 + p2)

⇔ θ = 1 +
p2

p1
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Table 6.7: Tansformed results

βFE βDiD

Math Reading Pooled

(1) (2) (3)

Adjusted measure: ust/θ −1.372∗∗∗ −0.708 0.953∗∗∗

(0.520) (0.481) (0.380)

Notes: Federal-state-by-year-level clustered standard errors in parentheses,
∗p < .1, ∗∗p < .05, ∗∗∗p < .01. This table assesses whether the main effects
in Tables 6.3 and 6.4 are adjusted appropriately to induced changes on the av-
erage "quality" of teachers by incoming educational expansion teachers. The
identifying variation plotted in Figure 6.3 is p2/p1, but the leverage of educa-
tional expansion teachers on the average teacher quality of a cohort of teach-
ers from federal state s in year t is p2/p1+p2, as shown in Eq. (6.3) . Therefore,
the identifying variation (the residual from a �rst-stage regression) is divided
by the factor θ = 1 + p2/p1 and plugged into a second-stage regression.

Table 6.8: Teacher mobility between federal states

Number of teachers Percentage

Teacher does not move 234 73.9

Teacher moves to neighboring states 38 11.8

Teacher moves to non-neighboring states 46 14.3

Total 318 100
Notes: teacher mobility is de�ned as whether a teacher is employed at a school in a federal
state that is different to the federal state in which the teacher graduated from high school.
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Table 6.11: Descriptives for aspects of teacher’s job choice

Statistics

Mean SD

Reconcilability of job and family 3.353 (0.778)

Possibility to interact with people 3.573 (0.538)

Leisure time 2.125 (0.786)

Salary 2.630 (0.737)

Meet challenges 3.013 (0.669)

Joy to teach 3.691 (0.489)

Job security 3.200 (0.750)

Prestige of being teacher 1.863 (0.776)

Possibility to accomplish things 2.382 (0.759)

Dedication to subject 3.580 (0.553)

Domains of job choice are based on answers on the following
question: "How important was the following aspect for your
choice of becoming a teacher?" Teachers could respond on a
5-point Likert scale ranging from 1 – "Very unimportant" – to
5 –"Very important".

Table 6.12: The association between the degree of the relative degree of the
educational expansion and the Abitur grade for different samples

Grade Abitur

(1) (2) (3)

ln(#teacherst) 0.942∗∗∗ 0.970∗∗ 0.956
(0.362) (0.419) (0.661)

Sample restrictions:

-Realschule 3
-Gymnasium 3 3
-Sample teachers 3 3 3

# teacher 995 625 284

Standard errors in parentheses, ∗p < .1, ∗∗p < .05, ∗∗∗p < .01.
Each column shows the effect of the educational expansion on
the selection of teachers indicated by their grades. The underly-
ing data is on the teacher level. Control variables comprise year
�xed effects, federal state �xed effects and subject �xed effects.
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Figure 6.10: Sensitivity of the effect with respect to the assignment year
This graph plots the effect of EET on student test scores (βDiD) and how this effect changes with respect
to a different assignment year. In the main analysis, the assignment year was set to 19, that is, the year of
academic track education. The effects are similar in magnitude and precision over the age range from 17 to
21. Outside this range, the effect is negligible.



Supplementary material

Table 6.14: Sensitivity of the results due to selective student non-response and test
participation

(1) (2) (3)

Baseline Class size FE Class size≥10

ln(#teachersst)× D −0.966∗∗ −0.961∗∗ −1.0611∗∗

(0.381) (0.383) (0.415)

ln(#teachersst) 0.335 0.231 0.344
(0.399) (0.409) (0.498)

D 8.384∗∗ 8.341∗∗ 9.201∗∗

(3.292) (3.305) (3.582)

# observations 10,330 10,330 9,465
# teachers 322 322 251

Notes: The coef�cients are estimated using equation (6.2). Column (1) refers to the
results from column (8) in Table 6.4. Column (2) includes class size �xed effects to
see whether the main component of the correlation structure has to be attributed
to the class size that may correlate with ln(#teachersst). Here, "Class size" refers to
the number of students with a valid test score observation. To further see whether
the main result is actually driven by very small classes, column (3) drops classes
with less than 10 students.

Table 6.15: Potential impact of student non-response on the main effect

Test score class size Fraction with
valid test score

(1) (2)

ln(#teachersst)× D −0.877 0.014
(1.761) (0.112)

ln(#teachersst) −13.410∗∗∗ −0.673∗∗∗

(5.955) (5.369)

# observations 10,330 6,393
# teachers 322 208

Notes: The coef�cients are estimated using equation (6.2). Test score class size
refers to the number of valid test score observations by course (math or German).
Fraction with valid test score observations divides the the test score class size by
the actual number of students per class. Its observation number is lower because
of the non-response of the respective class teacher.





Part IV

Concluding remarks





Conclusion

This dissertation is about the individual consequences of twoof themost recent changes
to industrialized societies – the demographic change and the educational expansion.
Both can be characterized and quanti�ed by statistics that exhibit substantial trends.
The former, for instance, can be measured by population aging, while the latter can
be described by increasing enrollment or graduation rates in higher education, such
as college education.

Wehave seen that these transformations affect individual decisions that entail impor-
tant individual consequences, which, in turn, may constitute public challenges. The
�rst chapter demonstrates that rather mild variations in the intra-uterine disease en-
vironmentmay lead to effects that not only affect the life of the fetus but also transmit
to the next generation as hypothesized by the fetal origins hypothesis. From a policy
point of view, the results show the importance of investments inmaternal health. The
returns on investments in prenatalmaternal caremayhave very long-run returns and
thereby may affect societal inequalities even in the next generations.

The �ndings of the subsequent two chapters of this dissertation indicate that infor-
mal care goes along with higher societal costs as commonly expected. Speci�cally,
I showed that there are considerable short-term effects on mental health that, how-
ever, fade out over time while physical health seems to be unaffected by caring in-
formally. These results appear to be independent of the length of the care episode.
Beside full-time employment, the results also show signi�cantwage effects that seem
to form rather in the long-run. In total, the labor supply effects havemore immediate
�scal consequences as compared to the health effects. A simple back-of-the-envelop
analysis estimates these �scal costs to roughly amount to e 860 million annually. If
taken at face value, these costs together with a monetary assessment of the health
effects should be taken into account when debating over expansions in either the
formal or informal care sector. In total, this dissertation may therefore provide the
policymaker with some valuable ideas on how to shape future policies.

The results of Chapter 4 and 5 show that college education has sizeable individual
consequences that may also cause changes to the society from a macro perspective.
On average, the results showpositive nonmonetary returns to college onphysical (but
not mental) health and cognitive skills. These effects seem to be driven by more de-
manding jobs that slow down the cognitive decline and better health behaviors. The
structural heterogeneity underlying these results reveals that those with the high-
est preferences for college education also have the highest returns. Therefore, while
more education can prevent individuals from suffering fromdementia (assuming the
cognitive reserve hypothesis to be correct), the policy implications are less encourag-
ing since only 30–40percent of thepopulation exhibits thesepotential positive college

257
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returns. A future extension of the college landscape is likely to encourage only those
individuals to go to college that have much smaller returns.

Also when assessing female fertility decisions, we �nd heterogeneous results. The
results show that there are basically two groups of women, those who seem to pre-
fer a career over a family and those who have reverse preferences. The �ndings are
consistent with having these two groups of women: there is a negative effect on the
intensive, but even a slightly positive effect on the intensive fertility margin. In addi-
tion, the college returns for women versusmothers also reveal a heterogeneity that is
in line with these preferences. If the policy maker would like to increase the fertility
of highly-educated women, the implications are clear: most appropriate appears the
o�en-debated compatibility between work and family affairs, such that also career-
type women can have children without lowering their sights.

Lastly, Chapter 6 showed that policy-induced social changesmight incur side-effects.
In the analyzed setting, I evaluated the policy-induced expansion of the teacher force
in the higher secondary education in Germany (Gymnasium). This expansion might
have had consequences that are still detectable in the test scores of today’s students’.
Therefore, expanding the public sector may have adverse long term consequences.
However, also some observed characteristics are associated with these educational
expansion teachers are different and observable already at the time of the expansion.
This �nding emphasizes a potential leverage of the policymaker. In my setting this
was, for instance, the highschool exit grade of prospective teachers. If the hiring
decision of the teachers were more strictly based on this characteristic, potentially,
these side-effects would have been avoided.

In a nutshell, knowledge about these individual consequences that are caused (di-
rectly or indirectly) by social changes is pivotal for shaping future policies that are
supposed to alleviate many of the imposed challenges. These policies may include
�nding and promoting the ef�cient and economic mode of long-term care provision
on the supply side. On the demand side, preventing individuals from becoming care
dependent and facilitate people to stay healthy longer is a key factor. This might be
done by, for instance, promoting education. Further leverages of public policy to
mitigate the effects of the population aging may comprise raising the low fertility
rates of high-educated women. Yet, implementing the policies above lopsidedly or
too quickly may incur potential side effects. One example may be the expansion of
secondary education, which was partly policy-induced. Insights into the prevalence
of diminishing quality of this public institution while increasing its scale and scope
is likewise precious for the policymaker. From a more general perspective, know-
ing how persistent societal inequalities are modi�ed due to social change in the long
run can also be important for complementing the evidence on how societies react to
social change.

Summing up the general results of this dissertation, it highlights the general need for
action of the policymaker that is associated with the analyzed past changes and fu-
ture changes. This dissertation points out causal evidence that address some of these
challenges and thereby may have important policy implications. Although this the-
sis may contain some contributions to the literature, many are le� for future work.
These are related in particular to the understanding of the driving forces behind the
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identi�ed effects. Understanding exactly how education operates on health and cog-
nitive skills or health is mentioned as just one example.
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