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Geleitwort 

Das Heinz Nixdorf Institut der Universität Paderborn ist ein interdisziplinäres Forschungszent-
rum für Informatik und Technik. Unser generelles Ziel ist die Steigerung der Innovationskraft 
von Industrieunternehmen im Informationszeitalter. Ein Schwerpunkt der Arbeiten am Heinz 
Nixdorf Institut ist die Strategische Planung von Technologien und Geschäftsmodellen im Kon-
text der industriellen Produktion.  

Vor dem Hintergrund der Digitalisierung gilt es für produzierende Unternehmen mehr denn je, 
neben Produkten auch das Geschäftsmodell kontinuierlich weiterzuentwickeln. Dies verspricht 
nicht nur eine bessere Differenzierung im Wettbewerb, sondern führt häufig zu überdurch-
schnittlicher Profitabilität. Die hohe Dynamik in der Entwicklung digitaler Technologien ist ein 
wichtiger Treiber für die Geschäftsmodellweiterentwicklung. Sie stellt Unternehmen allerdings 
auch vor die Herausforderung, den technologischen Fortschritt stetig im Blick zu behalten.  

Vor diesem Hintergrund hat Herr Placzek eine Systematik zur geschäftsmodellorientierten 
Technologiefrühaufklärung entwickelt. Die Systematik versetzt produzierende Unternehmen in 
die Lage, an technologischen Entwicklungen zu partizipieren, die sich aus der Digitalisierung 
ergeben. Hierzu werden bewährte Aspekte der Geschäftsmodellentwicklung mit Methoden der 
Technologiefrühaufklärung kombiniert und mit einem IT-Werkzeug unterstützt. Die Systema-
tik verspricht eine effiziente Suche nach Technologien, die zur Weiterentwicklung eines Ge-
schäftsmodells als Relevant erachtet werden. Die Systematik wurde anhand eines aktuellen 
Beispiels aus der Industrie validiert. Die Ergebnisse werden in der vorliegenden Arbeit in Aus-
zügen vereinfacht und anonymisiert dargestellt.   

Mit seiner Arbeit hat Herr Placzek einen bedeutenden Beitrag zur strategischen Führung von 
Unternehmen geleistet. Die Systematik zeichnet sich u.a. durch ihre Praxisrelevanz aus und 
fügt sich in das Instrumentarium zur strategischen Planung von Marktleistungen des Heinz 
Nixdorf Instituts ein.  

 

Paderborn, im März 2018 Prof. Dr.-Ing. J. Gausemeier 
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Zusammenfassung 

Geschäftsmodelle beschreiben die charakteristischen Facetten der Geschäftslogik einer Unter-
nehmung. Im Maschinen- und Anlagenbau sowie verwandten Branchen werden Geschäftsmo-
delle jedoch immer vielfältiger und komplexer. Ein Grund ist die zunehmende Durchdringung 
der Digitalisierung in die Geschäftstätigkeit. Vernetzende Technologien sind zu wichtigen Im-
pulsen zur Weiterentwicklung der Geschäftstätigkeit geworden. Solche Impulse frühzeitig zu 
erkennen ist nicht trivial und bedarf systematischer Unterstützung. Existierende Ansätze zur 
Technologiefrühaufklärung greifen zu kurz, da sie sich nur an einzelnen Aspekten des Ge-
schäftsmodells orientieren. Es bedarf einer Technologiefrühaufklärung, die sich ganzheitlich 
an der Geschäftstätigkeit ausrichtet. 

Ziel der Arbeit ist eine Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung 
im Kontext der Strategischen Planung. In der ganzheitlichen Orientierung am Geschäftsmodell 
liefert die Technologiefrühaufklärung Impulse zur Weiterentwicklung in allen Facetten des Ge-
schäftsmodells. Das entwickelte Vorgehensmodell umfasst fünf Phasen beginnend in der Ana-
lyse des Geschäftsmodells. Anschließend wird eine Technologiesuche vorbereitet und durch-
geführt. Die Identifikation von Technologien findet mit Hilfe von Text Mining statt und ermög-
licht ein effizientes Aufdecken Schwacher Signale. Identifizierte Technologien werden bewer-
tet und anschließend ein Plan zur Erschließung der Technologien erstellt.  

 

Abstract 

Business models describe the characteristics of the business logic of a company. In mechanical 
and plant engineering and related industries, business models become more complex. An im-
portant reason is the progressive penetration of digitalization in business operations. Connected 
technologies deliver an important momentum for a further development of business operations. 
Recognizing such a momentum early is not trivial and demands a systematic support. Existing 
methods and tools for technology intelligence fall short, but there is a demand for a holistic 
approach. 

Thus, the goal of this thesis is a systematic approach for a business model-oriented technology 
intelligence in the context of strategic planning. Due to a holistic orientation towards a business 
model, technology intelligence provides impulses for further development in all facets of the 
business model. The developed procedure consists of five phases, beginning with the analysis 
of the business model. Afterwards a technology search is prepared and conducted. The identi-
fication of technologies is done by text mining and allows an efficient detection of weak signals. 
Identified technologies are evaluated and a technology exploration is planned.  
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Einleitung Seite 1 

1 Einleitung 
Diese Arbeit entstand am HEINZ NIXDORF INSTITUT der Universität Paderborn auf Basis 
der Ergebnisse des mittlerweile abgeschlossenen BMBF-Verbundprojektes „ADISTRA 

– ADAPTIERBARES INSTRUMENTARIUM FÜR DIE STRATEGISCHE PRODUKTPLANUNG“. ADI-
STRA war eines von 13 Projekten im Rahmen der BMBF-Bekanntmachung „Innovative 
Produkte effizient entwickeln“ [Bun10], [Bun12]. Es behandelte Themen in Methodik 
und Werkzeugunterstützung in der Strategischen Produktplanung.  

Die vorliegende Arbeit befasst sich mit dieser Problemstellung, Technologiepotentiale 
zur Verbesserung von Geschäftsmodellen aufzudecken – insbesondere in einer ganzheit-
lichen Betrachtung des Geschäftsmodells. Die Einleitung erläutert in Abschnitt 1.1 die 
Problematik, auf deren Grundlage in Abschnitt 1.2 die Zielsetzung der Arbeit formuliert 
wird. Abschnitt 1.3 gibt einen Überblick über den Aufbau der Arbeit. 

1.1 Problematik 

Industrielle Unternehmen stellen das Rückgrat der deutschen Volkswirtschaft und somit 
die Basis des Wohlstands dar. So trägt der deutsche Maschinen- und Anlagenbau etwa 
11% zur Industrieproduktion weltweit und etwa 40% zum europäischen Industrieumsatz 
bei [GO16], [VM14]. Der gesamte Industriesektor in Deutschland betreibt sogar 16% der 
weltweiten Gesamtwirtschaftsleistung [Bun17]. Das produzierende Gewerbe in Deutsch-
land ist mit den Herausforderungen der Digitalisierung und der zunehmenden Durchdrin-
gung von Informations- und Kommunikationstechnologien (IuK) konfrontiert [Bun14, S. 
2f.]. Die Chancen, aber auch Herausforderungen, die sich daraus ergeben sind immens. 
ROLAND BERGER schätzt das kumulierte Wertschöpfungspotential durch Digitalisierung 
in Deutschland bis 2025 auf 425 Milliarden Euro, prognostiziert eine Produktivitätsstei-
gerung von bis zu 30%, jährliche Effizienzsteigerung von 3,3% und Kostensenkungen 
von jährlich 2,6% [Bun17], [RB15]. Den Unternehmen fällt es jedoch schwer, diese tech-
nologischen Potentiale im Rahmen ihrer Geschäftsmodelle zu erschließen. Insbesondere 
die Wichtigkeit der kleinen und mittleren Unternehmen wird dabei in Studien häufig her-
vorgehoben: Ihr Anteil beträgt zwischen 90% und 95% der Gesamtwirtschaftsleistung 
[BDI+05], [Bun14], [GO16], [Söl14]. Etablierte Strukturen und Prozesse erschweren die 
Weiterentwicklung des Geschäfts sowohl in großen als auch in kleinen und mittleren Un-
ternehmen. So sind laut einer Erhebung zum Beispiel 45% der Unternehmen der Auto-
mobil- und Pharmaindustrie oder 53% der Unternehmen der Finanzbranche in ihrem Ge-
schäftsmodell und Kerngeschäft durch neue Marktteilnehmer bedenklich angreifbar ge-
worden [Bit15]. Es bedarf daher guter Methodik und Werkzeuge für Unternehmen, um 
das Geschäft an den technologischen Chancen der Zeit auszurichten. Dieser Problematik 
stellt sich die vorliegende Arbeit, in der fortan zwei Blickwinkel eingenommen werden: 
Die Geschäftsmodellentwicklung und die Technologiefrühaufklärung – diese werden im 
Folgenden näher erörtert. 
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Ein Blickwinkel auf die Problematik ist die Geschäftsmodellentwicklung. Geschäfts-
modelle beschreiben „wie ein Unternehmen Werte schafft und Kunden motiviert, Geld 
dafür zu zahlen“ [Kös14, S. 5], [GFO10, S.8]. Es stellt somit ein aggregiertes Abbild der 
Geschäftslogik eines Unternehmens dar und beinhaltet alle wesentlichen Aspekte zur Er-
bringung einer Marktleistung [SBK+11, S. 97]. Politik und Branchenverbände möchten 
dazu die Effektivität sowie die Effizienz von Geschäftsmodellen deutscher Unternehmen 
steigern [Bun14], [Bit15]. Das BMBF schlägt vor, zum einen die hybride Wertschöpfung1 
in den Fokus der Geschäftsmodellentwicklung zu rücken und zum anderen sich mit Pro-
zessinnovationen für die Arbeit von morgen zu befassen. Diese Initiativen adressieren in 
erster Linie Unternehmen, die ein bestehendes Geschäftsmodell besitzen und dieses wei-
terentwickeln müssen, um den unternehmerischen Erfolg sicherzustellen.  Hierbei wird 
zwischen evolutionären und disruptiven Geschäftsmodellweiterentwicklungen unter-
schieden. Der evolutionäre Ansatz verbessert ein bestehendes Geschäftsmodell und trägt 
– im Gegensatz zu disruptiven Geschäftsmodellinnovationen – zu einem Großteil des er-
folgreichen Geschäfts in Deutschland bei [KÖ07, S. 7], [Pei15, S. 2]. Ein wichtiger Trei-
ber für Verbesserungspotentiale in Geschäftsmodellen stellen digitale Technologien dar 
[RU17, S. 77ff.]. Hierbei gilt es, das bestehende Geschäftsmodell vor dem Hintergrund 
technologischer Verbesserungspotentiale zu untersuchen. Existierende Systematiken für 
die Weiterentwicklung von Geschäftsmodellen greifen nicht weit genug, da sie den Ein-
satz von Technologien nicht ganzheitlich betrachten. 

Der zweite Blickwinkel ist die Technologiefrühaufklärung. Unternehmen, die die Fä-
higkeit besitzen, neue und Erfolg versprechende Technologien frühzeitig zu identifizieren 
und zu nutzen, können zukünftige Wettbewerbsvorteile realisieren [BRA08, S. 27], 
[LAW08, S. 133]. Die Technologiefrühaufklärung deckt rechtzeitig potentielle Techno-
logien auf [RG06, S. 160]. Dabei werden zum einen Technologien und zum anderen 
Technologieentwicklungen identifiziert [WSH+11, S. 89], [Ger05, S. 109]. Die hohe An-
zahl an digital verfügbaren technologischen Informationen begünstigt die Technologie-
frühaufklärung. Gleichzeitig stellt sie aber auch Herausforderungen an die Systematik, 
die großen Daten- und Informationsmengen effizient und effektiv zu verarbeiten. CAS-

PERS definiert diesen Sachverhalt als globale Wissensexplosion, d.h. die steigende Menge 
an verfügbarem, potentiell relevantem Wissen2 nimmt stetig zu [Cas04, S. 63f.]. Auf-
grund der dynamischen Entstehung von Daten- und Informationsquellen ist es kaum mög-
lich, diese großen Datenmengen manuell zu überschauen oder auszuwerten [WSH+11, S. 
89], [MW00], [Zwe09, S. 198]. Hier ergeben sich aber Möglichkeiten im Rahmen einer 
Technologiefrühaufklärung, vorhandenes technologisches Wissen gezielt zu suchen 

                                                 
1 „Das Zusammenführen von Sachgütern und Dienstleistungen zu hybriden Leistungsbündeln führt zu 

neuen Wertschöpfungsformen und damit neuen Marktchancen.“ [BMBF14, S. 3] 

2 Häufig wird in der Literatur von Technologiewissen gesprochen. Dies impliziert, dass die vorhandenen 
Technologieinformationen bereits in den Kontext des Geschäftsgegenstandes eingeordnet sind. Im Rah-
men der Einleitung wird mit den Begrifflichkeiten der Literatur weitergearbeitet. 
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[KSA11, S. 6], [PGO+16], [WSH+11, S. 90]. Primär besteht die Herausforderung in der 
effektiven und effizienten Verarbeitung von verfügbaren Technologiequellen [KS12, 
S. 19].   

Bisher mangelt es an einer umfassenden und systematischen Unterstützung zur geschäfts-
modellorientierten Technologiefrühaufklärung. In der Literatur erfolgt die Geschäftsmo-
dellentwicklung in der Regel für bereits identifizierte Technologien. Technologien stellen 
somit den Ausgangspunkt vieler Methoden zur Geschäftsmodellentwicklung dar [Ams16, 
S. 5f.], [BH13, S. 422], [CR02, S. 532f.], [PG05, S. 168], [PH15, S. 98f.], [WSH+11].  

Die Hypothese, die im Rahmen dieser Arbeit verfolgt wird, ist, dass die Technologiefrüh-
aufklärung am Geschäftsmodell ausgerichtet sein sollte, denn wenn Technologien zu Ge-
schäftsmodellverbesserungen führen und Geschäftsmodelle alle relevanten Aspekte zur 
Erbringung einer Marktleistung beinhalten, stellen Geschäftsmodelle die ideale Aus-
gangsbasis für eine Technologiefrühaufklärung dar. Deshalb muss sich die Technologie-
frühaufklärung am Geschäftsmodell orientieren, um den unternehmerischen Erfolg zu ge-
nerieren. Einhergehend mit dieser Hypothese stellt sich folgende Forschungsfrage, die im 
Rahmen der Dissertation beantwortet werden soll: Wie kann ein Unternehmen die tech-
nologische Entwicklung für die Weiterentwicklung seines Geschäftsmodells nutzen?  

1.2 Zielsetzung 

Ziel der Arbeit ist eine Systematik zur geschäftsmodellorientierten Technologiefrühauf-
klärung im Rahmen der Strategischen Planung. Die Systematik soll auf den langfristigen 
Fortbestand und Erfolg einer Unternehmung ausgerichtet sein. Zu diesem Zweck adres-
siert die Systematik die Herausforderung, unternehmerische Weiterentwicklungspotenti-
ale in Form von Technologien aufzudecken und zu bewerten.  

Als Betrachtungsgegenstand soll das Geschäftsmodell herangezogen werden. Dazu sind 
die Facetten der Geschäftslogik klar zu beschreiben, um sie einer Analyse auf Verbesse-
rungspotentialen unterziehen zu können. Es sollen dabei insbesondere die für das Ge-
schäftsmodell wesentlichen Prozesse behandelt werden, die die Geschäftslogik repräsen-
tieren. Für jene Prozesse, die relevant für die Geschäftslogik sind, sollen schlussendlich 
technologische Verbesserungen vorgeschlagen werden. Die methodische Weiterentwick-
lung von Geschäftsmodellen ist nicht Teil dieser Arbeit. 

Technologien zur Verbesserung von Geschäftsmodellen sollen mit Hilfe einer methodi-
schen und werkzeugunterstützten Technologiefrühaufklärung identifiziert werden. Die 
Methodik soll anhand der Analyse des Geschäftsmodells die Suche nach Technologien 
durch definierte Suchfelder initiieren, den Einsatz eines Software-Werkzeugs ermögli-
chen und eine abschließende Bewertung umfassen. Die wesentliche Funktionalität des 
Software-Werkzeugs ist eine Technologiesuche auf Basis großer Mengen heterogener 
Daten und Informationen. Nicht nur eine einmalige, sondern eine kontinuierliche Be-
obachtung von Quellen soll damit ermöglicht werden.  
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Kern der Systematik soll ein Vorgehensmodell sein. Es soll auf der Beschreibung eines 
bestehenden Geschäftsmodells fußen, um daran analytisch Verbesserungspotentiale ab-
zuleiten und eine Grundlage für eine automatisierte Technologiefrühaufklärung zu schaf-
fen. Resultat der Systematik ist ein transparenter Plan zur Erschließung geschäftsmodell-
relevanter Technologiepotentiale. Die Systematik richtet sich an das Management von 
Geschäftsfeldern.     

1.3 Vorgehensweise 

Die vorliegende Arbeit ist in fünf Kapitel gegliedert. Kapitel 2 dient der Präzision der in 
der Einleitung zuvor erläuterten Problematik. Dazu werden zunächst die für diese Disser-
tation relevanten Begriffe definiert und abgegrenzt. Anschließend erfolgt eine Einord-
nung in die Handlungsfelder Geschäftsmodelle und Technologiefrühaufklärung. Darauf-
hin werden die Herausforderungen der Verschmelzung dieser beiden Handlungsfelder in 
produzierenden Unternehmen beschrieben. Dies dient wiederrum als Grundlage für An-
forderungen an die zu entwickelnde Systematik. 

Kapitel 3 beinhaltet den Stand der Technik. Dabei werden zunächst die übergeordneten 
Vorgehenssystematiken zur Geschäftsmodellweiterentwicklung und Technologiefrüh-
aufklärung beschrieben. Anschließend werden einzelne Methoden und Hilfsmittel für die 
geschäftsmodellorientierte Technologiefrühaufklärung untersucht. Dies umfasst IT-
Werkzeuge zum Text Mining sowie Methoden zur Bewertung von Technologien. Alle 
Ansätze werden vor dem Hintergrund der Anforderungen bewertet und der Handlungs-
bedarf wird herausgestellt. Aufgrund der Vielzahl der Ansätze, werden hier ausschließ-
lich die relevantesten Methoden beschrieben.  

In Kapitel 4 wird die Systematik zur geschäftsmodellorientierten Technologiefrühauf-
klärung vorgestellt. Diese besteht aus dem Vorgehensmodell und einem Software-Werk-
zeug zur Unterstützung dieser Vorgehenssystematik. Die Phasen werden anhand eines 
Beispiels aus der Informationstechnologie veranschaulicht. Im Anschluss werden allge-
meine Informationen zur Systematik gegeben, wie eine Beschreibung des Iterationspfa-
des für das Monitoring sowie das zu Grunde liegende Datenmodell des Software-Werk-
zeugs.  

Kapitel 5 umfasst abschließend die Zusammenfassung sowie einen Ausblick für zukünf-
tige Arbeiten. Hierbei wird insbesondere auf Aspekte eingegangen, die Potentiale der Da-
tenanalyse in weiteren Teilen der strategischen Produktplanung zu nutzen. Diese sollen 
vor dem Hintergrund immer datenintensiverer Produkte und Dienstleistungen in der hie-
sigen Industrie Einsatz finden. 
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2 Problemanalyse 
Das folgende Kapitel beschreibt den thematischen Kontext der Arbeit. Es vereint die The-
mengebiete von Geschäftsmodellen mit der Technologiefrühaufklärung und zeigt die 
Herausforderungen in produzierenden Unternehmen auf. Ziel dieses Kapitels sind Anfor-
derungen an die Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung. 
Dazu werden in Abschnitt 2.1 zunächst die relevanten Begriffe definiert und abgegrenzt. 
Abschnitt 2.2 dient der generellen Einordnung der Handlungsfelder in das Referenzmo-
dell der Strategischen Planung und integrativen Planung von Marktleisten. In Ab-
schnitt 2.3 und Abschnitt 2.4 erfolgt die Einordnung in die übergeordneten Handlungs-
felder Geschäftsmodellentwicklung und Technologiefrühaufklärung. Anschließend wer-
den in Abschnitt 2.5 die Herausforderungen in produzierenden Unternehmen beschrie-
ben, welche die Grundlage für die Anforderungen in Abschnitt 2.6 darstellen.  

2.1 Begriffsdefinition und -abgrenzung 

In diesem Abschnitt werden die wesentlichen Begriffe dieser Arbeit definiert und abge-
grenzt. Da diese Begriffe in der Literatur teilweise kontrovers diskutiert werden, ist das 
Ziel dieses Abschnitts eine einheitliche Begriffsdefinition. Dazu wird zunächst in Ab-
schnitt 2.1.1 das Geschäftsmodell erläutert, das einen wesentlichen Blickwinkel dieser 
Arbeit darstellt. Im Folgenden werden in Abschnitt 2.1.2 Geschäftsprozesse beschrieben 
und Modellierungssprachen voneinander abgegrenzt. Anschließend werden in Ab-
schnitt 2.1.3 die unterschiedlichen Definitionen von Technologien sowie Technologiepo-
tentialen beschrieben. In Abschnitt 2.1.4 werden Frühwarn- und Früherkennungs- sowie 
Frühaufklärungssysteme erläutert und voneinander abgegrenzt. Für die – mit der Früh-
aufklärung einhergehende Analyse großer Datenmengen – ist es wesentlich die Begriffe 
Daten, Informationen und Wissen in Bezug zu setzen (Abschnitt 2.1.5). Dies dient auch 
als Grundlage für die Definition von Maschinellem Lernen (Abschnitt 2.1.6).  

2.1.1 Geschäftsmodelle 

Geschäftsmodelle sind in der Literatur nicht einheitlich definiert [BK11, S. 2], [BM10, 
S. 156]. Der Begriff wurde in den 1950er-Jahren zum ersten Mal erwähnt von BELLMANN 
ET AL. [BCC+57, S. 8]. Eine aktuelle Gegenüberstellung der verschiedenen Ansätze und 
Definitionen in der Literatur liefert SCHALLMO [Sch13, S. 12ff.], [Sch13a, S. 19ff.]. 3 

HOPPE und KOLLMER beschreiben ein Geschäftsmodell als zusammengesetzten Begriff 
aus Geschäft und Modell, was abstrakt als „eine vereinfachte Abbildung einer auf Gewinn 

                                                 
3 Für einen Überblick der Entwicklung des Geschäftsmodell-Begriffs liefert Köster eine Begriffshistorie 

[Kös14, S. 18ff.].  
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abzielenden Unternehmung“ bestehend aus „Elementen und deren Verknüpfung“ zu ver-
stehen ist [HK10, S. 3]. BIEGER und REINHOLD greifen ebenfalls auf, dass Geschäftsmo-
delle aus Elementen bestehen und definieren es als „Grundlogik, wie eine Organisation 
Wert schafft“ [BR11, S. 32]. OSTERWALDER und PIGNEUR adressiert zusätzlich zur Wert-
schaffung die Bereitstellung und Sicherung von Wert4 [OP10, S. 14]. SCHUH ET AL. sehen 
Geschäftsmodelle auf einem hohen Abstraktionsniveau und definieren es als Abbild der 
Geschäftslogik [SBK+11, S. 97]. WIRTZ sieht Geschäftsmodelle als „eine stark verein-
fachte und aggregierte Abbildung der relevanten Aktivitäten einer Unternehmung“ an 
[Wir10, S. 70].  

KÖSTER definiert ein Geschäftsmodell in Anlehnung an ZOLLENKOP und WIRTZ folgen-
dermaßen [Wir10, S. 70], [Zol06, S. 48]: „Geschäftsmodelle sind Werkzeuge zur ganz-
heitlichen und unternehmensübergreifenden Beschreibung, Analyse und Gestaltung un-
ternehmerischer Geschäftstätigkeit. In stark vereinfachter Form fokussieren sie alle re-
levanten Aktivitäten, durch die vermarktungsfähige Marktleistungen entstehen und ver-
trieben werden“ [Kös14, S. 24]. PEITZ definiert das Geschäftsmodell in Anlehnung an 
SCHUMPETER5 wie folgt [Sch61, S. 91]: „Ein Geschäftsmodell ist eine vereinfachte Ge-
schäftslogik innerhalb einer definierten Bezugsebene. Die Geschäftslogik basiert auf dem 
Zusammenspiel verschiedener Gestaltungselemente, um damit einen ökonomischen Er-
folg zu erzielen. Geschäftsmodelle sind somit zum Beispiel notwendig, um Produktinven-
tionen zu Produktinnovationen zu führen oder um den wirtschaftlichen Erfolg von Pro-
duktinnovationen zu erhalten“ [Pei15, S. 8f.]. Es fällt auf, dass PEITZ das Geschäftsmodell 
produktbezogen definiert, KÖSTER dies hingegen offenlässt. Beide sehen allerdings den 
wirtschaftlichen Erfolg bzw. Wettbewerbsvorteile im Vordergrund. GAUSEMEIER ET AL. 
synthetisieren die beschriebenen Ansätze und definiert Geschäftsmodelle wie folgt:  

„Ein Geschäftsmodell ist ein aggregiertes Abbild der Geschäftslogik 
eines Unternehmens. Es beschreibt, wie ein Unternehmen Werte 
schafft, die seinen Kunden Nutzen stiften und dazu motivieren, dafür 
Geld zu zahlen“ [GKR13, S. 9]        

Dieser Definition wird im Rahmen dieser Arbeit gefolgt.    

 

Geschäftsmodelldokumentation 

Zur Dokumentation des Geschäftsmodells eignet sich grundsätzliche die Business Model 
Canvas nach OSTERWALDER und PIGNEUR [OP10, S. 16ff.]. Die Business Model Canvas 

                                                 
4 GABLER definiert Wert als „Ausdruck der Wichtigkeit eines Gutes, die es für die Befriedigung der subjek-

tiven Bedürfnisse besitzt, wie sie sich etwa in seinem Nutzen und in der betreffenden Präferenzordnung 
des Wirtschaftssubjektes widerspiegelt“ und bezieht sich auf den Aspekt der Knappheit [Gab17-ol]. 

5 PEITZ definiert Geschäftsmodelle in Anlehnung an die Definition von Innovation und Invention von 
SCHUMPETER [Pei15, S. 8f.], [Sch61, S. 91].   
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besteht aus den Partialmodellen Kundenmodell, Wertschöpfungsmodell und Finanzmo-
dell, welche die neun folgenden Geschäftsmodellkomponenten zusammenfassen [GP14, 
S. 205]:   

• Nutzenversprechen: Dieses Geschäftsmodellelement ist zentral und beschreibt 
die angebotene Marktleistung. In der Regel werden hiermit Bedürfnisse des Kun-
den befriedigt und Probleme gelöst [OP10, S. 22ff.]. Das Nutzenversprechen 
sollte differenzierende Elemente beinhalten.    

• Kundensegmente: Die Beschreibung der Kundensegmente dient der Offenle-
gung, welche Kunden(gruppen) mit der angebotenen Marktleistung adressiert 
werden. Ein spezifischer Kundennutzen kann hier häufig zugeordnet werden 
[OP10, S. 20f.].  

• Distributionskanäle: Hier wird beschrieben, welche Kanäle genutzt werden, um 
die Marktleistung samt Nutzenversprechen zur Verfügung zu stellen [OP10, 
S. 26f.]. 

• Kundenbeziehungen: Sie beschreiben, wie das Unternehmen im Rahmen des 
Geschäftsmodells mit seinen Kunden in Kontakt tritt und wie die Beziehung auf-
rechterhalten wird [OP10, S. 28f.]. Gemeinsam mit den Kundensegmenten sowie 
den Distributionskanälen bilden sie das Partialmodell Kundenmodell. 

• Schlüsselressourcen: Hier sind die relevantesten Ressourcen beschrieben, die 
ausschlaggebend sind, um das Nutzenversprechen profitabel zu erfüllen. Darunter 
fallen u.a. Anlagen, Mitarbeiter sowie Technologien [OP10, S. 34f.]. Es sind al-
lerdings ausschließlich zentrale Technologien zur Bedienung der Marktleistung 
aufgeführt.  

• Schlüsselaktivitäten: Diese Geschäftsmodellkomponente beschreibt die wich-
tigsten Tätigkeiten zur Wertschöpfung und Differenzierung im Rahmen des Nut-
zenversprechens [OP10, S. 36f.].  

• Schlüsselpartner: Hier stehen alle Steakholder, wie Lieferanten und weitere Part-
ner, die zur Erbringung des Nutzenversprechens notwendig sind [OP10, S. 38f.]. 
Schlüsselressourcen, Schlüsselaktivitäten und Schlüsselpartner bilden gemeinsam 
das Partialmodell Wertschöpfungsmodell. In der Regel sind hier die Partner auf-
geführt, die eine zentrale Rolle für die Wertschöpfung aufweisen.   

• Kostenmodell: Das Kostenmodell listet alle relevanten Kostenpositionen auf, die 
durch die Initialisierung oder den Betrieb anfallen [OP10, S. 40f.].  

• Ertragsmodell: Hier werden analog zum Kostenmodell die Ertragspositionen des 
Geschäftsmodells aufgelistet [OP10, S. 30ff.]. Kosten- und Ertragsmodell werden 
als Partialmodell Finanzmodell zusammengefasst. Das Finanzmodell enthält In-
dikationen, wie profitabel ein Geschäftsmodell sein kann.  
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Mittlerweile existieren viele leicht modifizierte Darstellungen, u.a. [EAG15, S. 2297], 
[GKR13, S. 7], [Kös14, S. 97], [Pei15, S. 93]. Im Folgenden wird der Darstellung nach 
ECHTERFELD ET AL. gefolgt, da diese sich in der Praxis bewährt hat. Bild 2-1 zeigt die 
Geschäftsmodellstruktur.  

  

Bild 2-1:  Geschäftsmodellstruktur nach ECHTERFELD ET. AL.  [EAG15, S. 2297] in An-
lehnung an KÖSTER [Kös14, S. 97] 

Jede Geschäftsmodellkomponente kann im Rahmen der Ausdetaillierung durch Ge-
schäftsmodellvariablen (Merkmale) und Gestaltungsoptionen (Ausprägungen) beschrie-
ben werden [Leh14b, S. 113ff.]. Die Kombination von Geschäftsmodellvariable und Ge-
staltungsoption charakterisiert das Geschäftsmodell [ADE+14, S. 17], [Ams16, S. 108]. 
Im Rahmen dieser Arbeit wird auf dieses Beschreibungskonstrukt zurückgegriffen.   

Geschäftsmodellentwicklung 

Die Geschäftsmodellentwicklung6 beschreibt die Tätigkeit zur Ausgestaltung oder Wei-
terentwicklung eines neuen bzw. bestehenden Geschäftsmodells. Die Geschäftsmodell-
struktur liefert dafür einen geeigneten Rahmen zur Überprüfung des Status Quo [GP14, 
S. 205]. Treiber für eine Geschäftsmodellentwicklung ergeben sich in der Regel aus dem 
Umfeld des Geschäftsmodells. Hierfür existieren unterschiedliche Ansätze zur Definition 
von Einflussfaktoren. WIRTZ regt an, das technologische, ökonomische und gesellschaft-
liche Umfeld zu analysieren [Wir10, S. 211ff.]. Ferner werden eine Branchen- und Markt-

                                                 
6 Unter Geschäftsmodellentwicklung wird ebenfalls die Weiterentwicklung wird verstanden. Die Systema-

tik, die im Rahmen dieser Arbeit erarbeitet wird, fußt auf einem bestehenden Geschäftsmodell. Aus die-
sem Grund ist im Folgenden ausschließlich die Geschäftsmodellweiterentwicklung gemeint.   
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analyse sowie eine Wettbewerbsanalyse vorgeschlagen. OSTERWALDER und PIGNEUR un-
tergliedern die Umfeldanalyse in die Aspekte Haupttrends, Markttreiber, Makroökono-
mische Treiber sowie Industrietreiber [OP10, S. 200f.]. KNYPHAUSEN-AUFSEß und ZOL-

LENKOP definieren die Dimensionen Unternehmens-Umwelt sowie Wettbewerbs-Umwelt 
[ZZ11, S. 114]. Die Ansätze zur Umwelt-Analyse liefern Informationen, um das Ge-
schäftsmodell in den drei Stoßrichtungen kunden-, unternehmens-, wettbewerbsorientiert 
weiterzuentwickeln [Sch13a, S. 39]. Bild 2-2 zeigt die jeweiligen Aspekte dieser drei 
Stoßrichtungen auf. Diese Arbeit ermittelt Geschäftsmodellentwicklungen in allen drei 
Bereichen.    

 

Bild 2-2:  Stoßrichtungen für die Geschäftsmodellentwicklung nach SCHALLMO 
[Sch13a, S. 40]  

2.1.2 Geschäftsprozesse 

Geschäftsprozesse werden in der Literatur kontrovers diskutiert. GATATSCH liefert hierfür 
eine Übersicht der Historie der unterschiedlichen Definitionen und Ansätze [Gad17, 
S. 35ff.]. So vertreten HAMMER und CHAMPY eine kundenorientierte Sichtweise und de-
finiert Geschäftsprozesse als Unternehmensprozesse, die eine Eingabemenge (Input) auf-
nehmen, verarbeiten und für einen Kunden Wert schaffen [HC94, S. 5f.]. SCHEER und 
JOOST beschreiben eine funktionsorientierte Sichtweise und heben die zeitliche und in-
haltliche Abhängigkeit von durchzuführenden Funktionen im Unternehmen hervor [SJ96, 
S. 27ff.]. Dabei werden Geschäftsprozesse mit einer Prozesskette gleichgesetzt und der 
funktionsübergreifende Charakter hervorgehoben. ÖSTERLE greift diesen Charakter auf 
und definiert Geschäftsprozesse als eine Folge von organisatorisch übergreifenden Auf-
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gaben, die durch Informationstechnologie unterstützt werden können [Öst95, S. 3ff.]. ÖS-

TERLE wirft somit den Gedanken der konkreten technischen Prozessunterstützung auf und 
verortet die Geschäftsprozesse in der Schnittstelle zwischen der Unternehmensstrategie 
und den unterstützenden Informationssystemen [Gad17, S. 40].  

In der Folge existieren domänenspezifische Ausprägungen der Geschäftsprozessdefini-
tion. BERKAU untergliedert Prozesse als Technische Prozesse (Z.B. Fräsen eines Zylinder-
kopfes) und Betriebswirtschaftliche Geschäftsprozesse (z.B. Einstellen eines Mitarbei-
ters), die für die primäre Leistungserstellung relevant sind [Ber98, S. 27]. Diese Definition 
stellt die Grundlage für die Literatur aus der Produktionsplanung dar, die den technischen 
Aspekt aufgreifen. SCHLÜTER und SCHNEIDER definieren Geschäftsprozesse als „sachlo-
gisch zusammenhängende Aktivitäten, die eine in sich geschlossene Aufgabe realisieren“ 
mit dem Ziel „Materialien und Informationen in eine Kunden gewünschte Form zu brin-
gen“ [SS00, S. 366]. Hierbei stehen allerdings technische Prozesse im Vordergrund, die 
der Erstellung einer Marktleistung dienen.  

Für eine konkrete Einordnung dieser Arbeit ist zunächst der Zusammenhang zwischen 
Geschäftsmodellen und Geschäftsprozessen relevant. Hier wird der Ansicht von AL-DA-

BEI und AVISON gefolgt, die Geschäftsmodelle als Schnittstelle zwischen Geschäftsstra-
tegie und Geschäftsprozessen ansehen [AA10, S. 371]. Geschäftsmodelle stellen somit 
eine Vermittlungsebene dar. Bild 2-3 veranschaulicht dieses Prinzip.   

 

Bild 2-3:  Beziehung zwischen Strategie, Geschäftsmodell und Geschäftsprozessen 
nach AL-DEBEI und AVISON [AA10, S. 371]; Darstellung nach [Leh14b, S. 21]  

Geschäftsprozesse gestalten somit ein Geschäftsmodell ganzheitlich aus (vgl. Ab-
schnitt 2.1.1). Das bedeutet, dass sie sowohl technisch als auch betriebswirtschaftlich zu 
betrachten sind. Gefolgt wird der Definition nach SCHMELZER und SESSELMANN, die die 
oben genannten Definitionen synthetisieren: 

„Ein Geschäftsprozess besteht aus einer funktions- und organisations-
überschreitenden Verknüpfung wertschöpfender Aktivitäten, die von 
Kunden erwartete Leistungen erzeugen und die aus der Geschäftsstra-
tegie abgeleiteten Prozessziele umsetzen.“ [SS10, S. 63]  
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Geschäftsprozessdokumentation 

Für die Dokumentation von Geschäftsmodellen existieren verschiedene Ansätze, die sich 
im Detaillierungs- und Formalisierungsgrad unterscheiden [GP14, S. 246ff.].7 Im Rah-
men dieser Arbeit wird die Modellierungsmethode OMEGA8 genutzt. Diese Methode er-
laubt es nicht nur Geschäftsprozesse zu modellieren, sondern stellt auch ein mächtiges 
Werkzeug zur Geschäftsprozessanalyse dar. OMEGA nutzt verschiedene Konstrukte, wie 
Objekte, um den Geschäftsprozess zu konkretisieren. Bild 2-4 zeigt eine Übersicht dieser 
Konstrukte [GP14, S. 254ff.]9: 

• Geschäftsprozess: Ein Geschäftsprozess beschreibt die Folge von logisch zu-
sammenhängenden wertschöpfenden Aktivitäten, um ein Ergebnis zu erbringen 
oder ein Objekt zu transformieren. Er besitzt einen Auslöser (Input) sowie ein 
Ergebnis (Output) [GP14, S. 254f.]. 

• Organisationseinheit: Dieses Konstrukt zeigt die Aufbauorganisation, in der der 
Geschäftsprozess durchgeführt wird. Sie ist farblich gekennzeichnet. Identische 
Organisationseinheiten besitzen eine identische Farbcodierung zur besseren Les-
barkeit [GP14, S. 255]. 

• Externe Objekte: Diese Objekte sind unterteilt in externe Objekte innerhalb der 
Organisation, aber außerhalb des Untersuchungsbereichs sowie Objekte außer-
halb der Organisation. Sie stellen Einheiten des Systemumfelds dar und dienen 
somit als Schnittstelle zum Geschäftsprozess [GP14, S. 255]. 

• Bearbeitungsobjekte: Hier werden die Objekte subsummiert, die von einem Ge-
schäftsprozess erzeugt bzw. transformiert werden. Es handelt sich hierbei um In-
put- und Outputgrößen von Geschäftsprozessen. Bearbeitungsobjekte sind IT-
Objekte, Papierobjekte, mündliche Informationsobjekte, Materialobjekte sowie 
Informationsgruppen [GP14, S. 255f.].  

• Technische Ressourcen: Unter technischen Ressourcen werden die Konstrukte, 
die die Durchführung von Geschäftsprozessen unterstützten, verstanden. Dies 
sind Materialspeicher, Papierspeicher, Betriebsmittel sowie IT-Applikationen 
(Systeme bzw. Speicher) [GP14, S. 256].  

• Potential: Potentiale kennzeichnen Schwachstellen bzw. Verbesserungspotenti-
ale. Dies ist relativ allgemein gehalten [GP14, S. 259].  

                                                 
7 Eine Übersicht über die gängigsten Ansätze zur Geschäftsprozessdokumentation liefern GAUSEMEIER und 

PLASS [GP14, S. 246]. 

8 Objektorientierte Methode zur Geschäftsprozessmodellierung und -analyse nach FAHRWINKEL [Fah95] 

9 GAUSEMEIER und PLASS zählen noch weitere Konstrukte im Rahmen der Methodenbeschreibung auf, die 
in Bild 2-4 nicht dediziert aufgeführt werden. Für eine vollständige Auflistung der Konstrukte wird auf 
die Literatur verwiesen [Fah95], [GP14, S. 254ff.]. 



Seite 12 Kapitel 2 

 

Bild 2-4:  Überblick über die Konstrukte der Methode OMEGA nach GAUSEMEIER und 
PLASS [GP14, S. 254]  

• Fähigkeit: Dieses Konstrukt stellt eine besonders relevante Fähigkeit hervor, die 
zwingend notwendig für die Durchführung des Geschäftsprozesses ist. Dabei 
kann diese bereits vorhanden oder noch erforderlich sein [GP14, S. 259]. 

• Methode: Unter einer Methode wird eine bewährte Abfolge von Arbeitsschritten 
verstanden, um ein Ergebnis zu erreichen. Diese unterstützen den Geschäftspro-
zess und sind entsprechend zu kennzeichnen [GP14, S. 259]. 

• Kennzahl: Kennzahlen sind Instrumente, die der Steuerung der Geschäftspro-
zesse und dem Controlling dienen. In der Regel wird damit die Leistungsfähigkeit 
oder die Ergebnisse eines Geschäftsprozesses gemessen [GP14, S. 260]. 

2.1.3 Technologie und Technologiepotential 

Der Begriff Technologie wird in der Literatur nicht einheitlich verwendet [Bul94, S. 32], 
[Ger05, S. 17ff.], [Pei15, S. 11], [VB13, S. 1f.]. Dies liegt daran, dass die Begriffe Tech-
nologie und Technik ein unterschiedliches Begriffsverständnis adressieren [KNS+11, 
S. 33f.], [SKS+11, S. 33]. Es existiert ein traditionelles sowie ein integratives Begriffs-
verständnis. 

Das traditionelle Begriffsverständnis sieht Technologien als anwendungsbezogenes 
Wissen von naturwissenschaftlich-technischen Zusammenhängen zur technischen Prob-
lemlösung [Per87], [Ger05, S. 17], [VB13, S. 2]. SPECHT ET AL. greifen dies auf und de-
finieren Technologien als „das Wissen über naturwissenschaftlich-technische Wirkbezie-
hungen, das bei der Lösung praktischer Probleme Anwendung finden kann“ [SBA02, 
S. 13]. Dementsprechend stellen Technologien keine praktische Lösung dar, sondern 
werden erst in einem Problemlösungsprozess in ein materielles Artefakt überführt. Dies 
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wird als Technik bezeichnet [Bul94, S. 33], [Ger05, S. 18], [KNS+11, S. 34], [Per07, 
S. 17], [SKS+11, S. 34]. [SLS11, S. 19]. BULLINGER fasst Technik als „die materiellen 
Ergebnisse technischer Problemlösungsprozesse, ihre Herstellung und ihren Einsatz“ 
zusammen [Bul94, S. 34]. GERPOTT konkretisiert dies und versteht Technik als „in Pro-
dukten oder Verfahren materialisierte und auf die Lösung bestimmter praktischer Prob-
leme ausgerichtete Anwendung von Technologien“ [Ger05, S. 18]. Bild 2-5 stellt diesen 
Sachverhalt dar.  

   

Bild 2-5:  Zusammenhang zwischen Technologie und Technik nach Bullinger [Bul94, 
S. 34], [Ech14, S. 13]  

BINDER und KANTOWSKY stellen ein integratives Begriffsverständnis vor, das Techno-
logie als übergeordneten Begriff nennt und Technik als eine Teilmenge ansieht [BR96, 
S. 87ff.]. Dies löst die „strikte Trennung von Technologie als Wissen und Technik als 
Anwendung“ auf [SKS+11, S. 34]. Technologie umfasst somit „Wissen, Kenntnisse und 
Fertigkeiten zur Lösung technischer Probleme sowie Anlagen und Verfahren zur prakti-
schen Umsetzung naturwissenschaftlicher Erkenntnisse“ [KNS+11, S. 34]. Die Technik 
wird hierbei als Materialisierung von Technologie angesehen [SKS+11, S. 34]. Diese De-
finition wird im Rahmen der vorliegenden Arbeit genutzt. Bild 2-6 stellt das Prinzip des 
traditionellen und integrativen Begriffsverständnisses gegenüber.  

 

Bild 2-6:  Traditionelles und integratives Begriffsverständnis von Technologie und 
Technik [SKS+11, S. 34], [Pei15, S. 12]  

Für Technologien existieren eine Reihe von Klassifizierungsansätzen, anhand derer 
Technologien unterschieden werden können [BK96, S. 33], [Ger05, S. 44], [SKS+11, 
S. 35], [TK98, S. 44], [Wol00, S. 45]. Für die Klassifizierung existieren verschiedene 
Merkmale, wie Einsatzgebiete und Funktionen, Interpendenzen, branchenbezogene und 
interne Anwendungsbreite, Grad des Produktbezugs sowie Lebenszyklusphase [Ger05, 
S. 26f.], [SKS+11, S. 35f.]. Das Einsatzgebiet und die Funktion stellt für diese Arbeit eine 
besonders hohe Relevanz dar. In der Literatur wird zwischen Querschnittstechnologien 
und spezifischen Technologien unterschieden [SKS+11, S. 35f.]: 

• Querschnittstechnologie: Eine Querschnittstechnologie bezeichnet branchen-
übergreifende Technologien. In der Historie haben diese Technologien das 
stärkste Wirtschaftswachstum initiiert [BH98, S. 50]. Häufig handelt es sich um 
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Oberbegriffe aus den IuK [Stä02]. Beispiele hierfür sind nach GASSMANN ET AL. 
Cloud Computing oder das Internet der Dinge [GFC13, S. 12]. 

• Spezifische Technologie: Spezifische Technologien sind branchenspezifisch 
und für einzelne Anwendungen geeignet. Ein Beispiel ist eine Zündtechnologie 
für einen Dieselmotor.  

Diese Definitionen zeigen ein Dilemma auf: Auf der einen Seite weisen die Querschnitts-
technologien ein hohes Produktivitätssteigerungspotential auf, auf der anderen Seite sind 
sie zu breit gefasst, um sinnvoll vor dem Hintergrund einer Geschäftsmodellanalyse ein-
gesetzt zu werden. So irritieren die Beispiele von GASSMANN ET AL. eher, da sie den An-
schein haben, eine hohe Problemlösungsrelevanz aufzuweisen. Im Rahmen dieser Arbeit 
werden spezifische Technologien, aber auf Querschnittstechnologien betrachtet. Letztere 
werden allerdings auf ein sinnvolles Konkretisierungsniveau gebracht.  

Technologiepotential 

Zur Einordnung des Begriffs Technologiepotential wird zunächst der Teilbegriff Poten-
tial definiert. Ursprünglich stammt er aus dem lateinischen potentia und bedeutet Ver-
mögen, Macht bzw. Kraft. Potentia basiert wiederum auf dem Verb posse (können). So-
mit bedeutet Potential im weitesten Sinne so viel, wie einen Sachverhalt ausführen kön-
nen. MÜLLER setzt Potential mit Leistungsfähigkeit gleich [Mül82]. Im technologischen 
Kontext existieren unterschiedliche Auffassungen. WOLFRUM sieht ein Potential als „die 
Gesamtheit aller für einen Zweck zur Verfügung stehender Mittel“ [Wol93, S. 65]. BIN-

DER und KATOWSKY definieren Potentiale als „Fähigkeiten zur Beherrschung von Pro-
dukt- und Prozesstechnologien“ [BK96, S. 70]. Diese Definition ist offen gestaltet und 
somit keiner wissenschaftlichen Fachrichtung zuzuordnen.  

BULLINGER versteht das Technologiepotential als Teilsystem eines Unternehmenspoten-
tials [Bul96, S. 4ff.]. TSCHIRKY sieht ein Technologiepotential als „die unternehmensspe-
zifischen Nutzungsmöglichkeiten sämtlicher verfügbarer Technologien und deren Syner-
gien“ an [Tsc90, S. 12]. REMINGER sieht Technologiepotentiale als Chance zur Erhöhung 
der Wettbewerbsfähigkeit, umgekehrt aber auch als Gefahr, falls Technologiepotentiale 
nicht gehoben werden [Rem90, S. 60]. Technologiepotentiale können mit bestehenden 
Technologien in einem diversifizierten Kontext oder mit subjektiv neuen Technologien 
gehoben werden [Ble11, S442]. Im Rahmen dieser Arbeit werden insbesondere subjektiv 
neue Technologien gesucht, um Erfolgspotentiale10 für das bestehende Geschäftsmodell 
zu identifizieren.    

                                                 
10 GÄLWEILER sieht Technologiepotentiale als Erfolgspotentiale an, sofern das Unternehmen die Techno-

logie beherrschen kann [Gäl87, S. 28ff.], [Pei15, S. 12].  
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2.1.4 Technologiefrühaufklärung 

Für eine Einordnung des Begriffs Technologiefrühaufklärung wird zunächst die Entwick-
lung des Begriffs Frühaufklärung erläutert und anschließend mit Technologie in Bezug 
gesetzt. Der Begriff Frühaufklärung stammt ursprünglich aus dem Militär [Las11, S. 17]. 
Ziel war es, Aktionen des Gegners frühzeitig zu antizipieren [Ham92, S. 171], [Kla83, 
S. 40], [Mül81, S. 62], [Sim86, S. 14]. Ferner wurde der Begriff in der Medizin im Rah-
men der Krebsfrüherkennung sowie in der Wettervorhersage genutzt [Ham92, S. 171], 
[Kla83, S. 40], [Mar83, S. 4]. In der Industrie wurde die Frühaufklärung erst in den 1970er 
Jahren11 zur Identifikation von Trends genutzt, in dem Schwache Signale systematisch 
untersucht wurden. Nach ANSOFF sind Schwache Signale „vage Informationen über 
eventuell eintretende Situationen“ [Ans81, S. 233]12. 

Die Literatur unterscheidet drei Entwicklungsstufen: Frühwarnung, Früherkennung und 
Frühaufklärung [KM93, S. 21]. Im Folgenden werden diese drei Stufen voneinander ab-
gegrenzt:  

• Frühwarnung: Die Frühwarnung ist die erste Generation dieser Art der Analyse 
und beschreibt einen kennzahlen- und hochrechnungsorientierten Ansatz zur 
Identifikation von Bedrohungen [Kla83, S. 41], [Sim86, S. 28ff.], [WB00, S. 11]. 
Das Über- bzw. Unterschreiten von Schwellenwerten löst eine Warnmeldung aus 
[Lie91, S. 4]. Aufgrund der Orientierung auf die Vergangenheit werden hier aus-
schließlich Bedrohungen aufgedeckt [Gar94, S. 41f.]. 

• Früherkennung: Die zweite Generation, die Früherkennung, wird um die Iden-
tifikation von Chancen erweitert [Sim86, S. 28ff.], [WB00, S. 11]. Hierbei wird 
ein indikatorenbasierter Ansatz gewählt, der es erlaubt, Bänder festzulegen, in de-
nen sich die Werte bewegen dürfen. Zusätzlich besteht die Möglichkeit, frühzeitig 
die Entwicklungsrichtung der Indikatoren zu bestimmen [Kla83, S. 42ff.]. AN-

SOFF beruft sich bei der Identifikation von Chancen und Bedrohungen auf das 
Aufspüren von Diskontinuitäten [Ans76, S. 129ff.]. Die Herausforderung in die-
ser Methode liegt in der korrekten Definition der Indikatoren samt Wertebändern 
[Las11, S. 18].  

• Frühaufklärung: Die Frühaufklärung stellt die dritte Generation dar und erwei-
tert die Früherkennung um das Initiieren von Maßnahmen zur Abwehr von Be-
drohungen sowie zur Nutzung von Chancen [Sim86, S. 28ff.], [WB00, S. 11]. 

                                                 
11 Treiber für die industrielle Frühaufklärung waren ein rückgängiges Wirtschaftswachstum, eine wach-

sende Instabilität sowie unvorhergesehene Veränderungen des Umfelds, sodass Unternehmen die interne 
und externe Entwicklung in ihre Strategische Planung aufgenommen haben [Las11, S. 17]. 

12 Beobachtungsbereiche sind nach ANSOFF das externe globale sowie das unternehmensspezifische Um-
feld, interne Potentialquellen sowie funktionsorientierte interne Beobachtungsbereiche [Ans81, 
S. 233ff.]. HÄRTEL ergänzt noch Internet- oder Zeitungsberichte, Patente sowie Seminarvorträge [Här02, 
S. 11] 
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Hierbei steht nicht nur die Methode im Vordergrund, vielmehr dient es als Instru-
ment zur Sensibilisierung des Top-Managements, frühzeitig Schwache Signale zu 
identifizieren [GP14, S. 98], [ML03, S. 380].  

Diese drei Stufen werden häufig mit dem Begriff System in Verbindung gebracht. Bereits 
zu Beginn handelte es sich um Werkzeuge mit einer Software-Unterstützung. Bild 2-7 
zeigt diese drei Entwicklungsstufen auf.  

 

Bild 2-7:  Historische Entwicklung zum Frühaufklärungssystem in Anlehnung an 
RAFFÉE und WIEDMANN, überarbeitet durch GAUSEMEIER und PLASS [GP14, 
S. 98], [RW89, S. 303]  

Für den Begriff Technologiefrühaufklärung existiert in der Literatur keine einheitliche 
Definition [Lic02, S. 15]. In Anlehnung an die Definition der Frühaufklärung handelt es 
sich um das frühzeitige Erkennen von Chancen und Bedrohungen aufgrund Schwacher 
Technologiesignale sowie das Initiieren von Maßnahmen [Lau09, S. 46]. Dabei zielt die 
Technologiefrühaufklärung darauf ab, nicht nur neue Technologien zu erkennen, sondern 
auch Brüche in Technologieentwicklungen zu identifizieren. ZELLER sieht die Technolo-
giefrühaufklärung eng verknüpft mit dem Strategischen Management, da hier insbeson-
dere Umwelt-Trends und -Entwicklungen betrachtet werden [Zel03, S. 22]. LICHTENTHA-

LER definiert die Technologiefrühaufklärung13 wie folgt: „Die Technology Intelligence 
umfasst die Aktivitäten der Beschaffung, der Analyse und der Kommunikation relevanter 
Informationen über technologische Trends zur Unterstützung von Technologieentschei-
dungen des Unternehmens und allgemeiner Unternehmensentscheidungen“ [Lic02, 
S. 19]. Im Rahmen dieser Arbeit wird in Anlehnung an die Literatur folgende Definition 
genutzt: Die Technologiefrühaufklärung beschreibt das Identifizieren von subjektiv, 
neuen Technologien auf Basis Schwacher Signale zur Hebung von Technologiepotentia-
len. Sie umfasst die Aktivitäten der Beschaffung, der Analyse und der Verarbeitung rele-
vanter Informationen. 

Im Rahmen der Technologiefrühaufklärung wird zwischen Scanning, Monitoring und 
Scouting unterschieden. Diese Begriffe werden im Folgenden abgegrenzt [Zel03, S. 23f.]:  

                                                 
13 LICHTENTHALER nutzt als Begriff das englischsprachige Synonym Technology Intelligence. 
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• Scanning: In der Literatur wird das Scanning als ungerichtete und unfokussierte 
Suche des technologischen Unternehmensumfeldes angesehen. Ungerichtet be-
deutet, dass kein Betrachtungsrahmen definiert wird [Zel03, S. 23]. 

• Monitoring: Das Monitoring sucht gerichtet und schwach fokussiert auf Basis 
bestimmter Technologiefelder. Ziel ist die Verfolgung der Entwicklungen in rele-
vanten Technologiefeldern [Zel03, S. 23].  

• Scouting: Scouting bezeichnet die gerichtete und stark fokussierte Suche nach 
bestimmten Technologiethemen, um detaillierte Technologieinformationen zu be-
schaffen. Dabei können die Teilaufgaben Scanning und Monitoring Teilprozesse 
des Scoutings darstellen [Zel03, S. 23f.]. 

Diese drei Teilaufgaben der Technologiefrühaufklärung werden in der Literatur häufig 
vor dem Hintergrund der Identifikation von Technologie-Trends angesehen. Ein Scan-
ning ohne Betrachtungsgegenstand funktioniert in der Praxis nicht. Da im Rahmen dieser 
Arbeit konkrete Technologien ermittelt werden sollen, wird das Scanning als gerichtete 
Suche auf Technologiefeldern definiert. Monitoring wird im Rahmen dieser Arbeit als 
Beobachtung von Technologiefeldern angesehen, die im Scanning initial abgearbeitet 
werden. Scouting stellt im Rahmen dieser Arbeit keine Relevanz dar. 

2.1.5 Daten, Informationen und Wissen 

Die automatisierte Technologiefrühaufklärung basiert im Wesentlichen auf der Verarbei-
tung von vorhanden Daten und Informationen, um Technologiewissen zu generieren. Da-
für wird die Abgrenzung der Begriffe nach PROBST ET AL. genutzt [PRR13, S. 16]. Diese 
werden im Folgenden beschrieben.  

Daten stellen traditionell alphanumerische Zeichenketten dar, die für sich stehend keine 
Bedeutung haben [AN95, S. 196], [KS06, S. 20]. Aufgrund günstiger werdenden Spei-
cherplatzes stellen auch Binary Large Objects (BLOBs14) mittlerweile eine große Menge 
an Daten [How01, S. 265]. Daten können in strukturierter, semi-strukturierter oder un-
strukturierter Form vorliegen. Strukturierte Daten besitzen einen festgelegten Datentyp 
und sind in der Regel in Tabellenform organisiert. Dies sind in der Regel Zeichenketten 
in relationalen Datenbanken [MRS08, S. 1], [WIZ+05, S. 2]. Ferner existieren semi-struk-
turierte Daten. Hierbei handelt es sich um Daten, die keiner festen Strukturdefinition fol-
gen, diese aber in den Daten inkludieren. Dies können beispielsweise Web-Seiten sein, 
die in einer Auszeichnungssprache15 vorliegen. Einsatzgebiete von semi-strukturierten 

                                                 
14 Unter BLOBs versteht Howes unstrukturierte binäre Objekte. Dies können beispielsweise Datenbank-

Sicherungen sein [How01, S. 265]. 

15 Auszeichnungssprachen sind bekannter unter dem englischen Begriff Markup Language (ML) und be-
zeichnet eine maschinenauswertbare Sprache. Diese kann entweder vorab definiert oder auch gänzlich 
frei von jeder Definition sein [GLM+10, S. 1f.]. 
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Daten sind Web-Anwendungen [ABS00, S. 121]. Unstrukturierte Daten liegen in keinem 
einheitlichen Datentyp vor. Zudem existieren keine Metadaten dafür. Ein Beispiel für 
unstrukturierte Daten stellen natürlichsprachige Texte dar [WIZ+05, S. 2].  

Informationen enthalten hingegen zusätzlich einen Kontext [AN95, S. 196], [HS11, 
S. 1], [KS06, S. 20]. Dies legt zu Grunde, dass Daten erst in Verknüpfung mit einer sub-
jektiven Bedeutung zu Informationen werden [Leh14a, S. 54f.], [VSS07, S. 59].  

Wissen ist in der Regel personengebunden und beinhaltet zusätzlich die Erfahrung im 
Umgang mit der Information [KS06, S. 21], [PRR13, S. 23], [Ric08, S. 15f.]. Das Wissen 
kann aus verschiedenen Daten- und Informationsquellen abgeleitet werden. Das Prinzip 
ist in Bild 2-8 dargestellt.  

 

Bild 2-8:  Zusammenhang von Daten, Informationen und Wissen nach [KS06, S. 20], 
[Rüb16, S. 15]  

Im Rahmen dieser Arbeit werden semi-strukturierte sowie unstrukturierte Daten analy-
siert, um daraus Informationen abzuleiten und schließlich Wissen zu generieren. Für sich 
stehende identifizierte Technologien sind zunächst einmal selbst als Daten anzusehen. 
Erst die Anreicherung mit weiteren Attributen macht daraus eine Information. Der prak-
tische Umgang mit den Technologien generiert dann Wissen.  

2.1.6 Text Mining, Maschinelles Lernen, und Named Entity Recognition 

Text Mining ist in der Literatur nicht einheitlich definiert [HNP05, S. 22]. Es existieren 
spezifische sowie generelle Definitionen dieses Begriffs. So entstammt der Begriff ur-
sprünglich von FELDMAN und DAGAN, die Text Mining als Knowledge Discovery in 
Texts (KDT16) ansehen [FD95, 112ff.]. Es werden eine große Anzahl an Texten mitei-
nander verglichen wiederkehrende Muster identifiziert. Über die Zeit entwickelte sich 
Text Mining als Oberbegriff für alle Methoden, die es ermöglichen, Text in Zahlen zu 
konvertieren, um daraus auf Basis statistischer Verfahren Informationen zu generieren 
                                                 
16 KDT beschreibt Methoden, die neue, bisher nicht bekannte Zusammenhänge in Texten oder Dokumenten 

identifizieren und automatisch zu extrahieren [Hea99, S. 3ff.]. Beispiele können der Literatur von ESTER 
und SANDER entnommen werden [ES00, S. 245ff.]. 
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[AZ12, S. 1ff.], [HQW06, S. 5]. MINER ET AL. fassen diesen Begriff noch weiter und se-
hen Text Mining als Oberbegriff für sämtliche Werkzeuge und Methoden zur textbasier-
ten Analyse an [MDE+12, S. 30]. Dem Begriffsverständnis von MINER ET AL. wird im 
Rahmen dieser Arbeit gefolgt.  

Maschinelles Lernen wird in der Literatur als Methodenbaukasten zur Datenanalyse an-
gesehen, um automatisiert Gesetzmäßigkeiten in den Daten zu erkennen. MITCHEL defin-
iert maschinelles Lernen (engl. machine learning) folgendermaßen: „A program is said 
to learn from experience E with respect to some class of tasks T and performance measure 
P, if is performance at tasks in T, as measrued by P, improves with experience E“ [Mit92, 
S. 2]. Dies besagt im Wesentlichen, dass ein (Computer-)Programm die Analyse durch-
führt und dass dieses aus Erfahrungen lernt. Das Lernen aus Erfahrungen dient der kon-
tinuierlichen Verbesserung des Programms. MICHIE ET AL. sehen es ähnlich und definie-
ren Maschinelles Lernen als automatisierte computergestützte Analyse, die basierend auf 
logischen oder binären Operationen, eine Aufgabe von einer Menge von Beispielen lernt 
[MST94, S. 2]. PAO fügt hinzu, dass das Programm aus Erfahrungen lernt und sich damit 
kontinuierlich verbessert [Pao97, S. 128ff.].  

Beim Maschinellen Lernen wird ein Modell angelernt. Ein Maschinelles Lernmodell 
stellt Zusammenhänge zwischen den Parametern dar [BK08, S. 98f.], [Vap95, S. 23]. Bei 
der Modelldefinition wird eine Menge von Parameter bestimmt, die als Lernmenge her-
angezogen werden. Im Falle von prädiktivem Lernen17 wird ebenfalls ein Klassifizie-
rungsparameter bestimmt. Die Zusammenhänge werden anschließend mit einem statisti-
schen Algorithmus errechnet [Alp08, S. 2f.]. Dies wird in der Praxis als Maschinelles 
Lernen bezeichnet. Das Lernen wird in der Literatur in folgenden unterschiedlichen Lern-
modi eingruppiert [Fis99, S. 6], [Mik08, S. 34], [VW12, S. 3ff.]:  

• Überwachtes Lernen: Das Überwachte Lernen (engl. supervised learning) hat 
das Ziel eine Klassifizierung zu lernen, in dem eine bestimmte Anzahl an bereits 
existierenden Klassifizierungen vorgegeben wird. Dadurch sollen automatisiert 
Assoziationen errechnet werden, die zwischen Ein- und Ausgabemenge (Klassi-
fikation) existieren [Fis99, S. 3f.]. 

• Teilüberwachtes Lernen: Steht nur eine Teilmenge einer Klassifizierung zur 
Verfügung, spricht man von Teilüberwachten Lernen (engl. semi-supervised 
learning) [Mik08, S. 34]. 

• Nicht überwachtes Lernen: Beim nicht Überwachten Lernen (engl. unsupervi-
sed learning) enthält die Lernmenge keine vorab bekannten Klassifizierungen. 

                                                 
17 Es wird zwischen prädiktiven und deskriptiven Modellen unterschieden. Prädiktive Modelle werden ein-

gesetzt, um Vorhersagen zu treffen, deskriptive Modelle, um Wissen zu erlangen, das in den Daten ent-
halten ist, bzw. die Daten zu beschreiben [Alp08, S. 3]. 
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Die initiale Klassifizierung und das Erkennen von Zusammenhängen geschieht 
automatisch durch den Algorithmus [Fis99, S. 4]. 

• Bestärkendes Lernen: Das Bestärkende Lernen (engl. reinforcement learning) 
orientiert sich am menschlichen Lernen und stellt eine spezielle Form des über-
wachten Lernens dar. Es werden Belohnung und Strafe eingesetzt um den Algo-
rithmus anzulernen [VW12, S. 3ff.]. 

Neben den Lernmodi wird unterschieden, wie die Eingangsinformation an den Algorith-
mus übergeben wird. Es wird zwischen den folgenden drei Kategorien unterschieden 
[Fis99, S. 6f.]:  

• Passives Lernen: Das Passive Lernen (engl. passive learning) beschreibt das 
Prinzip des beobachtenden Lernens. Der Algorithmus hat keine Möglichkeit Ein-
fluss auf die Lerninformation zu nehmen [Fis99, S. 6]. 

• Aktives Lernen: Beim Aktiven Lernen (engl. active learning) erhält der Algo-
rithmus die Möglichkeit, Erfahrungen vom Nutzer zu erfragen. Hier errechnet der 
Algorithmus die Relevanz der Fragen, um deren Anzahl möglichst gering zu hal-
ten [Fis99, S. 6f.]. 

• Tutorielles Lernen: Tutorielles Lernen ist eine besondere Ausprägung des pas-
siven Lernens. Hierbei wird eine konkrete Lernmenge von einem Tutor ausge-
wählt und dem Algorithmus zur Verfügung gestellt. Der Tutor nimmt dabei Ein-
fluss auf den Algorithmus über die ausgewählten Bespieldatensätze [Fis99, 
S. 7f.].  

Ferner werden die Maschinellen Lernverfahren danach kategorisiert, wann das Lernen 
stattfindet. Dazu wird zwischen den folgenden zwei Möglichkeiten unterschieden [Fis99, 
S. 5f.]: 

• Off-Line Lernen: Beim Off-Line Lernen (engl. off-line learning) wird der Al-
gorithmus initial einmal angelernt [Fis99, S. 5].  

• On-Line Lernen: Das On-Line Lernen (engl. on-line learning) teilt das Lernen 
in zwei Phasen ein. Initial wird das Modell mit einer Stichprobe angelernt. Fal-
sche Vorhersagen während des produktiven Betriebs werden korrigiert und als 
Lernmenge kontinuierlich in den Algorithmus zurückgespielt [Fis99, S. 5f.].  

In der Schnittstelle Text Mining und verwandte Disziplinen existieren sieben Anwen-
dungsfelder. Im Folgenden werden die drei Anwendungsfelder beschrieben, die für die 
Arbeit relevant sind.18 Es handelt sich um Natural Language Processing, Information Ret-
rieval und Information Extraction.  

                                                 
18 Eine Beschreibung der übrigen vier Anwendungsfelder kann der Literatur entnommen werden 

[MDE+12, S. 32]. 
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Natural Language Processing (NLP) beschreibt Methoden und Werkzeuge in der Ver-
arbeitung von natürlichsprachigen Texten [MDE+, S. 32]. Im Rahmen des NLP stehen 
beispielsweise Stoppwortlisten zur Verfügung, die Wörter, die in hoher Anzahl vorkom-
men und meistens keine Relevanz für das Ergebnis haben (z.B. „und“, „oder“, „in“, „an“ 
etc.), identifizieren und filtern [MDE+12, S. 47f.], [Sto07, S. 222].  

Information Retrieval beinhaltet Methoden zur Identifikation von Texten in Datenban-
ken, basierend auf Suchbegriffen. MINER ET AL. geben an, dass die Suchbegriffe gegebe-
nenfalls mit Hilfe eines Thesaurus19 erweitert werden können, um das Suchfeld zu ver-
größern [MDE+12, S. 5].  

Information Extraction beschreibt das „Identifizieren und Extrahieren von relevanten 
Fakten und Beziehungen aus unstrukturierten Texten“, also den „Prozess aus unstruktu-
rierten sowie semistrukturierten Texten strukturierte Daten zu schaffen“ [MDE+12, 
S. 32]. Der Verortung dieser Anwendungsfelder in der Domäne der Textanalyse kann 
Bild 2-9 entnommen werden. Information Extraction und Natural Language Processing 
liegen in der Schnittstelle zwischen Text Mining sowie Maschinellem Lernen und beruhen 
im Wesentlichen auf Statistischen Methoden. Information Retrieval ist im Bereich Da-
tenbanken und Bibliothekswissenschaften angesiedelt. 

Information Extraction steht als Überbegriff für verschiedene Methoden und Werkzeuge. 
Im Folgenden wird auf das Named Entity Recognition (NER) eingegangen. NER ent-
stammt ursprünglich dem Methodenbaukasten des NLP, ist mittlerweile aber innerhalb 
der Information Extraction angesiedelt [Sar07, S. 263]. Ziel ist das Identifizieren und Ext-
rahieren von Entitäten in Texten, wie Personen und Unternehmensnamen [MDE+12, S.]. 
Entitäten werden typischerweise durch Nomen repräsentiert [Sar07, S. 269]. Für das NER 
existieren die folgenden zwei Ansätze [MDS+12, S. 924]: 

• Regelbasierter Ansatz: Dieser Ansatz basiert auf einer Reihe von grammatikali-
schen Regeln, die vorab definiert werden. Die Regeln werden domänenspezifisch 
mit Hilfe einer stochastischen Verteilung gewichtet und auf die Texte angewendet 
[MDS+12, S. 924f.]. Dieser Ansatz zeigt eine hohe Genauigkeit in geschlossenen 
Domänen, [KH98, S. 9f.]. Nachteilig ist, dass nur Regeln angewendet werden 
können, die vorab definiert werden.  

• Statistikbasierter Ansatz: Der statistikbasierte Ansatz beruht auf Kennzeichnun-
gen von Entitäten im Text. Hierbei werden die Entitäten markiert, auf die eine 
bestimmte Kennzeichnung zutrifft. Andererseits werden auch Entitäten markiert, 
auf die die Kennzeichnung nicht zutrifft. Anschließend wird ein Maschinelles 
Lernmodell erstellt, das diese Kennzeichnungen als Lernmenge nutzt. Im Wesent-

                                                 
19 Ein Thesaurus definiert nach ULLRICH ET AL. Ähnlichkeits- und Synonymrelationen zwischen Begriffen 

[UMA03, S. 4].  
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lichen werden automatisierte Regeln erstellt, die für die Klassifizierung beispiels-
weise den Wortbau, die Grammatik sowie die Stellung des Wortes im Satz be-
schreiben. Anschließend wird das Lernmodell auf andere Texte angewendet. Da 
die Kennzeichnungen von vornherein bekannt ist, fällt diese Methode unter das 
Überwachte Lernen [MDS+12, S. 924f.]. Der statistikbasierte Ansatz erweist sich 
als der genauere Ansatz [RR09, S. 147ff.]. Vorteil ist, dass Regeln maschinell 
erstellt werden und somit beim Anlernen nicht bekannt sein müssen. 

 

Bild 2-9:  Darstellung der Beziehung von Maschinellem Lernen zu verwandten Feldern 
nach [MDE+12, S. 31]; Eigene Übersetzung in Teilen  

2.2 Referenzmodell der Strategischen Planung und integrativen 
Entwicklung von Marktleistungen nach GAUSEMEIER 

Das Referenzmodell der Strategischen Planung und integrativen Entwicklung von Markt-
leistungen nach GAUSEMEIER stellt eine Weiterentwicklung des 3-Zyklen-Modell der Pro-
duktentstehung20 dar. Nach GAUSEMEIER umfasst dieses Referenzmodell die Aufgaben 
                                                 
20 Das 3-Zyklen-Modell der Produktentstehung beschreibt ein Referenzmodell, das das zyklische Zusam-

menspiel von Strategischer Produktplanung, Produktentwicklung und integrativer Produktionssyste-
mentwicklung aufzeigt. Es erstreckt sich von der Geschäftsidee bis zum Serienanlauf [GP14, S. 26]. 
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von der Geschäftsidee bis zum Serienanlauf. Das Referenzmodell beschreibt dabei keine 
strikte Abfolge von Phasen und Meilensteinen, sondern vielmehr ein Wechselspiel von 
Aufgaben in Form von Zyklen. Bild 2-10 zeigt Phasen des ersten Zyklus Strategische 
Produktplanung in Gänze. Darüber hinaus werden die weiteren Phasen Produkt-, Dienst-
leistungs- und Produktionssystementwicklung angedeutet [GAD+14, S. 11ff.]. Im Fol-
genden werden die Zyklen beschrieben.  

Strategische Produktplanung (Erster Zyklus): Der Zyklus Strategische Produktpla-
nung beschreibt den Prozess vom Auffinden von Erfolgspotentialen bis zum Entwick-
lungsauftrag. Ziel ist eine Erfolg versprechende Produktkonzeption, die in Form einer 
prinzipiellen Lösung erarbeitet wird. Der Entwicklungsauftrag stellt dabei das Übergabe-
dokument an die Produktentwicklung dar, das u.a. die prinzipielle Lösung spezifiziert 
[WG, S. 58ff.]. Die Strategische Produktplanung umfasst die Bereiche Potentialfindung, 
Produktfindung, Produktkonzipierung sowie die Geschäftsplanung. Die Potentialfin-
dung befasst sich mit dem Auffinden von Erfolgspotentialen und dem Ableiten von 
Handlungsoptionen für die Zukunft. Übliche Methoden sind die Szenario-Technik, 
Trendanalysen sowie Delphi-Studien [GP14, S. 43ff.]. Die Produktfindung greift die 
Erfolgspotentiale auf und befasst sich mit der Suche und Auswahl von neuen Produkt- 
und Dienstleistungsideen. Innerhalb der Ideenfindung werden Methoden, wie TRIZ21, la-
terales Denken nach DE BONO und Technologie-Roadmaps genutzt [Bon96, S. 1ff.], 
[SB05, S. 149], [TZZ98, S. 1ff.]. Die Geschäftsplanung befasst sich zunächst mit der 
Geschäftsstrategie, also der Fragestellung, welche Geschäftssegmente bedient werden 
sollen. Anschließend wird ein Geschäftsmodell entwickelt, das das Nutzenversprechen 
konkretisiert und die notwendigen Wertschöpfungselemente beinhaltet. Die Produktstra-
tegie definiert anschließend die Ausgestaltung des Produktprogramms und mündet in ei-
nem Geschäftsplan. Dieser umfasst eine Berechnung eines potentiellen Return on Invest-
ment (RoI) und stellt damit eine Aussage zur möglichen Profitabilität zur Verfügung. Die 
Schnittstelle zwischen erstem und zweitem Zyklus stellt die Produktkonzipierung dar. 
Ziel ist ein Entwicklungsauftrag, der u.a. eine prinzipielle Lösung enthält, bestehend aus 
einem Umfeldmodell, einem konkretisierenden Anforderungskatalog, einer Funktions-
hierarchie sowie einer Wirkstruktur [GAD+14, S. 11f.], [GP14, S. 25ff.]. 

                                                 

Aufgrund der stetig zunehmenden Relevanz von Dienstleistungen und hybriden Leistungsbündeln, 
wurde das Modell um den vierten Zyklus Dienstleistungsentwicklung erweitert [GAD+14, S. 25ff.]. 

21 TRIZ steht für die Theorie des erfinderischen Problemlösens und wurde von ALTSCHULLER und 
SCHAPIRO in den 1950er Jahren entwickelt [AS56, S. 1ff.]. 
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Bild 2-10:  Referenzmodell der Strategischen Planung und integrativen Entwicklung von 
Marktleistungen nach [GAD+14, S. 15]  
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Produktentwicklung (Zweiter Zyklus): In dem zweiten Zyklus, der Produktentwick-
lung, erfolgt der Entwurf und die Ausarbeitung des zukünftigen Produkts auf Basis der 
Ergebnisse aus der Produktkonzipierung. Dies geschieht domänenspezifisch in den 
Fachrichtungen Mechanik, Regelungstechnik, Elektronik und Softwaretechnik. Die do-
mänenspezifische Ausarbeitung der Einzeldisziplinen wird im Rahmen der Produktin-
tegration zu einer Gesamtlösung zusammengeführt. In der Produktentwicklung werden 
häufig rechnerinterne Modelle in Form von virtuellen Produkten bzw. virtuellen Prototy-
pen genutzt [GAD+14, S. 11f.], [GP14, S. 26].  

Dienstleistungsentwicklung (Dritter Zyklus): Im Rahmen des dritten Zyklus, der 
Dienstleistungsentwicklung, erfolgt eine Konkretisierung einer Dienstleistungsidee bis 
zu einer Marktleistung. Die Dienstleistungskonzipierung dient als Schnittstellenauf-
gabe, in der die bisherigen Informationen übergeben werden. Die Dienstleistungskonzi-
pierung ist unterteilt in die Bereiche Prozess. Personal und Werkzeug. Im Bereich Prozess 
werden die Abläufe der Dienstleistungen konzipiert. Unter Werkzeug sind alle materiel-
len Ressourcen zusammengefasst, die für den Ablauf notwendig sind. Der Bereich Per-
sonal spezifiziert die notwendigen personellen Ressourcen bzw. Fähigkeiten. Ferner wer-
den in diesem Zyklus die Dienstleistungsplanung und Dienstleistungsintegration 
durchgeführt [GAD+14, S. 13f.]. 

Produktionssystementwicklung (Vierter Zyklus): Die Produktionssystementwicklung 
(vierter Zyklus) beginnt analog zu Zyklus zwei und drei mit der Produktionssystemkon-
zipierung und beinhaltet die Bereiche Ablauf, Fabrik, Mittel und Logistik. Ziel ist eine 
ganzheitliche, strategiekonforme Produktionskonzeption. Anschließend findet die Ar-
beitsplanung statt, in der die Arbeitsabläufe, -stätten, -mittel sowie Materialflüsse ge-
plant werden. Im Rahmen der Produktionssystemintegration werden die einzelnen Do-
mänen zu einem verifizierten Produktionssystem zusammengeführt. In diesem Zyklus 
kommen ebenfalls häufig rechnerinterne Modelle in Form von Digitalen Fabriken oder 
Virtuellen Produktionen zum Einsatz [GAD+14, S. 12], [GP14, S. 26f.].  

Einordnung der Arbeit: Die vorliegende Arbeit befindet sich innerhalb der Strategi-
schen Produktplanung im Übergang von der Geschäftsplanung zur Potentialfindung. Ge-
genstand der Arbeit ist das Identifizieren von technologiebasierten Erfolgspotentialen auf 
Basis von Geschäftsmodellen und das möglichst frühzeitige Auffinden von neuen Tech-
nologien zu deren Erschließung. Die Arbeit tangiert somit die Geschäftsplanung, ist aber 
im Wesentlichen in der Potentialfindung verortet.   

2.3 Geschäftsmodellentwicklung 

In diesem Abschnitt erfolgt zunächst eine Einordnung der zu entwickelnden Systematik 
vor dem Hintergrund von Geschäftsmodellen. Dazu wird zunächst in Abschnitt 2.3.1 eine 
Einordnung der Systematik in das 4-Ebenen-Modell zur zukunftsorientierten Unterneh-
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mensgestaltung durchgeführt. In Abschnitt 2.3.2 wird die Geschäftsmodellebene festge-
legt. Abschnitt 2.3.3 dient zur Einordnung der Systematik in die Funktionsbereiche von 
produzierenden Unternehmen.  

2.3.1 4-Ebenen-Modell zur zukunftsorientierten Unternehmensgestaltung 
nach GAUSEMEIER 

Das Geschäftsmodell befindet sich im Referenzmodell der Strategischen Planung und in-
tegrativen Entwicklung von Marktleistungen im Aufgabenbereich der Geschäftsplanung. 
Da Technologien nicht ausschließlich marktleistungsbezogen eingesetzt werden, sondern 
für die gesamte Wertschöpfung im Unternehmen relevant sind, wird die Systematik in 
das 4-Ebenen-Modell zur zukunftsorientierten Unternehmensgestaltung nach GAUSE-

MEIER eingeordnet. Bild 2-11 zeigt die vier Ebenen Vorausschau, Strategien, Prozesse 
sowie Systeme und deren Zusammenhang. Im Folgenden werden die einzelnen Ebenen 
beschrieben und in die zu entwickelnde Systematik eingeordnet.  

Vorausschau (Erste Ebene): Im Rahmen der Vorausschau wird systematisch der Zu-
kunftsraum analysiert, um Chancen und Bedrohungen für das aktuelle Geschäft zu anti-
zipieren. Die Vorausschau ist somit Teil der Potentialfindung. Übliche Methoden sind die 
Szenario-Technik, Trendanalysen sowie Delphi-Studien [GP14, S. 43ff.]. Hier wird ins-
besondere die Szenario-Technik angewendet [GP14, S. 44ff.]. Aus diesem Grund stellt 
das Symbol der Phase einen Szenario-Trichter dar, was den zukünftigen Optionsraum 
darstellen soll [GP14, S. 38], [Rei91, S. 26f.].  

 

Bild 2-11:  Das 4-Ebenen-Modell zur zukunftsorientierten Unternehmensgestaltung 
nach [GP14, S. 38]  
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Strategien (Zweite Ebene): Die Ebene Strategien befasst sich im Wesentlichen mit der 
Entwicklung von Unternehmens- und Geschäfts-, Produkt-, oder Technologiestrategien. 
Hier werden die Leitlinien für das unternehmerische Handeln definiert und eine Richtung 
in Form einer Vision vorgegeben. Die Strategien umfassen neben der Vision, Schlüssel-
fähigkeiten, konkrete Marktleistungs- sowie Geschäftsziele und Maßnahmen für die ein-
zelnen Handlungsbereiche [GP14, S. 38]. 

Prozesse (Dritte Ebene): Die dritte Ebene, die Prozesse, befassen sich mit der Gestaltung 
von strategiekonformen Geschäftsprozessen. Hier gilt die Prämisse, dass die Struktur der 
Strategie folgt [PG88, S. 1ff.]. Prozesse bilden die Ablauforganisation des Unternehmens 
ab und sind beziehen sich in der Regel auf alle wertschöpfenden Tätigkeiten. Sie werden 
auch Leistungserstellungsprozesse genannt. Für die Abläufe muss eine komplementäre 
Aufbauorganisation modelliert werden [GP14, S. 39].  

Systeme (Vierte Ebene): Die vierte Ebene befasst sich mit der Planung und Einführung 
von Systemen aller Art zur Unterstützung der Geschäftsprozesse. Dies sind in der Regel 
IT-Systeme. Unter IT-Systemen werden alle Arten von Hard- und Software subsummiert 
und beinhalten beispielsweise Hardwaresysteme (z.B. Laptops und Server) und indirekte 
Software22 (z.B. Betriebssysteme und Datenbanksysteme, wie ERP- und CRM-Systeme) 
[GP14, S. 39].    

Einordnung der Arbeit: Der Kern dieser Arbeit ist auf der ersten Ebene der Vorausschau 
zu verorten. Das Gestaltungsfeld ist durch das Geschäftsmodell vorgegeben. Das Ge-
schäftsmodell findet sich nicht direkt im 4-Ebenen-Modell wieder. Nach der Definition 
von AL-DEBEI und AVISON sowie OSTERWALDER und PIGNEUR ist das Geschäftsmodell 
in der Schnittstelle zwischen Strategien und Prozessen verortet [AA10, S. 371], [OP02, 
S. 2]. Geschäftsprozesse stellen zum einen die Operationalisierung eines Geschäftsmo-
dells dar und zum anderen sind sie eng mit der Systemebene verknüpft. Aus diesem Grund 
eignen sie sich als Quelle für Technologiepotentiale.   

2.3.2 Ebenen von Geschäftsmodellen 

Geschäftsmodelle können nach WIRTZ produkt-, geschäftsbereichs-, unternehmens- oder 
industriespezifisch sein [Wir10, S. 70]. Die Hierarchisierung in vier Ebenen dient der 
Verortung von Geschäftsmodellen. Bild 2-12 zeigt diese Hierarchisierung [Kös13, S. 23], 
[Wir10, S. 70].  

                                                 
22 Indirekte Software bezeichnet Software, die nicht direkt produktbezogen ist, aber für die Erfüllung der 

Marktleistung, also für die Leistungserstellungsprozesse, notwendig ist.  
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Bild 2-12:  Geschäftsmodellebenen nach Wirtz [Wir10, S. 71] geändert von [Kös14, 
S. 27]  

Industrieebene: Geschäftsmodelle können auf Industrieebene zum Einsatz kommen und 
fokussieren die Unternehmensumwelt [Wir10, S. 72]. Dabei werden die vorherrschenden 
und etablierten Geschäftsprozesse einer Branche analysiert und adaptiert. Es werden u.a. 
Wettbewerber, Lieferanten und Kunden betrachtet [ML05, S. 189ff.]. 

Unternehmensebene: Auf der drunter liegenden Ebene definieren Geschäftsmodelle die 
Geschäftslogik eines Unternehmens [Afu04, S. 6ff.]. Bei kleinen Unternehmen oder bei 
Unternehmen mit einem homogenen Produktprogramm stellt das Geschäftsmodell auf 
Unternehmensebene die Vorgabe für das gesamte Produktprogramm [Kös14, S. 27f.].  

Geschäftsbereichsebene: Geschäftsmodelle auf Geschäftsbereichsebene (bzw. Ge-
schäftsfeldebene) in einer divisionalen Organisation liegen Unternehmen mit einem 
diversifizierten Marktleistungsportfolio zu Grunde [Wir10, S. 72]. Die Geschäftslogik 
gilt dabei für alle bestehenden untergeordnete Produkte und Marktleistungen [CT12, 
S. 134], [Kös14, S. 28]. Ferner gelten Geschäftsmodelle auf dieser Ebene auch für neue 
Geschäftsfelder [Zol11, S. 262]. 

Produktebene: Auf der untersten Ebene beschreibt das Geschäftsmodell auf Produkt-
ebene die Geschäftslogik für eine einzelne Marktleistung [Wir10, S. 72]. Hierbei werden 
die Bereiche, die an der Leistungserstellung beteiligt sind, aggregiert [Kös14, S. 28].  

Einordnung der Arbeit: Die vorliegende Arbeit adressiert primär Geschäftsmodelle auf 
Geschäftsbereich- bzw. Geschäftsfeldebene. Gleichwohl werden im Rahmen der Syste-
matik auch Technologien ermittelt, die der Marktleistung zuzuordnen sind.     



Problemanalyse Seite 29 

2.3.3 Funktionsbereiche in produzierenden Unternehmen 

Neben der divisionalen Organisationsstruktur in Form von Geschäftsbereichen können 
Unternehmen in einer funktionalen Organisationsstruktur aufgebaut sein [Sch13b, 
S. 263ff.]. In Bild 2-13 ist eine typische Funktionale Struktur von produzierenden Unter-
nehmen dargestellt. Ferner sind produktbezogene technische Informationsflüsse sowie 
auftragsbezogene, dispositive Informationsflüsse zwischen den Bereichen dargestellt. Im 
Folgenden werden die einzelnen Bereiche erläutert [GP14, S. 16ff.]: 

 

Bild 2-13:  Funktionale Struktur eines produzierenden Unternehmens nach [GP14, 
S. 17]  

Produktplanung: Die Produktplanung befasst sich mit der Planung von neuen Markt-
leistungen bzw. Marktleistungsoptionen. Die wesentlichen Ergebnisse dieses Funktions-
bereichs stellen Entwicklungsaufträge und Geschäftspläne dar [GP14, S. 16].     

Entwicklung/Konstruktion: In diesem Funktionsbereich wird die Konkretisierung der 
Marktleistung inklusive möglicher Funktionsnachweise durchgeführt. Die wesentlichen 
Ergebnisse sind Bauunterlagen, wie Zusammenstellungszeichnungen, Fertigungszeich-
nungen, Stücklisten, aber auch Produkt-Backlogs23 mit Anforderungen für eine Software-
entwicklung [GP14, S. 16].  

                                                 
23 Produkt Backlogs beinhalten in der agilen Softwareentwicklung eine Auflistung an Funktionen und Ei-

genschaften, die vom Implementierungsteam entwickelt werden sollen [Rub14, S. 52ff.]. 
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Arbeitsvorbereitung: Die Arbeitsvorbereitung (bzw. Fertigungsvorbereitung) be-
schreibt einen übergeordneten Bereich im Rahmen der Fertigungsplanung und ist geglie-
dert in Arbeitsplanung und Arbeitssteuerung. Die Arbeitssteuerung umfasst die Planung, 
Steuerung und Überwachung von Produktionsabläufen mit dem Ergebnis Fertigungsauf-
träge und Bestellaufträge. Die Arbeitsplanung beschreibt „wie gefertigt wird“ mit dem 
Ergebnis eines Arbeitsplanes [GP14, S. 16f.].  

Vertrieb: Der Vertrieb befasst sich mit der Veräußerung der produzierten Marktleistung. 
Ziel dieses Funktionsbereichs sind Kundenaufträge. Bei erklärungsbedürftigen Markt-
leistungen wird der Vertrieb durch einen sog. Pre Sales Support unterstützt, der dediziert 
Fachfragen beantwortet. Zusammen mit der Produktentwicklung bildet der Vertrieb das 
Marketing zur Marktkommunikation, Programmpolitik, Entgeltpolitik und Distributions-
politik [GP14, S. 17].  

Einkauf: Der Funktionsbereich Einkauf befasst sich mit Transaktionen am Waren- und 
Dienstleistungsbeschaffungsmarkt. Er stellt in der Regel die zeitgerechte Bestellung bei 
Dritten sicher und wird auf Basis von Bestellaufträgen (bzw. Bestellanforderungen) tätig 
[GP14, S. 17]. 

Fertigung: Die Fertigung beschreibt einen übergeordneten Funktionsbereich zur Herstel-
lung von Erzeugnissen. Sie umfasst die Funktionsbereiche Lager, Prüffeld, Fertigungs-
steuerung, Teilefertigung, Montage, Instandhaltung, Transport und Versand. Somit wird 
die Verarbeitung von Rohmaterialien, Halbzeugen sowie Zukaufteilen zu Erzeugnissen 
sichergestellt [GP14, S. 17]. 

Service: Die Aufgaben des Service (bzw. Dienstleistungen) umfassen u.a. die Installa-
tion, Inbetriebnahme, Wartung und das Ersatzteilwesen [GP14, S. 30]. Die zunehmende 
Durchdringung durch IuK erlaubt die Bereitstellung von neuartigen Dienstleistungen 
[BS06, S. 4f.], [GDS+13, S. 14ff.], [GGM+14, S. v].  

Qualitätssicherung: Der Funktionsbereich Qualitätssicherung stellt eine Querschnitts-
funktion dar und umfasst die Aufgabenbereiche Qualitätsplanung, Qualitätskontrolle und 
Qualitätslenkung [GP14, S. 17], [Pfe01, S. 50f.]. 

Einordnung der Arbeit: Die Ablauforganisation eines produzierenden Unternehmens 
beruht im Wesentlichen auf den drei Prozessen Produktentstehungsprozess, Auftragsab-
wicklungsprozess und Herstellprozess [GP14, S. 18]. Diese werden in Anlehnung an das 
4-Ebenen-Modell durch IT-Systeme unterstützt. Diese Systematik betrifft die gesamte 
Ablauforganisation, da das Geschäftsmodell alle relevanten Aspekte dieser abstrahiert 
(vgl. Abschnitt 2.3.1).  

2.4 Technologiefrühaufklärung  

In diesem Abschnitt erfolgt eine Einordnung der zu entwickelnden Systematik vor dem 
Hintergrund der Technologiefrühaufklärung. Dazu wird zunächst in Abschnitt 2.4.1 eine 
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Einordnung der Systematik in das Technologieplanungskonzept des HEINZ NIXDORF IN-

STITUTS durchgeführt. Anschließend erfolgt in Abschnitt 2.4.2 eine Einordnung der Sys-
tematik in den idealtypischen Prozess zur Strategischen Frühaufklärung. In Abschnitt 
2.4.3 werden die Phasen der Technologiefrühaufklärung beschrieben.  

2.4.1 Technologieplanungskonzept des HEINZ NIXDORF INSTITUTS 

Das Technologieplanungskonzept des HEINZ NIXDORF INSTITUTS befasst sich mit der Ab-
lage und Aufbereitung von Technologien und Produkten und deren Verknüpfung. Kern 
dieses Konzepts stellt die Innovations-Datenbank dar, die die Inhalte mit einem relatio-
nalen Datenmodell verknüpft. Die einzelnen Module des Technologieplanungskonzepts 
werden im Folgenden detailliert beschrieben [BGI09, S. 42f.], [Bri10, S. 33f.]:    

Technologien: In diesem Modul werden Technologien in einem sog. Technologiepool 
abgelegt und mit Attributen angereichert. Diese Attribute sind u.a. eine Kurzbeschreibung 
der Technologie, die Definition, Anwendungsbeispiele und Verfügbarkeitsinformatio-
nen. Ferner werden den Technologien lösungsneutrale Standardfunktionen zugewiesen, 
die die Technologie erfüllt [BGI09, S. 43ff.]. Dieses Modul kann auch Technologien zum 
Produktschutz enthalten24 [Kok13, S. 147f.], [PZ12, S. 77ff.]. 

Produktideen: In dem Modul Produktideen werden alle Produktideen gesammelt, die 
idealerweise im Rahmen der Produktfindung erarbeitet werden. Die Attribute von Pro-
duktideen umfassen u.a. eine Kurzbeschreibung, die Produktanforderungen sowie eine 
erste Skizze. Ferner werden den Produktideen lösungsneutrale Standardfunktionen zuge-
wiesen, die die Produktidee in Form von Technologien benötigt [BGI09, S. 43ff.].  

Funktionen: Funktionen stellen das verknüpfende Element zwischen Technologien und 
Produktideen dar. Auf der einen Seite bieten Technologien Standardfunktionen zur Lö-
sung eines Problems an. Auf der anderen Seite werden Standardfunktionen benötigt, um 
ein Problem zu lösen. Im Rahmen dieses Moduls werden die lösungsneutralen Standard-
funktionen verwaltet, die den Technologien und Produktideen in Form von Attributen zur 
Verfügung stehen [BGI09, S. 43ff.], [Kok13, S. 24f.]. 

Marktsegmente: Im Rahmen des Moduls Marktsegmente werden die Markt- und Um-
feldszenarien aus der Potentialfindung abgelegt. Sie spannen somit den Szenario-Trichter 
auf und definieren zukünftige Produktanforderungen. Die Informationen im Rahmen die-
ses Moduls können zur Ideengenerierung eingesetzt werden [BGI09, S. 43ff.]. 

Morphologischer Kasten: Der Morphologische Kasten stellt ein Ergebnis der Innovati-
ons-Datenbank dar. Er listet die Funktionen, die der Produktidee zugewiesen werden, in 
den Spalten auf. In den Zeilen werden die Technologien angezeigt, die die entsprechende 

                                                 
24 Dazu muss die Innovations-Datenbank um das Konzept von KOKOSCHKA erweitert werden [Kok13, 

S. 147f.]. 
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Funktion erfüllen. Die Zuordnung geschieht automatisch im Hintergrund. Der Entwickler 
hat nun die Möglichkeit einen konsistenten Lösungspfad durch die Technologien zu legen 
und abzuspeichern [BGI09, S. 48].   

 

Bild 2-14:  Module der Innovations-Datenbank nach [BGI09, S. 43]  

Innovations-Roadmap: Die Innovations-Roadmap stellt das zweite Ergebnis der Inno-
vations-Datenbank dar. Es visualisiert die ausgewählten Lösungspfade anhand einer Zeit-
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achse. Dazu werden die Verfügbarkeitsinformationen aus dem Modul Technologien her-
angezogen. Die Position des Lösungspfades auf der Zeitachse determiniert sich durch die 
späteste Verfügbarkeit einer Technologie [BGI09, S. 49], [Ihm09, S. 29f.], [Kok13, 
S. 24f.].  

Einordnung der Arbeit: Die Arbeit adressiert das frühzeitige Identifizieren von neuen 
Technologien, die auch im Rahmen einer Marktleistung zum Einsatz kommen können. 
Dies bedeutet, dass die zu entwickelnde Systematik automatisiert Technologien für die 
Innovations-Datenbank generieren kann und somit im Modul Technologien einzuordnen 
ist. Die vollständige Befüllung des Technologiepools mit Attributen ist jedoch nicht Ge-
genstand dieser Arbeit.    

2.4.2 Idealtypischer Prozess zur Strategischen Frühaufklärung  

Das strategische Frühaufklärungskonzept nach HÄRTEL stellt ein generisches Vorgehen 
zur Frühaufklärung dar [Här02, S. 35ff.]. Dieses Konzept verarbeitet u.a. Informationen 
über Erfolgspotentiale, Marktvolumen, Marktentwicklung, Wettbewerbsintensität und 
Substitutionsprodukte [GP14, S. 98]. Auch im Rahmen der strategischen Frühaufklärung 
liegen die Informationen in der Regel unstrukturiert vor, sodass ein Vorgehen notwendig 
ist, das diese unstrukturierten Informationen identifiziert, sammelt und verarbeitet. In 
Bild 2-15 ist das idealtypische Konzept einer strategischen Frühaufklärung in Form eines 
Zyklischen Prozesses dargestellt. Im Folgenden werden die Phasen erläutert [GP14, 
S. 99], [Här02, S. 36]:  

Festlegen von Beobachtungsbereichen: Die erste Phase definiert die Bereiche, in denen 
die Informationen über strategisch relevante Entwicklungen akquiriert werden sollen. Die 
Beobachtungsbereiche können nach den Kategorien Märkte, Gesellschaft, Ökonomie, 
Ökologie, Technologie und Zulieferer gegliedert werden [GP14, S. 98f.]. Ferner besteht 
die Möglichkeit Bezugsobjekte zu definieren und die Beobachtungsbereiche daran aus-
zurichten. Die relevanten Informationen können dann u.a. in den Bereichen Gesetzge-
bung, Recycling, Soziales enthalten sein [Här02, S. 35], [Lie96, S. 192].  

Scanning: Die Phase Scanning befasst sich mit der Identifikation von schwachen Signa-
len. Dies geschieht in der Regel durch eine ungerichtete25, offene Suche auf Quellen, die 
die Unternehmensumwelt abdecken. Ergebnis ist eine große Zahl von unbearbeiteten In-
formationen, die in den folgenden Schritten zu verarbeiten sind [Här02, S. 36], [GP14, 
S. 99]. In der Regel ist die Anzahl der Quellen so groß, dass eine manuelle Suche nicht 
möglich ist.   

Filtern, Formatieren, Verstehen: Die gefundenen Informationen werden in dieser 
Phase verarbeitet, um die Anzahl der Ergebnisse handhabbar zu machen. Übliche Opera-

                                                 
25 Ungerichtet bezieht sich hier auf den Suchmodus, jedoch nicht auf Beobachtungsbereiche und Quellen. 
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tionen sind das Filtern nach relevanten Informationen, aber auch das Aufbereiten der In-
formationen in vorab definierten Datenbankschemata (z.B. als Vorbereitung für einen 
Steckbrief) sowie das Bereinigen von Redundanzen. Im Anschluss wird entschieden, wel-
che Themen weiter vertieft werden [Här02, S. 36], [GP14, S. 99]. 

Monitoring: Im Rahmen dieser Phase wird ein tieferes Verständnis über die Themen 
geschaffen, die in der vorherigen Phase ausgewählt wurden. Da bereits der Betrachtungs-
gegenstand aus dem Scanning bekannt ist, wird hier von einer gerichteten Suche gespro-
chen [GEK01, S. 197]. Sollte der Erkenntnisgewinn innerhalb dieser Phase stagnieren, 
sollte das Monitoring eingestellt werden [Här02, S. 36f.], [GP14, S. 99].  

Fokussieren, auf den Punkt bringen: Diese Phase beinhaltet das Aufbereiten der ge-
fundenen Informationen, sodass ein Gesamtbild entsteht. Dabei wird automatisch die 
Komplexität der Suchergebnisse reduziert [KH99, S. 104]. Die Suchergebnisse werden 
in Bezug gesetzt, sodass Kategorien ersichtlich werden [Här02, S. 37], [GP14, S. 99]. 
Eine prägnante Darstellung der Ergebnisse kann in Form von Steckbriefen oder Radaren 
erfolgen. 

Reporting: Die aufbereiten Informationen aus der vorherigen Phase werden im Rahmen 
des Reportings an das Management übergeben [Här02, S. 37]. Wesentlicher Inhalt des 
Reportings ist die Ableitung von Chancen und Risiken [GP14, S. 99].  

Abbruch oder Definition von Maßnahmen: Diese Phase bildet die Unterscheidung 
zwischen Früherkennung und Frühaufklärung. Während die Früherkennung beim Repor-
ting endet, werden im Rahmen der Frühaufklärung Maßnahmen definiert. Strategische 
irrelevante Themen werden hier aus dem Prozess genommen [GP14, S. 99f.]. 26 

Überprüfen von Beobachtungsbereichen: Dieses Konzept weist einen zyklischen Cha-
rakter auf. Innerhalb dieser Phase wird dem Rechnung getragen und es wird kritisch über-
prüft, ob die Beobachtungsbereiche zielführend definiert sind. Dabei können entweder 
einzelne Beobachtungsbereiche verfeinert und angepasst werden oder neue Beobach-
tungsbereiche hinzugefügt werden [GP14, S. 101]. 

Einordnung der Arbeit: Die vorliegende Arbeit orientiert sich stark an dem idealtypi-
schen Vorgehen zur strategischen Technologiefrühaufklärung. Der Fokus bei HÄRTEL 
liegt in der Identifikation von Trends. Im Rahmen dieser Arbeit wird der Beobachtungs-
bereich für Technologien möglichst eng gefasst, sodass konkrete Technologien als Su-
chergebnis herauskommen. Es wird den Definitionen von Scanning und Monitoring aus 
Abschnitt 2.1.4 gefolgt.  

                                                 
26 Es fällt auf, dass HÄRTEL von der Definition einer Frühaufklärung abweicht und die Initiierung von 

Maßnahmen nicht adressiert. Im Rahmen dieser Arbeit wird der Ergänzung von GAUSEMEIER und PLASS 
gefolgt, die konsistent mit der Definition von RAFFÉE und WIEDMANN ist [Här02, S. 11], [GP14, 
S. 99], [RW89, S. 303]. 
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Bild 2-15:  Idealtypisches Konzept zur strategischen Frühaufklärung nach HÄRTEL 
[Här02, S. 36] geändert nach [GP14, S. 99]  

2.4.3 Phasen der Technologiefrühaufklärung 

Die Phasen der Technologiefrühaufklärung orientieren sich am idealtypischen Konzept 
zur strategischen Frühaufklärung nach HÄRTEL [HÄR02, S. 36], [GP14, S. 99]. Dabei ist 
zu berücksichtigen, dass die Rechnerunterstützung einen flexibleren Ansatz erlaubt. So 
wird das Monitoring als Iteration des Zyklus verstanden. Es werden die folgenden Phasen 
für die Technologiefrühaufklärung im Rahmen dieser Arbeit berücksichtigt:  

Festlegen des Beobachtungsbereiches: Der Beobachtungsbereich beschreibt konkret 
ein Technologiesuchfeld. Abweichend von den Konzepten in der Literatur ist dies mög-
lichst spezifisch zu definieren, da keine Technologietrends, sondern konkrete Technolo-
gien gesucht werden. Der Beobachtungsbereich adressiert dabei die gesamte Leistungs-
erstellung, nicht ausschließlich die Marktleistung.  

Technologiesuche: Die Technologiesuche wird in drei Phasen eingeteilt. Es handelt sich 
um die Vorbereitung, die Suche und Extraktion sowie die Nachbearbeitung. Im Rahmen 
der Vorbereitung werden die Quellen definiert, die für die Suche genutzt werden. Ferner 
wird der Suchbegriff in eine Form gebracht, sodass eine möglichst breite Suche durchge-
führt werden kann. Die eigentliche Suche nach Quellen beruht auf den Prinzipien von 
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Information Retrieval und wird in der Regel von den Internetdatenbanken umgesetzt. 
Nach Erhalt der Quelldokumente werden diese mit Hilfe von NLP in eine analysierbare 
Form gebracht. Für die Extraktion der Technologien werden Hilfsmittel aus dem Bereich 
Information Extraction genutzt. Im Rahmen der Nachbearbeitung werden Technologie-
informationen hinzugefügt, um die nachfolgende Bewertung vorzubereiten.   

Technologiebewertung: Die Technologiebewertung beruht zunächst auf einer Bewer-
tung der Chancen und Bedrohungen. Zu diesem Zeitpunkt kann die Abschätzung nur 
grob erfolgen. Aus diesem Grund bedarf es anderen Bewertungs- und Priorisierungskri-
terien, wie die Technologierelevanz und die relative Technologiekompetenz. Ferner spielt 
auch die Reife der Technologie eine wesentliche Rolle.  

Ableiten von Maßnahmen: Für eine Technologieexploration werden in der letzten Phase 
die Maßnahmen definiert. Hier stehen Hilfsmittel, wie eine Roadmap zur Verfügung, um 
den Reifegrad der Technologie in Zusammenhang mit potentiellen Explorationsprojekten 
zu visualisieren. Für die Technologieexploration bieten sich kleinere Machbarkeitsstu-
dien an, in denen der praktische Umgang mit diesen Technologien erprobt wird und Al-
ternativtechnologien auf Basis der Leistungsfähigkeit miteinander verglichen werden.  

Die wiederkehrende Abfolge dieser Schritte wird im Rahmen dieser Arbeit Monitoring 
genannt. Ziel ist eine kontinuierliche Beobachtung von Technologiesuchfeldern. Hier 
kann es aufgrund von erlangten Erfahrungswerten notwendig sein, den Beobachtungsbe-
reich ebenfalls anzupassen.   

2.5 Herausforderungen bei der geschäftsmodellorientierten Tech-
nologiefrühaufklärung – in der Theorie und Praxis 

In diesem Abschnitt werden die Herausforderungen bei der geschäftsmodellorientierten 
Technologiefrühaufklärung beschrieben. Dabei werden Aspekte aus der Theorie und der 
Praxis berücksichtigt. Zunächst erfolgt einleitend in Abschnitt 2.5.1 eine Beschreibung 
des Verbundprojektes ADISTRA, in dessen Rahmen diese Arbeit entstanden ist. An-
schließend werden in Abschnitt 2.5.2 die Herausforderungen in den Pilotunternehmen in 
diesem Kontext beschrieben. Abschnitt 2.5.3 (Herausforderungen aus Sicht der Ge-
schäftsmodelle) und Abschnitt 2.5.4 (Herausforderungen aus Sicht der Technologiefrüh-
aufklärung) dienen der Konkretisierung dieser Herausforderungen.  

2.5.1 Verbundprojekt ADISTRA 

Diese Arbeit entsteht im Rahmen des BMBF-geförderten Verbundprojektes ADISTRA. 
Ziel des Projekts war ein skalierbares Instrumentarium für die Strategische Produktpla-
nung, bestehend aus Methoden, einem skalierbaren Referenzprozess sowie einer Werk-
zeugunterstützung. Das Projekt war in sechs Querschnittsarbeitspakete (QPs) gegliedert. 
Die ersten vier QPs waren an den Zyklus der Strategischen Produktplanung (vgl. Ab-
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schnitt 2.2) angelehnt und beinhaltete Methodenentwicklungen im Rahmen der Potenti-
alfindung (QP1), Produktfindung (QP2), Geschäftsplanung (QP3) sowie Produktkonzi-
pierung (QP4). Ergebnis dieses Zyklus ist ein Entwicklungsauftrag. Der skalierbare Re-
ferenzprozess (QP5) stellt ein individuell ausprägbares Best Practice-Vorgehen dar, das 
die Methoden aus QP1-4 in einem Prozess verortet. Für ausgewählte Methoden und zur 
Unterstützung des Referenzprozesses wurde in QP6 eine durchgängige Werkzeugunter-
stützung entwickelt [GO16, S. 11ff.]. Die Projektstruktur ist in Bild 2-16 dargestellt. 

 

Bild 2-16:  Projektstruktur von ADISTRA [GO16, S .11]  

Das entwickelte Instrumentarium wurde in Zusammenarbeit mit den Pilotunternehmen 
erprobt. Die folgenden Unternehmen27 waren daran beteiligt:  

• Wincor Nixdorf AG28 

• Fischer IMF GmbH & Co. KG 

• Haver & Boecker OHG 

• Weidmüller Interface GmbH & Co. KG 

                                                 
27 Eine Übersicht und Beschreibung aller beteiligen Forschungsinstitute und Unternehmen können der Ab-

schlussdokumentation entnommen werden [GO16, S. 12ff.] 

28 Kurz nach Abschluss des Projekts wurde bekannt, dass Wincor Nixdorf vom Mitbewerber Diebold über-
nommen wurde. Das neue Unternehmen trägt den Namen Diebold Nixdorf. 
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• SKF GmbH 

Die zu entwickelnde Systematik ist in QP1 Potentialfindung verortet und wird durch eine 
IT-Werkzeugunterstützung (QP6) ergänzt. Sie adressiert primär die Anwenderunterneh-
men. Die Befähigungsunternehmen profitieren ebenfalls von den Ergebnissen, da sowohl 
die Methodik, als auch die IT-Unterstützung anschlussfähig ist und in das eigene Portfolio 
übernommen werden kann. 

2.5.2 Herausforderungen in den Pilotunternehmen 

Die Pilotunternehmen im Rahmen des Verbundprojektes ADISTRA stehen vor der Her-
ausforderung der zunehmenden Durchdringung ihres Geschäfts durch IuK. Insbesondere 
die hohe Dynamik in der Entwicklung neuer IuK stellt die Unternehmen vor eine große 
Problematik. So befinden sich zurzeit viele Unternehmen in der Transition von einem 
klassischen Hardwarehersteller zu einem Lösungs- oder gar Softwareanbieter. Dies be-
einflusst nicht nur das eigene Portfolio, sondern vielmehr die Geschäftslogik. Einkaufs-
prozesse müssen beispielsweise angepasst werden und Vertriebsstrukturen neu aufgebaut 
werden (vgl. Abschnitt 2.3.3). 

Die Entwicklung des Geschäftsmodells steht somit unter dem Eindruck des stetigen tech-
nologischen Wandels. Die Unternehmen geraten zunehmend unter Druck, ihre eigene 
Profitabilität in den Griff zu bekommen. Dies kann entweder durch Umsatzsteigerungen 
(z.B. in Form neuer Marktleistungen) oder aber auch durch Kostensenkungen (z.B. höhe-
rer Automatisierungsgrad in den Geschäftsprozessen) geschehen. Hier besteht die Her-
ausforderung darin, Technologiepotentiale systematisch aus den bestehenden Geschäfts-
modellen abzuleiten.  

Die Technologiefrühaufklärung ist ein probates Mittel, um die Technologiepotentiale 
aufzunehmen und neue Technologien möglichst frühzeitig aufzudecken. Der typische 
Prozess ist hierbei allerdings sehr aufwändig. Zudem existiert eine hohe Dynamik in der 
Entwicklung von IuK, sodass die Technologiefrühaufklärung regelmäßig wiederholt wer-
den sollte. Ferner besteht die Problematik darin, dass bestehende Ansätze auf das Voka-
bular der Unternehmen zugreifen, um beispielsweise über eine Funktionsstruktur nach 
Technologien zu suchen. Da viele neue Technologien in anderen Branchen entwickelt 
werden, stellt die Nutzung eines solchen Vokabulars keinen zielführenden Ansatz mehr 
dar. Die Herausforderung besteht somit darin, eine möglichst flexible Werkzeugunter-
stützung zur Verfügung zu stellen, die in der Lage ist, regelmäßig auf einer großen Menge 
an Daten automatisiert Technologien zu identifizieren.  

2.5.3 Herausforderungen aus Sicht der Geschäftsmodellentwicklung 

Die Herausforderungen aus Sicht der Forschung besteht darin, Geschäftsmodelle ganz-
heitlich zu betrachten. Typische Methoden zur Geschäftsmodellentwicklung adressieren 
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im Wesentlichen neue Marktleistungen oder Geschäftsmodellinnovationen. Dies bedeu-
tet, dass ausschließlich die Marktleistung als solche im Fokus dieser Methoden steht. 
Selbstredend adressieren viele Methoden auch eine Anpassung des Ertragsmodells, was 
aber auch marktleistungsbezogen ist.  

Die zweite Herausforderung besteht in der Ableitung von Technologiepotentialen auf 
Basis der Geschäftsmodelle. Technologien (bzw. IT-Systeme) sind nur indirekt mit Ge-
schäftsmodellen verbunden. Geschäftsprozesse stellen die Operationalisierung von Ge-
schäftsmodellen dar. Sie sind somit das verbindende Element zwischen Geschäftsmodel-
len und Technologien. Die Geschäftsmodelle müssen somit in einer Form vorliegen, so-
dass die Geschäftsprozesse systematisch abgeleitet bzw. zugeordnet werden können.   

2.5.4 Herausforderungen aus Sicht der Technologiefrühaufklärung 

Die Herausforderungen im Rahmen der Technologiefrühaufklärung sind im Wesentli-
chen den Phasen der Technologiefrühaufklärung zuzuordnen (vgl. Abschnitt 2.4.3). Die 
Festlegung des Beobachtungsbereiches geschieht in der Regel marktleistungsbezogen 
über semantischen Strukturen, beispielsweise Ontologien. So kann eine Funktionsstruk-
tur der Marktleistung erstellt werden und über die abstrahierten Standardfunktionen der 
Beobachtungsbereich festgelegt werden. Die Herausforderung hierbei liegt darin, dass 
der Suchradius so weit gefasst ist, dass neuartige spezifische Technologien nicht effizient 
identifiziert werden können. So führt der Suchbegriff Information ablegen nicht zwangs-
weise zum Auffinden moderner Datenbanktechnologien, die im Rahmen des Internet der 
Dinge eingesetzt werden können.  

Für die Technologiesuche sind mehrere Herausforderungen hervorzuheben. Es existiert 
eine Vielzahl an Quellen, die bei der Suche berücksichtigt werden können. Diese Quellen 
müssen verwaltet werden, da der Zugriff auf diese heterogen erfolgen kann. Die Daten in 
diesen Quellen liegen zumeist in unstrukturierter Form vor. Diese müssen in effizienter 
Art und Weise maschinell analysierbar gemacht werden. Eine weitere Herausforderung 
im Rahmen der Technologiesuche liegt in der Identifikation von bisher nicht bekannten 
Technologien. Dies ist zum einen eng verknüpft mit der Festlegung des richtigen Be-
obachtungsbereiches, allerdings sollte diese Identifikation automatisiert für das jeweilige 
Geschäftsmodell erfolgen. Damit einhergehend existiert die Herausforderung, dass für 
bestimmte Fachquellen (z.B. Patentdatenbanken) bis dato Experten notwendig waren, um 
diese systematisch zu analysieren.  

Bei der Bewertung der Technologien muss berücksichtigt werden, dass das Informa-
tionsniveau unterschiedlich sein kann. Das bedeutet, dass je nach Reifegrad der Techno-
logie unterschiedlich viele und genaue Informationen vorliegen. Als Grundlage der Be-
wertung sollte eine möglichst große Informationsbasis vorliegen.  

Für die Ableitung von Maßnahmen existieren in der Literatur auch bereits verschiedene 
Ansätze. Die Erfahrung zeigt aber, dass IuK im realen Kontext erprobt werden sollten. 
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Hierbei müssen Technologien berücksichtigt werden, die eine möglichst ähnliche Leis-
tungsfähigkeit aufweisen. Insgesamt bedarf es einer lückenlosen Transparenz zwischen 
Maßnahmen und Geschäftemodell bzw. Technologiepotential aus dem Geschäftsmodell.  

Die bereits erwähnte hohe Dynamik führt dazu, dass Technologien und Technologiein-
formationen in kurzen Zeitabständen neu zu erheben sind. Trotz der Rechnerunterstüt-
zung liegt die Herausforderung hierbei in der Definition der richtigen Suchintervalle. Die 
Suchen sind trotz moderner Prozessortechnologien noch immer aufwändig und entspre-
chend gut zu planen und in einem Monitoring-Prozess umzusetzen.   

2.6 Anforderungen an eine Systematik zur geschäftsmodellorien-
tierten Technologiefrühaufklärung 

Die Abschnitte 2.1 bis 2.5 haben eine Einführung in das Themengebiet der geschäftsmo-
dellorientierten Technologiefrühaufklärung gegeben und die Herausforderungen aufge-
zeigt. Auf Basis der vorliegenden Informationen werden in diesem Abschnitt die Anfor-
derungen an die zu entwickelnde Systematik abgeleitet. Der Abschnitt 2.6.1 umfasst die 
übergeordneten Anforderungen. Abschnitt 2.6.2 spezifiziert Anforderungen aus Sicht der 
Geschäftsmodellentwicklung und Abschnitt 2.6.3 Anforderungen aus Sicht der Techno-
logiefrühaufklärung.  

2.6.1 Übergeordnete Anforderungen 

Nachfolgend werden die übergeordneten Anforderungen dargestellt. Diese sind für die 
gesamte Systematik zu berücksichtigen.  

A1 Transparenter Plan zur Erschließung von geschäftsmodellrelevanten Techno-
logiepotentialen 

Diese übergeordnete Anforderung adressiert die notwendige Transparenz innerhalb der 
zu entwickelnden Systematik. Die Ableitung von Maßnahmen stellt den differenzieren-
den Teil des idealtypischen Konzepts zur Frühaufklärung im Vergleich zur Früherken-
nung dar (vgl. Abschnitt 2.4.2). Diese Maßnahmen müssen transparent hergeleitet werden 
(vgl. Abschnitt 2.5.4).  

A2 Branchen-übergreifende Anwendbarkeit der Systematik 

Die zu entwickelnde Systematik soll Unternehmen aus den verschiedenen Branchen zur 
Verfügung stehen. Entwickelt wurde die Systematik im Rahmen des Verbundprojekts A-
DISTRA, an dem Unternehmen aus den verschiedensten Branchen partizipiert haben 
(vgl. Abschnitt 2.5.1 und Abschnitt 2.5.2). Diese Systematik soll zu Beginn keinem spe-
zifischen Vokabular folgen, über die Zeit allerdings effizientere Ergebnisse liefern. Das 
bedeutet, dass der manuelle Aufwand möglichst minimiert werden soll (vgl. Ab-
schnitt 2.5.2 und Abschnitt 2.5.4) 
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2.6.2 Anforderungen aus Sicht der Geschäftsmodellentwicklung 

Im Folgenden werden die Anforderungen an Geschäftsmodelle dargestellt, die für die 
gesamte Systematik zu berücksichtigen sind.  

A3 Ganzheitliche Betrachtung des Geschäftsmodells  

Für eine möglichst umfassende Erschließung der Potentiale, die sich aus der Digitalisie-
rung ergeben, sollen die Geschäftsmodelle zur Ableitung von Technologiepotentialen 
ganzheitlich analysiert werden (vgl. Abschnitt 2.5.2). Das bedeutet, dass Technologiepo-
tentiale für alle Geschäftstätigkeiten abgeleitet werden sollen und nicht nur für einen As-
pekt, wie z.B. das Produkt oder der Fertigungsprozess (vgl. Abschnitt 2.5.3). Die Analyse 
soll auf Geschäftsfeldebene durchgeführt werden, bzw. alle Funktionsbereiche von pro-
duzierenden Unternehmen umfassen (vgl. Abschnitt 2.3.2 und Abschnitt 2.3.3).  

A4 Ableitung geschäftsmodellrelevanter Technologiepotentiale 

Die Ableitung geschäftsmodellrelevanter Technologiepotentiale ist eine nicht triviale so-
wie stark praxisorientierte Aufgabe. Hierbei soll der Zusammenhang zwischen Techno-
logien und Geschäftsmodellen über Geschäftsprozesse hergestellt werden (vgl. Ab-
schnitt 2.1.2). Die Analyse von Geschäftsprozessen soll die geschäftsmodellrelevanten 
Technologiepotentiale systematisch ermitteln (vgl. Abschnitt 2.5.3). Technologiepotenti-
ale können Umsatz- sowie Kostensenkungspotentiale adressieren (vgl. Abschnitt 2.5.2). 
Das Umsatzpotential ist mit einer Verbesserung der Marktleistung verbunden, sodass 
auch Technologien für eine Innovations-Datenbank ermittelt werden sollen (vgl. Ab-
schnitt 2.4.1). 

2.6.3 Anforderungen aus Sicht der Technologiefrühaufklärung 

Nachfolgend werden die Anforderungen adressiert, die für die Technologiefrühaufklä-
rung zu berücksichtigen sind.  

A5 Bestimmung und Nutzung individuell auswählbarer externer Quellen  

Die Auswahl der richtigen Quellen ist entscheidend für die Technologiefrühaufklärung 
(vgl. Abschnitt 2.4.3). Hier existiert allerdings eine hohe Dynamik im Entstehen neuer 
Quellen sowie in den Inhalten von externen Quellen (vgl. Abschnitt 2.5.4). Eine zielge-
richtete Bestimmung von potentiellen Quellen soll die Unternehmen unterstützen, mög-
lichst gute Ergebnisse zu erlangen.  
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A6 Berücksichtigung heterogener Daten- und Informationsquellen 

Innerhalb der Quellen liegen die Daten und Informationen in unterschiedlichen Formaten 
vor. So werden im Rahmen der Technologiefrühaufklärung häufig unstrukturierte sowie 
semi-strukturierte Daten- und Informationen analysiert (vgl. Abschnitt 2.1.4 und Ab-
schnitt 2.1.5). Die Rechnerunterstützung muss in der Lage sein, damit umzugehen und 
mit Hilfe von Text Mining die entsprechenden Ergebnisse zu generieren (vgl. Ab-
schnitt 2.1.6 und Abschnitt 2.5.4).  

A7 Effiziente Identifikation von bisher nicht bekannten Technologien 

Aufgrund der großen Masse an Quellen im Internet ist eine manuelle Identifikation von 
Technologien nicht durchführbar (vgl. Abschnitt 1.1.1). Die Rechnerunterstützung muss 
somit in der Lage sein, auch neue Technologien aufzudecken, die keinen semantischen 
Zusammenhang zu bisher identifizierten Technologien aufweisen (vgl. Abschnitt 2.5.4). 
Dabei sind insbesondere Schwache Signale zu berücksichtigen. Der Arbeitsaufwand soll 
über die Iterationen abnehmen (vgl. Abschnitt 2.5.2). 

A8 Bewertung und Priorisierung von Technologien  

Im Rahmen der Technologiefrühaufklärung ist eine frühzeitige Analyse von Chancen und 
Bedrohungen vor dem Hintergrund der identifizierten Technologie notwendig (vgl. Ab-
schnitt 2.1.4). Aufgrund von eingeschränkten Ressourcen sollen nur die relevantesten 
Technologien zur Exploration vorgeschlagen werden (vgl. Abschnitt 2.5.2). Dabei sind 
die verschiedenen Reifegrade der Technologien zu berücksichtigen (vgl. Abschnitt 2.1.3). 
Um eine Bewertung durchführen zu können, ist eine möglichst umfassende Informations-
basis zu schaffen (vgl. Abschnitt 2.5.4).  

A9 Unterstützung des Aufbaus von neuem technologischen Wissen mit Bezug zum 
Geschäftsmodell 

Wissen stellt eine Information ergänzt um den Aspekt der Erfahrung dar (vgl. Ab-
schnitt 2.1.5). Die Technologiefrühaufklärung stellt zunächst einmal die Informationen 
zum Aufbau von Wissen zur Verfügung. Im Rahmen der Ableitung von Maßnahmen soll 
allerdings berücksichtigt werden, dass konkretes Wissen aufgebaut wird. Dies soll im 
praktischen Umgang mit den Technologien geschehen (vgl. Abschnitt 2.5.4). 
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3 Stand der Technik 
In diesem Kapitel werden Methoden und Ansätze aus dem Stand der Technik beschrieben 
und vor dem Hintergrund der Anforderungen aus Abschnitt 2.6 bewertet. Dazu werden 
zunächst in Abschnitt 3.1 die Ansätze zur Geschäftsmodellentwicklung analysiert. Ab-
schnitt 3.2 befasst sich mit ganzheitlichen Ansätzen zur Technologiefrühaufklärung. In 
Abschnitt 3.3 werden Methoden und Hilfsmittel aus den Phasen der Technologiefrüh-
aufklärung vorgestellt. Abschließend liefert Abschnitt 3.4 eine Gegenüberstellung der 
beschriebenen Anforderungen und dem vorgestellten Stand der Technik. Hieraus resul-
tiert der Handlungsbedarf.  

3.1 Ansätze zur Geschäftsmodellentwicklung 

In den folgenden Abschnitten werden Methoden zur Geschäftsmodellentwicklung be-
schrieben. Das Resultat der Problemanalyse zeigt auf, dass insbesondere Methoden zur 
Weiterentwicklung von Geschäftsmodellen auf Basis von Technologiepotentialen benö-
tigt werden. Dazu wird in Abschnitt 3.1.1 die Geschäftsmodellentwicklung in der Pro-
duktentstehung nach KÖSTER analysiert. In Abschnitt 3.1.2 wird die Vorgehenssystema-
tik von PEITZ vorgestellt, die produktlebenszyklusorientierte Geschäftsmodelle adres-
siert. In Abschnitt 3.1.3 wird der musterbasierte Ansatz für technologie-induzierter Ge-
schäftsmodelle nach AMSHOFF beschrieben. Abschnitt 3.1.4 erläutert den Ansatz nach 
GASSMANN ET AL. für den St. Galler Business Model Navigator™. Abschnitt 3.1.5 be-
schreibt die lebenszyklusorientierte Frühaufklärung nach ZOLLENKOP. 

3.1.1 Geschäftsmodellentwicklung in der Produktentstehung nach KÖS-
TER 

KÖSTER beschreibt einen Ansatz zur Entwicklung von Geschäftsmodellen in der Pro-
duktentstehung und liefert damit einen Beitrag zur vorausschaubasierten Geschäftsmo-
dellentwicklung. Die Systematik ist in der Strategischen Produktplanung angesiedelt und 
wird durch das Wechselspiel von Potentialfindung, Produktfindung, Produktkonzipie-
rung und Geschäftsplanung charakterisiert (vgl. Abschnitt 2.2). Die Systematik wird im 
Wesentlichen durch ein Vorgehensmodell beschrieben, das sich in acht Phasen gliedert 
(vgl. Bild 3-1). Diese werden im Folgenden erläutert [Kös14, S. 85ff.]:   

Geschäftsidee ermitteln (Phase 1): Die erste Phase dieses Vorgehensmodells beginnt 
mit der Definition des Suchfelds und Ziels für die Generierung von Geschäftsideen. Im 
Folgenden werden Potentiale auf Basis der aktuellen Erkenntnisse erhoben und bewertet. 
Diese Potentiale werden aufgegriffen, woraufhin Geschäftsideen generiert werden. Ab-
schließend werden mit Hilfe einer Chancen-Risiken-Bewertung Geschäftsideen selektiert 
und die Erfolg versprechendste Idee für die nächste Phase ausgewählt [Kös14, S. 88ff.]. 
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Bild 3-1:  Vorgehensmodell zur Entwicklung von Geschäftsmodellen in der Produktent-
stehung nach KÖSTER [Kös14, S. 86] 

Handlungsfelder analysieren (Phase 2): Die zweite Phase des Vorgehensmodells be-
fasst sich mit der Analyse des Handlungsfeldes mit dem Ziel eines Gestaltungsrahmens 
sowie eines ersten Variablenkatalogs für Geschäftsmodellvariablen. Dazu wird zunächst 
der Geschäftsmodellrahmen definiert (vgl. Abschnitt 2.1.1). Dieser besteht aus den vier 
Geschäftsmodellelementen (bzw. Partialmodellen) Angebots-, Kunden-, Wertschöp-
fungs- und Finanzmodell. Für die Geschäftsmodellelemente werden Variablen und Ge-
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staltungsoptionen ermittelt. Dieses Vorgehen orientiert sich an VITOSTRA® – Verfah-
ren zur Entwicklung intelligenter technologieorientierter Geschäfts- und Produktstrate-
gien nach BÄTZEL [Bät04, S. 93ff.]. Abschließend wird ein Variablenkatalog zusammen-
gestellt [Kös14, S. 96ff.]. 

Wettbewerbsarena analysieren (Phase 3): Diese Phase befasst sich mit der Identifika-
tion einer dominanten Geschäftslogik. Dazu werden zunächst relevante Wettbewerber 
identifiziert und deren Geschäftsmodelle ermittelt. Die dominante Geschäftslogik ergibt 
sich aus einer Häufung von ähnlichen Handlungen. Die Erkenntnisse werden für jeden 
Wettbewerber in einem Steckbrief dokumentiert. Neue Geschäftsmodellvariablen sowie 
-optionen werden in dem existierenden Variablenkatalog ergänzt [Kös14, S. 105ff.]. 

Umfeld analysieren (Phase 4): Im Rahmen der vierten Phase dieses Vorgehensmodells 
wird das Umfeld des Geschäftsmodells analysiert. Dies ist relevant, um die aktuelle Logik 
des Umfelds zu verstehen und zukünftige Änderungen frühzeitig identifizieren zu kön-
nen. Dazu werden zunächst die relevanten Stakeholder analysiert. Im Folgenden werden 
die Wettbewerbsbedingungen analysiert, die auf Basis von Trends ermittelt werden. 
Diese Phase schließt wiederrum mit einer Erweiterung des vorhandenen Variablenkata-
logs um die zukünftige Geschäftslogik [Kös14, S. 108ff.]. 

Geschäftsidee analysieren (Phase 5): In der fünften Phase wird die eingangs ausge-
wählte Geschäftsidee aufgegriffen und analysiert. Hier werden zunächst Informations-
quellen identifiziert, die basierend auf der Geschäftsidee zur Ermittlung neuer Variablen 
und Gestaltungsoptionen dienen. Ferner erfolgt eine Analyse des Produktes und Produk-
tionssystems. Diese Informationen liefern Anforderungen und Restriktionen an das Ge-
schäftsmodell. Im Folgenden werden in einer definierten Reihenfolge die Partialmodelle 
ausgearbeitet. Die Ergebnisse dieser Phase vervollständigen den Variablenkatalog 
[Kös14, S. 115ff.]. 

Geschäftsmodellalternativen bilden (Phase 6): Die sechste Phase befasst sich mit der 
Ermittlung von Geschäftsmodellalternativen. Dies stellt den Kern der Systematik dar. Das 
Vorgehen orientiert sich an der Szenario-Technik nach GAUSEMEIER ET AL. [GP14, 
S. 44ff.]. KÖSTER verwendet eine Konsistenzanalyse mit einer paarweisen Bewertung der 
Gestaltungsoptionen. Das Resultat ist eine Konsistenzmatrix. Eine darauf aufbauende 
Clusteranalyse liefert eine Kombination von konsistenten Bündeln an Geschäftsmodel-
loptionen. Für die konsistenten Geschäftsmodelle werden Finanzmodelle ausgearbeitet. 
Die Geschäftsmodellalternativen werden abschließend in Form von Steckbriefen visuali-
siert. Ergebnis sind idealtypische Geschäftsmodellalternativen [Kös14, S. 128ff.]. 

Geschäftsmodellalternativen bewerten (Phase 7): Im Rahmen der siebten Phase wer-
den die Geschäftsmodellalternativen bewertet. Dies wird anhand der Dimensionen Stra-
tegiekonformität, Wettbewerbsfähigkeit und Zukunftsrobustheit durchgeführt. Diese Be-
wertungen fließen in die Priorisierung der Geschäftsmodellalternativen im Sinne der Um-
setzungspriorität ein. Ergebnis dieser Phase stellt ein ausgewähltes Geschäftsmodell dar 
[Kös14, S. 135ff.]. 
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Implementierung planen (Phase 8): Die abschließende achte Phase befasst sich mit der 
Planung der Implementierung des Geschäftsmodells. Ziel ist ein Geschäftsmodell-Road-
book. Dazu werden zunächst Anforderungen für die Umsetzung des Geschäftsmodells 
erhoben. Anschließend werden Maßnahmen zur Implementierung in Form eines Ablauf-
plans abgeleitet und in eine logische Rangfolge gebracht. Die zeitliche Anordnung in Zu-
sammenhang mit den ermittelten Informationen resultiert in einem Geschäftsmodell-
Roadbook [Kös14, S. 139ff.]. 

Bewertung: Die Systematik von KÖSTER liefert einen grundlegenden Ansatz zur Ent-
wicklung von Geschäftsmodellen in der Produktentstehung. Er beschreibt ganzheitlich 
das Vorgehen von der Ermittlung einer Geschäftsidee bis zur Implementierungsplanung 
des Geschäftsmodells. Dabei greift Köster den bestehenden Beschreibungsrahmen von 
OSTERWALDER und PIGNEUR auf und ergänzt diesen um die Geschäftsmodellkomponen-
ten Kundenmodell und Marktleistung. In dem Variablenkatalog finden sich Elemente 
wieder, die sich im Rahmen einer Vorausschau ergeben haben. Dies betrifft auch Tech-
nologiepotentiale, sodass A4 teilweise erfüllt ist. Ferner liefert KÖSTER einen transparen-
ten Plan zur Erschließung dieser Potentiale sowie eine branchenübergreifende Einsetz-
barkeit. A1 und A2 sind somit weitestgehend erfüllt. KÖSTER nutzt eine Trendanalyse zur 
Ermittlung der Potentiale. Eine Technologiefrühaufklärung zur Ermittlung Schwacher 
Signale findet nicht statt. Diese Systematik ist allerdings geeignet, die Technologien, die 
im Rahmen dieser Arbeit ermittelt werden, in dem Variablenkatalog aufzugreifen und 
eine Geschäftsmodellweiterentwicklung durchzuführen. A9 ist daher teilweise erfüllt.  

3.1.2 Entwicklung einer produktlebenszyklusorientierten Geschäftsmo-
dell-Roadmap nach PEITZ 

PEITZ liefert einen weiteren Beitrag zur Entwicklung von Geschäftsmodellen in der Pro-
duktentstehung. Seine Systematik zur Entwicklung einer produktlebenszyklusorientierten 
Geschäftsmodell-Roadmap ist ebenfalls in der Strategischen Planung angesiedelt. PEITZ 
fokussiert in seiner Systematik vorwiegend Geschäftsmodelle für Marktleistungen. Er 
greift dazu bestehende Geschäftsmodelle auf und plant die Weiterentwicklung dieser an-
gelehnt an die Produktlebenszyklen. Bild 3-2 repräsentiert das Vorgehensmodell nach 
PEITZ. Es ist in sieben Phasen gegliedert, die im Folgenden erläutert werden [Pei15, 
S. 87ff.].   

Analyse der Ausganssituation (Phase 1): Das Vorgehensmodell beginnt in der ersten 
Phase mit der Analyse der Ausgangssituation, um Schwachstellen aufzudecken. Dazu er-
folgt zunächst eine Analyse der Unternehmens- und Geschäftsstrategie, die die Entwick-
lungsrichtung vorgeben. Anschließend wird das originäre Geschäftsmodell analysiert, 
um den Handlungsbedarf abzuleiten. Es folgen eine Analyse des Marktleistungskonzepts 
und der involvierten Stakeholder. Diese Analysen bilden den Handlungsrahmen und zei-
gen Befunde für Schwachstellen auf [Pei15, S. 91ff.]. 
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Bild 3-2:  Vorgehensmodell zur Entwicklung einer produktlebenszyklusorientierten Ge-
schäftsmodell-Roadmap nach PEITZ [Pei15, S. 89] 

Markt- und Technologievorausschau (Phase 2): In der zweiten Phase erfolgt eine 
Markt- und Technologievorausschau. Hierbei werden zunächst Kunden und Märkte 
adressiert sowie planungsrelevantes Zukunftswissen extrahiert. Dazu eignen sich die Me-
thoden der Vorausschau (vgl. Abschnitt 2.3.1). Darauf aufbauend erfolgt die Entwicklung 
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einer Markt-Roadmap. Dabei werden Abhängigkeiten in den Marktentwicklungen be-
rücksichtigt. Anschließend erfolgt die Identifikation von relevanten Technologien. Diese 
Aufgabe enthält eine theoretische Beschreibung möglicher Suchstrategien. Die Ergeb-
nisse fließen in ein Technologie-Radar ein. Anschließend werden Technologien mit Hilfe 
eines Portfolios priorisiert und in eine Technologie-Roadmap überführt. Abschließend 
erfolgt die Formulierung langfristiger Ziele für die Geschäftsmodelle, sodass die zweite 
Phase mit einer Markt- und Technologie-Roadmap sowie den Geschäftsmodellzielen en-
det [Pei15, S. 99ff.]. 

Weiterentwicklung des Geschäftsmodells (Phase 3): Die dritte Phase befasst sich mit 
der Weiterentwicklung des Geschäftsmodells. Sie beginnt mit der Generierung und Aus-
wahl von Ideen zur Weiterentwicklung. Diese Weiterentwicklungsideen adressieren pri-
mär Marktleistungen in Form von Geschäftsideen. Anschließend erfolgt eine Detaillie-
rung der Geschäftsideen, in dem Geschäftsmodellstufen entwickelt werden. Die Ergeb-
nisse werden unter Berücksichtigung von Markt- und Technologie-Prämissen in eine er-
weiterte Busines Model Canvas dokumentiert. Abschließend erfolgt die Planung der Re-
alisierungsabfolge der Geschäftsmodellstufen mit Hilfe einer Design Structure Matrix 
(DSM29). Daraus folgt eine konzeptionelle Realisierungsabfolge [Pei15, S. 113ff.]. 

Planung der Marktleistung (Phase 4): Die Weiterentwicklung des Geschäftsmodells 
bedingt Anpassungen im Marktleistungskonzept. Aus diesem Grund erfolgt in der vierten 
Phase zunächst das Planen und Klären der Aufgaben für die Produkt-, Produktionssys-
tem- sowie Dienstleistungsplanung (vgl. Abschnitt 2.2). Anschließend werden die not-
wendigen Stakeholder zur Umsetzung des Geschäftsmodells ermittelt. Diese Phase endet 
mit der Beauftragung von Machbarkeitsstudien inklusive einer Wirtschaftlichkeitsrech-
nung, welches gleichzeitig das Ergebnis dieser Phase darstellt [Pei15, S. 119ff.]. 

Wirtschaftlichkeitsanalyse (Phase 5): Die fünfte Phase greift auf die Studienergeb-
nisse30 zurück. Darauf aufbauen erfolgt die Erstellung konzeptioneller Finanzpläne für 
jede Geschäftsmodellstufe. Im Fokus stehen dabei Kosten- und Ertragsprognosen. An-
schließend wird der Finanzplan bewertet. Ergebnis dieser Phase ist somit die Bewertung 
der Wirtschaftlichkeit des Geschäftsmodells [Pei15, S. 134ff.]. 

Geschäftsmodell-Risiken- und Einfluss-Analyse (Phase 6): Die sechste Phase orien-
tiert sich an der Fehlermöglichkeits- und -einflussanalyse (FMEA31). An dieser Stelle 
werden zum ersten Mal Wettbewerber betrachtet, indem die Wettbewerbsarena abgebil-
det wird. Im Wesentlichen befasst sich PEITZ in dieser Phase mit der Antizipation des 
                                                 
29 Eine Erläuterung der Funktionsweise von DSMs in der Analyse von technischen Systemen findet sich in 

[Bro01, S. 292ff.]. 

30 Die Durchführung der Studien wird im Rahmen der Arbeit nicht beschrieben und ist individuell auszu-
gestalten. 

31 Eine Erläuterung der Funktionsweise einer FMEA kann der Literatur von SCHLOSSER entnommen wer-
den [Sch94, S. 9ff.]. 
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Wettbewerberverhaltens und der Ableitung präventiver und reaktiver Maßnahmen. Die 
Phase schließt mit einer Dokumentation und Bewertung der Maßnahmen, die die Ge-
schäftsmodell-Risiken, die Einfluss-Analyse sowie einen Plan zur Sicherung der Techno-
logieführerschaft enthält. Letzteres stellt das Ergebnis dieser Phase dar [Pei15, S. 138ff.]. 

Umsetzungsplanung (Phase 7): Im Rahmen der siebten Phase erfolgt die Umsetzungs-
planung. Hier werden die Geschäftsmodellstufen zunächst konkret ausgearbeitet und an 
den Maßnahmen aus Phase sechs ausgerichtet. Die Umsetzungsplanung enthält zudem 
einen konkreten Zeitplan sowie konkrete Entwicklungsaufträge. Abschließend erfolgt in 
dieser Systematik ein Feedback an die Strategieebenen zur Kommunikation von Syner-
giepotentialen. Das Resultat dieser Systematik besteht aus einer Planungs-Roadmap so-
wie Synergieempfehlungen [Pei15, S. 145ff.]. 

Bewertung: PEITZ liefert ein ganzheitliches Vorgehen zur Geschäftsmodellweiterent-
wicklung basierend auf Geschäftsmodellstufen. Dabei orientiert sich PEITZ an Produktle-
benszyklen, um frühzeitig weitere Geschäftsmodellstufen zu zünden. PEITZ greift im Rah-
men seines Vorgehens in Phase zwei eine Technologievorausschau auf. Er beschreibt al-
lerdings nur ein generisches Vorgehen basierend auf den Standardmethoden (Szenario-
Technik, Trend- und Delphi-Analyse). Mit seinem Vorgehen liefert PEITZ Ansätze zur 
transparenten Erschließung von technologischen Potentialen und gewährleistet eine bran-
chen-übergreifende Anwendbarkeit der Systematik. A1 und A2 sind demnach erfüllt. Die 
Geschäftsmodellanalyse fußt allerdings ausschließlich auf Marktleistungspotentialen, die 
angelehnt an den Produktlebenszyklus sind. Marktleistungsrelevante Technologiepoten-
tiale stellen einen Teil von A4 dar. Die Technologievorausschau erfolgt mit den Standard-
Methoden (vgl. Abschnitt 2.2). Eine Beschreibung der Auswahl von Quellen findet nur 
theoretisch statt. Daher sind A5 und A7 nur teilweise erfüllt. A8 wird im Rahmen der 
zweiten Phase weitestgehend erfüllt. Die Machbarkeitsstudien sind optional, sodass A9 
teilweise erfüllt wird. Die Systematik zur geschäftsmodellorientierten Technologiefrüh-
aufklärung bietet eine tiefere und detailliertere Betrachtung der zweiten Phase. Die Sys-
tematik von PEITZ eignet sich für die anschließende Geschäftsmodellweiterentwicklung 
(ab Phase 3).   

3.1.3 Musterbasierte Entwicklung technologie-induzierter Geschäftsmo-
delle nach AMSHOFF 

AMSHOFF beschreibt einen musterbasierten Ansatz zur Geschäftsmodellentwicklung, der 
auf bereits identifizierte Technologien aufsetzt. AMSHOFF orientiert sich dabei an den Ge-
schäftsmodellmustern nach GASSMANN ET AL. Diese Systematik ist in der Produktentste-
hung eingeordnet. AMSHOFF greift im Rahmen der Potentialfindung Ansätze zur Techno-
logievorausschau auf und leitet daraus Geschäftsmodelle auf Basis von vorhandenen 
Mustern ab. Das Vorgehensmodell ist in Bild 3-3 dargestellt und in vier Phasen geglie-
dert. Diese Phasen werden im Folgenden beschrieben [Ams16, S. 91ff.]:  
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Bild 3-3:  Vorgehensmodell zur musterbasierten Entwicklung technologie-induzierter 
Geschäftsmodelle nach AMSHOFF [Ams16, S. 92]  

Technologieidentifikation (Phase 1): Die erste Phase des Vorgehens befasst sich mit 
der Identifikation von relevanten Technologien für das Geschäftsmodell. Dazu wird zu-
nächst das aktuelle Geschäftsmodell mitsamt seinen Freiheitsgraden analysiert und in ei-
nem Steckbrief dokumentiert. Im Zuge dessen wird ebenfalls eine SWOT32-Analyse 
durchgeführt. Anschließend erfolgt eine Identifikation geschäftsrelevanter Technologien. 
Hierbei werden Querschnittstechnologien ermittelt und in einem Technologie-Radar vi-
sualisiert. Daraufhin wird eine Bewertung und Auswahl der Technologien mit Hilfe einer 
Nutzwertanalyse und eines entsprechenden Portfolios durchgeführt. Das Ergebnis dieser 
Phase ist eine ausgewählte, geschäftsmodellrelevante Technologie [Ams16, S. 93ff.]. 

Geschäftsmodellanalyse (Phase 2): Im Rahmen der zweiten Phase erfolgt eine Ge-
schäftsmodellanalyse. Diese beginnt mit der Identifikation erfolgreicher Technologiean-
wender. Dieser Schritt beruht zunächst auf einer portfoliobasierten Auswahl von Unter-
nehmen für diese Analyse. Die Ergebnisse dieser Analyse werden wiederrum in einem 
Steckbrief dokumentiert. Anschließend erfolgt eine Analyse der Geschäftsmodelle hin-
sichtlich Geschäftsmodellmuster. Dies beruht auf der Geschäftsmodellstruktur nach KÖS-

TER. Hierfür werden Geschäftsmodellvariablen und Gestaltungsoptionen miteinander 
verglichen. Im Anschluss erfolgt eine tiefergehende Analyse der Geschäftsmodellmuster. 
                                                 
32 SWOT steht für Strengths, Weaknesses, Opportunities und Threats und ist eine interne und externe Ana-

lyse der Stärken / Schwächen bzw. Chancen und Risiken für eine Unternehmung [GP14, S. 292]. 
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Finalisiert wird diese Phase durch ein Mustersystem, das sowohl die Muster, als auch die 
Häufigkeit der Nutzung visualisiert. Da dieses Mustersystem sich auf eine ausgewählte 
Technologie bezieht, ergeben sich in dieser Phase technologiespezifische Geschäftsmo-
dellmuster [Ams16, S. 102ff.]. 

Geschäftsmodellkonzipierung (Phase 3): In der dritten Phase erfolgt die Geschäftsmo-
dellkonzipierung. Dazu werden zunächst Geschäftsideen generiert. Dieses Vorgehen be-
ruht auf den zwei Prinzipien Musterassoziation und Musterkonfrontation. Bei der Mus-
terassoziation erfolgt die Generierung von Geschäftsideen mit Hilfe von Kreativitätstech-
niken. Bei der Musterkonfrontation werden Geschäftsideen auf Basis vorhandener Ge-
schäftsmodellmuster abgeleitet. Anschließend erfolgt die Analyse der Geschäftslogik. 
Dabei wird sowohl die dominante Geschäftslogik als auch die Geschäftslogik des poten-
tiellen Wettbewerbs ermittelt. Diese werden dann miteinander verglichen. Daraufhin wer-
den Geschäftsmodellkonzepte erarbeitet, die Musterkombinationen beruhen. Abschlie-
ßend werden die Geschäftsmodellkonzepte dokumentiert. Diese Geschäftsmodellkon-
zepte bilden das Resultat der Phase [Ams16, S. 117ff.]. 

Geschäftsmodellausarbeitung (Phase 4): Die Geschäftsmodellausarbeitung stellt die 
letzte Phase dieses Vorgehens dar. Hier werden die Geschäftsmodellkonzepte zunächst zu 
vollständigen Geschäftsmodellen detailliert. Dabei werden die abstrakten Muster auf eine 
spezifische Ebene übertragen und die fehlenden Gestaltungsoptionen ergänzt. Anschlie-
ßend erfolgt die Ermittlung von attraktiven Business Cases. Dies stellt eine monetäre Be-
wertung des Geschäftsmodells dar. Gleichzeitig werden Prämissen für Kosten und Erlöse 
aufgestellt, die regelmäßig zu begutachten sind. Abschließend wird eine portfoliobasierte 
Bewertung und Auswahl der Geschäftsmodelle durchgeführt. Dazu wird die Geschäfts-
modellattraktivität mit den Dimensionen Wirtschaftlichkeit, Wettbewerbsintensität und 
Zukunftsrobustheit bewertet. Für die Zukunftsrobustheit wird auf Ergebnisse der Szena-
rio-Technik zurückgegriffen. Ferner wird die Erreichbarkeit mit den Dimensionen Syner-
gien und Umsetzungsrisiko bewertet. Die Priorisierung der Geschäftsmodelle erfolgt ab-
schließend portfoliobasiert anhand der Geschäftsmodellpriorität. Das ausgewählte Ge-
schäftsmodell stellt auch das Ergebnis der Systematik dar. [Ams16, S. 129ff.]. 

Bewertung: AMSHOFF beschreibt eine Systematik zur Generierung von Geschäftsmodel-
len mit Hilfe von Geschäftsmodellmustern. Diese setzen geschäftsmodellrelevante Tech-
nologien voraus, die AMSHOFF im Rahmen der ersten Phase identifiziert. Die konkrete 
Methode zur Identifikation der Technologien wird jedoch nicht erwähnt, ist aber auch 
nicht Teil der Wertschöpfung. Aus diesem Grund tangiert AMSHOFF die Anforderungen 
an die Technologiefrühaufklärung nur oberflächlich. Konkret wird nur A8 weitestgehend 
erfüllt, A9 nur teilweise. AMSHOFF liefert ein alternatives Vorgehen zur Erschließung von 
Technologiepotentialen und erfüllt damit A1. A4 wird teilweise abgedeckt, da AMSHOFF 
ausschließlich Marktleistungen fokussiert. AMSHOFF liefert damit einen alternativen An-
satz zur Geschäftsmodellentwicklung in der Produktentstehung. Dieser Ansatz kann die 
Ergebnisse der geschäftsmodellorientierten Technologiefrühaufklärung in Phase 1 auf-
greifen und musterbasierte Geschäftsmodelle ableiten [Ams16, S. 98]. 
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3.1.4 St. Galler Business Model Navigator™ nach GASSMANN ET AL.  

GASSMANN ET AL. adressieren mit dem St. Galler Business Model Navigator™ ebenfalls 
einen musterbasierten Ansatz zur Entwicklung von Geschäftsmodellen. Dafür stellen 
GASSMANN ET AL. 55 allgemeingültige Geschäftsmodellmuster zur Verfügung, die für 
einen spezifischen Geschäftsmodellauftrag Verwendung finden können. Ein Beispiel ist 
Razor und Blade, das der Geschäftslogik von Rasierern nachempfunden ist. Der Rasierer 
(Razor) wird meistens unter Wert vertrieben, der Hauptumsatztreiber ist der Verbrauchs-
artikel Rasierklingen (Blade). Da GASSMANN ET AL. in der Entwicklung von Querschnitts-
technologien einen wesentlichen Treiber für ihren Ansatz sehen, wird diese Methode hier 
mit aufgegriffen. Das Vorgehensmodell ist in Bild 3-4 dargestellt und gliedert sich in die 
folgenden vier Phasen [GFC13, S. 15ff.]:    

 

Bild 3-4:  Vorgehensmodell des St. Galler Business Model Navigators™; Darstellung 
nach [Ams16, S. 44] in Anlehnung an GASSMANN ET AL. [GFC13, S. 16] 

Initiierung (Phase 1): Das Vorgehen beginnt in der ersten Phase mit einer Initiierung. 
Hier wird als Ausgangspunkt zunächst das originäre Geschäftsmodell beschrieben. Als 
Beschreibungsrahmen nutzen GASSMANN ET AL. die Dimensionen Was, Wer, Wie und 
Wert. Anschließend wird das Geschäftsmodell analysiert. Dazu werden die interagieren-
den Akteure (bzw. Stakeholder) und Erfolgsfaktoren näher betrachtet. Die Analyse der 
Akteure umfasst Kunden, Partner und Wettbewerber. Die Erfolgsfaktoren lassen sich aus 
Technologien, Trends und regulatorische Veränderungen ableiten. Für diese Phase exis-
tiert ein umfassender Fragenkatalog. Die Phase endet mit einem analysierten Umfeld 
[GFC13, S. 17ff.]. 
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Ideenfindung (Phase 2): Im Rahmen der zweiten Phase werden Geschäftsmodellideen 
generiert. Dafür schlagen GASSMANN ET AL. eine Ideengenerierung anhand des Ähnlich-
keits- und Konfrontationsprinzips vor. Beim Ähnlichkeitsprinzip werden Analogien in 
Branchen gesucht, die eine ähnliche Geschäftslogik aufweisen. Beim Konfrontationsprin-
zip werden Geschäftsmodelle in Branchen betrachtet, deren Geschäftslogik möglichst 
weit entfernt von der eigenen Unternehmensbranche ist. Die Ideengenerierung wird be-
liebig oft wiederholt. Abschließend erfolgt in dieser Phase eine Clusterung von ähnlichen 
Ideen. Diese werden bewertet und priorisiert. Die Phase schließt mit einer ausgewählten 
Geschäftsmodellidee [GFC13, S. 33ff.]. 

Integration (Phase 3): In der dritten Phase erfolgt zunächst die Ausgestaltung der Ge-
schäftsmodelldimensionen. Dabei wird das Ziel einer internen und externen Konsistenz 
verfolgt. Die interne Konsistenz stellt sicher, dass die ausgearbeiteten Dimensionen zu-
sammenpassen. Die externe Konsistenz betrachtet das Zusammenspiel des ausgearbeite-
ten Geschäftsmodells mit der Geschäftsmodellumwelt. Gegebenenfalls werden die Ge-
schäftsmodelle angepasst, um die Konsistenz sicherzustellen. Das Resultat dieser Phase 
ist ein neues Geschäftsmodell [GFC13, S. 44ff.].  

Implementierung (Phase 4): Die vierte Phase beschreibt die Implementierung des aus-
gewählten Geschäftsmodells. GASSMANN ET AL. schlagen einen praxisorientierten Ansatz 
vor, in dem ein Prototyp für das Geschäftsmodell erschaffen und erprobt wird. Dies kann 
in Form von finanziellen oder technischen Pilotprojekte organisiert sein. Auf Basis von 
Feedback und des Lernens im Umgang mit den Prototypen erfolgt so lange eine iterative 
Verbesserung bis das Geschäftsmodell final implementiert ist [GFC13, S. 49ff.]. 

Bewertung: GASSMANN ET AL. liefern einen interessanten und breit erprobten Ansatz zur 
musterbasierten Entwicklung von Geschäftsmodellen. Hierfür werden insbesondere 
Querschnittstechnologien als Treiber für diese Systematik angesehen. Der Fokus dieser 
Systematik liegt auf der Generierung von neuen Geschäftsideen basierend auf den vorlie-
genden Mustern. Technologien fließen als Erfolgsfaktoren mit ein, eine systematische 
Erarbeitung dieser erfolgt allerdings nicht. Eine ganzheitliche Analyse von Technologie-
potentialen erfolgt oberflächlich. A1 und A4 sind somit teilweise erfüllt. Die branchen-
übergreifende Anwendbarkeit der Systematik ist aufgrund des hohen Einsatzes in der Pra-
xis gegeben. Nach erfolgter Technologiefrühaufklärung bietet es sich an, eine Schnitt-
stelle zu der Methode von GASSMANN ET AL. bereitzustellen, um die neu identifizierten 
Technologien in eine systematische Geschäftsmodellweiterentwicklung zu integrieren.  

3.1.5 Lebenszyklusorientierte Frühaufklärung für Geschäftsmodelle 
nach ZOLLENKOP 

ZOLLENKOP liefert einen Ansatz zur Weiterentwicklung von Geschäftsmodellen basie-
rend auf der Frühaufklärung. Im Wesentlichen stellt ZOLLENKOP eine Systematik vor, die 
ein Innovationsmanagement für Geschäftsmodelle beschreibt. In Anlehnung an die Pha-
sen der Frühaufklärung unterstützt die Systematik ein kontinuierliches Überprüfen von 
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Chancen und Risiken für das Geschäftsmodell. ZOLLENKOP gliedert die Systematik in 
drei Bereiche: Identifikation von Innovationspotentialen basierend auf Lebenszyklen, Ge-
schäftsmodellentwicklung und die Umsetzungsplanung von Anpassungen am Geschäfts-
modell [Zol06, S. 257ff.].  

Für die Einordnung der geschäftsmodellorientierten Technologiefrühaufklärung ist ins-
besondere die Identifikation von Innovationspotentialen interessant. ZOLLENKOP nutzt für 
seine Analyse eine Geschäftsmodellstruktur mit den Elementen Ertragsmechanik, Wert-
kettenkonfiguration und Produkt-/Markt-Kombination. Basierend auf den Geschäftsmo-
dellelementen beschreibt ZOLLENKOP die Aufgaben indikatorbasierte Früherkennung, 
die Frühaufklärung mit Schwachen Signalen sowie die Integration von Früherkennung 
und Frühaufklärung. Diese Aufgaben sind in Bild 3-5 dargestellt. Aufgrund der großen 
thematischen Nähe werden diese drei Aufgaben im Folgenden detaillierter erläutert33 
[Zol06, S. 257ff.]: 

Indikatorbasierte Früherkennung (Erste Aufgabe): Die erste Aufgabe orientiert sich 
am idealtypischen Vorgehen zur Früherkennung (vgl. Abschnitt 2.1.4). Es erfolgt zu-
nächst eine Festlegung der Beobachtungsbereiche. Hierbei werden sowohl interne als 
auch externe Beobachtungsbereiche berücksichtigt. Sie orientieren sich dabei an den Ge-
schäftsmodellelementen. Im Anschluss werden Indikatoren bestimmt, die in der Lage 
sind, Auswirkungen auf die Produkt-/Markt-Kombination darzustellen. Die Indikatoren 
sollten in einem bestimmten Werteband liegen, sodass ihnen diese Sollgrößen zugewie-
sen werden. Anschließend erfolgt die Suche und Verarbeitung von Informationen zur Be-
rechnung der Indikatoren. Ein Unter- bzw. Überschreiten der Sollgrößen lässt auf eine 
Diskontinuität im Geschäftsmodell schließen [Zol06, S. 260ff.].   

Frühaufklärung mit schwachen Signalen (Zweite Aufgabe): Im Rahmen der zweiten 
Aufgabe steht wieder die Identifikation von Diskontinuitäten im Vordergrund. Hierbei 
wird allerdings eine Frühaufklärung durchgeführt, um Schwache Signale in den Ge-
schäftsmodellelementen zu identifizieren. Dazu erfolgt zunächst eine Festlegung des 
Suchbereichs. Diese Bereiche orientieren sich an dem Unternehmensumfeld. Typische 
Kategorien für Suchbereiche sind u.a. Technologie, Politik/Recht, Ökologie sowie Mak-
roökonomie. Im Anschluss werden aus den Suchbereichen Suchbegriffe abgeleitet und in 
vorhandenen Quellen ungerichtet gesucht (Scanning). Im Rahmen des Monitorings wer-
den einzelne Ergebnisse über einen Zeitraum verfolgt. Die gefundenen Informationen 
werden zu einer Trendlandkarte verdichtet, um Zusammenhänge darzustellen. Analog zur 
ersten Aufgabe werden Diskontinuitäten identifiziert [Zol06, S. 263ff.]. 

                                                 
33 Die Beschreibung der Geschäftsmodellentwicklung und Umsetzungsplanung kann der Literatur entnom-

men werden [Zol06, S. 278ff.]. 
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Bild 3-5:  Integration einer Früherkennung und Frühaufklärung auf Basis schwacher 
Signale nach [ZOL06, S. 259] geändert von [Pei15, S. 46] 

Integration der Früherkennung und Frühaufklärung (Dritte Aufgabe): Die dritte 
Aufgabe integriert die Ergebnisse der Früherkennung und Frühaufklärung. Hierbei erfolgt 
zunächst ein Abgleich der jeweiligen Erkenntnisse. Anschließend werden die Ergebnisse 
vor dem Hintergrund des Geschäftsmodells ganzheitlich interpretiert. Abschließend er-
folgt eine Bestimmung der Lebenszyklusphasen. Dies beeinflusst Diskontinuitäten, die 
das originäre Geschäftsmodell betreffen. Daraus erfolgt eine Abschätzung des Innovati-
onsbedarfs, besonders für Technologien, die kurz vor der Substitution34 stehen [Zol06, 
S. 275ff.].     

Bewertung: ZOLLENKOP beschreibt eine Erfolg versprechende Idee zur Weiterentwick-
lung von Geschäftsmodellen. Dabei nutzt er für eine Potentialanalyse des Geschäftsmo-
dells die Werkzeuge Früherkennung sowie -aufklärung. Damit deckt ZOLLENKOP mögli-
che Diskontinuitäten in Geschäftsmodellen auf. ZOLLENKOP geht allerdings nicht weiter 
auf die Methodik der Frühaufklärung ein. Er hebt zwar explizit die Technologiefrühauf-
klärung als einen wesentlichen Bestandteil hervor, beschreibt ihn aber oberflächlich, ohne 
inhaltliche und methodische Details zu nennen. Ferner zielt ZOLLENKOP ausschließlich 
auf Trends ab, die noch relativ abstrakt sind. Für ein besseres Verständnis des Umfeldes 
                                                 
34 Einen Ansatz zur Abschätzung einer möglichen Technologie-Substitution liefert das S-Kurven-Konzept 

[GP14, S. 132].  
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regt er die Anfertigung einer Trendlandkarte an. ZOLLENKOP betrachtet in der Analyse 
des Geschäftsmodells nicht nur die Marktleistung, sondern auch die Ertragsmechanik so-
wie die Wertketten. A2 und A3 sind somit erfüllt. A4 bis A8 sind allesamt nur teilweise 
erfüllt, da ZOLLENKOP diese zwar erwähnt, aber keine Lösung zur Umsetzung darlegt. Es 
befindet sich nur eine Beschreibung der Notwendigkeit, diese Anforderungen zu erfüllen 
bzw. die Aufgaben durchzuführen. Die Systematik zur geschäftsmodellorientierten Tech-
nologiefrühaufklärung konkretisiert und spezifiziert den Aufgabenbereich der Frühauf-
klärung nach Schwachen Signalen.  

3.2 Ansätze zur Technologiefrühaufklärung 

In den folgenden Abschnitten werden Methoden zur Technologiefrühaufklärung be-
schrieben. Die Problemanalyse zeigt auf, dass Methoden zur Technologiefrühaufklärung 
für die Identifikation von technologischen Schwachen Signalen benötigt werden. In Ab-
schnitt 3.2.1 wird die issueorientierte Frühaufklärung nach HÄRTEL analysiert. Ab-
schnitt 3.2.2 beschreibt das Vorgehen zur Technologiefrühaufklärung nach PFEIFFER. In 
Abschnitt 3.2.3 wird die kooperative Technologiefrühaufklärung mittels szenariobasier-
tem Technologie-Roadmapping nach MIEKE vorgestellt. Abschnitt 3.2.4 beschreibt die 
Methode zur Technologiefrühaufklärung mit Data Mining nach ZELLER. Abschnitt 3.2.5 
erläutert die Systematik zur Suche nach technologischen Entwicklungen nach SCHLOEN 

und SCHMITZ. In Abschnitt 3.2.6 erfolgt die Vorstellung zum Technologie-Monitoring 
des FRAUNHOFER IAO. Abschließend erfolgt in Abschnitt 3.2.7 die Beschreibung der Ent-
wicklung von Innovations- und Technologie-Roadmaps nach VIENENKÖTTER. 

3.2.1 Issueorientierte Frühaufklärung nach HÄRTEL 

HÄRTEL beschreibt eine Methode zur issueorientierten Frühaufklärung. Dabei definiert 
HÄRTEL den Begriff Issue als „ein Punkt oder Thema […], bei dem noch ein gewisser 
Klärungsbedarf gegeben ist“ und stellt die Definition in den Zusammenhang mit der Stra-
tegischen Frühaufklärung [Här02, S. 79]. Ziel der Methode sind Trends, die im Zusam-
menhang mit einer angebotenen Marktleistung stehen. Die vorgestellte Methode gliedert 
sich in die folgenden drei Phasen (vgl. Bild 3-6) [Här02, S. 79ff.]: 

Festlegen der Systemelemente (Phase 1): Im Rahmen der ersten Phase werden für ver-
schiedene Systemelemente Inhalte (bzw. Suchbegriffe) festgelegt, in dessen Zusammen-
hang Issues stehen können. Zunächst werden hierbei Produkt- und Technologiefunktio-
nen der Marktleistung festgelegt und gesammelt. Anschließend erfolgt das Festlegen des 
Produkt-Issue- und Technologie-Issue-Profils. Hierbei werden die relevanten Suchbe-
griffe in Zusammenhang mit den Produkt- sowie Technologie-Funktionen gesetzt. Da-
nach werden den Profilen Attribute in Form von Informationen hinzugefügt. Abschlie-
ßend wird das Reporting Profil festgelegt, das als Ansammlung von Suchbegriffen für ein 
Issue zu verstehen ist. Die Inhalte dienen als Suchmenge für die anschließende Phase 2 
und werden im Rahmen einer sog. Systemarchitektur zusammengefasst [Här02, S. 81ff.]. 
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Bild 3-6:  Vorgehensmodell der issueorientierten Frühaufklärung nach HÄRTEL 
[Här02, S. 79ff.]; Eigene Darstellung 

Durchführung der Issue-Suche (Phase 2): Die zweite Phase beinhaltet die Durchfüh-
rung der Issue-Suche. HÄRTEL unterteilt diese Phase in ein funktionsorientiertes Scanning 
und Monitoring. Dabei dienen insbesondere Produkt- und Technologie-Funktionen als 
Suchbegriffe. Das Scanning sieht HÄRTEL als 360°-Suche in den Funktionen. Das Moni-
toring wird als kontinuierliche Suche nach Neuigkeiten in den Issue-Profilen definiert. 
Das Scanning und Monitoring liefert Suchergebnisse [Här02, S. 89ff.].     

Reporting (Phase 3): In der dritten Phase erfolgt das Reporting, also die Dokumentation 
der Suchergebnisse. Dazu werden zunächst die Bereiche festgelegt, die für das Reporting 
im Rahmen der Strategischen Frühaufklärung relevant sind. Dies erfolgt anhand eines IT-
Werkzeugs. Während der Durchführung der Frühaufklärung kann es sein, dass sich Re-
porting-Profile als irrelevant erweisen. Die relevanten Reporting-Profile werden daher 
festgelegt. Für das Monitoring können Warnmeldungen festgelegt werden. Resultat des 
Reportings sind aktuelle Issue-Profile [Här02, S. 97ff.]. 

Bewertung: HÄRTELS Vorgehen stellt einen wichtigen Beitrag für die Strategische Früh-
aufklärung dar. Es orientiert sich an dem allgemeingültigen Vorgehensmodell zur Strate-
gischen Frühaufklärung, das universell für derartige Fragestellung einsetzbar ist. Die 
Frühaufklärung basiert auf Produkt- und Technologie-Funktionen und adressiert somit 
ausschließlich die Marktleistung. Das Monitoring kann auch auf Suchergebnisse ange-
wendet werden und ist somit breiter zu betrachten. HÄRTEL leitet jedoch keine Maßnah-
men auf Basis der Suchergebnisse ab und verstößt damit streng genommen gegen die 
Definition der Frühaufklärung. A9 wird von dieser Methode erfüllt. Aufgrund der fehlen-
den konkreten Beschreibung der IT-Unterstützung im Rahmen des Scannings und Moni-
torings sind A5, A6 und A7 nur teilweise erfüllt. Eine Bewertung Priorisierung der Tech-
nologien findet nicht statt.  
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3.2.2 Technologiefrühaufklärung nach PFEIFFER 

PFEIFFER orientiert sein Vorgehen zur Technologiefrühaufklärung an dem Aufwirbel-An-
saug-Filter-Konzept nach KIRSCH und TRUX [KT81, S. 359]. Dabei werden Informatio-
nen in verschiedenen Phasen aufgewirbelt, analysiert (angesaugt) und nach Relevanz ge-
filtert. Das Vorgehen besteht aus drei Phasen, wobei die ersten beiden Phasen der Tech-
nologiefrühaufklärung und Phase 3 der Technologieplanung zuzuordnen sind. Da die Ab-
grenzung nicht trennscharf erfolgt, werden alle drei Phasen im Folgenden vorgestellt (vgl. 
Bild 3-7) [Pfe92, S. 103ff.]: 

Identifikation und Beobachtung (Phase 1): Die erste Phase beschreibt die Identifika-
tion und Beobachtung von Technologiesuchfeldern. Hierbei wird zunächst das technolo-
gische Unternehmens- und Umfeldpotential in Form einer Technologielandkarte (Map) 
vorstrukturiert. Anschließend erfolgt eine Identifikation von Technologiesuchfeldern, in-
dem erste externe, dynamische Technologiebereiche im Unternehmensumfeld aufgedeckt 
werden. Ferner werden bereits vorhandene Technologien (bzw. interne Technologien), 
die eine hohe Relevanz aufweisen, erfasst. Die Beobachtung von Technologiesuchfeldern 
umfasst die Suche nach Technologien in den Suchfeldern. Abschließend erfolgt eine Ab-
grenzung der identifizierten Technologiekandidaten35, um diese zu den Suchfeldern zu-
zuordnen. Die Technologiekandidaten werden in Form von Steckbriefen dokumentiert 
[Pfe92, S. 116ff.]. 

Bewertung von Technologiekandidaten (Phase 2): Die gefundenen Technologiekandi-
daten werden in der zweiten Phase hinsichtlich der Attraktivität und Ressourcenrelevanz 
bewertet. Die Technologieattraktivität setzt sich dabei aus dem Technologiepotential so-
wie dem Innovationspotential zusammen. Das Technologiepotential wird anhand der Di-
mensionen mögliche Technologieintegration, Querschnittscharakter sowie technisches 
Weiterentwicklungspotential bewertet. Das Innovationspotential beschreibt die Anwen-
dungsbreite und das Anwendungspotential innerhalb einer Marktleistung. Abschließend 
wird die Ressourcenrelevanz ermittelt. Diese ist unternehmensbezogen und basiert auf 
den Dimensionen synergetischer Nutzen, F&E Ressourcenstärke sowie strategische Kon-
sistenz. Die Bewertung erfolgt mit Hilfe einer Nutzwertanalyse, wobei die Gewichtung 
individuell erfolgt. Die Ergebnisse werden in Form von Technologie-Profilen dokumen-
tiert [Pfe92, S. 216ff.]. 

                                                 
35 PFEIFFER nutzt den Begriff Technologiekandidaten für Technologien, die noch nicht den gesamten Pro-

zess durchlaufen haben. Da es sich bei Technologiekandidaten um Technologien handelt, werden beide 
Begriffe im Rahmen dieser Arbeit synonym verwendet [Pfe92, S. 116ff.].  
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Bild 3-7:  Vorgehensmodell zur Technologiefrühaufklärung nach PFEIFFER [Pfe92, 
S. 103]; Eigene Darstellung  

Ausgestaltung von Technologiefeldern (Phase 3): In der dritten Phase erfolgt die Aus-
gestaltung der Technologiefelder. Technologiefelder bestehen aus beliebig vielen Tech-
nologiekandidaten. Da nur Erfolg versprechende Technologiekandidaten innerhalb der 
Felder weiterverfolgt werden, wird zunächst eine Definition der Selektionskriterien fest-
gelegt. Anschließend erfolgt die Planung von Technologiestrategien innerhalb der Tech-
nologiefelder. Abschließend werden Technologien anhand der Selektionskriterien ausge-
wählt. Resultat der Methode sind Technologiefelder mit Technologien [Pfe92, S. 260ff.]. 

Bewertung: PFEIFFER liefert mit seiner Methode einen sehr generischen Ansatz zur Tech-
nologiefrühaufklärung. Das Vorgehen nach PFEIFFER greift auf das Trichterprinzip zu-
rück, in dem ein breiter Suchraum kontinuierlich verdichtet wird. Dabei werden in der 
ersten Phase Technologiesuchfelder abgeleitet, die auf Technologiepotentiale im Unter-
nehmensumfeld beruhen. Diese Beschreibung erfolgt nur sehr oberflächlich. Der Bezug 
zum Geschäftsmodell wird nicht hergestellt und konkrete Maßnahmen zur Erschließung 
der Technologiepotentiale werden nicht erörtert. Allerdings erfolgt die Definition einer 
Technologiestrategie, weshalb A1 teilweise erfüllt ist. Hervorzuheben ist die umfangrei-
che Bewertung und Priorisierung der Technologiekandidaten und somit das weitestge-
hende Erfüllen von A8. Da die Informationsgewinnung zwar Teil der Technologiefrüh-
aufklärung ist, diese aber nur oberflächlich adressiert wird, sind A5 bis A7 nur teilweise 
erfüllt.   

3.2.3 Kooperative Technologiefrühaufklärung mittels szenariobasiertem 
Technologie-Roadmapping nach MIEKE 

MIEKE stellt ein Vorgehen zur Technologiefrühaufklärung vor, das auf die Szenario-
Technik zurückgreift, um alternative zukünftige Entwicklungen zu berücksichtigen. Die 
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Entwicklungen von Technologien lassen sich schwer vorhersagen, sodass dieses Vorge-
hen ein hohes Maß an Flexibilität erlaubt. MIEKE postuliert ebenfalls, dass die anschlie-
ßende Technologieplanung zu stark Wahrscheinlichkeiten in der Technologieentwick-
lung berücksichtigt, wodurch die Vorteile von alternativen Zukünften verloren gehen. 
Aus diesem Grund integriert MIEKE die Szenario-Technik in die Technologiefrühaufklä-
rung. Sein Vorgehen basiert auf den folgenden fünf Phasen (vgl. Bild 3-8) [Mie06, 
S. 121ff.]: 

 

Bild 3-8: Vorgehensmodell zur kooperativen Technologiefrühaufklärung mittels szena-
riobasiertem Technologie-Roadmapping nach MIEKE [Mie06, S. 122]; Ei-
gene Darstellung 

Auswahl von Informationsquellen (Phase 1): Im Rahmen der ersten Phase erfolgt die 
Auswahl von Informationsquellen für das Vorgehen. Dazu werden zunächst Anforderun-
gen an die Informationsquellen erhoben. Als Quellen werden Informationen benötigt, die 
der Abgrenzung des Suchraums, der Eignung zur Erfassung der technologischen Wir-
kungsweise sowie der Eignung zum Abschätzen des Verfügbarkeitszeitpunktes dienen. 
Die verschiedenen Quellen werden anhand dieser drei Dimensionen bewertet. Resultat 
dieser Phase sind Informationsquellen, die ein möglichst umfassendes Bild des Problem-
bereichs generieren [Mie06, S. 123ff.].  
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Inhaltliche und zeitliche Abgrenzung (Phase 2): Die zweite Phase befasst sich mit der 
inhaltlichen und zeitlichen Abgrenzung des Suchraums. Die inhaltliche Abgrenzung be-
ruht dabei auf einem mehrstufigen Vorgehen zur Themenselektion. Sie umfasst die 
Sammlung von allen zugänglichen Dokumenten zu einem bestimmten Thema, die Erar-
beitung und Gewichtung von Bewertungskriterien sowie die Bewertung und Auswahl von 
inhaltlichen Themen. Die Festlegung des Beobachtungszeitraums ist individuell durch-
zuführen und beruht auf der technologischen Dynamik des Suchraums [Mie06, S. 132ff.].  

Informationsgenerierung (Phase 3): Die Informationsgenerierung stellt den Kern der 
Methode dar. Sie umfasst ebenfalls ein mehrstufiges Vorgehen, das mit der Prognose der 
Umfeldentwicklung beginnt. Hierbei werden Entwicklungen in den Bereichen Gesell-
schaft, Politik sowie Wirtschaft erhoben. Anschließend wird die Ableitung des Leitbilds 
für Technologien aus der Unternehmensstrategie durchgeführt. Daraufhin erfolgt die Er-
stellung der Grobszenarien und die Identifikation der technologischen Abhängigkeiten 
mit den Szenarien. Nach der konkreten Abschätzung der Verfügbarkeitszeitpunkte folgt 
die detaillierte Ausarbeitung der Szenarien, was gleichzeitig das Resultat dieser Phase 
darstellt [Mie06, S. 138ff.]. 

Informationsaufbereitung (Phase 4): In der vierten Phase wird die Informationsaufbe-
reitung sowie die Übernahme der Informationen in die Technologie-Roadmap durchge-
führt. Dazu werden zunächst die möglichen technologischen Entwicklungspfade auf Ba-
sis der Szenarien abgeleitet. Anschließend erfolgt eine Visualisierung technologischer 
Trends, in dem die Entwicklungspfade visuell dargestellt werden. Abschließend werden 
die zeitlichen Unschärfebereiche bestimmt, was in die Technologie-Roadmap mit aufge-
nommen wird. Die Technologie-Roadmap stellt das Resultat dieser Phase dar [Mie06, 
S. 158ff.]. 

Planung der zeitlichen Verifizierungszyklen (Phase 5): Die Durchführung der Tech-
nologiefrühaufklärung stellt den Informationsstand zum Zeitpunkt der Analyse dar. Um 
der hohen Dynamik bei technologischen Entwicklungen zu begegnen und die Analyse 
stets aktuell zu halten, werden zeitliche Verifizierungszyklen geplant. Dazu werden zu-
nächst mögliche fixe Zeitpunkte erhoben, an denen wesentliche Neuigkeiten zu erwarten 
sind, beispielsweise Fachkonferenzen. Abschließend werden die Intervalle bestimmt, die 
sich an diesen Ereignissen orientieren oder auf Basis fest definierter Zyklen beruhen. 
Empfohlen wird ein hybrides Vorgehen [Mie06, S. 164ff.]. 

Bewertung: Der Einsatz der Szenario-Technik im Rahmen der Technologiefrühaufklä-
rung stellt ein mächtiges Werkzeug dar. Hierbei werden alternative Zukünfte analysiert, 
was ein möglichst umfassendes Bild für zukünftige Technologieentwicklungen generiert. 
Das Vorgehen weist allerdings Schwächen in der Definition und Auswahl der Informati-
onsquellen auf. Dies erfolgt zu Beginn und berücksichtigt somit nicht die Anforderungen 
aus dem Beobachtungsbereich. Die hier genannten Anforderungen sind sehr generisch, 
sodass immer eine Expertenbefragung, eine Patent-Analyse oder eine Conjoint-Analyse 
empfohlen wird. Diese Analyse wird in allen drei Fällen manuell durchgeführt und somit 
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vom Kenntnisstand der jeweiligen bewertenden Person beeinflusst. A7 und A9 sind teil-
weise erfüllt. Die Szenario-Technik hat sich als branchenübergreifendes Werkzeug er-
wiesen, sodass A2 erfüllt ist. 

3.2.4 Technologiefrühaufklärung mit Data Mining nach ZELLER 

ZELLER beschreibt einen Ansatz zur Technologiefrühaufklärung unter Verwendung von 
Data Mining. ZELLER greift für Data Mining auf die Definition nach MERTENS und 
WIECZOREK zurück: Es handelt sich um eine „effiziente Suche nach versteckten, aber 
potentiell nützlichen Informationen in großen Datenbeständen“ [MW00, S. 211], [Zel03, 
S. 124]. Dieses Prinzip nutzt ZELLER, um mit Hilfe von Data Mining Schwache Signale 
in großen Datenbeständen zu identifizieren. Das Vorgehen ist in Bild 3-9 dargestellt und 
in die folgenden fünf Phasen gegliedert [Zel03, S. 147ff.]: 

 

Bild 3-9:  Vorgehensmodell zur Technologiefrühaufklärung mit Data Mining nach ZEL-

LER [Zel03, S. 9]; Eigene Darstellung 

Zielformulierung (Phase 1): Die erste Phase des Vorgehens beschreibt die Zielformu-
lierung der Technologiefrühaufklärung. Hierzu werden Fragen formuliert, um das Was? 
(Fragestellung), Wo? (Suchraum) und Wie? (Suchstrategie) zu definieren. Hierbei wird 



Stand der Technik Seite 63 

insbesondere die Suchstrategie hervorgehoben und anhand der Dimensionen Suchbreite 
und Suchtiefe in die folgenden vier Bereiche gegliedert: Übersichtssuche, Interdiszipli-
näre Suche, Detailsuche, Routinesuche. Die erste Phase schließt mit der Bestimmung der 
Ausgangssituation. Resultat der Phase ist der spezifizierte Beobachtungsbereich [Zel03, 
S. 147ff.]. 

Datenauswahl und -bereitstellung (Phase 2): Die zweite Phase befasst sich mit der Da-
tenauswahl und -bereitstellung. Für eine zielgerichtete Auswahl der Datenbanken erfolgt 
zunächst die Bestimmung eines Oberbegriffs (bzw. Suchbegriffs). Da in der Regel nicht 
alle Datenbanken bekannt sind, empfiehlt ZELLER die Durchführung einer Crossrecher-
che. Dabei wird eine oberflächliche Suche über alle Datenbanken durchgeführt und die 
geeignetsten Datenbanken ausgewählt. Für eine breitere Suche wird ein Thesaurus ge-
nutzt, um Synonyme bei der Suche zu berücksichtigen. Diese Begriffe fließen in die Be-
stimmung der Stichworte ein, die für die Datenbankabfrage genutzt werden. Abschließend 
erfolgt ein Download der Datensätze, was auch das Resultat dieser Phase darstellt [Zel03, 
S. 156ff.]. 

Datenbereinigung und -aufbereitung (Phase 3): Im Rahmen der dritten Phase erfolgt 
die Datenbereinigung und -aufbereitung. Hierbei werden die gefundenen Datensätze zu-
nächst in das richtige Datenformat konvertiert. Das bedeutet, dass semi-strukturierte Da-
ten mit Angaben zu Autoren oder Veröffentlichungsdatum in das entsprechende Feld ge-
speichert werden. Ferner werden die Datensätze gemäß dem Zeitpunkt der Veröffentli-
chung gruppiert. Resultat der Phase sind aufbereitete Daten [Zel03, S. 163ff.]. 

Durchführung der Analyse (Phase 4): Die vierte Phase beschreibt die Durchführung 
der eigentlichen Data Mining-Analyse. Zu Beginn dieser Phase wird ein Data Mining-
Tool ausgewählt. Hierzu werden Kriterien vorgestellt, die bei Auswahl des geeigneten 
Tools unterstützen (z.B. Preis, operativer Aufwand, Funktionalität, Benutzerfreundlich-
keit sowie Ergebnisqualität und -visualisierung). Im Anschluss erfolgt die Analyse der 
Datensätze mit dem ausgewählten Tool. Hierbei werden allerdings ausschließlich struk-
turierte Daten berücksichtigt, Abstracts werden von der Analyse ausgeschlossen. Ziel der 
Analyse sind Neuheiten, Überraschungen und Bedeutsamkeiten, die durch eine Data Mi-
ning-Analyse aufgedeckt werden können. Hierzu werden eine Reihe von Analysefragen 
definiert, um eine Technologie in die entsprechende Kategorie einzusortieren. Beispiele 
sind: Anzahl der Veröffentlichungen im definierten Zeitraum, Häufungen von Deskripto-
ren, Absolute Häufigkeit von Deskriptoren. Die Data Mining-Ergebnisse werden ab-
schließend gespeichert [Zel03, S. 166ff.]. 

Ergebnisaufbereitung (Phase 5): In der fünften Phase erfolgt die Ergebnisaufbereitung. 
Dazu werden die Ergebnisse manuell überprüft, aufbereitet und dokumentiert. Die Do-
kumentation beinhaltet eine kurze Beschreibung des Suchfeldes, eine Beschreibung der 
Vorgehensweise, die textuelle und visuelle Zusammenfassung der wesentlichen Erkennt-
nisse sowie ausgewählte Statistiken [Zel03, S. 174ff.]. Das Resultat des Vorgehens sind 
die aufbereiteten und dokumentierten Data Mining-Ergebnisse.  
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Bewertung: Das Vorgehen von ZELLER liefert einen wertvollen Beitrag für die Techno-
logiefrühaufklärung. Hierbei werden Methoden und Werkzeuge der Datenanalyse einge-
setzt, um Schwache Signale zu identifizieren. Dabei werden notwendige Teilaspekte be-
trachtet, wie die Auswahl der richtigen Quellen. Das Vorgehen weist allerdings mehrere 
Schwächen auf: Es können keine unstrukturierten Daten, also Texte berücksichtigt wer-
den. Die Ableitung der Suchbegriffe erfolgt nur oberflächlich. Das Data Mining wird als 
Black Box angesehen. Eine Verwertung der Ergebnisse findet nicht statt, was der Defini-
tion von Frühaufklärung widerspricht. Es werden ausschließlich A2 und A5 weitestge-
hend erfüllt. A6 und A7 werden teilweise erfüllt.    

3.2.5 Systematik zur Suche nach technologischen Entwicklungen nach 
SCHLOEN und SCHMITZ 

SCHLOEN und SCHMITZ stellen eine Systematik zur Suche nach technologischen Entwick-
lungen vor, das aus einem Vorgehen und einem IT-Tool besteht. Das IT-Tool stellt eine 
durchgängige Werkzeugunterstützung sicher und greift auf Text Mining-Methoden zu-
rück. Die Systematik wird unter dem Geschichtspunkt der Identifikation von Schwachen 
Signalen analysiert. Bild 3-10 stellt ein Übersichtsbild über die Systematik dar. Im Fol-
genden werden die beiden Phasen sowie das IT-Werkzeug näher beschrieben [SS15, 
S. 25ff.]: 

Erstsuche einrichten und trainieren (Phase 1): Die erste Phase stellt ein zweistufiges 
Vorgehen dar. Zunächst werden im ersten Schritt relevante Dokumente für die Suche nach 
Technologien identifiziert und bereitgestellt. Dabei ist zum einen die Wahl des Suchbe-
griffs und zum anderen sind die verfügbaren Datenquellen für den Erfolg entscheidend. 
Für das Auffinden von Technologien werden u.a. Suchmaschinen, Fach- und Patentda-
tenbanken sowie Journals empfohlen. Im zweiten Schritt erfolgt die Identifikation rele-
vanter Textstellen in den gefundenen Dokumenten. Hierbei empfehlen SCHLOEN und 
SCHMITZ den Einsatz von Text Mining-Methoden, wie Information Extraction. Die Er-
gebnisse werden in ein Content Management System (CMS36) übernommen [SS15, 
S. 25ff.].  

Monitoring zur laufenden Beobachtung einrichten (Phase 2): In der zweiten Phase 
wird das Prinzip der kontinuierlichen Beobachtung der Suchfelder beschrieben. Hierbei 
wird ein Technologiefeld fokussiert. Als Quelle eignen sich wiederkehrende Veröffentli-
chungen, wie Zeitschriften. Als Parameter wird ein Zeitintervall ausgewählt, in dem die 
Suche wiederholt wird. Hierbei wird auf die Monitoring-Funktion der Datenbanken zu-
rückgegriffen [SS15, S. 37f.].  

 

                                                 
36 Als CMS eignet sich ein Wiki, in dem Informationen als Dokumente abgelegt und von einer Gruppe 

verarbeitet werden können [EP13, S. 512], [SS15, S. 36f.].  
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Bild 3-10:  Übersicht der Systematik zur Suche nach technologischen Entwicklungen 
nach SCHLOEN und SCHMITZ [SS15, S. 24]  

IT-Unterstützung durch das semantische Recherchewerkzeug REMARK 

Als durchgängige IT-Werkzeugunterstützung wird das Recherchewerkzeug REMARK 
(Recherche- und Monitoringtool zur Informationsextraktion) vorgestellt. Es unterstützt 
das automatisierte Kennzeichnen von Begriffen in Texten (Textannotation). SCHLOEN 
und SCHMITZ ordnen es der Methodik Named Entity Recognition zu. REMARK ist in der 
Lage Texte mit vorab definierten Annotationen zu kennzeichnen. Dabei greift es auf sog. 
Gazetteer-Module zurück, die die Regeln zur Annotation von bestimmten Entitäten bein-
halten (z.B. Personen, Organisationen und Einheiten). Es besteht die Möglichkeit manu-
ell Regeln hinzuzufügen, diese müssen aber an die Struktur der Texte angepasst werden. 
REMARK ist laut SCHLOEN und SCHMITZ insbesondere für strukturierte Daten geeignet 
[SS15, S. 38]. 

Bewertung: SCHLOEN und SCHMITZ stellen einen wertvollen Beitrag für die Technolo-
giesuche in Datenbanken vor. Ihre Systematik basiert auf Methoden des Text Minings 
und greift dabei insbesondere auf Methodiken des Named Entity Recognition zurück. 
Hierfür wird als Maschineller Lernansatz ein regelbasiertes Off-Line Lernen gewählt 
(vgl. Abschnitt 2.1.6). Dies weist jedoch die Schwäche auf, dass das IT-Werkzeug an 
Flexibilität einbüßt und nur schwer in der Lage ist, sich mit der Zeit zu verbessern. Dies 
hat negativen Einfluss bei der Nutzung in unstrukturierten Daten [SS15, S. 42]. Zum ei-
nen muss die Textstruktur vorab bekannt sein und zum anderen muss der Lernalgorithmus 
dementsprechend angelernt werden. Dies wirkt sich auch auf die Identifikation von 
Schwachen Signalen aus. Eine solche Identifikation ist daher mit diesem Ansatz nur 
schwer möglich. A5 bis A7 sind somit nur teilweise erfüllt. Es existieren Teilaspekte, wie 
die Intervallsuche im Monitoring, die übernommen werden können. 

3.2.6 Technologie-Monitoring des FRAUNHOFER IAO 

Das Technologie-Monitoring des FRAUNHOFER IAO ist der Technologiefrühaufklärung 
zuzuordnen. Ziel des Vorgehens sind neue Technologien, als Grundlage für die strategi-
sche Stoßrichtung für die Technologieentwicklung. Das Vorgehen beschreibt die Identi-
fikation, Bewertung und Beobachtung von Technologien in definierten Suchbereichen. 
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Das Vorgehen ist in vier Phasen gegliedert und in Bild 3-11 dargestellt. Die Phasen wer-
den im Folgenden beschrieben [SSL10, S. 9ff.]:  

 

Bild 3-11:  Vorgehensmodell des Technologie-Monitoring-Prozesses des FRAUNHOFER 

IAO [SSL10, S. 9ff.]; Eigene Darstellung  

Identifikation von Technologie- und Anwendungsfeldern (Phase 1): In der ersten 
Phase erfolgt die Identifikation von Technologie- und Anwendungsfeldern. Hierzu werden 
diese Felder zunächst abgegrenzt. Dies dient der Eingrenzung der Suche. Anschließend 
erfolgt die Analyse der existierenden Kompetenzen im Unternehmen, um die technologi-
schen Möglichkeiten im Unternehmen zu identifizieren. Daraufhin werden für Anwen-
dungen die aktuellen und zukünftigen Funktionalitäten ermittelt. Anwendungen umfassen 
Produkte, Produktionsanlagen, Dienstleistungen und Prozesse. Abschließend werden 
einflussreiche Trends ermittelt, die eine hohe Relevanz für die Technologie- und Anwen-
dungsfelder aufweisen [SSL10, S. 10].    

Sammlung von Informationen (Phase 2): Die zweite Phase befasst sich mit der Samm-
lung von Informationen für die relevanten Technologie- und Anwendungsfelder. Dabei 
werden zunächst alle verfügbaren Informationen zusammengetragen. Hierbei wird zwi-
schen formalen Quellen (z.B. Datenbanken) und informalen Quellen (z.B. Expertenbe-
fragungen) unterschieden. Es wird empfohlen, beide Arten von Quellen zu berücksichti-
gen. Auch das Einbinden von externen Informationsquellen ist Erfolg entscheidend. Die 
Informationen werden als Cluster in einem Portfolio zusammengetragen und nach Infor-
mationsqualität und Informationsdichte priorisiert [SSL10, S. 10].  
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Bewertung von Informationen (Phase 3): Im Rahmen der dritten Phase erfolgt die Be-
wertung der Informationen. Dabei werden die priorisierten Informationen im Kontext der 
Technologiestrategie des Unternehmens gefiltert, analysiert und bewertet. Für die an-
schließende Bewertung der Technologien und Anwendungen werden intuitiv-struktu-
rierte, empirische, kausale oder intuitiv-mathematische Bewertungen vorgeschlagen. Die 
konkrete Auswahl hängt u.a. von der Verfügbarkeit von bestimmten Informationen sowie 
dem Entwicklungsstand der beobachteten Technologie bzw. Anwendung ab. Ferner er-
folgt eine individuelle Anpassung der Bewertungsmethoden. Resultat der Phase sind be-
wertete Technologien [SSL10, S. 11]. 

Kommunikation der Ergebnisse (Phase 4): In der vierten Phase werden die ermittelten 
Informationen und Ergebnisse kommuniziert. Dies dient der Sichtbarkeit des Technolo-
gie-Monitorings im Unternehmen. Dazu wird zunächst die geeignete Zielgruppe festge-
legt. Dies kann beispielsweise die Management-Ebene sein, die im Folgenden in einen 
Entscheidungsprozess eingebunden werden. Ferner wird empfohlen, die Ergebnisse auch 
an die Fachabteilungen zu kommunizieren. Hierfür müssen neue Kommunikationskanäle 
geschaffen werden, sofern bisher keine geeigneten bestehen. Abschließend erfolgt die 
Kommunikation über die entsprechenden Kanäle [SSL10, S. 11f.]. 

Bewertung: Das Technologie-Monitoring des Fraunhofer IAO stellt ein Vorgehen zur 
Verfügung, um neue Technologien zu identifizieren, zu bewerten und anschließend zu 
kommunizieren. Das Vorgehen ist sehr generisch gehalten und dient eher als Rahmen-
werk zur Technologiefrühaufklärung. Das Vorgehen ist an vielen Stellen individuell aus-
zugestalten. Die Analyse der Technologie- und Anwendungsfelder adressiert neben der 
Marktleistung auch die Wertschöpfung. A4, A5, A6 und A8 sind teilweise erfüllt. 

3.2.7 Entwicklung von Innovations- und Technologie-Roadmaps nach 
VIENENKÖTTER 

VIENENKÖTTER stellt eine Methode zur Entwicklung von Innovations- und Technologie-
Roadmaps vor. Diese Methode ist in der Strategischen Technologiefrühaufklärung ein-
geordnet. Es gliedert sich in neun Phasen. Bild 3-12 zeigt das Vorgehensmodell. Die ein-
zelnen Phasen werden im Folgenden erläutert [Vie07, S. 80ff.]: 

Analyse von Technologien, Anwendungen und Marktsegmenten (Phase 1): In der 
ersten Phase wird zunächst eine Anwendungs-Marktsegment-Matrix erstellt. Anschlie-
ßend werden die Marktsegmente in Form von Steckbriefen dokumentiert. Danach erfolgt 
eine Anwendungsanalyse sowie eine Analyse der Technologien. Resultat ist eine Über-
sicht über Technologien, Anwendungen, Marktsegmente und Funktionen [Vie07, 
S. 84ff.]. 

Ermittlung zukünftiger Technologien (Phase 2): Die zweite Phase beginnt mit Patent- 
und Internetrecherchen sowie Recherchen in Literatur, Studien und Publikationen. Da-
raufhin erfolgt eine bibliometrische Analyse der Suchergebnisse. Abschließend werden 
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Technologie-Berichte angefertigt. Das Resultat der Phase sind neue Technologien [Vie07, 
S. 91ff.].  

 

Bild 3-12:  Vorgehensmodell zur Entwicklung von Innovations- und Technologie-Road-
maps nach VIENENKÖTTER [Vie07, S. 80]  
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Bewertung der Technologien (Phase 3): Für die Bewertung der Technologien erfolgt 
zunächst die Zuordnung zu Standardfunktionen. Anschließend werden Verfügbarkeit, At-
traktivität, das Einsatzpotential im Unternehmen sowie ökonomische Aspekte bewertet. 
Resultat ist eine Einschätzung der Technologien [Vie07, S. 95ff.]. 

Ermittlung neuer Anwendungen (Phase 4): Im Rahmen der Ermittlung neuer Anwen-
dungen werden in der vierten Phase Kreativitätstechniken, Konkurrenzanalysen sowie 
Experten-Workshops eingesetzt. Die dort generierten Anwendungsideen werden in Steck-
briefen dokumentiert [Vie07, S. 106ff.]. 

Markt- und Umfeldszenarien (Phase 5): In der fünften Phase werden Markt- und Um-
feldszenarien erstellt, um Marktentwicklungen zu antizipieren und Chancen, Risiken so-
wie Anforderungen an die zukünftigen Anwendungen abzuleiten. Die Erkenntnisse wer-
den in einer Anforderungs-Roadmap dokumentiert und weitere Anwendungen abgeleitet 
[Vie07, S. 109ff.]. 

Anwendungsanalyse (Phase 6): Für die Anwendungen wird eine Funktionsstruktur der 
Anwendungsideen erstellt und analysiert. Anschließend erfolgt die Bildung eines mor-
phologischen Kastens für bestehende und neue Anwendungen. Daraufhin werden poten-
tielle  Technologiekombinationen generiert und diese vor dem Hintergrund der möglichen 
Kosten bewertet [Vie07, S. 115ff.]. 

Bewertung der Anwendungen und Kombinationen (Phase 7): In der siebten Phase 
erfolgt eine Bewertung der Anwendungen und Kombinationen unter den Aspekten Zu-
kunftstauglichkeit, Kundennutzen, Umsatzpotential, Wettbewerbssituation und Synergien 
zur Technologieplattform. Daraus ergibt sich eine Priorisierung von Anwendungen und 
Technologien [Vie07, S. 120ff.]. 

Make or Buy-Bewertung Technologieentwicklung (Phase 8): Die Analyse kann Tech-
nologien hervorbringen, die noch nicht im Unternehmen vorhanden sind. Anhand der 
Kriterien aus Phase 3 erfolgt nun eine Portfolio-Bewertung, welche Technologien selbst 
entwickelt bzw. zugekauft werden [Vie07, S. 129ff.]. 

Erstellung der Innovations- und Technologie-Roadmap (Phase 9): In der letzten 
Phase erfolgt die Erstellung der Innovations- und Technologie-Roadmap. Hierbei werden 
Regionen, Marktsegmente und -anforderungen, Anwendungen und Anwendungsideen so-
wie Technologieinformationen dargestellt. Daraus werden abschließend Maßnahmen zur 
Erschließung abgeleitet [Vie07, S. 131ff.]. 

Bewertung: Das Vorgehen von VIENENKÖTTER orientiert sich an der Strategischen Früh-
aufklärung, liefert aber einen Ansatz, der darüber hinausgeht. Hierbei werden zukünftige 
Anforderungen aus Markt- und Umfeld berücksichtigt und das Technologie-Portfolio da-
nach ausgerichtet. Ferner wird eine Roadmap erstellt, die zur Entscheidungsunterstützung 
für die Erschließung von Technologien und Anwendungen dient. VIENENKÖTTER greift 
dabei viele relevante Aspekte der Technologievorausschau auf, bleibt aber in der Ausge-
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staltung dieser äußerst oberflächlich. Die Analyse ist ausschließlich Marktleistungsbezo-
gen, sodass A1, A4 und A9 nur teilweise erfüllt sind. Im Rahmen der Technologievoraus-
schau werden mögliche Methoden vorgeschlagen, die Umsetzung dieser aber nicht be-
schrieben. Die Bewertung und Priorisierung ist umfassend dargelegt, sodass A8 erfüllt 
ist.  

3.3 Methoden und Hilfsmittel zur geschäftsmodellorientierten Tech-
nologiefrühaufklärung  

Im Rahmen der geschäftsmodellorientierten Technologiefrühaufklärung bietet es sich an, 
auf bereits bestehende Bausteine zurückzugreifen. In den folgenden Abschnitten werden 
Methoden und Hilfsmittel untersucht und bewertet, die für einen solchen Einsatz geeignet 
sein können. Hierzu wird in Abschnitt 3.3.1 das IT-Werkzeug KNIME beschrieben, das 
einen Baukasten für Text Mining-Anwendungen zur Verfügung stellt. In Abschnitt 3.3.2 
wird die Query Expansion zur Erweiterung von Suchbegriffen beschrieben. Ab-
schnitt 3.3.3 beschreibt die Software-Bibliothek OpenNLP NE. In Abschnitt 3.3.4 wird 
das Technologie-Radar nach LANG-KOETZ und PASTEWSKI erläutert.  

3.3.1 KNIME 

Der Konstanz Information Miner (KNIME37) stellt einen modularen IT-Werkzeugkasten 
zur Datenanalyse bereit. KNIME wird seit dem Jahr 2004 am Lehrstuhl für Bioinformatik 
und Information Mining der Universität Konstanz entwickelt. Mittlerweile kommerziali-
siert ein Spin-Off des Lehrstuhls mit dem Firmenname KNIME AG das gleichnamige IT-
Tool [KNI17-ol]. Bild 3-13 zeigt die Benutzungsoberfläche von KNIME. Sie besteht aus 
den folgenden Bereichen:  

Knoten: KNIME funktioniert auf Basis von Bausteinen. Die Bausteine werden Knoten 
(engl. nodes) genannt. Sie stellen Funktionalitäten zur Verfügung, die im Rahmen der 
Datenanalyse genutzt werden können. Dabei existieren drei Stufen der Nutzung: Die 
Knoten sind bereits vorkonfiguriert und werden direkt genutzt, die Knoten sind noch kon-
figurieren (z.B. über Schwellenwerte oder Gewichtungen) oder die Knoten beinhalten 
eine Programmieroberfläche, sodass eigener Quellcode für Skripte hinzugefügt werden 
kann. Die Knoten lassen sich zu einem Prozess verknüpfen. Dabei muss allerdings sicher-
gestellt sein, dass der Ausgang eines Knotens dem Datentyp entspricht, der im Eingang 
des nachfolgenden Knoten benötigt wird [Bak13, S. 10ff.], [BCD+07, S. 320], [Ech14, 
S. 78f.]. KNIME bringt bereits eine Vielzahl an Datenverarbeitungs- und Datenanalyse-
knoten mit. Diese können aber zusätzlich um Plug-Ins38 erweitert werden. Hierbei handelt 

                                                 
37 Im Rahmen dieser Arbeit wird KNIME in der Version 3.2.2 genutzt.  

38 Die große Open Source-Community stellt viele Knoten unentgeltlich zur Verfügung. Eine Auflistung 
der genutzten Plug-Ins findet sich in Anhang A-1. 
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es sich u.a. um Knoten zur Analyse von Texten, wie Stoppwortlisten und Bibliotheken 
sowie Algorithmen zum NER.  

 

Bild 3-13:  Benutzungsoberfläche von KNIME 

Workflow: Der Bereich Workflow stellt die verketteten Knoten dar. Beim Durchlauf des 
Workflows werden Fehler markiert, sodass die Knoten zielgerichtet danach untersucht 
werden können. Ferner werden Knoten und Meta-Knoten unterschiedlich dargestellt. 
Knoten enthalten eine einzelne Funktion und sind gelb dargestellt. Meta Knoten fassen 
Teilprozesse zusammen und beinhalten Unterknoten. Diese werden grau dargestellt. Je-
der Knoten wird mit einem automatisch vergebenen Namen und einer Knoten-ID verse-
hen. 

Konsole: Die Konsole zeigt Parameter im Ablauf des Workflows an. Dieser Bereich wird 
in der Regel zur Fehlersuche genutzt.  

Workflow Übersicht: Die Workflow Übersicht stellt den gesamten Workflow dar und 
zeigt den Ausschnitt, der gerade im Bereich Workflow fokussiert wird. Insbesondere bei 
großen, verschachtelten Workflows ist diese Ansicht hilfreich.  

Knotenbeschreibung: Dieser Bereich stellt eine Kurzbeschreibung des Knotens zur Ver-
fügung. Ferner werden Parameter aufgezeigt und erläutert, die für die Konfiguration des 
Knotens relevant sind.  

Bewertung: KNIME ist ein etabliertes Werkzeug in Wissenschaft und Industrie, das zur 
Datenanalyse eingesetzt wird. Durch die große Open Source-Community existieren eine 



Seite 72 Kapitel 3 

Vielzahl an zusätzlichen Plug-Ins, die stets auf dem aktuellsten Stand gehalten werden. 
Die intuitive Nutzung ermöglicht eine relativ einfache Anwendung von komplexen Fra-
gestellungen der Datenanalyse. KNIME steht stellvertretend für eine Reihe solcher Ana-
lyse-Baukästen, beispielsweise RapidMiner Studio [Rap14-ol]. Die Software-Werkzeuge 
spielen in bestimmten Bereichen ihre Stärken aus. KNIME ist aufgrund der vielen Plug-
Ins im Text Mining effizienter in der Erstellung solcher Workflows. Es stellt somit Soft-
ware-Bausteine zur Erfüllung der Anforderungen A5 bis A7 bereit.  

3.3.2 Query Expansion 

Query Expansion steht als Oberbegriff für Methoden, die eine Datenbankabfrage erwei-
tern oder gar neuformulieren. In der Regel werden Thesauri, Taxonomien oder Ontolo-
gien eingesetzt, um die Suchanfragen zu erweitern [Cim06, S. 299]. Ein Thesaurus um-
fasst Begrifflichkeiten einer Domäne und definiert Ähnlichkeitsrelationen oder Syno-
nymrelationen zwischen Begriffen [UMA03, S. 4]. Eine Taxonomie beschreibt die hie-
rarchische Klassifikation von Begriffen [Sta10, S. 420]. Eine Ontologie beschreibt se-
mantische Beziehungen zwischen Objekten [Gru93, S. 199]. Ontologien sind stark do-
mänenabhängig und repräsentieren in der Regel externalisiertes Wissen. Grundsätzlich 
lässt sich das Vorgehen von Query Expansion in die folgenden drei Phasen untergliedern 
(vgl. Bild 3-14) [MRS08, S. 189ff.]:  

 

Bild 3-14:  Vorgehensmodell zur Query Expansion in Anlehnung an [MRS08, S. 189ff.]; 
Darstellung nach [Ech14, S. 70] 

Vorbereitung der Initialsuche (Phase 1): Die erste Phase beginnt zunächst mit der For-
mulierung von Suchbegriffen. Ferner wird eine Datenbasis festgelegt, was von den Au-
toren zwar nicht genannt wird, aber nach ECHTERHOFF vorausgesetzt wird [Ech14, S. 70], 
[MRS08, S. 189].  
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Erweiterung der Suchbegriffe (Phase 2): Im Rahmen der zweiten Phase erfolgt die ei-
gentliche Query Expansion, in dem die Suchbegriffe erweitert werden. Hierbei werden 
zusätzliche Suchbegriffe unter Zuhilfenahme von Thesauri, Taxonomien oder Ontologien 
generiert. Ziel sind erweiterte Suchbegriffe, die der Nutzer nicht kennt, die aber für die 
Beschreibung des Suchfeldes nützlich sind [Cim06, S. 299], [MRS08, S. 189f.].  

Suche (Phase 3): In der dritten Phase erfolgt die Suche, indem die Suchbegriffe über 
boolsche Operatoren miteinander verknüpft werden. Die Benutzung des Operators OR 
ermöglicht die Suche nach zwei Suchbegriffen in der Datenbank. Das Information Ret-
rieval ist dementsprechend auf der Seite der Datenbank implementiert [MRS08, S. 189f.].  

Bewertung: Query Expansion stellt ein gängiges und bewährtes Mittel bei der Suche 
nach Daten und Informationen dar. Das Vokabular in der Suche richtet sich immer nach 
dem sehr spezifischen Wortschatz des Nutzers. Query Expansion liefert einen Ansatz, 
den Wortschatz zu erweitern. Im Rahmen dieser Arbeit stellt insbesondere der Thesaurus 
einen wertvollen Ansatz zur Erweiterung des Suchraums dar. Taxonomien liefern keinen 
Mehrwert für diese Arbeit. Ein semantischer Ansatz, wie Ontologien, schränken das 
Suchfeld ein und bilden den subjektiven Wissensraum des Nutzers ab. Letzteres ist sogar 
als kontraproduktiv für die Identifikation Schwacher Signale anzusehen. Ontologien bie-
ten sich allerdings an, die Suchergebnisse dieser Arbeit im Nachgang zu strukturieren. 
Ein Thesaurus liefert einen wichtigen Beitrag zur Erfüllung von A7. 

3.3.3 OpenNLP NE 

OpenNLP ist ein Plug-In für KNIME, das Software-Bibliotheken zur Textanalyse bereit-
stellt. Obwohl Named Entity Recognition per Definition nicht dem Natural Language 
Processing zuzuordnen ist, wird dies von den Entwicklern in diesem Plug-In subsumiert 
(vgl. Abschnitt 2.1.6). Für diese Arbeit stehen Named Entities (NE) im Vordergrund. Aus 
diesem Grund werden ausschließlich die Funktionalitäten des NE im Stand der Technik 
ausgeführt39. OpenNLP NE stellt Werkzeuge zur Identifikation von Entitäten in Texten 
zur Verfügung. Es umfasst vorgefertigte NE-Modelle sowie einen NE-Modell-Builder 
(vgl. Bild 3-15).  

NE-Modelle: OpenNLP bringt bereits eine Reihe von antrainierten NE-Modellen mit. So 
ist es möglich, Personen, Organisationen, Datums- und Zeitangaben, Währungen, Pro-
zentangaben sowie Orte in Texten zu identifizieren und markieren. Diese Modelle eignen 
sich als Startmenge und können über die Zeit verbessert werden. Hierbei ist es wichtig, 
die Modelle in der gewünschten Sprache auszuwählen. Die genannten Modelle sind aus-
schließlich für englische Texte verfügbar. Eine kleine Teilmenge existiert auch in Spa-
nisch und Holländisch.  

                                                 
39 Eine vollständige Beschreibung des Funktionsumfangs von OpenNLP findet sich auf der Internet-Seite 

von OpenNLP [Ope17-ol]. 
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Bild 3-15:  Funktionsumfang OpenNLP NE 

NE-Modell-Builder: Sollte das gewünschte Modell nicht im Standardkatalog enthalten 
sein, so empfiehlt es sich, ein neues Modell zu bauen. Grund hierfür sind entweder feh-
lende Entitäten oder fehlende Sprachen. Für diesen Fall gibt es den NE-Modell-Builder. 
Dieser stellt die notwendigen Algorithmen zur Verfügung, um auf Basis von Lerndaten 
ein neues Modell zu erstellen. Lerndaten umfassen Beispieltexte sowie eine Positiv-Liste 
und Negativ-Liste von Entitäten. Hieraus wird das statistische Modell erstellt. Da schwer 
vorhergesagt werden kann, wie viele Datensätze für eine hohe Güte des Modells benötigt 
werden, empfiehlt es sich, eine große Lernmenge zu erstellen. Belastbare Angaben zur 
empfohlenen Menge an Datensätzen sind in der Literatur schwer zu finden. 

Bewertung: OpenNLP NE stellt wichtige Werkzeuge zum Named Entity Recognition 
zur Verfügung. Hierbei handelt es sich allerdings nur ein Plug-In von vielen, das die be-
nötigte Funktionalität anbietet40. Da kein NER-Tool wirklich hervorsticht, empfiehlt es 
sich eins zu wählen, das kompatibel zum übergeordneten Datenanalyse-Tool ist.  
OpenNLP NE weist eine gute Kompatibilität zu KNIME auf. In dieser Kombination eig-
net sich OpenNLP NE als Unterstützung der Anforderungen A5 bis A7.  

3.3.4 TechnologieRadar – Technologien beobachten nach LANG-KOETZ und 
PASTEWSKI 

LANG-KOETZ und PASTEWSKI stellen ein Vorgehen zur Erstellung eines Technologie-Ra-
dars vor. Ziel ist Visualisierung von relevanten Technologien und Technologietrends un-

                                                 
40 Im Rahmen dieser Arbeit wird das NER aus Anwendungssicht analysiert. Auf eine Gegenüberstellung 

verschiedener Tools wird daher verzichtet. Eine solche Gegenüberstellung liefern beispielsweise ATDAG 
und LABATUT [AL13, S. 228].  
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ter Berücksichtigung verschiedener Kriterien. Die Ergebnisse unterstützen bei der Ent-
scheidung über den Zeitpunkt, wann Technologien weiterentwickelt oder in Produkte, 
Prozesse oder Dienstleistungen überführt werden sollen [LP10, S. 24]. Das Vorgehen 
umfasst drei Phasen und ist in Bild 3-16 dargestellt. Diese drei Phasen werden im Fol-
genden erläutert [LP10, S. 24ff.] 

 

Bild 3-16:  Vorgehensmodell zur Erstellung eines Technologie-Radars nach LANG-
KOETZ und PASTEWSKI [LP10, S. 24] 

Ermittlung des Technologiebedarfsprofils (Phase 1): In der ersten Phase erfolgt die 
Ermittlung relevanter Technologiefelder und Themengebiete. Diese werden aus zukünf-
tigen Technologieanwendungen, Produkten, Prozessen und Dienstleistungen abgeleitet. 
Daraufhin werden Technologiebedarfsprofile konkretisiert, was gleichzeitig das Resultat 
der ersten Phase darstellt [LP10, S. 24f.].  

Trendrecherche und Expertenidentifikation (Phase 2): Im Rahmen der zweiten Phase 
erfolgt die Trendrecherche und Expertenidentifikation zur Priorisierung der Technologie-
Themenfelder. Zunächst werden Zukunftstrends ermittelt und aufbereitet. Anschließend 
werden in diesen Trends potentiell relevante Technologien identifiziert. Für eine Bewer-
tung werden führende Experten ermittelt und befragt. Zuletzt werden die Ergebnisse aus-
gewertet und die identifizierten Themenfelder priorisiert [LP10, S. 25]. 

Trendaufbereitung und -analyse (Phase 3): Die dritte Phase befasst sich mit der (Tech-
nologie-) Trendaufbereitung und -analyse. Nach der Aufbereitung erfolgt die Bewertung 
anhand von marktrelevanten Aspekten. Anschließend werden die Anwendungsreife sowie 
Technologie im Kontext des Unternehmens bewertet. Abschließend erfolgt die Abbildung 
der Ergebnisse im Technologie-Radar. Das Radar ist so aufgebaut, dass der Abstand zum 
Mittelpunkt die Anwendungsreife darstellt. Das bedeutet, je näher eine Technologie am 
Zentrum des Radars liegt, desto kürzer ist die Zeit zur Anwendung. Die Sektoren des 
Radars repräsentieren die Technologiebereiche [LP10, S. 25f.].    
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Bewertung: Das Technologie-Radar nach LANG-KOETZ und PASTEWSKI liefert einen ge-
eigneten Ansatz zur Darstellung und Priorisierung von Technologien in einem Radar. 
Hierfür ist insbesondere der Aufbau des Radars und die Darstellung der Bewertungskri-
terien relevant. Dieses Schema kann teilweise im Rahmen dieser Arbeit wiederverwendet 
werden. Damit erfüllt das Technologie-Radar die Anforderung A8. 

3.4 Handlungsbedarf 

Tabelle 3-1 zeigt eine zusammenfassende Bewertung der vorgestellten Methoden und 
Hilfsmittel aus den Abschnitten 3.1 bis 3.3. Diese werden anhand der Anforderungen aus 
Abschnitt 2.6 bewertet. In den Zeilen sind die Methoden und Hilfsmittel dargestellt, in 
den Spalten die Anforderungen. Die Bewertung zeigt, ob die Anforderungen weitestge-
hend, teilweise oder nicht erfüllt werden.  

A1 Transparenter Plan zur Erschließung von geschäftsmodellrelevanten Tech-
nologiepotentialen 

Die Systematik soll einen transparenten Plan zur Erschließung geschäftsmodellrelevanter 
Technologiepotentiale liefern. Diese Anforderung wird insbesondere von den Systemati-
ken erfüllt, die im Rahmen der Strategischen Produktplanung eingeordnet sind. Insbeson-
dere bei den Ansätzen zur Technologiefrühaufklärung wird das Geschäftsmodell als Po-
tentialquelle kaum betrachtet. 

A2 Branchen-übergreifende Anwendbarkeit der Systematik 

Die Branchen-übergreifende Anwendbarkeit wird zwar von einigen Ansätzen postuliert, 
aber in der Ausführung nur selten nachgewiesen. Die Ansätze aus der Strategischen Pro-
duktplanung sind tendenziell Branchen-übergreifend einsetzbar. Hierzu muss allerdings 
eine gewisse Flughöhe gewährleistet sein. KÖSTER, PEITZ und MIEKE stechen hier hervor. 
Der Einsatz von Datenanalytik erlaubt ebenfalls eine breite Anwendung. Hierbei sind die 
Ansätze von ZOLLENKOP und ZELLER zu nennen. Es bietet sich an, die Datenanalytik 
innerhalb der Strategischen Planung zu verwenden.  

 A3 Ganzheitliche Betrachtung des Geschäftsmodells  

Diese Anforderung wird ausschließlich von ZOLLENKOP erfüllt. Bisher erfolgt die Ana-
lyse von Technologiepotentialen für Geschäftsmodelle fast ausschließlich auf Basis von 
Marktleistungen. Insbesondere digitale Technologien ermöglichen das Erschließen von 
wertschöpfungsorientierten Technologiepotentialen. ZOLLENKOP setzt dabei auf Wertket-
ten. 

A4 Ableitung geschäftsmodellrelevanter Technologiepotentiale 

Die konkrete Beschreibung des Prozesses zur Ableitung von geschäftsmodellrelevanten 
Technologiepotentialen wird nur von einigen Ansätzen teilweise erfüllt. Die beruht da-
rauf, dass das Geschäftsmodell nicht explizit erwähnt wird, allerdings Marktleistungen 
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sowie Wertketten als Analyseobjekte genutzt werden. Die konkreten Analyseschritte wer-
den in den Ausführungen nur sehr oberflächlich behandelt.  

Tabelle 3-1:  Bewertung des untersuchten Stand der Technik anhand der Anforderungen  

 

A5 Bestimmung und Nutzung individuell auswählbarer externer Quellen  

Der Erfolg einer Datenanalyse ist maßgeblich von der Datenquelle abhängig. Aufgrund 
der hohen Dynamik in der Erzeugung von Daten und Informationen empfiehlt es sich, 
eine Methodik zur Bestimmung und Nutzung externer Quellen anzubieten. Die meisten 
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Ansätze zählen nur potentielle Kategorien von Quellen (z.B. Patentdatenbanken) auf, bie-
ten aber keinen Auswahlprozess an. Einzig ZELLER beschreibt einen Auswahlprozess und 
erfüllt somit diese Anforderung. Er liefert jedoch keine Kriterien zur Auswahl.  

A6 Berücksichtigung heterogener Daten- und Informationsquellen 

Im Rahmen der Technologiefrühaufklärung ist es sinnvoll, eine breite Menge an Daten 
und Informationen zu untersuchen. Dies führt dazu, dass heterogene Daten- und Informa-
tionsquellen analysiert werden müssen. Diese Anforderung wird von keinem Ansatz wei-
testgehend erfüllt. Allerdings bieten die Hilfsmittel KNIME und OpenNLP NE die Mög-
lichkeit diese mit relativ überschaubarem Aufwand zu erfüllen.  

A7 Effiziente Identifikation von bisher nicht bekannten Technologien 

Das effiziente Aufdecken von Schwachen Signalen wird in den eingesetzten Verfahren 
in den Vorgehensmodellen maximal teilweise erfüllt. Die Ansätze, die auf einer Daten-
analyse beruhen, nutzen entweder eine manuelle Suche in den Quellen oder es wird auf 
Basis semantischer Verknüpfungen gesucht. Einige Verfahren adressieren auch die Auf-
bereitung von manuellen Suchen. Diese manuellen Verfahren erfüllen nicht die Anforde-
rung einer effizienten Identifikation von bisher nicht bekannten Technologien. Das Zu-
sammenspiel aus KNIME, Query Expansion und OpenNLP NE liefert Bausteine, die in 
Kombination diese Anforderung erfüllen können.   

A8 Bewertung und Priorisierung von Technologien 

Diese Anforderung wird von PEITZ, AMSHOFF, PFEIFFER, VIENENKÖTTER sowie LANG-
KOETZ und PASTEWSKI weitestgehend erfüllt. In der Regel kommen Radar-, Portfolio- 
oder Roadmap-basierte Ansätze zum Einsatz. Diese müssen jedoch im Einzelfall auf ihre 
Tauglichkeit geprüft werden, da die Bewertungskriterien in der Regel spezifisch für das 
jeweilige Vorgehen zu definieren sind. 

A9 Unterstützung des Aufbaus von neuem technologischen Wissen mit Bezug zum 
Geschäftsmodell 

Diese Anforderung wird weitestgehend von HÄRTEL erfüllt, in der ein umfassender Re-
porting-Mechanismus geschaffen wird. Hierbei ist allerdings auch der praktische Um-
gang mit Technologien zu nennen, da dies anwendungsbezogenes Wissen aufbaut. PEITZ 
schlägt vor, Machbarkeitsstudien durchzuführen, was als interessanter, praxisnaher An-
satz zu beurteilen ist. Da er diese Studien jedoch nur optional vorsieht, ist diese Anforde-
rung nur teilweise erfüllt. Gleichwohl eignen sich Machbarkeitsstudien hervorragend für 
den Wissensaufbau.   

Fazit: Keine der vorgestellten Ansätze erfüllt alle Anforderungen. Einige Ansätze erfül-
len eine oder einige Anforderungen weitestgehend. Aufgrund der komplexen Thematik 
und des spezifischen Anwendungskontextes reicht auch eine Kombination der Ansätze 
nicht aus. Es besteht daher Handlungsbedarf für eine Systematik zur geschäftsmodello-
rientierten Technologiefrühaufklärung.
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4 Systematik zur geschäftsmodellorientierten Technologie-
frühaufklärung 

„We always overestimate the change that will occur in the next two 
years and underestimate the change that will occur in the next ten. 
Don't let yourself be lulled into inaction.“ – WILLIAM HENRY GATES III41  

Diese Aussage von BILL GATES adressiert die Herausforderung, den notwendigen Wandel 
eines Geschäfts richtig einzuordnen und nicht untätig zu sein. Im Folgenden wird eine 
Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung vorgestellt, die 
dieser Herausforderung gerecht werden soll. Sie besteht aus einem Vorgehensmodell und 
einem IT-Werkzeug. Das Vorgehen fußt auf einem bestehenden, dokumentierten Ge-
schäftsmodell42 und hat die technologieorientierte Weiterentwicklung des Geschäftsmo-
dells zum Ziel. 

Im Folgenden wird zunächst das Vorgehensmodell beschrieben und die Softwareunter-
stützung umrissen. Im Anschluss werden die einzelnen Phasen des Vorgehensmodells in 
den Abschnitten 4.1 – 4.5 detailliert erläutert und die dafür notwendigen Softwarebau-
steine innerhalb dieser Abschnitte beschrieben. Abschnitt 4.6 liefert allgemeine Infor-
mationen im Umgang mit der Systematik. Dieses Kapitel schließt in Abschnitt 4.7 mit 
der Bewertung der Systematik anhand der Anforderungen aus Abschnitt 2.6 ab.      

Das Vorgehensmodell für die Systematik zur geschäftsmodellorientierten Technologie-
frühaufklärung orientiert sich am idealtypischen Prozess zur strategischen Frühaufklä-
rung und greift diesen in fünf Phasen auf (vgl. Bild 4-1). Im Folgenden werden diese 
Phasen zunächst grundlegend beschrieben und anschließend in den Abschnitten detailliert 
erläutert.  

Analyse der Geschäftstätigkeit (Phase 1): Das Vorgehen beginnt mit einer Geschäfts-
tätigkeitsanalyse. Dabei wird sichergestellt, dass alle geschäftsmodellrelevanten Aspekte 
(Partialmodelle) zur Repräsentation der Geschäftslogik dokumentiert und in ein tätig-
keitsorientiertes Beschreibungsschema überführt werden. Als nächstes werden die Pro-
zesse der Geschäftstätigkeit abgebildet. Abschließend werden technologieorientierte Ver-
besserungspotentiale43 abgeleitet und bewertet. Technologiepotentiale sind aufwändige 

                                                 
41 Im Folgenden Bill Gates genannt. 

42 Die Systematik ist ebenfalls für den Einsatz von neuen Geschäftsmodellen geeignet; Möglichkeiten zur 
Dokumentation eines solchen Geschäftsmodells sind in der Literatur bereits ausreichend beschrieben 
und werden daher im Rahmen dieser Arbeit nicht weiter vertieft (vgl. Abschnitt 2.1.1).  

43 Im Folgenden werden technologieorientierte Verbesserungspotentiale und Technologiepotentiale syno-
nym verwendet. 
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Tätigkeiten in der Geschäftslogik, für die vermutet werden kann, dass Technologien diese 
Missstände beheben können. Dies stellt das Resultat von Phase 1 dar.    

 

Bild 4-1: Vorgehensmodell zur geschäftsmodellorientierten Technologiefrühaufklä-
rung in Anlehnung an [PEG+15, S. 8] 

Vorbereitung der Technologiesuche (Phase 2): Phase 2 greift die Technologiepotenti-
ale auf und beschreibt das Ableiten von Suchaufträgen. Dafür wird zunächst im ersten 
Schritt das technologische Suchfeld erläutert. Darauf aufbauend werden die Suchbegriffe 
beschrieben und mit Hilfe eines Thesaurus erweitert, damit auch andere Nomenklaturen 
berücksichtigt werden, die die gleiche Bedeutung haben. Anschließend werden die Such-
quellen definiert und ausgewählt. Suchquellen sind differenziert zu betrachten, da sie ab-
hängig vom Neuigkeitsgrad der zu suchenden Technologie mehr oder weniger gut geeig-
net sind. Abschließend werden die erarbeiteten Informationen in Form von Suchaufträgen 
zusammengefasst, was das Resultat der zweiten Phase darstellt.    

Durchführung der Technologiesuche (Phase 3): Die Durchführung der Technologie-
suche beschreibt das Wechselspiel zwischen manuellen und rechnerunterstützten Aufga-
ben zur Identifikation von Technologien in Quellen. Dazu wird in Phase 3 zunächst die 
Konfiguration von Suchmodulen beschrieben. Dies beinhaltet das Zusammenstellen aller 
notwendigen technischen Informationen, die zum Zugriff auf eine Quelle notwendig sind. 
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Im Folgenden werden die automatisierten Schritte Durchführung der modularen Suche, 
Technologieextraktion sowie Anreicherung von Technologieinformationen beschrieben. 
Abschließend erfolgt eine Klassifikation der Technologien.  

Bewertung der Technologien (Phase 4): Die vierte Phase beginnt mit der manuellen 
Ergänzung von Technologieinformationen für die identifizierten und klassifizierten Tech-
nologien. Dazu wird zunächst ein Beschreibungsschema in Form eines Steckbriefs defi-
niert. Anschließend folgt die Bewertung der Technologieattraktivität anhand eines Port-
folios. Dazu werden die Technologierelevanz sowie die relative Technologieerreichbar-
keit bewertet. Abschließend findet eine Priorisierung der Technologien mit Hilfe eines 
Technologieradars statt. Dabei wird die bewertete Technologieattraktivität, aber auch das 
Synergiepotential sowie der Reifegrad dargestellt. 

Planung der Technologie-Exploration (Phase 5): Für die Einschätzungen zur Pra-
xistauglichkeit von Technologien wird im Rahmen der fünften Phase dessen Erprobung 
geplant. Dazu wird eine integrierte Technologie-Projekt-Roadmap erstellt. Diese Road-
map dient der zeitlichen Darstellung der Verfügbarkeit von den priorisierten Technolo-
gien sowie der Visualisierung, welche Technologien in einem gemeinsamen Projekt eva-
luiert werden sollten. Dafür werden technologische Machbarkeitsstudien definiert, in de-
nen die priorisierten Technologien erprobt werden. Die Erprobung dient dem Wissenser-
werb im praktischen Umgang mit der Technologie. Das Vorgehen resultiert in einem 
transparenten Plan zur Erschließung von geschäftsmodellrelevanten.  

Zum besseren Verständnis und zur Validierung wird dieses Vorgehen anhand eines Bei-
spiels mit einem Hersteller von Cash Cycle Management-Lösungen44 erläutert. Vertrau-
liche Inhalte wurden in den Darstellungen abgeändert und vereinfacht. Die Industrie für 
Cash Cycle Management-Lösungen steht zwei grundlegenden Herausforderungen gegen-
über. Das Unternehmen agiert seit einigen Jahren in einem schwierigen Branchenumfeld: 
Niedrigzinspolitik und der einhergehende Wegfall von Bankfilialen bei gleichzeitigen ge-
opolitischen Spannungen in Ost-Europa und Asien, einem der Hauptabsatzmärkte führen 
zu einem hohen Margendruck. Gleichzeitig ändert sich das Nutzungsverhalten der End-
kunden: Das Thema User Experience wird wichtiger. Auch Cash Cycle Management-
Systeme müssen diesem Trend zwangsläufig folgen.  

Die zweite Herausforderung betrifft die Digitalisierung. Die Einfachheit im Umgang mit 
bargeldlosen Bezahlverfahren sowie das zunehmend sinkende Vertrauen in das Bargeld-
system und das Ausweichen in sog. Kryptowährungen erschweren das Geschäft zusätz-
lich. Es besteht somit ein Bedarf, das bestehende Geschäftsmodell vor dem Hintergrund 
technologischer Weiterentwicklungspotentiale zu analysieren und das Geschäftsmodell 
an die zukünftigen Anforderungen im Markt auszurichten. 

                                                 
44 Cash Cycle Management beschreibt Lösungen, die für die Interaktion mit Bargeld benötigt werden, wie 

Kassensysteme, Geldautomaten und Münzzähler. Die Lösungen bestehen in der Regel aus Hard- und 
Softwarekomponenten [Zil15, S. 45].  
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Zur Unterstützung des Vorgehensmodells wurde ein Software-Konzept entwickelt, das in 
Bild 4-2 schematisch dargestellt ist. Dabei handelt es sich um eine integrative Unterstüt-
zung des Vorgehensmodells. Der Einsatz von maschinellen Lernalgorithmen ermöglicht 
die Identifikation von neuen, subjektiv bisher nicht bekannten Technologien. Die Pfeile 
stellen die Informationsflüsse zwischen den einzelnen Elementen dar. 

 

Bild 4-2: Software-Unterstützung zur geschäftsmodellorientierten Technologiefrüh-
aufklärung in Anlehnung an [PEG15, S. 1653] 
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Im Zentrum der Software-Unterstützung steht die Applikation (vgl. I), die eine Kompo-
nente zur visuellen Interaktion45 mit dem Benutzer bereitstellt sowie eine Komponente 
zur Verarbeitung46 von unstrukturierten oder semi-strukturierten Daten beinhaltet. Die 
Applikation besteht somit aus einem Front-End und einem Back-End.  

Das Front-End dient der Benutzereingabe (vgl. IIa) sowie der Visualisierung von Er-
gebnissen. Dabei unterstützt die Software den Benutzer mit Hilfe des Front-Ends bei der 
Vorbereitung der Technologiesuche (Phase 2 des Vorgehensmodells). Die Datenbanken 
werden im Rahmen des Suchauftrags durch den Benutzer ausgewählt. Ferner werden über 
das Frontend die Ergebnisse dargestellt (vgl. III), die mit Hilfe der Software visualisiert 
werden. Dabei handelt es sich zunächst um eine Technologieliste, die alle potentiellen 
Technologien beinhaltet, die durch die Applikation identifiziert wurden.  

Das Back-End der Applikation organisiert mittels Suchmodule die Anbindung an Da-
tenbanken (vgl. IIb), die Datenverarbeitung sowie die Organisation von Ergebnisdaten 
für das Reporting der Ergebnisse. An das Back-End können Datenbanken angebunden 
werden, auf denen die Applikation neue Technologieinformationen sucht und diese zur 
Bewertung durch den Benutzer aufbereitet (Scanning). Suchaufträge können in definier-
ten Abständen selbständig abgearbeitet werden, sodass technologische Suchfelder auto-
matisiert über den Zeitverlauf beobachtet werden können (Monitoring).  

Dem Benutzer wird aus der Applikation heraus ein Vorbewertungsformular bereitgestellt, 
mit dem die Ergebnisse als richtig oder falsch klassifiziert werden. Dies ist essenziell für 
das maschinelle Lernen zur stetigen Verbesserung der Suchergebnisse. Für jede als rich-
tig klassifizierte Technologie wird durch die Software ein Technologiesteckbrief erstellt 
und durch bereits vorhandene Informationen angereichert47. Auf Basis des Technologie-
steckbriefs werden die Technologien bewertet und anhand der Technologieleistungsfä-
higkeit und der Relevanz für das Geschäftsmodell in einem Technologieradar visualisiert. 
Die Verkettung von Informationen über das gesamte Vorgehen ermöglicht eine präzise 
Ableitung von Handlungsoptionen, da sämtliche erarbeiteten Informationen zentral abge-
legt und verknüpft sind.   

                                                 
45 Im Folgenden Front-End genannt; das Front-End wurde auf Basis von MICROSOFT SHAREPOINT 2013 

konzipiert, es ist allerdings auch mit anderen Kollaborationsplattformen umsetzbar. Gegebenenfalls sind 
Anpassungen an der beschriebenen Umsetzung notwendig. SHAREPOINT wurde im Stand der Technik 
nicht analysiert, da dieses Software-Tool keinen Einfluss auf die Erfüllung der Anforderungen hat. 

46 Im Folgenden Back-End genannt; das Back-End wurde auf Basis des IT-Werkzeugs KNIME konzipiert, 
es ist allerdings auch mit anderen Analytics-Plattformen umsetzbar. Gegebenenfalls sind Anpassungen 
an die beschriebene Umsetzung notwendig. 

47 Im Rahmen dieser Arbeit wurde die von WIKIPEDIA zur Verfügung gestellte Programmier-Schnittstelle 
(API) genutzt; jede andere beliebige Internet-Enzyklopädie mit einer dokumentierten API ist dafür eben-
falls geeignet.  
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4.1 Analyse der Geschäftstätigkeit 

Im Rahmen der Geschäftstätigkeitsanalyse wird in diesem Abschnitt die Ausgangssitua-
tion analysiert. Ziel sind technologieorientierte Verbesserungspotentiale. Dazu wird zu-
nächst das aktuelle Geschäftsmodell tätigkeitsorientiert beschrieben (Abschnitt 4.1.1). 
Anschließend werden die Prozesse der Geschäftstätigkeit abgebildet (Abschnitt 4.1.2) 
und die daraus resultierenden Technologiepotentiale abgeleitet und bewertet (Ab-
schnitt 4.1.3).  

4.1.1 Tätigkeitsorientierte Beschreibung des Geschäftsmodells 

Ziel dieser Aufgabe sind dokumentierte Geschäftsmodelltätigkeiten zur Realisierung der 
beschriebenen Marktleistung. Von der strukturierten Aufnahme des Geschäftsmodells an-
hand von formalisierten Geschäftsmodellvariablen und -ausprägungen wird im Rahmen 
dieser Arbeit abgesehen, da es für den verfolgten Zweck als nicht zielführend erachtet 
wird. Vielmehr wird eine tätigkeitsorientierte Beschreibung des Geschäftsmodells benö-
tigt, um einen Bezug zu den Geschäftsprozessen herzustellen, die für die Wertschöpfung 
notwendig sind (vgl. Abschnitt 2.1.1). 

Bild 4-3 zeigt einen Auszug aus dem Geschäftsmodell für das Cash Cycle Management. 
Es besteht aus den Partialmodellen Angebots-, Kunden-, Wertschöpfungs- und Finanz-
modell (vgl. Abschnitt 2.1.1). Innerhalb der Partialmodelle sind die Geschäftsmodellele-
mente als Überschrift definiert. Die Inhalte spiegeln die konkreten Gestaltungsoptionen 
wider. Das heutige Geschäftsmodell fokussiert sich im Angebotsmodell auf die Entwick-
lung und Bereitstellung von Geldautomaten. Ferner werden Service und Wartungsver-
träge angeboten. Die übrigen Geschäftsmodellelemente in den Partialmodellen sind so 
ausgestaltet, dass die angebotenen Marktleistungen erbracht werden können.  

Zur nachhaltigen Sicherung des aktuellen Geschäftsmodells können Technologien die-
nen, die die Effizienz aller wertschöpfenden Tätigkeiten48 erhöhen oder neue Marktleis-
tungen ermöglichen. Das Geschäftsmodell nimmt dabei eine vermittelnde Rolle zwischen 
Geschäftsstrategie und Geschäftsprozessen ein (Abschnitt 2.1.1). Für eine detaillierte 
Technologieanalyse ist das Verlassen der abstrakten Ebene des Geschäftsmodells not-
wendig. Aus diesem Grund werden im Folgenden die Geschäftsprozesse dokumentiert 
und analysiert.  

 

                                                 
48 Auch die Tätigkeiten im Rahmen des Angebots-, Kunden- und Finanzmodells werden in dieser Arbeit 

als wertschöpfende Tätigkeiten angesehen, da diese notwendig zur erfolgreichen Erbringung der Markt-
leistung sind.  
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Bild 4-3: Auszug aus dem Geschäftsmodell zum Cash Cycle Management  

4.1.2 Abbildung der Prozesse der Geschäftstätigkeit 

Ziel sind dokumentierte Prozesse zu dem Geschäftsmodell, das in Abschnitt 4.1.1 be-
schriebenen ist. Dazu wird zunächst eine Prozesslandkarte in OMEGA erstellt und an-
schließend der Bezug vom Geschäftsmodell zur Prozesslandkarte hergestellt. Jeder Ge-
staltungsoption der Geschäftsmodelle werden ein oder mehrere Geschäftsprozesse zuge-
ordnet. In der Regel verweist eine Gestaltungsoption auf einen Teilprozess, der in 
OMEGA durch die grauen Balken kennzeichnet wird. Bild 4-4 zeigt diese Zuordnung 
schematisch.  

Beispielhaft kann hier die Bereitstellung von Ersatzteilen genannt werden, die Teil des 
gesamten Verkaufsprozesses – vom Bestelleingang über die Bestellabwicklung bis zur 
Kommissionierung und Verbuchung – ist. Dieser Teilprozess ist nur indirekt mit der 
Marktleistung bzw. Umsatzgenerierung verknüpft. Gleichwohl hat dieser Prozess Ein-
fluss auf die Kostenstruktur, da es vorkommt, dass Teile verlegt und somit abgeschrieben 
bzw. neu bestellt werden müssen. 

Als weiteres Beispiel dient die Gewährleistung der Sicherheit am Geldautomaten. Dies 
ist ein wesentlicher Teil des Nutzenversprechens und betrifft zum einen die Hardware, 
indem verstärkte Materialien eine höhere mechanische Sicherheit gewährleisten. Zum an-
deren betrifft dies auch die Elektronik und die Software / Firmware auf dem Gerät. Die 
Nutzungsparameter des Geldautomaten werden an die Banken übermittelt. Dort werden 
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mit Hilfe von Algorithmen mögliche Betrugsversuche identifiziert (Fraud Detection). Für 
diese Methode bedarf allerdings hoher Investitions- und/oder Betriebskosten für die Inf-
rastruktur und die Datenverarbeitung.  

 

Bild 4-4: Schematische Darstellung der Zuordnung zwischen Gestaltungsoptionen und 
Geschäftsprozessen  

Alle Geschäftsprozesse werden in einer Liste gesammelt und beschrieben. Ein Ausschnitt 
dieser Auflistung ist in Tabelle 4-1 dargestellt. Jeder Geschäftsprozess wird mit einem 
eindeutigen, prägnanten Namen bezeichnet und erhält eine Zuordnung der Gestaltungs-
optionen aus dem Geschäftsmodell. Ferner werden alle dazugehörigen Teilprozesse auf-
gelistet.  
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Tabelle 4-1: Schematische Darstellung der Zuordnung zwischen Gestaltungsoptionen 
und Geschäftsprozessen  

 

Bild 4-5 zeigt die Prozesslandkarte sowie zwei exemplarische Geschäftsprozesse aus dem 
Ersatzteilprozess in OMEGA. Die Ersatzteil-Anfrage wird in Papierform als Auftrag an 
die Suchanfrage übergeben. Anschließend wird die Suchanfrage im ERP-System gestar-
tet und der Auftrag in ein IT-Objekt überführt. Dieser gelangt dann zum nächsten Pro-
zessschritt Ersatzteil bereitstellen. Das Ersatzteil wird im Lager gesucht und im ERP-
System verbucht. Anschließend wird das Ersatzteil an den nächsten Prozess übergeben. 

 

Bild 4-5: Auszug aus den Geschäftsprozessen für das Cash Cycle Management in 
OMEGA 
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4.1.3 Ableitung und Bewertung von technologieorientierten Verbesse-
rungspotentialen 

Ziel sind technologieorientierte Verbesserungspotentiale, die aus den Geschäftsprozessen 
abgeleitet werden. OMEGA liefert zur Analyse von Prozessen ein Objekt zur Kennzeich-
nung von Potentialen. Damit können Schwachstellen visualisiert werden, die ein „Ver-
besserungspotential im Ablauf“ darstellen [GP14, S. 259]. Verbesserungspotentiale wer-
den vorrangig bei der Analyse von Ist-Prozessen gekennzeichnet und sind in diesem Zu-
sammenhang unspezifisch. Sie können sowohl den Ablauf als solches, aber auch die dafür 
eingesetzten technischen Ressourcen betreffen. Zur besseren Einordnung dieser Prozesse 
werden die Konstrukte von OMEGA um ein Technologiepotential-Element ergänzt. 
Bild 4-6 zeigt dieses Element. In Anlehnung an die Definition eines Potentials, kenn-
zeichnet ein Technologiepotential somit eine technologische Schwachstelle. Das bedeu-
tet, dass diese Schwachstellen mit dem Einsatz von zusätzlichen Technologien behoben 
werden können.  

 

Bild 4-6: Technologisches Verbesserungspotential in Anlehnung an [GP14, S. 259]  

In dem konkreten Beispiel ist im Rahmen des Ersatzteil-Verkaufs ein Zugriff auf die Er-
satzteildatenbank über mobile Geräte nicht aus der Ferne möglich. Ferner existiert keine 
automatisierte Lösung zum Auffinden von Ersatzteilen im Lager. Bild 4-7 zeigt die Tech-
nologiepotentiale in OMEGA visualisiert.  

Diese Darstellung bietet einen Überblick über die technologischen Missstände. Der hohe 
Grad an manuellen Arbeiten kann mit Hilfe technischer Hilfsmittel verringert werden und 
somit zu einer Effizienzsteigerung führen. Diese Analyse deckt somit Kosteneinsparungs- 
sowie Umsatzpotentiale auf. 

 

Bild 4-7: Auszug aus dem Ersatzteilprozess in OMEGA mit Technologiepotentialen 
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Im Folgenden werden die Potentiale für die Suche nach technologischen Hilfsmitteln vor-
bereitet. Dazu werden sämtliche Technologiepotentiale in einer Liste gesammelt und abs-
trahiert. Die Potentiale werden dabei inhaltlich zu Potentialkombinationen gruppiert. 
Hierbei kann ein Potential mehreren Gruppen zugeordnet werden. Bild 4-8 zeigt beispiel-
haft eine solche Potentialliste auf der linken Seite und die Potentialkombinationen rechts.  

Die aufgeführten Potentiale betreffen das gesamte Geschäftsmodell bzw. die gesamte 
Prozesslandschaft. So umfasst Potential Nr. 2 beispielsweise die Erweiterung der Geld-
automaten um Zusatzfunktionen. Im Bereich Fraud Detection können dies beispielsweise 
Anpassungen an Transaktionsparametern sein, die für die Detektion von Betrugsversu-
chen benötigt werden. Updates von Transaktionsparametern per Funk bzw. Over-the-Air 
(OTA) stellen den effizientesten Weg dar. Hierfür wird eine entsprechende Infrastruktur 
benötigt. Ferner müssen zum anderen die Geldautomaten in die Lage versetzt werden, 
solche Updates zu empfangen und verarbeiten zu können. Das Potential Nr. 2 kann somit 
der Potentialgruppe Netzwerk-Infrastruktur und Update-fähigkeit von Geldautomaten zu-
geordnet werden.  

 

Bild 4-8: Potentialliste mit Zuordnung zu Potentialgruppen  

Im Folgenden wird die Rangfolge der Potentialgruppen priorisiert.49 Dazu werden die 
Potentialgruppen hinsichtlich ihrer Kosten- und Umsatzrelevanz in einem Portfolioansatz 
bewertet (vgl. Bild 4-9). Die Kostenrelevanz lässt sich anhand der Kriterien absolute 
Kostenhöhe, Kostensenkungspotential (durch den Einsatz von Technologien) und Syner-
giepotential (des korrigierten Missstandes für weitere Potentialkombinationen) bewerten. 
Die Umsatzrelevanz lässt sich durch die Kriterien Differenzierungspotential (zum Wett-
bewerb), die Auswirkung auf den aktuellen Umsatz sowie durch das zukünftige Umsatz-
potential bewerten.  

                                                 
49 Das Portfolio zur Bewertung der Rangfolge von Potentialkombinationen nach KÖSTER in Anlehnung an 

STOLL ist hier nicht zielführend, da die notwendigen Informationen zur Bewertung der Potentialkombi-
nationen zu diesem Zeitpunkt noch nicht bekannt sind [Kös14, S. 93], [Sto10, S. 101]. 
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Die Potentialgruppe 8 Indoor-Positionierung für die Intra-Logistik weist eine hohe Kos-
tenrelevanz bei hoher Umsatzrelevanz auf und hat somit direkten Einfluss auf die Marge. 
Die manuelle Suche nach Ersatzteilen ist sehr personalintensiv und dadurch vergleichs-
weise teuer. Diese Kosten können durch den Einsatz moderner Technologien eingespart 
werden. Mögliche Indoor-Positionierungs-Technologien können jedoch noch für weitere 
Zwecke genutzt werden, beispielsweise für Wertstromanalysen50 innerhalb des Lagers. 
Zusätzlicher Umsatz kann in diesem konkreten Fall nicht generiert werden, da das einge-
sparte Lager-Personal nicht unmittelbar an der Wertschöpfung beteiligt ist und somit auch 
nicht für andere wertschöpfende Tätigkeiten eingesetzt werden kann. Allerdings besteht 
die Möglichkeit, Indoor-Positionierungs-Technologien in Geldautomaten zu verbauen 
und zusätzliche Marktleistungen in geschlossenen Räumen, wie Einkaufszentren, zu ge-
nerieren. Das Resultat dieser Phase sind Gruppen von Technologiepotentialen.     

 

Bild 4-9: Bewertungs-Portfolio für die Potentialattraktivität von Technologiepotentia-
len  

                                                 
50 Wertstromanalysen schaffen Transparenz innerhalb des eigenen Lagers oder der Fertigung, indem Wege 

von Waren und Gütern analysiert und typische Kennzahlen berechnet werden, wie z.B. die durchschnitt-
liche Distanz. Die Informationen können für eine Lageroptimierung genutzt werden (Erl10, S. 38ff.). 
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4.2 Suchvorbereitung 

Die in Phase 1 beschriebenen Technologiepotentiale werden in Phase 2 für die Techno-
logiesuche vorbereitet. Ziel sind Suchaufträge. Dazu werden zunächst die technologi-
schen Suchfelder beschrieben und in Form von Steckbriefen abgelegt (Abschnitt 4.2.1). 
Anschließend werden die Suchfelder abstrahiert und die Suchbegriffe beschrieben (Ab-
schnitt 4.2.2). Diese Suchbegriffe werden dann mit einem Thesaurus erweitert (Ab-
schnitt 4.2.3). Im Anschluss daran werden die Suchquellen definiert und ausgewählt (Ab-
schnitt 4.2.4). Abschließend werden Suchaufträge definiert (Abschnitt 4.2.5).  

4.2.1 Beschreibung technologischer Suchfelder 

Ziel sind beschriebene technologische Suchfelder, die aus den Technologiepotentialen 
abgeleitet werden. Dazu werden die Potentialkombinationen aus dem Bewertungs-Port-
folio für Technologiepotentiale entnommen, die eine hohe Priorität51 aufweisen. Für die 
weitere Validierung in dieser Arbeit wird die Potentialkombination 8 Indoor-Positionie-
rung für die Intra-Logistik genutzt. 

Erfahrungsgemäß schränken zu konkrete Suchbegriffe das Suchfeld zu sehr ein. Aus die-
sem Grund wird das Technologiepotential abstrahiert. Für die Beschreibung des Such-
felds wird die Begriffsanalyse nach PEITZ genutzt [Pei15, S. 108f.]. Sie beinhaltet die 
folgenden vier Prinzipien, die das Suchfeld zielführend beschreiben:  

• Abstraktion: Die Abstraktion, also die Verallgemeinerung, stellt das wichtigste 
Konzept zur Erarbeitung von Technologiesuchfeldern dar. PEITZ nutzt dabei eine 
Beschreibung nach Funktionen und Prozessen [Pei15, S. 108f.]. Da Technologien 
in der Regel Prozesse unterstützen oder Funktionen ermöglichen, stellt diese Me-
thode einen wesentlichen Teil der Beschreibung dar.  

• Dekomposition: Die Dekomposition nach Teilsystemen ist besonders bei einer 
marktleistungsorientierten Analyse des Geschäftsmodells relevant, bei der Pro-
dukte und Dienstleistungen im Vordergrund stehen. Die Dekomposition schafft 
ein besseres Verständnis über Teilsysteme und Subtechnologien [Pei15, S. 109]. 
Im Rahmen der wertschöpfungsorientierten Analyse des Geschäftsmodells ist 
diese Methode primär zum Schaffen eines besseren Verständnisses des Suchfelds 
geeignet und dient als Vorarbeit zur späteren Bewertung der Suchergebnisse.   

• Kontextbeschreibung: Die Kontextbeschreibung kann aus den Einzelpotentialen 
abgeleitet werden (vgl. Bild 4-9). Die Details werden zwar nicht für die Suche 
benötigt, sind allerdings für die spätere Technologie-Exploration hilfreich. 

                                                 
51 Selbstredend können nach eigenem Ermessen auch weitere Potentiale ausgewählt werden. Das Portfolio 

ist lediglich als Entscheidungsunterstützung anzusehen. 
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• Synonymisierung: Auf eine Synonymisierung wird zu diesem Zeitpunkt verzich-
tet. Sie wird allerdings im Rahmen der Suchvorbereitung (Phase 2) wieder aufge-
griffen. Dazu werden die Synonyme mit Hilfe eines Thesaurus im Rahmen der 
Softwareunterstützung automatisiert generiert. 

Bild 4-10 zeigt die Darstellung eines Technologiesuchfeldes in Form einer MindMap. Im 
Zentrum steht das Technologiepotential. Die Beschreibungselemente in Form der drei 
genutzten Prinzipien sind um das Verbesserungspotential angeordnet.  

Die Kontextbeschreibung enthält die wesentlichen qualitativen Anforderungen, wie das 
Orten von Paletten, das Einfluss auf die Größe sowie die den Energieverbrauch des Or-
tungsträgers hat. Ferner soll der Kurzzeitbetrieb, also das spezifische Abfragen von Posi-
tionsdaten ermöglicht werden sowie der Dauerbetrieb, der eine Echtzeitübertragung zur 
Folge hat. Die Reichweite der Ortung soll bei 15 Metern liegen bei einer Genauigkeit von 
einem halben Meter. Die Abstraktion gibt bereits Hinweise auf mögliche Suchbegriffe, 
wie Lokalisierung, Positionierung und Ortung. Im Rahmen der Dekomposition liegt die 
Herausforderung darin, den Suchraum möglichst offen zu lassen und sich nicht auf Funk-
technologien zu beschränken. Gleichwohl gibt es notwendige Voraussetzungen, wie ein 
Ortungs-Tag zur Identifikation von Objekten. 

 

Bild 4-10: Begriffsanalyse des Suchfelds in Anlehnung an PEITZ [Pei15, S. 108] 
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4.2.2 Beschreibung von Suchbegriffen 

Ziel sind Suchbegriffe, die von dem IT-Werkzeug aufgenommen und für die Suche in 
Quellen genutzt werden. Dazu werden die beschriebenen technologischen Suchfelder als 
Basis genutzt.  

Die Suchsprache hat einen wesentlichen Einfluss auf die Ergebnisse. Da in diesem An-
satz ein maschinelles Lernverfahren genutzt wird (vgl. Phase 3), müssen die Lernmodelle 
in einer beliebigen Sprache angelernt werden. Die Auswahl der Suchsprache beruht im 
Wesentlichen auf den folgenden zwei Kriterien:  

• Verfügbarkeit von Quellen: Eine Vielzahl von potentiellen wissenschaftlichen 
und technischen Quellen liegen in englischer Sprache vor [DK12, S. 1399]. So ist 
ein Aufnahmekriterium für sogenannte Zitationsdatenbanken, dass mindestens 
ein Abstract und Titel in englischer Sprache vorliegt [Els17-ol, S. 2]. Die engli-
sche Sprache führt zudem dazu, dass möglichst international gesucht wird.  

• Verfügbarkeit von Werkzeugen zur Aufbereitung von unstrukturierten Da-
ten: Im Rahmen der Technologiefrühaufklärung liegen die meisten Technologie-
informationen in Form von Texten vor. Es handelt sich somit um unstrukturierte 
Daten. Für die Analyse bedarf es einer Vorverarbeitung dieser Texte. Typische 
Methoden werden unter dem Schlagwort NLP zusammengefasst (vgl. Ab-
schnitt 2.1.6). Als Beispiel kann hier ein Stop Word-Filter genannt werden, der 
mit Hilfe einer definierten Liste sog. Stoppwörter herausfiltert, um den Analyse-
raum einzugrenzen und die Suche effizienter zu gestalten. NLP-Werkzeuge, wie 
vorgefertigte Stoppwort-Listen, liegen aufgrund von großen Open Source-Com-
munities in hoher Vielzahl in englischer Sprache vor (vgl. Abschnitt 3.3.3).52  

Aufgrund der höheren Anzahl an verfügbaren Quellen und Werkzeugen zur Analyse von 
Texten wird im Rahmen dieser Arbeit Englisch als Suchsprache verwendet. Das techno-
logische Suchfeld Indoor-Positionierung für die Intra-Logistik wird nun abstrahiert und 
in die englische Sprache überführt. Daraus wird der Suchbegriff indoor positioning. Die-
ser Suchbegriff beschreibt ein Suchfeld. Suchbegriff und Suchfeld werden im Folgenden 
in Form eines Steckbriefs dokumentiert. Bild 4-11 zeigt exemplarisch den Steckbrief für 
dieses Suchfeld. Dazu wird eine Kategorisierung sowie Kurzbeschreibung angefertigt 
und die bereits existierenden Informationen (Begriffsanalyse, Geschäftsmodell, Potenti-
alattraktivitäts-Portfolio) zusammengetragen. Der Steckbrief enthält eine Einschätzung 
des vorhandenen Technologiewissens im Unternehmen. Dies ist relevant für die Auswahl 
von Suchquellen (vgl. Abschnitt 4.2.4). 

                                                 
52 Diese Werkzeuge können auch in den jeweiligen Landessprachen nachgebaut werden. Das Vorgehen ist 

bereits ausführlich beschrieben und bietet keinerlei wissenschaftlichen Mehrwert (vgl. Abschnitt 3.3.3). 
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Bild 4-11: Steckbrief für das Suchfeld mit Suchbegriffen 

4.2.3 Erweiterung der Suchbegriffe mit einem Thesaurus 

Ziel ist eine Menge an synonymen Suchbegriffen für ein Suchfeld. Ausganspunkt sind 
die beschriebenen Suchbegriffe für das Technologiepotential. Für die Beschreibung der 
technologischen Suchfelder ist die Begriffsanalyse nach PEITZ genutzt worden (vgl. Ab-
schnitt 4.2.1). Hierbei wurde die Synonymisierung zurückgestellt. Diese wird nun auf-
gegriffen. 

Die Vielfalt der natürlichen Sprache erlaubt das bedeutungsgleiche Beschreiben mit ähn-
lichen oder anderen Begriffen. Da Texte in der Regel vom Menschen frei formuliert wer-
den, können somit auch wechselnde Begriffe für den gleichen Sachverhalt genutzt wer-
den. Dies trifft auch für das Beschreiben von Technologien zu, insbesondere in einer sehr 
frühen Phase. Das bedeutet, dass je schwächer das zu interpretierende Signal53 ist, desto 
freier und unkonventioneller ist die gefundene Nomenklatur innerhalb der Beschreibung. 
Aus diesem Grund ist es notwendig, das Suchfeld möglichst genau, aber auch weit genug 
zu definieren. Eine gängige Methode ist die Synonymisierung des Suchbegriffs.  

Bild 4-12 zeigt exemplarisch das Erweitern des Suchbegriffs indoor positioing mit Hilfe 
von Synonymen. Ein Suchbegriff kann aus einer Aneinanderreihung einzelner Begriffe 

                                                 
53 Der Grad der „Schwäche“ eines schwachen Signals korreliert mit der Häufigkeit der Nennung in ver-

schiedenen disjunkten Quellen. 
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bestehen, wie es in diesem Validierungsbeispiel der Fall ist. Der zusammengesetzte Such-
begriff wird in die Teile indoor und positioning zerlegt. Es zeigt sich, dass noch weitere 
Begriffe berücksichtigt werden müssen.   

 

Bild 4-12: Auszug aus dem Prinzip der Verkettung von Synonymen  

Für beide Begriffe werden im Folgenden die Synonyme erarbeitet und in einer Liste ab-
gelegt. Im Anschluss daran werden die Synonyme beider Teilbereiche miteinander kom-
biniert, also das Kreuzprodukt gebildet. Bild 4-13 zeigt dieses Prinzip. 

Da die zusammengesetzten Suchbegriffe beliebig lang und die Anzahl der Synonyme so-
wie die daraus entstehenden Suchabfragen beliebig groß werden können, wird von einer 
manuellen Verkettung abgeraten. Es existieren Programmierschnittstellen an beliebige 
Thesauri, die einen Begriff entgegennehmen und eine Liste an Synonymen zurückgeben. 
Im Rahmen dieser Arbeit wird der Thesaurus-Dienst ALTERVISTA54 genutzt. Die Einträge 
der zurückgegebenen Synonyme werden anschließend miteinander kombiniert. Resultat 
sind somit die verketteten Suchbegriffe, die in einer Liste abgelegt werden und im Rah-
men der Technologiesuche (vgl. Phase 3) wieder aufgegriffen werden. 

 

Bild 4-13: Auszug des Kreuzprodukts indoor positioning mit Synonymen  

4.2.4 Definition und Auswahl von Suchquellen 

Ziel sind Suchquellen für den jeweiligen Suchauftrag. Dabei müssen die Suchquellen An-
forderungen erfüllen, um vom IT-Werkzeug berücksichtigt werden zu können und im 
Rahmen dieser Systematik nutzbar zu sein. Nachdem die Anforderungen definiert sind, 
werden Quellen gesucht, die potentiell passend sind. Anschließend werden diese Quellen 

                                                 
54 Der Thesaurus-Dienst ALTERVISTA kann durch ein äquivalentes Werkzeug ersetzt werden. Dabei kann 

es sein, dass andere Programmierschnittstellen adaptiert werden müssen.  
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anhand der Anforderungen bewertet. Abschließend findet eine Auswahl von Quellen be-
zogen auf den Suchauftrag statt. Dabei wird der Neuigkeitsgrad des untersuchten Tech-
nologiefeldes als Kriterium herangezogen. Im Folgenden werden die einzelnen Schritte 
zur Definition und Auswahl von Suchquellen beschrieben. Dazu erfolgt zunächst eine 
Beschreibung von Anforderungen an die Suchquellen:  

• Englischsprachig: Das maschinelle Lernmodell wird mit englischsprachigen 
Texten angelernt (vgl. Abschnitt 4.2.2, Abschnitt 3.3.1 und Abschnitt 3.3.3). Da-
mit Technologien in solchen Texten identifiziert werden können, werden daher 
ausschließlich englischsprachige Texte benötigt. 

• Programmierschnittstelle (API): Idealerweise bietet die Suchquelle eine API55 
an, um Texte sowie Metainformationen abzufragen. Dies gewährleistet ein effizi-
entes Suchen in den Quellen, indem das Information Retrieval in die Quellinfra-
struktur ausgelagert wird (vgl. Abschnitt 2.1.6). Zudem ist es durch Metadaten, 
wie das Änderungsdatum, möglich, Änderungen am Dokument nachzuvollziehen, 
seitdem das letzte Mal darauf zugegriffen wurde.     

• Gängiges Authentifizierungsverfahren: Für den Zugriff auf die Quellen über 
APIs werden in der Regel Authentifizierungsinformationen benötigt. Dies ist so-
wohl für kostenfreie, als auch für kostenpflichtige Quellen der Fall, um Miss-
brauch56 vorzubeugen.  Im Rahmen dieser Arbeit werden nur Quellen berücksich-
tigt, die das OAuth-Verfahren57 beherrschen.    

• Allgemeingültige Abfragesyntax: Datenbanksysteme bieten in der Regel eine 
eigene Abfragesyntax an. Diese Syntaxen können entweder sehr spezifisch oder 
eher allgemeingültig/generisch sein. Für diese Systematik sind Quellen zu bevor-
zugen, die eher allgemeingültig/generisch sind und mit den gängigen logischen 
Operatoren, wie z.B. AND, OR, XOR funktionieren (vgl. Abschnitt 3.3.2). Die 
Operatoren werden für die Kaskadierung der Suchbegriffe, also die Query Expan-
sion benötigt.   

                                                 
55 Prinzipiell ist die Suche auch über einen sogenannten Crawler möglich, der die Quellen manuell durch-

sucht, indem der unstrukturierte Teil aus dem Body der semi-strukturierten HTML-Datei extrahiert wird. 
Da die anschließende Technologie-Extraktion identisch mit dem Vorgehen der Abfrage über API ist, 
wird es im Rahmen dieser Arbeit nicht weiterverfolgt. 

56 Missbrauch kann unter anderem das Lahmlegen von Internetseiten beinhalten. Dabei ist die sogenannte 
Distributed Denial of Service (DDoS) eine beliebte Methode [SA16, S. 1ff.]. Dabei werden verschiedene 
Computer zusammengeschaltet und gemeinsam Anfragen an die Webseite geschickt. Die Last ist so 
hoch, dass die Seite nicht zu erreichen ist. Dies wird durch Authentifizierungsverfahren erschwert.  

57 OAuth (Open Authentication) ist ein gängiges, offenes Protokoll, das zur Steuerung der Autorisierung 
von API-Aufrufen genutzt wird. Die Autorisierung geschieht mit Hilfe eines Schlüssels, ohne sämtliche 
Anmeldedaten an die Gegenstelle zu übermitteln [Bih15, S. 1ff.].    
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• Regelmäßige Updates: Für das Identifizieren schwacher Signale ist es essentiell, 
dass die Daten und Informationen in den Suchquellen regelmäßig aktualisiert wer-
den. Diese Anforderung ist manuell zu prüfen. Gute Indikatoren sind eine aktive, 
große Community oder ein umfassender Quellenkatalog.   

Suche nach Quellen: Im Folgenden wird eine Auflistung der Suchquellen erstellt. Dabei 
kann der Aufwand beliebig groß sein, da insbesondere die Internet-Quellen eine hohe 
Dynamik aufweisen. Aus diesem Grund werden Kategorien vorgeschlagen, die jedoch 
beliebig erweitert werden können. Zum einen können neue Kategorien hinzugefügt wer-
den, zum anderen können innerhalb der Kategorien neue Quellen hinzugefügt werden. 
Bild 4-14 stellt einige inhaltlich nützliche Quellen58 dar.   

 

Bild 4-14: Überblick über die gängigsten Suchquellen mit Kategorien  

Technologiepotentiale können mit verschiedenen Technologien erschlossen werden. 
Dazu ist es relevant zu wissen, wie hoch das bereits vorhandene Technologiewissen ist. 
Daraus ableitend sind verschiedene Quellen mehr oder weniger geeignet. Hierfür lässt 
sich die folgende Regel ableiten: Je schwächer das gesuchte Signal ist, desto spezifischer 
ist das notwendige Wissen zur Bewertung. Das bedeutet, dass bereits Erfahrungen in dem 
Bereich notwendig sind, um Schwache Signale zu identifizieren. Dies bedeutet auch, dass 
es sinnvoller ist, Quellen zu nutzen, die auch die frühen Phasen abdecken, wenn bereits 
Technologien in dem Suchfeld im Einsatz sind. Dies sind beispielsweise Datenbanken 
von wissenschaftlichen Institutionen, wie die Deutsche Forschungsgemeinschaft (DFG). 
Die DFG fördert eher die Grundlagenforschung und präsentiert die Projekte auf ihrer In-
ternetseite.  

                                                 
58 Bild 4-14 stellt eine Zusammenfassung der inhaltlichen Quellen dar. Die Anforderungen müssen im 

Einzelfall geprüft werden.  
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Sind noch keine Technologien aus dem Suchfeld im Unternehmen im Einsatz, so sind 
eher technologieorientierte Datenbanken oder Crowd Funding-Plattformen interessant. 
Eine Kategorisierung der Quellen ist somit hilfreich, um das benötigte Technologiewis-
sen einzugrenzen. Im Folgenden werden die einzelnen Kategorien beschrieben: 

• Patentdatenbanken: Patentdatenbanken beinhalten angemeldete Patentschriften 
und -informationen. Die Navigation innerhalb dieser Datenbanken basiert auf ei-
ner Zuordnung von Schlüsseln59. Patentdatenbanken existieren auf landesspezifi-
scher oder supranationaler Ebene. So sind Patente innerhalb der Europäischen 
Union für die gesamte EU bindend. Patentdatenbanken können sowohl in frühen 
Phasen der Technologie-Exploration, als auch bei bereits existierenden Techno-
logiewissen eingesetzt werden. Patentdatenbanken haben den breitesten Anwen-
dungsbereich und decken den Bereich von wenig bis mittel-hohem Wissen ab.   

• Technologieorientierte Datenbanken: Technologieorientierte Datenbanken be-
inhalten bereits aufbereitete Technologieinformationen. Dafür ist ein externer 
Dienstleister verantwortlich, der in der Regel manuell Technologien sammelt und 
aufbereitet. Dieses Vorgehen beruht darauf, dass die Technologien bereits ausrei-
chend beschrieben sind, also demnach etabliert sind. Diese Datenbanken eigenen 
sich eher nicht, um schwache Signale zu identifizieren. Somit sind diese Quellen 
für Unternehmen mit mittlerem bis hohem vorhandenem Technologiewissen ge-
eignet. 

• Crowd Funding-Plattformen: Crowdfunding-Plattformen sind seit einiger Zeit 
besonders beliebt, um für technologieorientierte Ideen ein Startkapital zu sam-
meln. Dabei ist der Kreativität keine Grenzen gesetzt. Der Erfolg basiert auf der 
Weisheit der Masse. Die Finanzierungsziele sind in der Regel so hoch, dass ein 
großer Teil von Investoren überzeugt werden muss. Auf der anderen Seite werden 
enge Zeitziele gesetzt, sodass klassische Grundlagenforschung eher nicht Gegen-
stand dieser Plattformen sind. Für die potentielle Anwendung dieser Technologien 
wird wenig Technologiewissen vorausgesetzt.   

• Wissenschaftliche (Zitations-)Datenbanken: Für die Bewertung der Güte wer-
den wissenschaftliche Abhandlungen in einer zentralen Datenbank gespeichert 
und analysiert. Dabei werden unterschiedliche Metriken berechnet, beispielsweise 
der Hirsch-Index60. Abstrahiert können diese Verfahren wie folgt beschrieben 
werden: Werden Autoren mit ihren Publikationen oft von anderen Autoren refe-
renziert, so wirkt sich dies positiv auf die eigene Bewertung aus. Dabei handelt es 

                                                 
59 Aufgrund des gewählten Ansatzes zur Identifikation von Technologien, ist ein konkretes Verständnis 

zur Navigation in Patentdatenbanken nicht notwendig. Eine Beschreibung dieser Navigation kann WITT-
MANN und GREIF entnommen werden [WG89, S. 350]. 

60 Die Berechnung und Herleitung des Hirsch-Index kann bei TODESCHINI und BACCINI nachgeschlagen 
werden [TB16, S. 162ff.].  
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sich jedoch um rein quantitative Bewertungen. Allerdings müssen Kriterien erfüllt 
sein, um in diesen Datenbanken aufgenommen zu werden. Ein wesentliches Kri-
terium ist, dass mindestens der Titel und der Abstract in englischer Sprache vor-
liegen müssen (vgl. Abschnitt 4.2.2). Viele Autoren veröffentlichen jedoch den 
gesamten Text in englischer Sprache. So kann auf eine breite Sammlung von 
Quellen zurückgegriffen werden. Bei den Texten handelt es sich in der Regel um 
Grundlagenforschung oder angewandte Forschung. Hierfür sollte mindestens 
mittleres Wissen vorhanden sein. 

• Soziale Netzwerke: Soziale Netzwerke weisen die größte Anzahl an Nutzern auf. 
So konnte beispielsweise Facebook vor kurzem die 2 Milliarden-Grenze über-
schreiten [Hei17-ol]. Über äußerst umfassende Programmierschnittstellen61 kann 
mit Hilfe modernster Abfragetechniken gezielt nach Informationen gesucht wer-
den. Diese sind bei der großen Menge an Daten notwendig. Soziale Netzwerke 
werden vermehrt auch für professionelle Bedürfnisse verwendet. Aufgrund der 
hohen Nutzung und großen Akzeptanz, werden diese Netzwerke von vielen Ex-
perten genutzt. Aus diesem Grund und der schwierigen Eingrenzung der Nutzer-
gruppen wird davon ausgegangen, dass Informationen vorhanden sind, die den 
gesamten Reifegrad des Technologiewissens abdecken.  

• Sonstige Internetquellen: Sonstige Internetquellen beinhalten Webseiten, wie 
Fachportale oder -foren. Da eine konkrete Auswahl von solchen Quellen maßgeb-
lich vom Suchfeld abhängt, werden diese Quellen situativ ausgesucht. Eine ge-
zielte Suche nach diesen Internetquellen kann die gesamte Bandbreite an Infor-
mationen abdecken und ist somit potentiell für alle Reifegrade des vorhandenen 
Technologiewissens geeignet.  

• Job-Portale: Job-Portale sind eine geeignete Quelle, um herauszufinden, ob Un-
ternehmen in den Suchfeldern aktiv sind. Hierbei handelt es sich um frühe Sig-
nale, dass Unternehmen ihre Aktivitäten in bestimmten Feldern intensivieren 
möchten. An dem Grad der Hierarchiestufe lässt sich in der Regel ablesen, wie 
professionalisiert die Technologie bereits im Unternehmen ist. Auch hierbei las-
sen sich alle Reifegrade des vorhandenen Technologiewissens abdecken.   

Bewertung der Suchquellen nach Anforderungen:  

Die in Bild 4-14 dargestellten Quellen erfüllen die an sie definierten Anforderungen. Für 
die Aufnahme neuer Quellen werden mit Hilfe eines Quick Check-Fragebogens die An-
forderungen abgefragt. Alle Kriterien sind als K.O.-Kriterien anzusehen. Das bedeutet, 
dass eine nicht erfüllte Anforderung bereits zum Ausschluss dieser Quelle führt. Eine 
Gewichtung wird daher nicht vorgenommen. Bild 4-15 zeigt diesen Fragebogen. In dem 
oberen Bereich sind die Anforderungen aufgelistet, die die Quellen erfüllen müssen. Im 

                                                 
61 Weitergehende Informationen sind unter der Facebook Graph API zu finden [ABN15, S. 27ff.]. 
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unteren linken Bereich wird die Kategorisierung vorgenommen. Der untere rechte Be-
reich zeigt als Hilfestellung an, welche Bereiche an vorhandenem Technologiewissen 
durch die Kategorie von Quellen geeignet sind.  

 

Bild 4-15: Quick Check-Fragebogen für neue Suchquellen 

Auswahl der Suchquellen: 

Für den ersten Durchlauf einer Suche ist es zielführend, Kategorien von Quellen abzufra-
gen, die einen Gesamtüberblick geben können. Damit sind diejenigen Quellen gemeint, 
die den größten Bereich an vorhandenem Technologiewissens abdecken, beispielsweise 
Patentdatenbanken, wissenschaftliche Datenbanken und soziale Netzwerke. Diese Netz-
werke werden im professionellen Kontext unterschätzt, beinhalten allerdings aufgrund 
der Quantität an durchsuchbaren Daten viele schwache Signale. Im Rahmen dieser Arbeit 
werden stellvertretend folgende Quellen62 genutzt, die die oben gestellten Anforderungen 
erfüllen: 

• Open Patent Services (OPS) als Patentdatenbanken des Europäische Patentamts 
(EPO)  

                                                 
62 Eine Beschreibung sowie weiterführende Informationen für die ausgewählten Quellen sind zu finden 

unter [Eur17-ol], [IEE17-ol], [Twi17-ol]. 
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• IEEE Xplore als wissenschaftliche Datenbank 

• Twitter als soziales Netzwerk  

4.2.5 Definition von Suchaufträgen 

Abschließend werden in dieser Phase alle gesammelten Informationen zusammengefasst 
und im IT-Werkzeug abgelegt. Ziel sind Suchaufträge, die alle benötigten Informationen 
beinhalten. Dazu wird eine Eingabemaske bereitgestellt, die die notwendigen Informati-
onen abfragt. Bild 4-16 zeigt diese Eingabemaske.  

 

Bild 4-16: Eingabemaske für einen Suchauftrag in Anlehnung an [PEG15, S. 1658] 

Der Suchbegriff ist Abschnitt 4.2.2 zu entnehmen. Da die Suche sehr rechenaufwändig 
sein kann, kann die Anzahl der Resultate eingeschränkt werden. Dies kann jedoch dazu 
führen, dass Schwache Signale herausgefiltert werden. Es wird empfohlen, die Suche zu-
nächst mit einer niedrigen Anzahl an Suchergebnissen durchzuführen, um das maschi-
nelle Lernmodell für den Suchbereich zu trainieren (vgl. Abschnitt 4.3.4). Im Anschluss 
kann die Suche nochmals mit einer höheren Anzahl an Ergebnissen wiederholt werden.  

Die Auswahl der Quellen wird mit einer Mehrfachauswahl durchgeführt. Dazu wird ein 
Element auf der linken Seite markiert und über den Hinzufügen-Knopf auf die rechte 
Seite überführt. Alle Quellen, die in der rechten Seite enthalten sind, werden für die Suche 
genutzt.  
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Für das Monitoring wird ein Intervall definiert, in welchen Zeitabständen die Suche wie-
derholt werden soll. Ferner wird abgefragt, wann das Monitoring enden soll.  

Beim Bestätigen des Suchauftrags (Start) werden die Suchbegriffe automatisch an den 
Thesaurus-Dienst übermittelt. Dazu wird der Suchbegriff in die einzelnen Bestandteile 
zerlegt und der Thesaurus-Dienst wird Begriff für Begriff abgefragt. Die Ergebnisse wer-
den intern in einer Liste abgelegt und miteinander kombiniert (vgl. Abschnitt 4.2.3). An-
schließend werden die möglichen Kombinationen überprüft und gegebenenfalls von der 
Suche ausgeschlossen. Jede valide Begriffskombination wird in einen Suchauftrag über-
führt und dem übergeordneten Suchauftrag zugeordnet. Das Prinzip ist in Bild 4-17 dar-
gestellt. Building, Mall und Site Positioning werden von der Suche ausgeschlossen, da 
die Suchbegriffe die Positionierung von Gebäuden adressieren und nicht die Positionie-
rung innerhalb dieser Gebäude. 

 

Bild 4-17: Auswahl der Begriffskombinationen sowie Überführung in Suchaufträge  

4.3 Durchführung der Technologiesuche 

Phase 3 beschreibt die Suche nach Technologien. Dazu wird zunächst die Konfiguration 
von Suchmodulen beschrieben, die die Schnittstelle zu den Suchquellen bildet (Ab-
schnitt 4.3.1). Anschließend wird der automatisierte Teil der Technologiesuche beschrie-
ben. Dieser beginnt mit der modularen Suche63 auf den Quellen (Abschnitt 4.3.2). Da-
raufhin werden die Technologien mit Hilfe eines maschinellen Lernalgorithmus aus den 
Suchergebnissen extrahiert (Abschnitt 4.3.3). Der automatisiere Teil endet mit der Anrei-

                                                 
63 Die modulare Suche wird im Folgenden synonym mit dem modularen Scanning genutzt. Beide Begriff-

lichkeiten beschreiben den Prozess des Information Retrieval auf Quell-Datenbanken bzw. Suchmodu-
len. 
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cherung von Technologie-Informationen (Abschnitt 4.3.4). Abschließend wird die manu-
elle Technologie-Klassifikation beschrieben, die das maschinelle Lernmodell zur Tech-
nologie-Extraktion kontinuierlich verbessert (Abschnitt 4.3.5).  

Bild 4-18 zeigt den Prozess in Form einer abstrahierten Darstellung aus dem Software-
Tool. Die Darstellung besteht aus einer Aneinanderreihung der eingangs beschriebenen 
Aufgaben dieser Phase, die sich in der folgenden Struktur der Arbeit wiederfindet. Dabei 
wird in dem Software-Werkzeug zwischen einfachen Knoten und Meta-Knoten unter-
schieden (vgl. Abschnitt 3.3.1). Die untergeordneten Aufgaben der Meta-Knoten befin-
den sich in der Beschreibung unterhalb des Prozesses. Der Prozess beginnt mit der Kon-
figuration von Suchmodulen. Hier werden die notwendigen Informationen zur Authenti-
fizierung und zum Rückgabeformat definiert. Anschließend erfolgt das Modulare Scan-
ning auf den Such-Modulen. Dafür wird das Information Retrieval der Quell-Datenban-
ken genutzt. Die Technologie-Extraktion beschreibt den Prozess des NER sowie die Vor- 
und Nachbearbeitung der Daten. Das Anreichern von Technologieinformationen dient der 
automatisierten Ermittlung von Technologienamen und -beschreibungen sowie Publika-
tionsinformationen. Abschließend wird im Rahmen der Technologie-Klassifikation das 
Nutzer-Feedback aufgenommen, um zu ermitteln, ob es sich bei dem Suchergebnis tat-
sächlich um eine Technologie handelt. Im Folgenden werden diese Prozessschritte in den 
einzelnen Abschnitten detailliert erläutert.  

 

Bild 4-18: Prozess-Übersicht der Technologie-Suche in Anlehnung an [PEG15, 
S. 1655]  

4.3.1 Konfiguration von Suchmodulen 

Ziel sind konfigurierte Suchmodule, die mit einem möglichst hohen Standardisierungs-
grad beschrieben werden. Für jedes Suchmodul sind abhängig von der Programmier-
schnittstelle unterschiedliche Zugriffsverfahren definiert, um auf die Quellen zuzugrei-
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fen. Diese Verfahren benötigen unter Umständen abweichende Authentifizierungsinfor-
mationen. Die Autorisierung erfolgt mit Hilfe eines gängigen Verfahrens, wie OAuth. So 
stellt das Europäische Patentamt die Open Patent Services zur Verfügung, für die eine 
Authentifizierung nach dem OAuth-Verfahren notwendig ist (vgl. Abschnitt 4.2.4). Der 
Authentifizierungsprozess ist in Bild 4-1964 exemplarisch am Beispiel OPS dargestellt. 
Hierbei erfolgt die Konfiguration des Suchmoduls. Die Prozessschritte werden im Fol-
genden erläutert:  

 

Bild 4-19: Bildschirmfoto des Suchmoduls für OPS nach [Ebe13, S. 75] 

• Java-Snippet: Der erste Schritt Java Snippet befüllt die Authentifizierungsinfor-
mationen im Suchmodul. Ziel ist die Autorisierung über OAuth, für die im Vor-
feld ein Schlüssel (Authentication-Key) beantragt werden muss. Die Anmeldein-
formationen im Rahmen der Suchmodule sind unterschiedlich, allerdings werden 
sowohl der Key, als auch die Zieladresse der Suchquelle in jedem Fall benötigt. 
Im Rahmen der Beantragung des Keys werden personenabhängige Anmeldeinfor-
mationen abgefragt. Diese Parameter (Authentication-Key und Zieladresse) wer-
den in dem Java-Snippet im Quellcode hinterlegt. Ferner werden im Quellcode 
die Suchbegriffe verarbeitet. Dies gilt auch für die erweiterten Suchbegriffe mit 
dem Thesaurus. Die Suchbegriffe werden nacheinander mit Hilfe des jeweiligen 
Suchmoduls abgefragt. In diesem Fall geschieht das über die API von OPS. 

• String Manipulation: Zur effizienten Verarbeitung der Ergebnisse im Rahmen 
der Technologieextraktion werden die Ergebnisse nachbearbeitet. Hierbei wird 
die Konstante "xmlns=\http://www.epo.org/exchange\“ aus dem Ergebnis ge-
löscht. Dies reduziert den Rechenaufwand, da diese Konstante keinerlei relevan-
ten Informationen enthält.  

• String To XML: Das Ergebnis dieses Teilprozesses wird als Datentyp String zu-
rückgegeben. Dieses Ergebnis wird abschließend in ein XML65-Objekt überführt, 

                                                 
64 Die Bezeichnung unterhalb der Knoten ist eindeutig und wird vom KNIME vergeben. Sie wird im Rah-

men der Arbeit an einigen Stellen als Referenz auf den Knoten verwendet.  

65 Die Extensible Markup Language (XML) ist eine Metasprache zur Darstellung von hierarchischen Struk-
turen in einer Textdatei [HM04, S. 3f.]. XML kann Daten entweder in strukturierter oder semi-struktu-
rierter Form enthalten.  

http://www.epo.org/exchange/
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um in den folgenden Teilprozessen effizienter verarbeitet zu werden. Das Ergeb-
nis dieses Teilprozesses ist in Bild A-2 (vgl. Anhang A2.1)66 dargestellt.  

4.3.2 Durchführung der modularen Suche 

Ziel sind Texte, die zu den jeweiligen Suchbegriffen identifiziert wurden. Bild 4-20 zeigt 
den Prozess, der durchlaufen wird, um diese Texte zu ermitteln. Dazu wird zu Beginn 
entschieden, welche Suchmodule abgefragt werden. Diese Information wird in Ab-
schnitt 4.2.5 definiert und in Form einer binären Variable für jedes Suchmodul abgelegt. 
Im Folgenden werden die einzelnen Prozessschritte beschrieben:    

 

Bild 4-20: Bildschirmfoto der Konfiguration der Suchmodule in Anlehnung an [PEG15, 
S. 1656] 

• Java IF (Table) / End IF: Zu Beginn wird für jedes Suchmodul geprüft, ob das 
Modul für die Suche verwendet werden soll. Dazu wird die binäre Variable über-
prüft. Ist sie wahr, wird das Suchmodul genutzt. Für den anderen Fall wird das 
Suchmodul übersprungen. Die beiden Bedingungspfade werden im End If zusam-
mengeführt. 

• Suchmodule: Der Bereich Suchmodule beinhaltet einen Meta-Knoten für jedes 
Suchmodul. Der konkrete Ablauf in den Suchmodulen ist in Abschnitt 4.3.1 be-
schrieben. Die Herausforderung besteht darin, dass jede API andere Begrifflich-
keiten innerhalb der XML-Antwort nutzt, sodass im Anschluss eine XML-Nach-
bearbeitung notwendig ist. Ferner kann es sein, dass ein anderes Antwortformat 
vorliegt, wie es beispielsweise bei Twitter der Fall ist. Twitter liefert direkt Attri-
bute zu den Suchergebnissen in Form einer Tabelle zurück, sodass nur die ent-

                                                 
66 Bildschirmfotos, die aufgrund ihrer Größe nicht leserlich sind, sind dem Anhang zu entnehmen. Ein 

Verweis darauf befindet sich im Text.  
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sprechende Text-Spalte ausgewählt und diese Spalte analog zur Spaltenbezeich-
nung der übrigen Suchmodule umbenannt wird (Node 22 und Node 23). Aufgrund 
der Trivialität dieses Vorgehens, wird nicht näher darauf eingegangen.  

• XPath (deprecated): Je Suchmodul mit XML-Antworten ist es notwendig, die 
verschiedenen XML-Formate zu verarbeiten. Mit der XPath (deprecated)-Funk-
tion ist es möglich, die XML-Antwort nach einem bestimmten Attribut zu filtern. 
Dies ist vergleichbar mit dem Filter nach einer bestimmten Spalte einer Tabelle. 
Hierbei wird der Fokus auf das Abstract67 gelegt. 

• Ungroup: Die Rückgabe der Ergebnisse erfolgt in einem XML-Objekt. Dieses 
wird in diesem Schritt getrennt, sodass für jedes Ergebnis ein Eintrag in der Da-
tenbank vorliegt. 

• XPath (deprecated): In diesem Schritt werden alle unnötigen XML-Zusatzinfor-
mationen (z.B. Formatierungsinformationen) über die Funktion XPath (depre-
cated) entfernt. Somit bleibt ausschließlich das Text-Ergebnis in Form des Textes 
übrig. 

• Concatenate (Optional in): Im abschließenden Schritt werden mit Hilfe der 
Funktion Concatenate (Optional in) die einzelnen Subergebnisse zusammenge-
führt, sodass nur noch eine Tabelle mit allen Ergebnissen existiert. Diese Ergeb-
nisse sind somit entweder einer XML-Antwortdatei entnommen oder direkt aus 
einer Antwort-Tabelle im Beispiel Twitter.  

Das Ergebnis ist in Bild A3 (vgl. Anhang A2.2) dargestellt. Die Spalte Row_ID stellt 
einen fortlaufenden, eindeutigen Identifikator (ID) dar. Die Spalte Suchbegriff zeigt den 
Begriff, mit dem das Ergebnis gefunden wurde und die Spalte Text zeigt den gesamten 
Textbaustein. In diesem konkreten Fall werden 1081 Dokumente ermittelt. 

4.3.3 Technologieextraktion 

Ziel sind Technologien, die in den Texten identifiziert werden. Die Technologieextrak-
tion beschreibt den Prozess zur Identifikation von Technologien mit Hilfe eines maschi-
nellen Lernverfahrens. Dabei wird auf eine Software-Bibliothek zurückgegriffen, die Me-
thoden zur Verarbeitung von natürlicher Sprache beinhaltet. Diese Bibliothek trägt den 
Namen OpenNLP (Open Natural Language Processing). Im Rahmen dieser Arbeit wird 
hauptsächlich das Named Entity Recognition (NER) aus der OpenNLP-Bibliothek ge-
nutzt. OpenNLP stellt Werkzeuge zur Verfügung, um NER zu nutzen. Konkret werden 
zwei Werkzeuge im Rahmen dieser Arbeit genutzt, zum einen ein NER-Modell und zum 

                                                 
67 Dies kann ebenfalls der Volltext sein, sofern die entsprechenden Zugriffsberechtigungen für die Such-

quellen existieren. 
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anderen der NER-Modell-Builder. Zudem werden Eingabeinformationen benötigt, um 
das Modell zu erstellen. Im Folgenden werden diese drei Elemente beschrieben:  

• NER-Modell: Das NER-Modell stellt das maschinelle Lernmodell dar, um 
Technologien in Texten zu identifizieren. Es ist somit das zentrale Werkzeug, 
mit dem Technologien extrahiert werden. OpenNLP stellt bereits fertige NER-
Modelle zur Verfügung, um beispielsweise Organisationen, Orte, Personen so-
wie Zeit- und Datumsangaben zu identifizieren (vgl. Abschnitt 3.3.3).  

• Eingabeinformationen: Zum Trainieren eines NER-Modells werden drei Ein-
gabeinformationen benötigt: Eine Liste mit Sätzen, eine Positiv-Liste, die be-
reits Technologien enthält68 sowie eine Negativ-Liste, die „Nicht-Technolo-
gien“69 enthält. Mit Hilfe dieser drei Listen wird das Modell angelernt. Für das 
kontinuierliche maschinelle Lernen werden diese drei Listen stetig erweitert. 
Versuche im Rahmen der Arbeit haben ergeben, dass eine Liste mit 15.00070 
verschiedenen Texten vorhanden sein sollte, um ein funktionsfähiges Modell zu 
erstellen.  

• NER-Modell-Builder: Der NER-Modell-Builder stellt ein Werkzeug zur Ver-
fügung, um neue NER-Modelle anzulernen oder bestehende NER-Modelle wei-
terzuentwickeln71. Dieser Modell-Builder kann über einen Kommandozeilenbe-
fehl manuell aktiviert werden. Es wird empfohlen, den Modell-Builder stetig zu 
trainieren. Eine zielführende Lernstrategie ist das regelmäßige (z.B. tägliche) 
Anlernen über Nacht, sofern sich eine Änderung an einer der drei Listen ergeben 
hat.     

Bild 4-21 stellt das theoretische Prinzip zum Anlernen eines NER-Modells dar und zeigt 
den Zusammenhang zwischen den Eingabeinformationen, dem NER-Modell-Builder und 
dem NER-Modell auf. Die Eingabeinformationen werden in einer vorab definierten Stelle 
abgelegt. Der NER-Modell-Builder erhält den Ablageort als Parameter sowie den Spei-
cherort für das angelernte Modell. 

                                                 
68 Eine Liste mit Technologienamen, also eine Positiv-Liste, wird im Folgenden mit Whitelist bezeichnet. 

69 Eine Liste mit Nicht-Technologienamen, also eine Negativ-Liste, wird im Folgenden mit Blacklist be-
zeichnet. 

70 Eine pauschale Abschätzung der minimalen Anzahl an Texten zum Trainieren des NER-Modells ist 
allerdings nicht möglich. 

71 Im Rahmen dieser Arbeit wird das grundlegende Konzept beschrieben sowie der Nachweis erbracht, 
dass diese Software-Werkzeuge prinzipiell für das Auffinden von Technologien in Texten geeignet sind. 
Aus diesem Grund wird nicht weiter auf den zu Grunde liegenden Algorithmus eingegangen und auf 
eine Gegenüberstellung der existierenden Bibliotheken zur Technologieextraktion verzichtet.   



Seite 108 Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung 

 

Bild 4-21: Schematische Darstellung der Ein- und Ausgabe des NER-Modell-Buil-
ders 

Das konkrete Vorgehen ist in Bild 4-22 beschrieben. Die in Blautönen darstellten Berei-
che repräsentieren die Hauptaufgaben der Technologieextraktion. Vor- und nachgelagert 
sind Operationen auf den Daten, die der Datenaufbereitung dienen. Die Extraktion der 
Beispielsätze für OpenNLP beinhaltet das Vorgehen zur Erstellung der Satzliste. Das 
Block Named Entity Recognition beschreibt den parallelen Prozess zur Technologieex-
traktion. Der nachgelagerte Block Zählen und Konvertieren enthält die Aufbereitung der 
Ergebnisse. Im Folgenden werden die einzelnen Blöcke detailliert beschrieben.    

 

Bild 4-22: Bildschirmfoto des Prozesses der Technologieextraktion in Anlehnung an 
[PEG15, S. 1657] 
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Der erste Prozessschritt Strings To Document wandelt die Suchergebnisse von einem 
String-Datentyp in ein Document-Datentyp um. Der Datentyp Document wird für die 
weitere Verarbeitung mit der OpenNLP-Bibliothek benötigt und ist somit zwingend vor-
gegeben. Diese Umwandlung hat keinen Einfluss auf den Inhalt der Textbausteine. Im 
Folgenden wird die Extraktion der Beispielsätze für OpenNLP vorgestellt. 

Extraktion der Beispielsätze für OpenNLP 

Der Block Extraktion der Beispielsätze für OpenNLP beschreibt einen parallelen Prozess 
zum eigentlichen NER, um dem NER-Modell-Builder Beispieltextbausteine zur Verfü-
gung zu stellen. Ein Beispieltextbaustein ist definiert als vollständiger Text, der dem 
NER-Modell-Builder als ein Teil der Eingabeinformationen dient. Es werden folgende 
Prozessschritte bearbeitet:  

• Sentence Extractor: Der Sentence Extractor teilt die Suchergebnisse aus  
Bild A-3 in einzelne Sätze auf. Dabei wird das Satzzeichen Punkt („.“) als Trenn-
zeichen genutzt. Diese Sätze werden anschließend in eine Tabelle überführt, in 
der die Row_ID wieder die ID darstellt. Die Spalte Document enthält einen Ver-
weis auf das übergeordnete Suchergebnis. Die Spalte Sentence enthält den Satz 
und die Spalte Number of terms die Anzahl der Wörter, die in dem Satz enthalten 
sind. Es werden 7537 Sätze identifiziert.    

• String Manipulation: Die String Manipulation entfernt Zeilenumbrüche im Text, 
die in KNIME mit dem Sonderzeichen „\“ gekennzeichnet sind. Diese Zeilenum-
brüche sind KNIME-spezifisch und müssen für die weitere Analyse entfernt wer-
den. 

• Java Snippet Row Filter: Dieses Java Snippet identifiziert Sätze, die Sonderzei-
chen enthalten und löscht diese für die weitere Analyse. Hier sind insbesondere 
HTML-Statements gemeint, die bei der Suche zurückgegeben werden können und 
durch das Software-Werkzeug bis dahin nicht als HTML-Statement identifiziert 
werden. Ferner werden Sätze entfernt, die zu kurz für eine Analyse sind. Als ziel-
führend hat sich eine Mindestlänge von fünf Wörtern erwiesen. 

• Java Snippet: Das abschließende Java Snippet schreibt das Ergebnis dieses Pro-
zessblocks in eine Textdatei beziehungsweise ergänzt diese, falls bereits eine vor-
handen ist. Diese Textdatei wird abschließend als Eingangsinformation für den 
NER-Modell-Builder bereitgestellt. 

Bild A-4 (vgl. Anhang A2.3) zeigt einen Ausschnitt des Ergebnisses. Es bleiben nach 
dieser Verarbeitung 6.246 Sätze übrig, die dem NER-Modell-Builder als Lernmenge zur 
Verfügung gestellt wird.  
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Named Entity Recognition 

Der Block Named Entity Recognition beschreibt die Prozessschritte zur Identifikation und 
Extraktion von Technologien in den Suchergebnissen. Es werden folgende Prozess-
schritte durchlaufen: 

• Stop word filter (deprecated): Sätze enthalten Wörter, die häufig in einem Satz 
vorkommen, jedoch keine Relevanz für das NER aufweisen. Diese sogenannten 
Stoppwörter werden im Rahmen dieses Prozessschritts identifiziert und gelöscht. 
Dabei wird das standardmäßige Vokabular genutzt, das OpenNLP bereits in Form 
einer Liste zur Verfügung stellt. Enthalten sind Wörter, wie „a", „am", „an", „be-
cause", „to", „from" und „by"72.  

• OpenNLP NE tagger: Dieser Prozessschritt stellt die eigentliche Identifikation 
der Technologien dar, in dem mögliche Technologien als solche getaggt, also 
gekennzeichnet werden. Dabei wird Satz für Satz mit Hilfe des vorliegenden 
NER-Modells abgefragt, ob mögliche Technologien in diesem Satz enthalten 
sind. Bei erfolgreicher Identifikation werden die Technologien in einer weiteren 
Liste gespeichert.  

Es wird empfohlen für jedes Geschäftsmodell ein gesondertes Modell anzulegen 
und dieses spezifisch für das Geschäftsmodell anzulernen. Das Ergebnis hängt 
sehr stark von der Güte des NER-Modells ab und verbessert sich mit zunehmen-
den Eingangsinformationen. Allerdings besteht die Gefahr des Overfittings73, das 
bedeutet in diesem Fall, dass trotz neuer Suchergebnisse keine neuen Technolo-
gien gefunden wurden. Sollte dies zu häufig auftreten, empfiehlt es sich eine an-
dere Bibliothek in diesen Prozess zu integrieren.74       

• Standard Named Entity Filter (deprecated): Im Rahmen dieses Prozessschritts 
werden diejenigen Sätze identifiziert und abgelegt, die die identifizierten mögli-
chen Technologien enthalten. Diese Sätze werden später benötigt, um Quellin-
formationen, wie das zugrundeliegende Suchergebnis, die konkrete Quelle und 
das Abrufdatum zuordnen zu können.  

                                                 
72 Die Anzahl der Stoppwörter, die OpenNLP zur Verfügung stellt, ist deutlich umfangreicher. Für weiter-

führende Informationen wird auf die Dokumentation von OpenNLP verwiesen [Ope17-ol]. 
73 Overfitting beschreibt das Phänomen, dass das maschinelle Lernmodell zu stark auf eine bestimmte Ein-

gangsinformation angelernt wurde und somit für neue Texte nur eingeschränkt funktioniert [SPB10, 
S. 179ff.]. 

74 Dieses Phänomen hängt sehr spezifisch von der Struktur der Sätze sowie der Inhalte der Whitelist und 
Blacklist ab. In der Regel erstellt der Algorithmus zu viele erklärende Variablen im Hintergrund, sodass 
die erstellten Regeln nicht mehr für neue Texte zutreffen.  
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Bild 4-23 zeigt einen Ausschnitt des Ergebnisses des NER. Die Spalte Row_ID enthält 
auch hier die ID, die Spalte Term as String die Auflistung der identifizierten, möglichen 
Technologien. Das NER-Modell hat 517 potentielle Technologien identifiziert.75 

 

Bild 4-23: Bildschirmfoto des Ergebnisses des NER (Ausschnitt) 

Zählen und Konvertieren 

Die identifizierten möglichen Technologien werden im Folgenden mit Informationen an-
gereichert, wie z.B. die Häufigkeit der Suchergebnisse. Diese Anzahl stellt im weiteren 
Verlauf der Systematik einen Hinweis auf die Schwäche des identifizierten Signals dar. 
Häufige Nennungen bedeuten, dass die aufgefundene Technologie bereits häufig be-
schrieben wurde. Um wirklich schwache Signale zu identifizieren, empfiehlt es sich, auch 
die Ergebnisse zu evaluieren, die nur selten genannt werden. Im Folgenden wird der Pro-
zessblock beschrieben, um die Suchergebnisse mit der Häufigkeit der Nennungen zu er-
gänzen: 

• Bag of Word Creator: In diesem Prozessschritt werden die Ergebnisse aus dem 
NER in eine neue Tabelle überführt. Dabei wird jede identifizierte Technologie 
in eine Tabellenspalte geschrieben. Doppelte Sucherergebnisse werden hierbei 
entfernt.  

• TF (Term Frequency): Im Folgenden wird die Bag of Words-Tabelle mit der 
Häufigkeit der genannten Technologien befüllt. Dazu wird jedes Dokument 

                                                 
75 Das genutzte NER-Modell wurde einmal initial angelernt. Die Anzahl der Ergebnisse reduziert sich mit 

zunehmender Anzahl an Lernvorgängen. 
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nochmals herangezogen und überprüft, wie häufig die identifizierte Technologie 
vorkommt. Jede Zeile stellt in dieser Tabelle ein Dokument dar. Die Spalte Term 
Frequency stellt die Häufigkeit dar. Tabelle 4-2 zeigt dies schematisch.  

Tabelle 4-2: Matrix zur Term Frequency der identifizierten Technologien (Ausschnitt) 
in Anlehnung an [PEG15, S. 1659] 

 

• GroupBy: Dieser Prozessschritt gruppiert und aggregiert die Anzahl der Nen-
nungen je Dokument, sodass am Ende die Summe der Nennungen vorhanden ist. 
Diese Summe stellt die Häufigkeit des Vorkommens dieser Technologie in allen 
Suchergebnissen (bzw. Dokumenten) dar.  

• Term to String: Für die weitere Verarbeitung in der Systematik werden die Nen-
nungen sowie die Häufigkeit als String-Datentyp benötigt. Diese Umwandlung 
erfolgt in dem Prozessschritt. 

• Column Filter: Abschließend werden diese beiden Spalten in einer Tabelle dar-
gestellt. Bild 4-24 zeigt einen Ausschnitt des Ergebnisses. Dieser Ausschnitt ent-
hält eine ID (Row_ID), die Spalte Sum(TF), die die Summe der Nennungen der 
Technologie enthält sowie die Spalte Term as String mit der identifizierten Tech-
nologie. Da auch seltene Nennungen zur Identifikation von schwachen Signalen 
relevant sein können, werden keine Ergebnisse gelöscht.  

4.3.4 Anreichern von Technologieinformationen 

Ziel sind Technologieinformationen, um eine möglichst breite Informationsbasis für die 
anschließenden Bewertungen zur Verfügung zu stellen. Die Ergebnisse aus der Techno-
logieextraktion liegen teilweise kryptisch in Form von Abkürzungen vor (vgl. Bild 4-24). 
Für ein besseres Verständnis werden im Folgenden Informationen zur Technologie zu-
sammengestellt. Dazu werden zunächst die Suchmodule genutzt, um eine erneute Ab-
frage auf den Quellen durchzuführen. Hierbei wird anstatt der Suchfelder die konkrete 
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Technologie als Suchbegriff genutzt. Dabei werden die Ergebnisse in den Speicher gela-
den, um die folgenden Schritte mit weniger Rechenzeit durchzuführen.76  

Die zusätzlichen Technologieinformationen sind Beschreibungstexte, Anzahl der Nen-
nungen in dem gesamten Datenbestand der Quellen, Kategorisierung der Technologie so-
wie eine Einschätzung der Technologiereife anhand der Anzahl der Publikationen über 
den Zeitverlauf. Im Folgenden werden die einzelnen Prozessschritte detailliert beschrie-
ben.   

 

Bild 4-24: Bildschirmfoto des Ergebnisses der Technologieextraktion (Ausschnitt) 

Laden der Technologieinformationsbasis 

Die bisherige Auswertung fand auf Basis der Texte statt, die für die Suchaufträge gefun-
den wurden. Um eine möglichst breite Informationsbasis zu schaffen, wird diese nun er-
weitert, indem die Suchquellen aus dem Suchauftrag nach den konkreten Technologien 
durchsucht werden. Dazu können die bereits vorhandenen Suchmodule genutzt werden. 
Die Suchbegriffe werden als Parameter übergeben. Bild 4-25 stellt den Prozess zum La-
den der Informationsbasis dar.  

Die Dauer dieses Prozesses hängt maßgeblich von der Anzahl der gefundenen Technolo-
gien, der Anzahl der Quellen sowie der Auslastung der Server und der Internetverbindung 

                                                 
76 Ein weiterer Grund für dieses Vorgehen ist die mögliche Generierung von Kosten. Einige Service-An-

bieter bepreisen die Nutzung der Dienste nach der Anzahl der API-Abfragen.  
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ab. Dies kann beliebig lange dauern. Aus diesem Grund wird im Rahmen des Prozess-
blocks Teilen eine Funktion zur Verfügung gestellt, um die Anzahl der Suchbegriffe zu 
reduzieren. Dabei können die Technologien mit den häufigsten Suchergebnissen in den 
Quellen ausgewählt werden. Die Prozessschritte für diese Aktion werden im Folgenden 
beschrieben. 

 

Bild 4-25: Bildschirmfoto des Prozesses zum Laden der Technologieinformationsbasis 
nach [Ebe13, S. 62]  

• Sorter: Dieser Prozessschritt sortiert die möglichen Technologien abfallend nach 
Häufigkeit der Nennungen, die im Rahmen der Technologieextraktion ermittelt 
wird.   

• Rule-based Row Splitter: Im Rahmen dieses Prozessschritts wird die Regel de-
finiert, ab welcher Nennhäufigkeit die Suchmodule für eine Technologie abge-
fragt werden. Diese Variable kann zu Beginn gesetzt werden. Es wird empfohlen, 
die Technologieinformationsbasis aller identifizierten möglichen Technologien 
zu laden, um keine schwachen Signale zu verlieren. 

Bild A-5 (vgl. Anhang A2.4) zeigt exemplarisch das Ergebnis dieses Prozesses am Bei-
spiel des Suchmoduls OPS. Die Spalte Row_ID ist die ID, die Spalte „i“ stellt die Infor-
mation über die Häufigkeit der Nennung im Rahmen der Technologieextraktion dar, die 
dritte Spalte beschreibt die Technologie und die vierte Spalte zeigt das Suchergebnis für 
die Technologie. Augenscheinlich ist dieses Ergebnis identisch zum Durchführen der mo-
dularen Suche (vgl. Abschnitt 4.3.2). Allerdings ist die Ergebnismenge um ein Vielfaches 
höher. So werden für die Technologie UWB (Ultra-Wideband) bereits 44.494 relevante 
Dokumente identifiziert.    

Ermittlung von Technologienamen 

Eine Vielzahl der gefundenen Technologien wird von dem maschinellen Lernmodell in 
Form einer Abkürzung zurückgegeben. Dies scheint eine wesentliche Regel zu sein, die 
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das maschinelle Lernmodell auf Basis der Eingangsinformationen erarbeitet hat. Für die 
anschließende Bewertung ist dies jedoch kontraproduktiv, da die Technologie als solche 
identifiziert werden muss. Dies ist äußerst zeitintensiv. Aus diesem Grunde wird eine 
automatisierte Namensermittlung durchgeführt. 

Die Namensbeschreibungen sind in der Regel in dem Text vorhanden, in denen die mög-
lichen Technologien identifiziert werden. Dies erlaubt es, konkret danach zu suchen. 
Bild 4-26 zeigt die Prozessschritte, die notwendig sind, um die vollständigen Technolo-
gie-Namen zu ermitteln. Der Gesamtprozess ist zur besseren Lesbarkeit in zwei Prozess-
blöcke gegliedert. Zunächst werden die relevanten Texte zur Namensfindung im Rahmen 
des vorgelagerten Prozessschritts XML Abfrage (Abstrakt) bereitgestellt. Dabei werden 
sämtliche Quellen, in der eine mögliche Technologie enthalten ist, in den Speicher gela-
den und mit der Abkürzung klassifiziert. Im Anschluss geschieht die Ermittlung von mög-
lichen Technologienamen sowie die Auszählung und Filterung der Ergebnisse. Die bei-
den Prozessblöcke werden im Folgenden detailliert beschrieben.  

 

Bild 4-26: Bildschirmfoto des Prozesses zur Ermittlung des vollständigen Technologie-
namens in Anlehnung an [Ebe13, S. 68] 

• Strings To Document: Die Texte, die einer möglichen Technologie zugeordnet 
sind, werden im Folgenden im Document-Datentyp benötigt. Diese Umwandlung 
aus String-Datentyp geschieht in diesem Prozessschritt (vgl. Abschnitt 4.3.3). Für 
die weitere Verarbeitung wird ausschließlich der Text des gefundenen Dokuments 
genutzt. Die Metainformationen77, wie der Technologiename sowie die Anzahl 
der gefundenen Ergebnisse, werden für die folgenden zwei Prozessschritte nicht 
benötigt. Aus diesem Grund teilt sich der folgende Prozess in zwei Pfade. Die 

                                                 
77 Metainformationen beschreiben Informationen über die eigentlichen Daten. In diesem Fall sind Metain-

formationen Attribute, die das zu analysierende Text-Dokument beschreiben. 
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Nodes 109 und 110 erhalten ausschließlich den zu analysierenden Text, die Me-
tainformationen werden an Node 111 (Joiner) durchgereicht.    

• Stop word Filter (deprecated): Der Stop word-Filter entfernt Wörter, die häufig 
in einem Satz vorkommen, jedoch keine Relevanz für die Ermittlung des Techno-
logienamens aufweisen. Diese sogenannten Stoppwörter werden im Rahmen die-
ses Prozessschritts identifiziert und gelöscht (vgl. Abschnitt 4.3.3). 

• Case converter (deprecated): Wörter, die zu Beginn eines Satzes stehen oder 
einen Eigennamen darstellen, werden in der Regel großgeschrieben. In den Do-
kumenten ist eine Vielzahl von unterschiedlichen Schreibweisen enthalten, sodass 
in diesem Prozessschritt alle Buchstaben in Kleinbuchstaben gewandelt werden. 
Dies ist ein übliches Vorgehen im Rahmen des NLP und ermöglicht eine höhere 
statistische Vergleichbarkeit der Texte.   

• Joiner: Dieser Prozessschritt vereint die Metainformationen mit den verarbeite-
ten Texten. Dabei werden die beiden Tabellen über die IDs miteinander verknüpft 
und zu einer Tabelle wieder zusammengefasst. Das Ergebnis ist eine Tabelle mit 
dem Dokument in Kleinbuchstaben ohne Stoppwörter zusammen mit den Metain-
formationen zu diesem Dokument.  

• Java Snippet: Das Java Snippet stellt die Funktion bereit, die die Technologie-
namen in den Dokumenten identifiziert. Dazu werden die folgenden zwei Annah-
men getroffen:  

1) Die Anzahl der Buchstaben der gefundenen Technologieabkürzung ist iden-
tisch mit der Anzahl der Wörter, die die Abkürzung beschreiben.  

2) Der vollständige Technologiename steht vor der Abkürzung.     

Diese Annahmen sind auf Basis einer manuellen Textanalyse entstanden und stel-
len den notwendigen ersten Schritt für die Identifikation der Technologienamen 
dar. Zur Identifikation der Technologienamen wird ein regulärer Ausdruck78 ge-
nutzt, der die oben erläuterten Regeln umsetzt. Dazu wird die Zeichenfolge vor 
der Technologieabkürzung mit folgendem Ausdruck identifiziert: 

 (\s){Technologieabkürzungslänge-1}(Technologieabkürzung) 

Die Klammern gliedern diesen regulären Ausdruck in drei Teilbereiche. 

                                                 
78 Ein regulärer Ausdruck ist ein Konstrukt aus der Informatik zur Definition von Zeichenketten mit Hilfe 

syntaktischer Regeln [Fri97, S. 1f.]. ECHTERHOFF sieht reguläre Ausdrücke im Rahmen der Identifika-
tion von Cross Industrie-Applikationen kritisch, beschreibt allerdings auch eine fehlerhafte Syntax 
[Ech14, S. 124].  



Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung Seite 117 

1) (\s): Definiert die Regel, alle Freizeichen79 im Text zu identifizieren. Dies 
sind Leerzeichen, aber auch Tabulator(zeichen) und Return(zeichen). 

2) {Technologieabkürzungslänge-1}: Definiert die Häufigkeit der vorherigen 
Regel. Bei einer Technologieabkürzung mit einer Länge von drei (beispiels-
weise UWB) sind Zeichenfolgen zu identifizieren, die zwei Leerzeichen 
enthalten. 

3) (Technologieabkürzung): Diese Regel definiert, dass hinter der Zeichen-
folge mit der entsprechenden Anzahl an Leerzeichen die Technologieabkür-
zung stehen muss. Dies ist in dem konkreten Fall UWB. 

Dieses Vorgehen schlägt Namen vor, bei der allerdings keine exakte Genauigkeit garan-
tiert werden kann. Zur Steigerung der Genauigkeit wird auf das Gesetz der Großen Zah-
len80 zurückgegriffen. Ziel ist eine Liste von Technologienamen, die am häufigsten in den 
Dokumenten gefunden werden. Dieses Vorgehen ist im Prozessblock Auszählen und Fil-
tern der Ergebnisse beschrieben (vgl. Bild 4-26) und wird im Folgenden detailliert:  

• Column Filter: Für die effiziente Verarbeitung wird das Gesamtdokument aus 
dem Speicher entfernt. Es bleiben die Technologieabkürzung sowie der Techno-
logiename übrig. Dieser Schritt ist ausschließlich für die Verbesserung der Re-
chenzeit notwendig und hat methodisch keine Relevanz.   

• Constant Value Column: Für die Häufigkeit der Technologienamen wird eine 
zusätzliche Spalte benötigt, die als Zähler dient und um eins hochrechnet, sobald 
das identische Ergebnis in einem anderen Dokument gefunden wird. Im initialen 
Zustand werden alle Werte auf 1 gesetzt. 

• GroupBy: Dieser Prozessschritt gruppiert die identische Kombination von Tech-
nologieabkürzung und Technologiename. Wird ein Datensatz mit einem identi-
schen Datensatz gruppiert, rechnet der Zähler automatisch um eins hoch. So re-
duziert sich die Anzahl der Einzelergebnisse von 424.377 auf 8.807 gruppierte 
Werte.  

• Row Filter: In diesem Prozessschritt werden die Einträge entfernt, für die kein 
Technologiename gefunden wird. In Summe wurden für 344 potentielle Techno-
logien Namen identifiziert aus einer Gesamtmenge von 517.   

• Sorter: Die gefundenen Technologienamen werden anhand der Häufigkeit abstei-
gend sortiert. Dies dient der Vorbereitung für den nächsten Prozessschritt.  

                                                 
79 Die Freizeichen sind in der zugrundeliegenden Textstruktur mit einem eindeutigen Zeichen identifizier-

bar. 

80 Das Gesetz der Großen Zahlen beschreibt das Phänomen, dass sich das Ergebnis in einem möglichst 
stabilen Zustand einpendelt, sofern die Stichprobe möglichst groß ist [Sch09, S. 397ff.].  
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• GroupBy: Abschließend werden die Technologienamen ausgewählt, die am häu-
figsten auftreten. Dazu werden die Technologienamen je Technologieabkürzung 
gruppiert und nach Häufigkeit des Auftretens sortiert.  

Es hat sich erwiesen, dass die Identifikation der Technologienamen alleine auf Basis von 
regulären Ausdrücken notwendig, aber nicht hinreichend ist. Der nachgelagerte statisti-
sche Ansatz erhöht die Genauigkeit auf über 90%. Bild 4-27 zeigt einen Ausschnitt des 
Ergebnisses der Namensfindung. UWB wird erfolgreich als ultra wide band identifiziert.   

 

Bild 4-27: Bildschirmfoto des Ergebnisses der Ermittlung der Technologienamen (Aus-
schnitt) 

Ermittlung von Publikationsinformationen 

Ziel ist eine Auflistung der Anzahl an Publikationen pro Kalenderjahr je Technologie. 
Diese Anzahl stellt über die Jahre verteilt einen geeigneten Indikator für die anschlie-
ßende Bewertung der Technologiereife dar.81 Aufgrund der möglicherweise hohen An-
zahl an Publikationen kann das manuelle Sammeln dieser Publikationsdaten äußerst zeit-
aufwendig sein. Zudem liegen die gefundenen Publikationsdaten noch im Arbeitsspeicher 
vor, sodass es sinnvoll ist, diese zum jetzigen Zeitpunkt aufzubereiten.  

Der Prozess zur Ermittlung von Publikationsinformationen ist in Bild 4-28 dargestellt. 
Der erste Prozessschritt stellt die Publikationsdaten in Form einer Liste bereit und lädt sie 

                                                 
81 Analog zu dem theoretischen Konzept der technologischen S-Kurve [GP14, S. 132f.]. 
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in den Speicher (analog zur Ermittlung der Technologienamen). Dabei wird für jede ge-
fundene Publikation aus der Technologieinformationsbasis das entsprechende Publikati-
onsjahr hinzugefügt und der Technologie zugeordnet. Anschließend erfolgt die Verarbei-
tung dieser Daten. Dieser Verarbeitungsschritt findet im Prozessblock Filtern und Sortie-
ren der Publikationsdaten statt. Im Folgenden wird dieser Prozessblock detailliert be-
schrieben. 

 

Bild 4-28: Bildschirmfoto des Prozesses zur Ermittlung der Publikationsinformationen 
in Anlehnung an [Ebe13, S. 65]  

• String to Date/Time: Zu Beginn wird das Publikationsjahr aus dem Datentyp 
String in den Datentyp Date/Time überführt. Date/Time wird im Folgenden für 
die Verarbeitung der Publikationsjahre benötigt. 

• Constant Value Column: Für die Anzahl der Publikationen pro Jahr je Techno-
logie wird eine zusätzliche Zähl-Spalte benötigt. Diese Spalte wird initial für alle 
Felder auf 1 gesetzt.  

• GroupBy: Dieser Prozessschritt gruppiert die identische Kombination von Tech-
nologieabkürzung und Publikationsjahr. Wird ein Datensatz mit einem identi-
schen Datensatz gruppiert, rechnet der Zähler in der Zähl-Spalte automatisch um 
eins hoch.  

• Sorter: Als Vorbereitung für die nachfolgenden Prozessschritte wird die Liste 
sortiert. Als erstes Sortierkriterium dient die Technologie, als zweites Sortierkri-
terium das Publikationsjahr. So entsteht eine alphabetisch sortierte Liste nach 
Technologien, die aufsteigend nach Publikationsjahren sortiert ist.  

• Time to String: Nach abgeschlossener Sortierung nach Publikationsjahren wird 
der Datentyp des Publikationsjahres aus dem Datentyp Date in den Datentyp 
String überführt. Dies ist der definierte Zieldatentyp. 

• Row Filter: Um die Ergebnisse vergleichbar zu halten, werden alle Publikationen 
für das aktuelle Kalenderjahr herausgefiltert. Wird die Analyse früh im Kalender-
jahr durchgeführt, so kann es passieren, dass eine irreführende Entwicklung der 
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Publikationszahlen für dieses Jahr angenommen wird. Eine fehlerhaft berechnete 
Abflachung der Publikationszahlen kann zu falschen Implikationen der Techno-
logiereife führen.  

• Column Rename: Für ein aussagekräftiges Ergebnis werden die wesentlichen 
Spalten konkretisiert. Dazu wird die Zähler-Spalte in Publikationszahlen und die 
Jahres-Spalte in Publikationsjahr umbenannt.  

• GroupBy: In diesem Prozessschritt werden alle Publikationszahlen sowie -jahre 
je Technologie in eine Spalte zusammengefasst. Dazu wird nach dem Technolo-
gienamen gruppiert. Bei der Gruppierung werden sowohl die Publikationszahlen, 
als auch die -jahre konkateniert, also zusammengefügt. Das bedeutet, dass die je-
weiligen Informationen als Text hintereinander gesetzt und mit einem Komma 
getrennt werden. Dabei wird sichergestellt, dass sich die Publikationszahl an ei-
nem bestimmten Index (Position in der Zeichenkette) zu einem Publikationsjahr 
zurückführen lässt.   

• Row Filter: Dieser Prozessschritt filtert die Technologien heraus, denen keine 
Publikationszahlen oder -jahre zugeordnet werden konnten. Dies geschieht äußert 
selten und ist in diesem konkreten Fall nicht vorgekommen.  

• Column Filter: Abschließend wird die Liste mit den Publikationsinformationen 
aufbereitet. Dazu werden alle Spalten herausgefiltert, die irrelevant für die weitere 
Betrachtung sind. Es bleiben eine ID, der Technologiename sowie die Publikati-
onsinformationen übrig.  

Bild 4-29 zeigt einen Ausschnitt des Ergebnisses der Ermittlung der Publikationsinfor-
mationen. Es ist ersichtlich, dass die erste Publikation zu UWB im Jahre 1978 entstand. 
Anschließend gab es 14 Jahre keine weitere Publikation bis zum Ende der 90er Jahre, in 
denen die Technologie langsam in den Fokus der Forschung rückte. Mitte der 2000er 
Jahre stieg die Anzahl der Publikationen zu UWB deutlich an, was darauf hindeuten lässt, 
dass UWB in diesem Zeitraum in die Wachstumsphase eingetreten ist. Aktuell befindet 
sich diese Technologie noch immer in der Wachstumsphase, da ein Wendepunkt noch 
nicht erreicht ist, was sich mit der aktuellen Marktbeobachtung deckt.    
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Bild 4-29: Bildschirmfoto des Ergebnisses der Ermittlung der Publikationsinformatio-
nen (Ausschnitt) 

Ermittlung von Technologiebeschreibungen 

Ziel ist eine kurze und prägnante Beschreibung der gefundenen Technologien. Für einige 
Technologien existieren bereits Beschreibungstexte. Diese können speziellen technolo-
gieorientierten Datenbanken (vgl. Abschnitt 4.2.4) oder auch in Online-Enzyklopädien 
entnommen werden. Es empfiehlt sich, die Beschreibungsquelle nach den folgenden drei 
Kriterien auszusuchen:   

1) Es existiert eine Programmierschnittstelle mit der mittel- oder unmittelbar der 
Beschreibungstext heruntergeladen werden kann. Der Text wird also entweder 
direkt in den Speicher geladen oder ist zumindest als Beschreibungstext ge-
kennzeichnet.  

2) Das Antwortformat ist einheitlich, damit die Antwort der Abfrage effizient 
und effektiv verarbeitet werden kann. 

3) Die Quelle ist umfassend und aktuell. Da insbesondere die Schwachen Signale 
interessant sind, sollten die Quellen eine hohe Anzahl an aktuellen Artikeln 
aufweisen und regelmäßig aktualisiert werden. Quellen, die durch eine hohe 
Aktivität der eigenen Community gepflegt werden, sind zu bevorzugen, da 
aufgrund der Masse an verfügbarem Wissen die Wahrscheinlichkeit höher ist, 
dass aktuelle Technologien beschrieben werden.   

Im Rahmen der Arbeit wird die Online-Enzyklopädie Wikipedia82 ausgewählt und als 
Quelle für Technologiebeschreibungen genutzt. Diese Quelle erfüllt die an sie gestellten 

                                                 
82 Eine Bewertung der wissenschaftlichen Güte von Wikipedia ist nicht Teil dieser Arbeit. Ziel ist der 

Nachweis über die prinzipielle Eignung externer Quellen zur Technologiebeschreibung.  
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Anforderungen. Bild 4-30 zeigt den Prozess zur Abfrage der Beschreibungsinformatio-
nen über Wikipedia. Dieser Prozess ist in zwei Prozessblöcke und zwei einzelnen Nach-
bearbeitungsschritten aufgeteilt, die im Folgenden detailliert beschrieben werden.  

 

Bild 4-30: Bildschirmfoto des Prozesses zur Ermittlung der Technologiebeschreibungen 
in Anlehnung an [Ebe13, S. 72] 

Im ersten Prozessschritt wird die Technologieinformationsbasis geladen. Da dieser 
Schritt ebenfalls rechenintensiv ist, kann die Anzahl begrenzt werden. Ferner werden 
nicht alle Spalten benötigt, die aus dem Speicher geladen werden.    

• Column Filter: Dieser Prozessschritt entfernt unnötige Spalten aus der Tabelle, 
die aus dem Speicher geladen wird. Im Wesentlichen wird eine ID, der Techno-
logiename sowie die Anzahl der Quellen, in denen die Technologie gefunden 
wird, benötigt. Letztere Angabe ist wichtig, sofern nur eine beschränkte Anzahl 
zur Analyse zugelassen wird, beispielsweise die 10 am häufigsten gefundenen 
Technologien.  

Im Folgenden wird der Prozess in zwei Pfade aufgeteilt. Für die eigentliche Suche in der 
Quell-Datenbank ist ausschließlich der Name relevant, nach dem gesucht werden soll. 
Alle weiteren Informationen werden an Node 66 weitergereicht. Für die Suche nach Be-
schreibungstexten sind die folgenden zwei Prozessschritte notwendig. Diese können bei 
Bedarf durch andere Quellen ersetzt werden. 

• WebSearcher: Der WebSearcher83 stellt nativ eine Verbindung zu einer Online-
Suche her. Es ist lediglich die Auswahl des Suchanbieters notwendig. Ferner wird 
der Spaltenname konfiguriert, der den Technologienamen enthält sowie die Spra-
che. Der WebSearcher liefert den Beschreibungstext, die abgefragte URL84 sowie 
den Zeitstempel der letzten Textanpassung zurück.  

                                                 
83 Der WebSearcher von KNIME stellt verschiedene Konnektoren für Suchanbieter zur Verfügung, wie zu 

Bing und Google. Eine eigene Implementierung ist an dieser Stelle nicht notwendig.   

84 Ein Uniform Resource Locator (URL) adressiert eine Webseite. Über diese lesbare Buchstabenkombi-
nation wird auf die entsprechende Seite zugegriffen [Wil13, S. 611]. 
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• String Manipulation: Bestimmte Technologienamen sind in den Quell-Daten-
banken nicht eindeutig identifizierbar. Der WebSearcher liefert sämtliche mögli-
che Kurzbeschreibungen zurück und trennt sie durch ein Komma. Da im Rahmen 
des Gesamtprozesses das Komma bereits beim Konkatenieren eingesetzt wird, 
werden alle Kommata durch ein sonstiges beliebiges Sonderzeichen ersetzt, das 
noch nicht genutzt wird. In diesem Fall ist es eine Raute.   

Abschließend werden die Daten für die weitere Verarbeitung in dem Software-Werkzeug 
aufbereitet. Die folgenden zwei Prozessschritte haben keine inhaltliche Relevanz. 

• Joiner: Dieser Prozessschritt führt die Spalten wieder zusammen, die für die In-
ternetsuche entfernt wurden. Die Zusammenführung erfolgt über die ID. 

• Column Filter: Für die weitere Verarbeitung im Gesamtprozess werden die Spal-
ten ausgewählt, die der WebSearcher zurückgegeben hat. Dies ist der Beschrei-
bungstext, der Zeitstempel der letzten Textanpassung sowie die abgefragte URL. 
Alle weiteren Spalten werden entfernt.   

Bild 4-31 zeigt einen Ausschnitt der Ergebnisse. Es ist deutlich ersichtlich, dass bei vielen 
Technologienamen eine Mehrdeutigkeit existiert. Die Mehrdeutigkeit kann ausschließ-
lich durch eine manuelle Nachbearbeitung behoben werden. Allerdings wird der Nutzen 
der automatisierten Technologiebeschreibung dennoch als hoch angesehen, da es in 
Summe manuellen Aufwand einspart. UWB wird in diesem konkreten Fall richtigerweise 
als radio technology beschrieben.   

 

Bild 4-31: Bildschirmfoto des Ergebnisses der Ermittlung der Technologiebeschreibun-
gen (Ausschnitt) 
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4.3.5 Klassifikation der Technologien 

Essentiell für die kontinuierliche Verbesserung des maschinellen Lernmodells ist die kon-
tinuierliche Technologie-Klassifikation. Dabei wird bewertet, ob es sich bei dem jeweili-
gen Suchergebnis um eine Technologie handelt oder nicht. Es wird noch nicht bewertet, 
ob die Technologie relevant für das Geschäftsmodell ist.  

Der Ansatz, Technologien mit Hilfe eines maschinellen Lernmodells zu identifizieren, ist 
kein semantischer oder regelbasierter Ansatz (vgl. Abschnitt 3.3.2), sondern ein statisti-
scher. Das bedeutet, dass Technologien aufgrund ihrer Eigenschaften im Text identifiziert 
werden. Da es sich bei den Algorithmen häufig um eine Black-Box handelt, sind die 
exakten Regeln schwer nachvollziehbar. Im Rahmen dieser Arbeit kann jedoch festge-
halten werden, dass Technologien in der Regel mit einer Abkürzung beschrieben sind und 
dass diese Abkürzungen dann häufig am Satzanfang stehen. Maschinelle Lernverfahren 
erreichen aber selten eine Genauigkeit von 100%85.  

Die Bewertung erfolgt über ein Formular, das sämtliche bereits bekannte Informationen 
bündelt und visualisiert. Ferner sind zwei Schaltflächen vorhanden, mit der das Sucher-
gebnis als Technologie klassifiziert oder abgelehnt wird. Bild 4-32 zeigt dieses Formular 
exemplarisch am Beispiel UWB.  

 

Bild 4-32: Steckbrief mit Technologie-Klassifizierung in Anlehnung an [PEG15, 
S. 1659] 

                                                 
85 Bei einer Genauigkeit von 100% und bekannten Mustern oder Regeln innerhalb der Daten ist ein ma-

schinelles Lernmodell nicht zielführend. Es ist effizienter, das Muster oder die Regel in Form von Be-
dingungen oder Schleifen zu programmieren.  
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Das Formular ist so aufgebaut, dass der Bewerter effizient die Suchergebnisse bewerten 
kann. Im oberen Teil sind direkt unter dem Titel des Suchergebnisses die Schaltflächen 
zur Klassifizierung angeordnet. Sollte es auf den ersten Blick ersichtlich sein, ob es sich 
um eine Technologie handelt, so ist diese direkt zu klassifizieren. Im unteren Bereich 
befinden sich die Detailinformationen, bestehend aus einem Beschreibungstext und ei-
nem Suchbegriff. Nach erfolgter Bewertung erscheint unverzüglich das nächste zu be-
wertende Suchergebnis.86  

Das Ergebnis der Bewertung wird unmittelbar und automatisiert als Eingangsmenge für 
das maschinelle Lernmodell bereitgestellt. Das in Bild 4-21 dargestellte Vorgehen erwei-
tert sich damit zu einem Kreislauf. Bild 4-33 zeigt dieses schematische Vorgehen. 

  

Bild 4-33: Schematische Darstellung des Prozesses zur kontinuierlichen Weiterentwick-
lung des maschinellen Lernmodells 

Das Technologie-Formular stellt den Ausgangspunkt zur Technologie-Klassifikation dar. 
Es visualisiert zudem gleichzeitig die Ergebnisse der Technologiesuche. Nach erfolgter 
Klassifikation wird die Lernmenge für den NER-Modell-Builder bereitgestellt. Die Lern-
menge besteht aus einer Text-Liste sowie einer Whitelist und einer Blacklist (vgl. Ab-
schnitt 4.3.3). Diese White- und Blacklist werden automatisiert nach der Bewertung be-
füllt, in dem der Name des Suchergebnisses in eine dieser Listen aufgenommen wird. 
Zudem werden die Suchtexte, in denen die Technologie gefunden wurde, mit in die Text-
Liste geschrieben. Der NER-Modell-Builder wird über Nacht aktiviert, sodass jederzeit 
ein möglichst aktuelles NER-Modell vorliegt. Das NER-Modell arbeitet anschließend mit 

                                                 
86 Eine alternative Form der Darstellung stellt eine Liste oder Tabelle dar. Selbstredend ist diese Visuali-

sierungsform ebenfalls umgesetzt. Da dies allerdings ausschließlich eine weitere Ansicht zur Visualisie-
rung der Suchergebnisse darstellt und sonst keinen Mehrwert für diese Systematik bietet, wird diese im 
Rahmen der Arbeit nicht beschrieben.  
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einer höheren Genauigkeit und einer reduzierten Anzahl an Suchergebnissen. Die bereits 
gefundenen Technologien werden für die Folgesuchen nicht berücksichtigt.  

Nach erfolgreicher Klassifikation werden die Technologien in eine Technologieliste ge-
schrieben und mit den bereits bekannten Informationen aus Abschnitt 4.3.4 ergänzt. Die 
Technologien wechseln damit ihren Status von potentieller Technologie in Technolo-
gie.87    

4.4 Bewertung der Technologien 

Im Rahmen der Technologie-Bewertung wird in diesem Abschnitt die Technologie in 
verschiedenen Dimensionen analysiert. Dazu werden zunächst alle fehlenden Technolo-
gie-Informationen ergänzt (Abschnitt 4.4.1). Anschließend findet die Bewertung der 
Technologiepriorität (Abschnitt 4.4.2) sowie der Geschäftsmodellpriorität (Ab-
schnitt 4.4.3) statt. Diese Bewertungen werden in einem Portfolio vereint (Ab-
schnitt 4.4.4). Abschließend wird eine Radar-basierte Technologie-Priorisierung durch-
geführt (Abschnitt 4.4.5). Ziel sind bewerte und priorisierte Technologien.  

4.4.1 Manuelle Ergänzung von Technologieinformationen 

Ziel dieser Phase ist eine möglichst vollständige Bewertungsbasis. Dazu werden die In-
formationen ergänzt, die in Phase 3 nicht automatisiert erhoben werden. Die vollständi-
gen Informationen werden in einem Steckbrief gesammelt und aufbereitet. Die Beschrei-
bungselemente sind bewusst kurzgehalten, sodass die wesentlichen Informationen für die 
Bewertung im Vordergrund stehen. Der Steckbrief enthält die folgenden Beschreibungs-
elemente:  

• Kurzbeschreibung: Die Kurzbeschreibung wird im Rahmen des Anreicherns 
von Technologieinformationen automatisch erhoben (vgl. Abschnitt 4.3.4). Sie 
wird in einen kurzen und prägnanten Beschreibungstext überführt.  

• Erklärung: Erläuterungen, die über die Kurzbeschreibung hinausgehen, werden 
im Rahmen der Erklärung beschrieben. Allerdings ist darauf zu achten, dass die 
Erklärung prägnant formuliert wird. 

• Kategorie: Enthält die übergeordnete Technologiekategorie und dient der Her-
stellung der Vergleichbarkeit zwischen den Technologien. Die Kategorie wird 

                                                 
87 Dieses Vorgehen ist so gewählt, um das Back-End mit der Technologiesuche von dem Front-End mit 

der Bewertung zu trennen. Diese Trennung hat keinen Einfluss auf die Systematik ist aber performanter, 
da die beiden Software-Werkzeuge auf unterschiedlichen Infrastrukturen laufen.  
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manuell hinzugefügt und kann sich an einem existierenden Technologiekatalog 
orientieren.88  

• Leistungsspezifikationen: Die Leistungsspezifikationen hängt von der jeweili-
gen Kategorie ab und ist im Vorfeld zu definieren. Für Identifikations- und Kom-
munikationstechnologien sind der Frequenzbereich, Sendeleistung, Reichweite 
sowie die Datenrate als Kriterium geeignet.89 

• Einschätzungen zur Beherrschbarkeit: Diese Kategorie beinhaltet eine erste 
grobe Einschätzung bezüglich der Kriterien zur Beherrschbarkeit der Technolo-
gie. Diese Kriterien werden mit den Ausprägungen niedrig, mittel und hoch be-
schrieben. Im Folgenden sind diese aufgelistet.  

• Komplexität: Erwartete technische Komplexität zur Beherrschung der 
Technologie 

• Synergien: Erwarteten Synergien für das betrachtete Unternehmen 

• Investitionskosten: Erwartete Investitionskosten zur Beherrschung der 
Technologie  

• Disruptionspotential: Erwartete Disruptionspotential im Umgang und der 
Monetarisierung der Technologie  

• Verfügbarkeit (extern): Externe Verfügbarkeit der Technologie am Markt 

• Entwicklungsstand: Der Entwicklungsstand umfasst die Stufen Prototyp, Pilot-
anwendungen sowie Serienreife und ist angelehnt an die Technologiebewertung 
der Innovations-Datenbank (vgl. Abschnitt 2.4.1) [BGI09, S. 43ff.]. Die Bezeich-
nung Prototyp bedeutet, dass diese Technologie ausschließlich in ersten March-
barkeitsstudien verbaut ist. Pilotanwendung ist so definiert, dass die Technologie 
bereits in größeren Installationen integriert ist, allerdings noch keine Serienreife 
aufweist. Serienreif ist eine Technologie, die bereits industrialisiert und kommer-
zialisiert ist.  

• Position auf der S-Kurve: Diese Bewertung beruht auf dem S-Kurven-Konzept 
nach MCKINSEY und beschreibt die Technologiereife anhand der Leistungsfähig-
keit und den kumulierten F&E-Aufwänden [GP14. S. 132f.]. Diese Bewertung 
wird im Rahmen der Technologiepriorität aufgegriffen (vgl. Abschnitt 4.4.2). Die 

                                                 
88 Sollten die Technologieinformationen für Zwecke eingesetzt werden, die über diese Systematik hinaus-

gehen, so kann es sinnvoll sein, zu Beginn eine Ontologie zu definieren.  

89 Anhand des Frequenzbereichs sowie der Reichweite lässt sich die Leistungsfähigkeit von Kommunika-
tionstechnologien einschätzen. Ein niedriger Frequenzbereich weist eine niedrige Störanfälligkeit auf, 
kann aber auch nur wenige Daten pro Zeiteinheit transportieren. Ein hoher Frequenzbereich bedeutet 
eine gesteigerte Datenrate mit einer erhöhten Störanfälligkeit gegenüber Materialen in der Umgebung. 
Die Reichweite ist hingegen nicht zwangsweise abhängig von der Technologie.  
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Position wird anhand der Anzahl an Publikationen über den Zeitverlauf abge-
schätzt.  

• Auswirkungen auf das Geschäftsmodell: Diese Bewertung visualisiert den Ein-
fluss auf die einzelnen Geschäftsmodellelemente. Diese wiederrum sind eng ver-
knüpft mit den Prozessen, die sich aus der tätigkeitsorientierten Beschreibung des 
Geschäftsmodells ergeben. Durch diese Verkettung ist der Einfluss auf das Ge-
schäftsmodell abzuleiten.  

• Beschreibung der gegenwärtigen technischen Lösung: Zur Lösung des Tech-
nologiepotentials wird die gegenwärtige technische Lösung beschrieben, die be-
reits im Einsatz ist. Hierbei kann es durchaus vorkommen, dass noch keine tech-
nische Lösung derzeit Verwendung findet.  

• Skizzen: Enthält alle wesentlichen Bilder, die für das Verständnis zum Wirkprin-
zip der Technologie oder für den Technologieeinsatz wichtig sind. Dies können 
erste Skizzen oder schon aufbereitete technische Zeichnungen sein.   

• Quellen: Beinhaltet eine Auflistung aller Quellen, die im Rahmen der Technolo-
giesuche gefunden wurden. Es wird empfohlen, eigene existierende Quellen hin-
zuzufügen, um eine möglichst vollständige Auflistung an Quellen abzulegen.  

• Monitoring: Im Rahmen dieses Beschreibungselements werden die notwendigen 
administrativen Informationen zum Monitoring abgelegt. Die Identifikation neuer 
Quellen wird zwar automatisiert durchgeführt, allerdings ist der Nutzer für die 
Überarbeitung der Einschätzung verantwortlich. Aus diesem Grund wird der ver-
antwortliche Mitarbeiter festgelegt (vgl. Abschnitt 4.5.3). Ferner wird festgehal-
ten, wann die letzte Aktualisierung durchgeführt wurde und die nächste Aktuali-
sierung fällig ist.  

Bild 4-34 zeigt exemplarisch den Steckbrief am Beispiel UWB. Dieser enthält die not-
wendigen Beschreibungstexte sowie eine Einschätzung zur Beherrschbarkeit der Tech-
nologie. Anhand der Publikationsdaten lässt sich abschätzen, dass es sich um eine Schlüs-
seltechnologie handelt. Es existieren bereits externe Pilotanwendungen, diese sind aller-
dings noch nicht zur Serienreife getrieben. Die Technologie beeinflusst das Nutzenver-
sprechen, die Marktleistung sowie das Erlöskonzept. 

Eine gegenwärtige Lösung im Einsatz zur Indoor-Positionierung in der Intra-Logistik 
existiert nicht, allerdings sind bereits andere produktnahe Kommunikationstechnologien 
im Einsatz. So existiert bereits ein Pilot eines kopflosen Geldautomaten90. Die Quellen 

                                                 
90 Der kopflose Geldautomat (Headless ATM) beschreit das Konzept eines Geldautomaten ohne Monitor 

und Tastatur. Die gewünschte Buchung wird über das Smartphone eingegeben und über eine Near Field 
Communication (NFC-)Schnittstelle an den Geldautomaten übertragen [Fin17-ol].  
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sind aus der Technologiesuche entnommen, die Skizzen sind manuell hinzugefügt wor-
den. So wird ein Großteil der Informationen automatisiert befüllt.  

 

Bild 4-34: Technologie-Steckbrief für UWB  
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Die Technologie weist eine hohe Komplexität auf, da sie aufgrund der hohen Frequenz 
äußerst störempfindlich ist. Allerdings weist sie auch ein hohes Synergiepotential auf, da 
sie Einfluss auf eine hohe Anzahl an Partialmodellen in diesem Geschäftsmodell hat. Die 
Investition in die Technologie ist aufgrund mangelnder Standardisierung zurzeit noch 
kostenintensiv. Das Disruptionspotential ist als niedrig einzustufen, da es sich um ein 
übliches elektronisches Bauteil handelt. Allerdings wird eine zusätzliche Infrastruktur be-
nötigt. Die Verfügbarkeit (extern) ist gering, da es nur wenige Unternehmen gibt, die 
UWB anbieten.   

4.4.2 Bewertung der Technologieattraktivität 

Im Rahmen der Bewertung der Technologieattraktivität wird die Technologie mit Hilfe 
eines Portfolioansatzes bewertet. Ziel ist eine technologische Priorisierung der zu verfol-
genden Technologien. In der Literatur existieren bereits ausreichend Ansätze zur Bewer-
tung der Technologieattraktivität [GP14, S. 130ff.], [SLS11, S. 95ff.]. Diese sind aller-
dings weitestgehend marktleistungs- und nicht wertschöpfungsorientiert. Für eine wert-
schöpfungsorientierte Betrachtung ist eine Bewertung der Marktattraktivität irreführend, 
da die Technologiepotentiale im Rahmen dieser Arbeit nicht zwangsweise Marktleistun-
gen adressieren. Aus diesem Grund wird eine Bewertung der Technologierelevanz und 
der relativen Technologieerreichbarkeit vor dem Hintergrund des betrachteten Geschäfts-
modells benötigt. In Anlehnung an MAJCHRZAK ET AL. werden die Dimensionen Techno-
logierelevanz und in Anlehnung an BRINK die relative Technologieerreichbarkeit91 ge-
nutzt [Bri10, S. 153], [MCN04, S. 182f.]: 

• Technologierelevanz: Die Technologierelevanz bewertet die technologische Si-
tuation vor dem Hintergrund des Geschäftsmodells. Dabei wird die Problemlö-
sungsrelevanz bewertet, in wie fern die Technologie das Technologiepotential be-
dienen kann. Wird das Verbesserungspotential dadurch vollständig gelöst, ist von 
einer hohen Problemlösungsrelevanz auszugehen. Der Adaptionsaufwand be-
schreibt die Komplexität, das Technologiepotential mit Hilfe dieser Technologie 
zu lösen. Liefert diese Technologie eine in sich geschlossene Lösungskomponente 
innerhalb ihrer Systemgrenzen, so ist der Adaptionsaufwand als gering anzusehen 
[MCN04, S. 182f.].  

• Relative Technologieerreichbarkeit: Die relative Technologieerreichbarkeit be-
schreibt die Fähigkeit des Unternehmens, die konkrete Technologie zu beherr-
schen und im Rahmen des Geschäftsmodells einzusetzen. Know-how sowie Er-
fahrung im Umgang mit einer Technologiekategorie sind hilfreich, um praktische 

                                                 
91 BRINK nutzt die Bewertungsdimension relative Technologiekompetenz [Bri10, S. 153]. Da die Fähigkeit 

zur Umsetzung erst im Rahmen von Phase 5 bewertet wird, wird dieses Kriterium rausgelassen und die 
Bewertungsdimension zu relative Technologieerreichbarkeit umbenannt. 
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Hürden zu überwinden. So ist es von Vorteil, sich im Bereich von Funktechnolo-
gien mit Kollisionsvermeidungen bei einer hohen Anzahl an Geräten befasst zu 
haben. Die Verfügbarkeit von Ressourcen beschreibt, dass die notwendigen ma-
teriellen, personellen und finanziellen Ressourcen für die Umsetzung zur Verfü-
gung stehen. Es ist die generelle Fähigkeit zur Umsetzung von Projekten mit einer 
bestimmten Technologiekategorie zu bewerten [Bri10, S. 153].  

Für jedes Kriterium wird ein Bewertungsmaßstab definiert (vgl. Tabelle 4-3 und Ta-
belle 4-4). Die Bewertung weist auf die Gefahr hin, dass eine Technologie ein Technolo-
gie-potential zwar vollständig lösen kann, dieses allerdings mit einer sehr hohen Kom-
plexität verbunden sein kann. So weist UWB im Rahmen der Technologierelevanz eine 
hohe Problemlösungsrelevanz auf, der Adaptionsaufwand ist allerdings als hoch anzuse-
hen, da eine neue Infrastruktur erbaut werden muss.   

Tabelle 4-3: Bewertungsmaßstäbe für die Technologierelevanz in Anlehnung an 
[MCN04, S. 182f.] 

 

Die Erfahrungen im Unternehmen sind im Bereich Netzwerktechnologie vorhanden, neu-
erdings auch im Bereich drahtlose Kommunikation. Zudem stehen sowohl finanzielle, als 
auch personelle Ressourcen zur Verfügung, um die Technologie zu erschließen. Diese 
Bewertungsmaßstäbe weisen auf die Gefahr hin, dass es zwar eine hohe Verfügbarkeit an 
Ressourcen geben kann, um eine Technologie zu erschließen, das bestehende Know-how 
sowie die Erfahrungen allerdings nicht ausreichen, um diese organisch92 zu erschließen. 
Eine Auswahl von Technologien findet an dieser Stelle noch nicht statt, da weitere Kri-
terien relevant sind, wie die Technologiereife. Allerdings determiniert die Technologie-
attraktivität wesentlich die Radar-basierte Technologiepriorisierung (vgl. Ab-
schnitt 4.4.3). Dazu werden die Kriterien innerhalb von Nutzwertanalysen gewichtet und 
bewertet.  

                                                 
92 Zur Potentialanalyse von anorganischem Wachstum ist diese Systematik nicht geeignet. Dazu wird auf 

Methoden aus dem Bereich Mergers & Acquisitions (M&A) verwiesen [Wir12, S. 10]. 
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Tabelle 4-4: Bewertungsmaßstäbe für die relative Technologieerreichbarkeit in Anleh-
nung an [Bri10, S. 153] 

 

Vor dem Hintergrund, dass das Technologiepotential technologisch gelöst werden soll, 
ist eine höhere Gewichtung bei der Problemlösungsrelevanz sinnvoll. Die mangelnde 
Verfügbarkeit von Ressourcen kann die weitere Exploration abrupt stoppen und wird da-
her im Rahmen der relativen Technologieerreichbarkeit höher gewichtet. Mangelndes 
Know-how kann mit Ressourcen aufgefangen werden, beispielsweise mit Hilfe externer 
Ingenieursdienstleister. Tabelle 4-5 zeigt einen Auszug der Tabelle.  

Tabelle 4-5: Bewertungsmaßstäbe für die Technologieattraktivität 
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Die dargestellte Nutzwertanalyse wird in ein Portfolio überführt (vgl. Bild 4-35). Dieses 
Portfolio ist in drei Bereiche mit unterschiedlicher Technologieattraktivität aufgeteilt. 
Das Drittel im oberen rechten Bereich zeigt eine hohe Technologieattraktivität, wohinge-
gen das Drittel im unteren linken Bereich eine niedrige Technologieattraktivität darstellt. 
Die Technologien aus dem Validierungsprojekt werden anhand ihrer Bewertung in der 
Nutzwertanalyse in das Portfolio abgetragen. Dabei sind die Mesh-fähigen Kommunika-
tionstechnologien sowie UWB im oberen Bereich angesiedelt. Blockchains sowie Bionic 
Chips weisen ebenfalls eine hohe Technologieattraktivität auf. Die relative Technologie-
erreichbarkeit ist allerdings ausbaufähig. Eine Handlungsempfehlung findet an dieser 
Stelle noch nicht statt.   

 

Bild 4-35: Technologieattraktivitäts-Portfolio  

4.4.3 Radar-basierte Priorisierung der Technologien 

Im Rahmen der Radar-basierten Technologiepriorisierung werden die bisher erlangten 
Bewertungsergebnisse in einem integrierten Radar zusammengeführt und die Technolo-
gien priorisiert. Dazu werden die Technologieattraktivität sowie der Reifegrad in einem 
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Technologieportfolio dargestellt und die Technologien damit priorisiert (vgl. Bild 4-36 
und [LP10, S. 25f.]).  

Das Radar kann anhand von Segmentierungskriterien in Segmente aufgeteilt werden. Da 
Technologien für verschiedene Suchfelder relevant sein können, wird auf eine Segmen-
tierung nach Suchfeldern verzichtet, um die Übersichtlichkeit zu gewährleisten. Aus die-
sem Grund sind die Segmente nach Technologiekategorie gewählt, sodass jede Techno-
logie nur einmal vorkommt.  

Die Kreisringe im Radar repräsentieren in diesem Fall die Technologieattraktivität (vgl. 
Abschnitt 4.4.2). Aus diesem Grund existieren drei Subkreise, die analog zum Technolo-
gieattraktivitäts-Portfolio angeordnet sind. Der innere Kreis stellt den Bereich mit der 
höchsten Technologieattraktivität dar, der äußere Kreis den mit der geringsten Technolo-
gieattraktivität. Je näher eine Technologie nun an das Innere des Radars angeordnet wird, 
umso höher ist die Technologieattraktivität.  

Die Technologien werden in Form einer Marke anhand der beschriebenen Kriterien dar-
gestellt. Der Durchmesser einer Marke ergibt sich aus der relativen Häufigkeit, wie oft 
eine Technologie für die verschiedenen Suchfelder gefunden wurde und ist als Grad für 
das Synergiepotential anzusehen. Die Farbe der Marke repräsentiert den Reifegrad der 
Technologie angelehnt an die technologische S-Kurve. Rot stellt eine Basistechnologie 
dar, gelb eine Schlüsseltechnologie und grün eine Schrittmachertechnologie. Bild 4-36 
zeigt das Technologieradar aus dem Validierungsprojekt.  

Das Technologieradar soll nicht nur als Visualisierungsmethode genutzt werden, sondern 
dient ebenfalls zur Ableitung einer Priorisierung. Alle Technologien, die ermittelt wur-
den, weisen per se eine hohe Geschäftsmodellrelevanz auf, da nur Technologiepotentiale 
analysiert werden, die eine hohe Relevanz aufweisen. Aus diesem Grund werden Tech-
nologien priorisiert, die eine hohe Attraktivität sowie idealerweise Synergiepotential 
aufweisen.  

Technologien, die eine mittlere Attraktivität aufweisen sind einzeln zu überprüfen. In-
nerhalb dieses Sub-Kreises sollten die Technologien priorisiert werden, die ein in Rela-
tion hohes Synergiepotential aufweisen, wie WiFi-Mesh.  

Technologien mit geringer Attraktivität sind zunächst zu vernachlässigen. Allerdings 
sollten im Einzelfall Technologien überprüft werden, die dazu ein sehr hohes Synergie-
potential aufweisen.  

Je nach Betrachtungsgegenstand sind die verschiedenen Reifegrade zu berücksichtigen. 
Werden Technologien für eine Optimierung einer Tätigkeit innerhalb der Wertschöp-
fung benötigt, so sollten eher etablierte Technologien in den Einsatz kommen. Auf der 
anderen Seite ist es für die Weiterentwicklung einer Marktleistung wichtig neue Schlüs-
seltechnologie zu erschließen sowie Schrittmachertechnologien zu identifizieren und zu 
monitoren. 



Systematik zur geschäftsmodellorientierten Technologiefrühaufklärung Seite 135 

 

Bild 4-36: Technologie-Radar in Anlehnung an [LP10, S. 28] 

Im Rahmen dieses Validierungsbeispiels sind UWB und Bluetooth Mesh zu priorisieren 
und in einem Projekt hinsichtlich der Tauglichkeit zu überprüfen. In der Praxis ist es al-
lerdings üblich, mehrere Technologiealternativen zu vergleichen. Ferner sind Block-
chain-Datenbanken sowie dedizierte KI-Prozessoren (vgl. Bionic- / Neural-Chips) in ei-
nem Vorprojekt zu evaluieren. Diese Technologien weisen das größte Disruptionspoten-
tial in der Finanzbranche auf, der Reifegrad ist jeweils noch relativ gering. 

4.5 Planung der Technologie-Exploration 

Ziel dieser Phase sind Projekte, die zur Exploration der Technologien dienen. In der Pra-
xis hat es sich bewährt, Technologien in einem dedizierten Projekt detailliert zu untersu-
chen. Im Fokus steht die Entwicklung eines Nachweises der generellen Funktionsfähig-
keit (Proof of Concept). Dazu wird zunächst eine integrierte Technologie-Projekt-Road-
map erstellt, um die Projekte je nach Verfügbarkeit der Ressourcen auf eine Zeitleiste zu 
bringen (Abschnitt 4.5.1). Abschließend werden Projektaufträge zur Erstellung eines 
Proof of Concepts (PoC) definiert (Abschnitt 4.5.2).    
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4.5.1 Erstellung einer integrierten Technologie-Projekt-Roadmap  

Ziel ist eine Projekt-Roadmap zur Technologie-Exploration, die die zeitliche Verfügbar-
keit von Technologien darstellt. Dabei stehen Standard-Projekte93 im Vordergrund, die 
eine abgegrenzte Aufgabe verfolgen sowie eine geringe Komplexität der Projektumwelt 
aufweisen [BH96, S. 165ff.]. In Anlehnung an VIENKÖTTER wird zunächst eine Techno-
logie-Roadmap erstellt [Vie07, S. 131ff.]. Die Roadmap umfasst die Segmente Kommu-
nikations94-Technologien, Datenbank-Technologien, Prozessor-Technologien und Au-
thentifizierungs-Technologien aus dem Technologieradar (vgl. Abschnitt 4.4.3).95 Sie 
stellt einen Zeithorizont von ca. fünf Jahren dar und beginnt in der Gegenwart.96 In den 
Zeilen sind die Technologien dargestellt. Der Balken in jeder Zeile visualisiert die zeitli-
che Verfügbarkeit. Der weiße Bereich gibt an, dass die Technologie noch nicht verfügbar 
ist. Der Übergang zum farbigen Bereich zeigt die Verfügbarkeit für Pilotanwendungen 
und der farbige Bereich stellt die Serienverfügbarkeit dar. Die Informationen werden in 
Abschnitt 4.4.1 erarbeitet.  

Für jede Potentialkombination der Technologiepotentiale wird ein Projekt definiert, in 
dem eine Machbarkeitsstudie durchgeführt werden soll. Da eine Potentialkombination 
mehrere Suchfelder umfassen kann, besteht die Möglichkeit, dass innerhalb eines Pro-
jekts das Zusammenspiel verschiedener Technologien erprobt werden muss. Zudem exis-
tieren insbesondere im Bereich IuK viele Konkurrenz-Technologien, sodass verschiedene 
Technologien eines Bereichs parallel erprobt werden müssen. So konkurrieren im Bereich 

                                                 
93 Neben Standard-Projekten existieren Akzeptanz-, Pionier- sowie Potentialprojekte. Die entsprechende 

Abgrenzung kann der Literatur von BOOS und HEITGER entnommen werden [BH96, S. 165ff.]. 

94 Für eine übersichtlichere Darstellung in der Roadmap wird der Zusatz Identifikationstechnologien weg-
gelassen. 

95 Die Segmente des Technologie-Radars sind je nach Geschäftsmodell unterschiedlich und entsprechend 
in der Technologie-Projekt-Roadmap anzupassen.  

96 In diesem Validierungsbeispiel werden insbesondere Informations- und Kommunikationstechnologien 
betrachtet. Diese weisen eine höhere Dynamik auf als klassische Technologien aus dem Maschinen- und 
Anlagebau. Der Planungshorizont ist situativ anzupassen, sollte aber nicht über 10 Jahre hinausgehen.  
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Nahfunk mit geringer Datenrate die Kommunikationstechnologien Bluetooth Low 
Energy97, ZigBee98, Z-Wave99 und EnOcean100.  

Die Projekte sind als vertikale Spange in der Roadmap visualisiert. Die kugelartige Mar-
kierung einer Spange stellt dar, dass die markierten Technologien innerhalb eines Projekts 
erprobt werden. Welche Entwicklungsstufe der Technologie genutzt wird, wird im Ein-
zelfall entschieden. Für einige Anwendungsbereiche macht es Sinn, auf bestehende Tech-
nologien zurückzugreifen. Die Anordnung der Spange auf der Zeitleiste determiniert sich 
nach der Technologie, die zum spätesten Zeitpunkt als Pilotanwendung verfügbar ist. Der 
Titel oberhalb der Spange stellt die Verbindung zur Potentialkombination dar. Bild 4-37 
zeigt einen Ausschnitt aus der Technologie-Roadmap aus diesem Validierungsprojekt.  

 

Bild 4-37: Ausschnitt der integrierten Technologie-Projekt-Roadmap 

                                                 
97 Bluetooth Low Energy wurde durch die Bluetooth Special Interest Group (SIG) definiert und stellt einen 

Substandard von Bluetooth dar, der einen äußerst geringen Energieverbrauch aufweist und somit geeig-
net für die Kommunikation mit Wearables ist [Gup16, S. 6ff.].   

98 ZigBee beschreibt eine Mesh-Technologie, die ebenfalls einen sehr geringen Energieverbrauch aufweist, 
allerdings durch das Mesh eine größere Distanz als Bluetooth Low Energy überbrücken kann [Far08, 
S. 1f.]. 

99 Z-Wave ist der Marktführer im Bereich drahtlose Smart Home-Steuerung, ist allerdings vergleichbar 
teuer und weist somit eine geringe Kompatibilität mit bestehenden Konsumenten-Geräten (z.B. Smart-
phones) auf [Mil15, S. 106].  

100 EnOcean ist eine auf kleinste Datenmengen ausgelegte Kommunikationstechnologie, die keine Strom-
versorgung benötigt. Die kinetische Energie, die im Rahmen des Betätigens eines Schalters erzeugt 
wird, wird in elektrische Energie zur Übermittlung des Signals umgewandelt [GK09, S. 230f.]. 
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Für die Potentialkombination Nr. 8 Indoor Positionierung für die Intra-Logistik zur Wert-
stromanalyse werden die Technologien Bluetooth Mesh und UWB markiert und in einem 
Projekt gegenübergestellt. Die Potentialkombination Nr. 5 Ubiquituos Computing für 
Geldautomaten greift ebenfalls die drahtlosen Kommunikationstechnologien auf, ver-
zichtet allerdings auf UWB, da diese Technologie in absehbarer Zeit nicht in Smartpho-
nes verbaut sein wird. Hier werden Bluetooth Low Energy, Bluetooth Mesh, der Bionic 
Chip sowie das Authentifizierungs-Verfahren Iris-Scanner erprobt. Da alle Technologien 
zeitnah zumindest als Pilotanwendung verfügbar sind, können diese auch frühzeitig er-
probt werden.  

4.5.2 Definition von Projektaufträgen für Machbarkeitsstudien 

Ziel sind Projektaufträge für die Machbarkeitsstudien101. Im Rahmen der Machbarkeits-
studien soll überprüft werden, ob die Technologien prinzipiell zur Lösung des Problems 
geeignet sind, welche Leistungsparameter benötigt werden, wie die Kostenstruktur da-
hinter aussieht und ob zusätzliche Fähigkeiten im Unternehmen benötigt werden. In An-
lehnung an PEITZ ET AL. werden die Machbarkeitsstudien102 in einer Liste gesammelt 
[PGW14, S. 210]. Dazu werden die Potentialkombinationen, das Thema der Studie, die 
avisierte Dauer der Studie sowie der verantwortliche Bereich gesammelt. Diese Liste ist 
in Tabelle 4-6 dargestellt. Das Ziel ist in jedem Fall die Erstellung eines PoC sowie die 
Beantwortung der eingangs gestellten Fragestellungen.     

Zu jedem Thema wird im Folgenden ein Projektauftrag formuliert. Es wird empfohlen, 
aufgrund der kurzen Projektzeiten sowie der in sich geschlossenen technologischen The-
men einen agilen Scrum Projektansatz zu verfolgen [Rub14, S. 33ff.].  

In Anlehnung an STEINWEG werden die folgenden Bereiche für einen Projektauftrag de-
finiert [Ste05, S. 241ff.]: 

 

                                                 
101 Für eine Machbarkeitsstudie ist kein allgemeingültiges Vorgehen definiert. GABLER definiert Machbar-

keitsstudien als eine „Vorstudie, die im Rahmen der strategischen Planung eines Investitionsvorhabens, 
insbesondere Großprojekts, durchgeführt wird. Es wird überprüft, ob ein Projekt überhaupt durchführ-
bar und ob es technisch und ökonomisch sinnvoll ist.“ Die DIN 69901-2 gibt an, dass mit Hilfe einer 
Machbarkeitsstudie eine „Bewertung der Machbarkeit […] eine Entscheidung der über das weitere 
Vorgehen im Projekt vorbereitet wird“. Aus Erfahrung bietet sich ein auf maximal sechs Wochen an-
gelegtes Projekt an mit dem Ziel eines PoCs. Das Team sollte interdisziplinär zusammengesetzt sein. 

102 PEITZ nutzt Machbarkeitsstudien zur Erprobung von Geschäftsmodellstufen [Pei14, S. 131ff.]. Es liegen 
bereits Anforderungslisten und Kontextinformationen vor. Im Rahmen dieser Arbeit werden die Mach-
barkeitsstudien in einer früheren Phase eingesetzt, in der die technischen Anforderungen weitestgehend 
unklar sind. Ein Ziel dieser Machbarkeitsstudien ist die Erarbeitung von Anforderungslisten für die 
Vorentwicklung.      
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Tabelle 4-6: Übersicht über die Machbarkeitsstudien und Verantwortlichkeiten in An-
lehnung an PEITZ ET AL. [PGW14, S. 210] 

 

• Projektziele: Die Projektziele beschreiben das erwartete Ergebnis mit einem Zeit-
ziel. Aufgrund der frühen Phase werden keine spezifischen Anforderungen ge-
nannt. Es wird allerdings ein Zielkatalog definiert, der bestimmt, welche Teilziele 
erfüllt werden sollen.    

• Projektrahmen: Der Projektrahmen beschreibt in erster Linie das Projektumfeld 
und definiert, um was es fachlich-inhaltlich geht. Dieser beschreibt den Gegen-
stand des Projekts und gibt die Kontextinformationen, die sich aus der Geschäfts-
modell-Analyse sowie der anschließenden Technologiefrühaufklärung ergeben 
haben. Der Projektrahmen definiert allerdings auch, was nicht bearbeitet werden 
soll und grenzt das Projekt somit ab.   

• Projektablauf: Der Projektablauf zeigt Abhängigkeiten in der Bearbeitung der 
verschiedenen Themen auf und dient ausschließlich der groben Übersicht. Die In-
tention von Scrum ist, dass das Team selbst entscheidet, welche Aufgabe in wel-
chem Umfang als nächstes erledigt wird. Da alle personellen Ressourcen in der 
Regel nicht für die komplette Projektlaufzeit freigestellt werden, wird eine grobe 
Übersicht benötigt, wann welche Sub-Teams eingesetzt werden müssen. Der Pro-
jektablauf ist allerdings ein lebendes Dokument und wird nach den wöchentlichen 
Statusterminen aktualisiert.    

• Projektorganisation: Die Projektorganisation beschreibt die Zusammensetzung 
des Scrum-Teams. Das Team sollte einen Product Owner enthalten, der die Ziele 
vorgibt und das Product Backlog erstellt. Dem Product Owner obliegt dabei die 
Schlüsselrolle, das Projektteam über die Ziele auszusteuern sowie die Verbindung 
zu den Stakeholdern zu herzustellen, die im Rahmen des Geschäftsmodells aktiv 
sind. Ferner gibt es einen Scrum Master, der für die Einhaltung der Scrum-Regeln 
verantwortlich ist. Das Team sollte aus ca. fünf bis sieben Teilnehmern bestehen 
und interdisziplinär aufgestellt sein. Es hat sich eine grobe Fähigkeits-Aufteilung 
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in Hardware, Software (jeweils Back-End und Front-End) sowie Firmware be-
währt und ist je nach Projekt entsprechend zu gewichten. Dies stellt keine gene-
relle Handlungsempfehlung dar, ist allerdings für die hier definierten Projekte 
zielführend. 

In Anlehnung an PEITZ wird ein Steckbrief für die Machbarkeitsstudien erstellt, der die 
aufgeführten Bereiche ausspezifiziert. Bild 4-38 zeigt den Steckbrief für das Beispiel In-
door Lokalisierung zur Wertstromanalyse.  

 

Bild 4-38: Projektauftrag für eine Machbarkeitsstudie in Anlehnung an Peitz [Pei14, 
S. 133]  

Ergebnis: Resultat der Systematik sind Projektaufträge für Machbarkeitsstudien, die sich 
aus der geschäftsmodellorientierten Technologiefrühaufklärung ergeben haben. Es liegt 
somit ein transparenter Plan zur Erschließung geschäftsmodellrelevanter Technologiepo-
tentiale vor. Insbesondere die Potentialkombinationen Indoor Positionierung für die In-
tra-Logistik sowie Ubiquitous Computing für Geldautomaten sind aufgrund des hohen 
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Potentials zu erarbeiten. Die Systematik ermöglicht eine umfassende Identifikation von 
Technologien, die in diesem Kontext zu analysieren sind. Ferner wird sichergestellt, dass 
auch Schwache Signale aufgenommen werden, die marktleistungsrelevant sein können. 
Es zeigt sich, dass aufgrund der großen Datenmengen eine manuelle Suche nach Techno-
logien nicht effizient durchgeführt werden kann.  

4.6 Allgemeine Informationen zur Systematik 

Das vorgestellte Vorgehensmodell enthält nach Durchlauf aller Phasen einen Rücksprung 
zur zweiten Phase Suchvorbereitung. Dieser Rücksprung wird als Iteration bezeichnet 
und ist in Bild 4-1 dargestellt. Bei diesem Iterationspfad handelt es sich um das regelmä-
ßige Suchen nach neuen Technologien für einen Suchauftrag und das regelmäßige Aktu-
alisieren von Technologieinformationen. Dieser Pfad wird im Folgenden als Monitoring 
bezeichnet und in Abschnitt 4.6.1 erläutert. Ferner wird in Abschnitt 4.6.2 das Datenmo-
dell erläutert, das den Zusammenhang zwischen den Objekten im Rahmen dieser Syste-
matik verdeutlichen soll. Abschnitt 4.6.3 beschreibt die Systemarchitektur des Software-
Werkzeugs. 

4.6.1 Iterationspfad: Monitoring der Technologieentwicklung 

Das Vorgehensmodell ist für das Technologie-Scanning in den Phasen eins bis fünf be-
schrieben. Allerdings ist eine regelmäßige Überprüfung des Suchfelds sowie der gefun-
denen Technologien sinnvoll. Dazu wird ein Rücksprung in die Phase Suchvorbereitung 
erläutert. Konkret betrifft der Iterationspfad die Aufgabe Suchaufträge definieren.  

Sollte im Rahmen der Systematik Anpassungen an den zugrundeliegenden Prämissen 
vorliegen, so ist das Technologiesuchfeld zu modifizieren. Dies kann z.B. nach Ab-
schluss einer Machbarkeitsstudie der Fall sein, wenn sich die gefundenen Technologien 
als ungeeignet herausstellen. Der Erkenntnisgewinn kann somit genutzt werden, um das 
Suchfeld zu anzupassen oder zu konkretisieren. Dazu werden die Informationen in dem 
Suchformular entsprechend geändert und die Suche erneut ausgeführt (vgl. Bild 4-16). 

Aufgrund der hohen Dynamik an Technologie-Entwicklungen sind die Technologiesuch-
felder kontinuierlich zu überprüfen. Dazu wird im Suchformular das Zeitintervall spezi-
fiziert, nach dem die Suche wiederholt wird. Ferner wird ein End-Datum festgelegt. Da-
bei werden neue Informationen ergänzt. Dies identifiziert zum einen neue Technologien, 
die zur Bewertung vorgeschlagen werden und zum anderen werden neue Informationen 
für bereits identifizierte Technologien hinzugefügt. Dies ist insbesondere für Technolo-
gien interessant, die sich noch in einer frühen Phase befinden oder die als Schwaches 
Signal identifiziert wurden. 
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4.6.2 Datenmodell 

Im Folgenden wird das Datenmodell beschrieben, das der Systematik zugrunde liegt. Dies 
dient der Veranschaulichung der Zusammenhänge der Objekte und enthält in der verein-
fachten Form keine Attribute. Bild 4-39 zeigt dieses Datenmodell. Die Kästen beschrei-
ben die einzelnen Objekte und die Verbindungslinien stellen den Zusammenhang zwi-
schen zwei Objekten her. Die Angabe an den Verbindungslinien stellt die Kardinalität 
zwischen den Objekten dar.  

 

Bild 4-39: Vereinfachtes Datenmodell der Systematik zur geschäftsmodellorientierten 
Technologiefrühaufklärung  

Das Geschäftsmodell stellt den Ausgangspunkt der Systematik dar. Ein Geschäftsmodell 
kann eine beliebige Anzahl an Geschäftsprozessen enthalten, wohingegen ein konkreter 
Geschäftsprozess immer genau einem konkreten Geschäftsmodell zugeordnet wird (vgl. 
Abschnitt 4.1.2). 

Ein Geschäftsprozess kann beliebig viele technologieorientierte Verbesserungspotentiale 
enthalten. Auf der anderen Seite ist ein konkretes Technologieorientiertes Verbesserungs-
potential immer einem konkreten Geschäftsprozess zuzuordnen (vgl. Abschnitt 4.1.3). 

Potentialkombinationen abstrahieren und gliedern die Technologieorientierten Verbesse-
rungspotentiale in Teilbereiche. Eine Lösung kann von verschiedenen Perspektiven be-
trachtet werden, weshalb ein Verbesserungspotential zu beliebig vielen verschiedenen 
Potentialkombinationen zugeordnet werden kann. Eine Potentialkombination enthält in 
der Regel eine beliebig große Anzahl an technologieorientierten Einzelpotentialen und 
bündelt diese (vgl. Abschnitt 4.1.3). 

Ein Suchfeld ist gleichzusetzen mit einer angepassten Beschreibung der Potentialkombi-
nation. Aus diesem Grund existiert zu einer Potentialkombination exakt ein Suchfeld (vgl. 
Abschnitt 4.2.1). Ähnlich verhält es sich beim Suchbegriff, der lediglich die abstrahierte 
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und somit für die Suche aufbereitete Form des Suchfeldes darstellt. Auch hier existiert 
eine 1:1 Zuordnung (vgl. Abschnitt 4.2.2)103. 

Ein Suchauftrag leitet sich aus dem Suchbegriff ab, für den automatisiert mit Hilfe eines 
Thesaurus weitere synonyme Suchbegriffe hinzufügt werden. Aus diesem Grund werden 
die Suchaufträge im Hintergrund multipliziert, das bedeutet, dass für jeden konkreten 
Suchbegriff beliebig viele Suchaufträge definiert werden. Ein Suchauftrag wird hingegen 
einem konkreten Suchbegriff zugeordnet, um die Reproduzierbarkeit der Informations-
kette herzustellen (vgl. Abschnitt 4.2.3 und Abschnitt 4.2.5). 

Die Technologiesuche ergibt Technologien, die durch verschiedene Suchaufträge identi-
fiziert werden können. Insbesondere Querschnittstechnologien, wie Kommunikations-
technologien, kommen immer wieder in den Suchergebnissen vor. Ein Suchauftrag er-
mittelt in der Regel beliebig viele Technologien, sofern kein Overfitting des maschinellen 
Lernmodells vorliegt (vgl. Abschnitt 4.3.3).  

Die Verkettung der Informationsobjekte ermöglicht eine effiziente Rückverfolgung der 
Kausalitätskette. Dies schafft Transparenz über das gesamte Vorgehensmodell.   

4.6.3 Systemarchitektur 

In diesem Abschnitt wird die Systemarchitektur des Software-Werkzeugs erläutert. Diese 
Architektur ist in Bild 4-40 dargestellt und besteht aus den Elementen Front-End, Back-
End, Maschinelles Lernen, Betriebs- und Dateisystem sowie externe Datenbanken. Die 
Elemente werden im Folgenden erläutert:   

• Front-End: Das Front-End stellt die Benutzungsschnittstelle zur Eingabe zur 
Verfügung. Es werden die Interaktionsmasken zur Technologie-Suche (vgl. 
Bild 4-16), Technologie-Klassifikation (vgl. Bild 4-32) sowie das Radar (vgl. 
Bild 4-36) dargestellt. Ferner werden innerhalb des Front-Ends104 logisch Daten-
banken subsummiert, die die Technologiesuchen und die gefundenen Technolo-
gien dokumentieren. Dies dient einem effizienteren Monitoring, da nachgehalten 
wird, welche Quellen bereits untersucht und welche Technologien dabei gefunden 
wurden. 

• Back-End: Das Back-End stellt die Technologiesuche, samt Vor- und Nachbe-
reitung zur Verfügung. Es ist mit KNIME prototypisch umgesetzt (vgl. Bild 4-18) 
und in Abschnitt 4.2 und Abschnitt 4.3 beschrieben. 

                                                 
103 Bild 4-48 enthält keine Objekt-Kardinalitäten von 1:1, da diese als Attribute zum Ursprungsobjekt zu-

geordnet werden. Aus diesem Grund werden die Objekte Suchfeld und Suchbegriff in Bild 4-48 nicht 
visualisiert.  

104 Das Front-End ist hier nicht strikt als Visualisierung zu sehen, sondern subsummiert vielmehr alle Funk-
tionalitäten, die zur Darstellung und Interaktion mit dem Software-Werkzeug notwendig sind. 
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• Maschinelles Lernen: Dieses Element beinhaltet den OpenNLP NER Modell-
Builder sowie das antrainierte Modell. Die notwendigen Informationen zum Trai-
nieren des Modells werden über das Dateisystem bereitgestellt. Das antrainierte 
Modell wird ebenfalls über das Dateisystem den anderen Architektur-Elementen 
übergeben. 

• Betriebs- und Dateisystem: Das Betriebs- und Dateisystem dient zum zentralen 
Datenaustausch. Zum einen werden die Ergebnisse aus der Technologiesuche im 
Dateisystem abgelegt, die dann vom Front-End visualisiert werden. Zum anderen 
erfolgt hier ein bidirektionaler Austausch mit dem maschinellen Lernen. 

• Externe Datenbanken: Dieses Element umfasst die externen Datenbanken zur 
Technologiesuche. Hier sind exemplarisch die im Rahmen dieser Systematik ge-
nutzten Datenbanken dargestellt.   

 

Bild 4-40: Systemarchitektur des Software-Werkzeugs zur geschäftsmodellorientierten 
Technologiefrühaufklärung in Anlehnung an [PEG15, S. 1654] 

4.7 Bewertung der Systematik anhand der Anforderungen 

In diesem Abschnitt wird die Systematik zur geschäftsmodellorientierten Technologie-
frühaufklärung anhand der in Abschnitt 2.6 erhobenen Anforderungen bewertet. Im Fol-
genden sind die Anforderungen samt Bewertung beschrieben.  
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A1: Transparenter Plan zur Erschließung von geschäftsmodellrelevanten Techno-
logiepotentialen 

Die geschäftsmodellrelevanten technologischen Potentiale werden in Phase 1 des Vorge-
hens in Form von technologieorientierten Verbesserungspotentialen eines Geschäftsmo-
dells identifiziert. Diese Verbesserungspotentiale dienen als Grundlage zur Beschreibung 
von Suchfeldern und schlussendlich zur Identifikation von Technologien durch das Soft-
ware-Werkzeug. Die Technologien werden im Anschluss bewertet, priorisiert und in 
Form von Machbarkeitsstudien zur Erschließung vorgeschlagen. Ein durchgehendes Da-
tenmodell stellt die Verknüpfung aller Informationen – vom Geschäftsmodell bis zur 
Marchbarkeitsstudie – sicher. Damit ist die Zurückverfolgbarkeit der Ergebnisse und so-
mit die Transparenz gegeben.  

A2: Branchen-übergreifende Anwendbarkeit der Systematik 

Diese Systematik ist generell für jede Branche anwendbar. Die Voraussetzung ist ein Ge-
schäftsmodell, das das branchenspezifische Vokabular enthält. Im Rahmen der Vorberei-
tung der Technologiesuche in Phase 2 werden die Suchbegriffe ebenfalls in das branchen-
spezifische Vokabular überführt. Die Definition und Auswahl der Suchquellen erlaubt 
das branchenspezifische Einbinden von Suchquellen.  

A3: Ganzheitliche Betrachtung des Geschäftsmodells  

Die Systematik beginnt in Phase 1 mit einer tätigkeitsorientierten Beschreibung des Ge-
schäftsmodells zur Ableitung von technologischen Verbesserungspotentialen auf Basis 
der Geschäftsprozesse. Dies stellt sicher, dass nicht nur marktleistungs- oder wertschöp-
fungsbezogene Potentiale aufgedeckt werden. Es werden vielmehr alle Aspekte zur Be-
reitstellung der Marktleistung berücksichtigt, die über die reine Wertschöpfung hinaus-
gehen.  

A4: Ableitung geschäftsmodellrelevanter Technologiepotentiale 

Das Software-Werkzeug, das im Rahmen dieser Systematik beschrieben ist, realisiert die 
rechnerunterstützte Technologiefrühaufklärung. Die methodische Unterstützung zur An-
wendung dieses Software-Werkzeugs ist mit dem Vorgehensmodell beschrieben. Das 
Vorgehensmodell beschreibt insbesondere in Phase 1 die Ableitung von technologieori-
entierten Verbesserungspotentialen aus Sicht des Geschäftsmodells. Dazu wird der Zu-
sammenhang zwischen Geschäftsmodell und Geschäftsprozessen hergestellt. Die Ge-
schäftsmodelle werden in OMEGA dokumentiert und hinsichtlich der Technologiepoten-
tiale analysiert (vgl. Abschnitt 4.1.2). Die Technologiepotentiale werden gruppiert sowie 
in Bezug auf Kosten- und Umsatzpotentiale bewertet und priorisiert (vgl. Ab-
schnitt 4.1.3).  
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A5: Bestimmung und Nutzung individuell auswählbarer externer Quellen  

Je nach Branche und bereits vorhandenem Technologiewissen kommen verschiedene 
Suchquellen für die Technologiesuche in Betracht. In Phase 2 wird zunächst das metho-
dische Vorgehen zur Auswahl der richtigen Suchquellen beschrieben. Je nach Suchquelle 
wird für das Software-Werkzeug ein Suchmodul benötigt. Das Anlegen eines Suchmo-
duls ist in Phase 3 beschrieben.  

A6: Berücksichtigung heterogener Daten- und Informationsquellen 

Technologien sind in der Regel in semi- oder unstrukturierten natürlich-sprachigen Da-
ten- oder Informationsquellen enthalten. Das Software-Werkzeug basiert auf Bausteinen 
aus dem Natural Language Processing. Diese Bausteine dienen der Verarbeitung von na-
türlich-sprachigen Texten. Zudem können Suchmodule für jegliche Quellen erstellt wer-
den, die die in Abschnitt 4.2.4 definierten Anforderungen erfüllen.  

A7: Effiziente Identifikation von bisher nicht bekannten Technologien  

Der hier gewählte Ansatz mit dem maschinellen Lernmodell stellt sicher, dass Technolo-
gien identifiziert werden, die bisher nicht im Fokus der Betrachtung waren. Technologien 
werden ausschließlich auf Basis statistischer Regeln identifiziert und nicht auf Basis einer 
vorgegebenen Semantik. Das erhöht die Wahrscheinlichkeit, Schwache Signale zu iden-
tifizieren. Durch die Technologie-Klassifikation als Vorbewertung wird die Anzahl an 
gefundenen Technologien in den nachfolgenden Durchläufen reduziert, das einen effi-
zienten Einsatz dieses Werkzeugs ermöglicht.     

A8: Bewertung und Priorisierung von Technologien 

Der Einsatz eines Software-Werkzeugs zur TFA deckt Technologien auf, die es zu be-
werten und priorisieren gilt. Die initiale Bewertung in Phase 3 stellt die Technologie-
Klassifikation dar. Ferner wird in Phase 4 eine portfoliobasierte Bewertung der Techno-
logieattraktivität sowie eine radarbasierte Technologie-Priorisierung beschrieben. 

A9: Unterstützung des Aufbaus von neuem technologischen Wissen mit Bezug zum 
Geschäftsmodell 

Ein Teil des Wissensaufbaus geschieht im Rahmen des automatisierten Anreicherns von 
Technologieinformationen in Phase 3. Dabei werden die vollständigen Technologiena-
men, Technologiebeschreibungen sowie Publikationsinformationen geladen. Diese Infor-
mationen werden im Rahmen des Iterationspfads Monitoring kontinuierlich aktualisiert. 
Die kontextuelle Bewertung für das jeweilige Geschäftsmodell sowie die Machbarkeits-
studien überführen die Informationen in neues technologisches Wissen, das einen weite-
ren Teil des Wissensaufbaus repräsentiert.  

Fazit: Die entwickelte Systematik zur geschäftsmodellorientierten Technologiefrühauf-
klärung erfüllt somit die an sie gestellten Anforderungen.  
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5 Zusammenfassung und Ausblick 
In der vorliegenden Arbeit wurde das Thema einer geschäftsmodellorientierten Techno-
logiefrühaufklärung behandelt. In Kapitel 1 wurde dazu der Einfluss technologischer 
Strömungen wie der Digitalisierung auf das Geschäft produzierender Unternehmen dar-
gelegt. Um vor diesem Hintergrund den unternehmerischen Fortbestand und Erfolg zu 
sichern, gewinnt die effektive Planungsmethodik für das zukünftige Geschäft an Bedeu-
tung. Zwei Blickwinkel für die Planungsmethodik werden in diesem Kontext betrachtet: 
einerseits die Methodik zur Geschäftsmodellentwicklung und andererseits die Methodik 
für die Technologiefrühaufklärung. Im Schnittpunkt dieser beiden Methodenbereiche 
lässt sich die Zielsetzung der vorliegenden Arbeit einordnen: Eine Systematik zur ge-
schäftsmodellorientierten Technologiefrüherkennung, die Technologiepotentiale auf Ba-
sis einer ganzheitlichen Analyse des Geschäftsmodells zum Ziel hat.    

In Kapitel 2 werden die Herausforderungen analysiert, die sich im Rahmen der geschäfts-
modellorientierten Technologiefrühaufklärung ergeben. Hierzu werden zunächst die re-
levanten Begriffe dieser Arbeit definiert und abgegrenzt. Anschließend erfolgt die Ein-
ordnung der Systematik in das Referenzmodell der Strategischen Planung und integrati-
ven Entwicklung von Marktleistungen. Die Systematik ist im Übergang von der Ge-
schäftsplanung zur Potentialfindung eingeordnet. Daraufhin erfolgt eine Einordnung in 
die Handlungsfelder Geschäftsmodellentwicklung und Technologiefrühaufklärung. An-
schließend werden Herausforderungen aus Sicht der Geschäftsmodellentwicklung und 
der Technologiefrühaufklärung herausgearbeitet. Dies stellt die Basis zur Ableitung der 
Anforderungen an die Systematik zur geschäftsmodellorientierten Technologiefrühauf-
klärung dar. Die Anforderungen gliedern sich in übergeordnete Anforderungen, Anfor-
derungen an die Geschäftsmodellentwicklung sowie in Anforderungen an die Technolo-
giefrühaufklärung. 

Kapitel 3 zeigt auf, dass keine der existierenden Methoden und Systematiken die in Ka-
pitel 2 erhobenen Herausforderungen umfassend adressieren kann. Hierfür existieren je-
doch Ansätze aus den Bereichen Geschäftsmodellentwicklung und Technologiefrühauf-
klärung, die im Rahmen dieser Arbeit genutzt werden können. Ferner sind Software-
Werkzeuge und -Bibliotheken vorhanden, die das Maschinelle Lernen unterstützten und 
explizit für die Extraktion von Technologien in Texten nutzbar sind.   

In Kapitel 4 wird als Kern der vorliegenden Arbeit eine Systematik zur geschäftsmodel-
lorientierten Technologiefrühaufklärung vorgestellt. Die Systematik orientiert sich am 
idealtypischen Ablauf der Strategischen Frühaufklärung und ist in die fünf Phasen Ana-
lyse der Geschäftstätigkeiten, Vorbereitung sowie Durchführung der Technologiesuche, 
Bewertung der Technologien und Planung der Technologie-Exploration gegliedert. Die 
Systematik besteht aus einem Vorgehensmodell sowie einer dazugehörigen IT-Werk-
zeugunterstützung.  
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Zunächst erfolgt in Phase 1 die Analyse der Geschäftstätigkeit. Dazu wird zu Beginn das 
Geschäftsmodell tätigkeitsorientiert beschrieben und in einer Business Model Canvas do-
kumentiert. Anschließend folgt das Abbilden der zugehörigen Geschäftsprozesse in der 
Modellierungssprache OMEGA. OMEGA dient ebenfalls zur Analyse der Geschäftspro-
zesse, sodass als Resultat dieser Phase abgeleitete und dokumentierte technologieorien-
tierte Verbesserungspotentiale vorliegen.  

In Phase 2 wird die Technologiesuche vorbereitet. Dazu werden die technologieorientier-
ten Verbesserungspotentiale in technologische Suchfelder überführt und in Form eines 
Steckbriefs dokumentiert. Hierzu erfolgt im nächsten Schritt die Ableitung der Suchbe-
griffe aus den Suchfeldern. Zur Erweiterung des Suchfeldes werden ergänzend Synonyme 
untersucht. Dazu wird ein Internet-Thesaurus genutzt, der automatisiert Synonyme ab-
fragt und als zusätzliche Suchbegriffe ablegt. Für spezifische Technologien sind verschie-
dene Quellen sinnvoll. Diese werden im nächsten Schritt zielgerichtet ausgewählt. Die 
Suchbegriffe werden abschließend mit den Suchquellen in Form von Suchaufträgen do-
kumentiert. 

Im Rahmen der dritten Phase erfolgt die Durchführung der Technologiesuche. Diese 
Phase ist ein Zusammenspiel aus manuellen und automatisierten Schritten. Jede Such-
quelle benötigt Informationen zum Zugriff und zum Rückgabeformat. Dies wird manuell 
in der ersten Aufgabe in Form von Suchmodulen konfiguriert. Anschließend erfolgt die 
automatisierte Technologiesuche anhand der Suchmodule. Hierbei werden Datenbanken 
abgefragt und Dokumente mit Hilfe von Information Retrieval identifiziert. Im nächsten 
Schritt erfolgt die Aufbereitung der identifizierten Texte, um mit Hilfe der Named Entity 
Recognition Technologien in den Dokumenten zu identifizieren. Für die anschließende 
Bewertung ist es hilfreich, bereits vorhandene Informationen zu suchen und zusammen-
zufassen. Dies stellt ebenfalls einen automatisierten Schritt dar. Abschließend erfolgt die 
Klassifikation von Technologien. Dies bedeutet, dass der Nutzer bestätigen muss, dass es 
sich bei dem gefundenen Suchergebnis um eine Technologie handelt. Die Klassifikation 
dient dem Maschinellen Lernverfahren als Trainingsmenge und führt somit zu einer kon-
tinuierlichen Verbesserung der Ergebnisse. 

Die vierte Phase befasst sich mit der Bewertung der Technologien. Dazu werden zunächst 
fehlende Informationen ergänzt und in einem Steckbrief abgelegt. Hier werden ebenfalls 
Chancen und Bedrohungen der Technologieerschließung dokumentiert. Anschließend er-
folgt die Bewertung der Technologieattraktivität anhand der Dimensionen Technologie-
relevanz und relative Technologieerreichbarkeit. Diese Bewertung wird in Form eines 
Portfolios dokumentiert. Die Ergebnisse werden dann in ein Technologie-Radar über-
führt. Dabei werden relevante Zusatzinformationen, wie der aktuelle Reifegrad der Tech-
nologie visualisiert. Anhand des Radars wird eine Priorisierung der zu verfolgenden 
Technologien durchgeführt. Ergebnis dieser Phase sind bewerte Technologien. 

In Phase 5 erfolgt die Planung der Technologie-Exploration. Gemäß idealtypischen Vor-
gehens schließt die Technologiefrühaufklärung mit einer Handlungsempfehlung ab. 
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Diese wird in Form einer Projekt-Roadmap und Aufträgen für Machbarkeitsstudien rea-
lisiert. Da insbesondere im Bereich IuK mittlerweile viele Technologien existieren, die 
einen ähnlichen Zweck erfüllen, aber einen anderen Wirkmechanismus ausweisen (z.B. 
Sensoren), bietet es sich an, diese Technologien in einem Projekt gegenüberzustellen. 
Dazu eignen sich Machbarkeitsstudien. Ziel der Studien ist ein PoC zu erzielen. Hier wird 
der praktische Umgang mit den Technologien erprobt, um den Wissensaufbau zu fördern.    

Zusammenfassend wird festgehalten, dass die Systematik die an sie gestellten Anforde-
rungen in gefordertem Umfang erfüllt. Die Praxistauglichkeit hat sich bei der Validierung 
im Rahmen des ADISTRA-Projekts erwiesen.  

Es existiert dennoch zukünftiger Forschungsbedarf im Rahmen der geschäftsmodello-
rientierten Technologiefrühaufklärung. Kurzfristig ergibt sich die Möglichkeit die gefun-
denen Technologien bidirektional mit dem Technologie-Planungskonzept (bzw. der In-
novations-Datenbank) des HEINZ NIXDORF INSTITUTS zu verknüpfen [BGI09, S. 43]. Ins-
besondere das Ableiten der Suchfelder auf Basis der vorhandenen Informationen in der 
Innovations-Datenbank ist nicht trivial. Eine Verknüpfung mit dem semantischen Vorge-
hen von WARSCHAT ET AL. ist zu prüfen [WKS13, S. 41]. Ferner ermöglicht eine Schnitt-
stelle mit dem Software-Tool für OMEGA eine Technologiesuche, die bei der Dokumen-
tation von Technologiepotentialen automatisch angestoßen wird [GP14, S. 259]. 

Mittelfristig ergibt sich Forschungsbedarf in der konkreten Weiterentwicklung der Ge-
schäftsmodelle auf Basis der gefundenen Technologien und in der Ableitung digitaler 
Produktstrategien. Die untersuchten Ansätze im Rahmen dieser Arbeit fokussieren sich 
weitestgehend auf die Weiterentwicklung der Marktleistung [Ams16, S. 117ff.], [Pei15, 
S. 113ff.]. Allerdings existieren zunehmend Technologien im Rahmen des Cloud Com-
puting, die selbst eine nutzungsabhängige Kostenstruktur mitbringen. Die Weiterent-
wicklung des eigenen Geschäftsmodells in Richtung regelmäßiger Ertragsströme stellt 
dann nicht nur einen attraktiven, sondern einen zwingend notwendigen Schritt dar. Eine 
strategische Betrachtung dieser Herausforderung ist bisher nicht ersichtlich. Ferner ist es 
sinnvoll, sich mit digitalen Produktstrategien zu befassen. Diese stellen auf Grund der 
hohen Dynamik in der Entwicklung digitaler Technologien eine große Herausforderung 
an die Strategische Produktstrategieplanung dar. 

Der langfristige Forschungsbedarf ergibt sich im strategischen Aufbau von digitalen 
Technologiekompetenzen. Zum einen adressiert dieser Forschungsbedarf eine organische 
Transformation des Unternehmens, aber auch anorganischen Technologiezukauf in Form 
von Mergers & Acquisitions (M&A). Dies betrifft insbesondere die Suche und Auswahl 
nach geeigneten Unternehmen bis hin zur Integration in die bestehenden tradierten Un-
ternehmensstrukturen. Zudem sind Methoden zum Übergang des Technologie-Know 
hows in das bestehende Geschäftsmodell nicht ausreichend beschrieben. Ansätze für den 
Kompetenzaufbau liefert RÜBBELKE [Rüb16, S. 77ff.].
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6 Abkürzungsverzeichnis 
ADISTRA Adaptierbares Instrumentarium für die Strategische Produktplanung  

API Application Programming Interface 

ATM Automated Teller Machine 

BLOB Binary Large Object 

BMBF Bundesministerium für Bildung und Forschung 

BMWi Bundesministerium für Wirtschaft und Energie 

bzw. beziehungsweise 

CMS Content Management System 

CRM Customer Relationship Management 

DB Datenbank 

DFG Deutsche Forschungsgemeinschaft 

DDoS Distributed Denial of Service 

d.h. das heißt 

DSM Design Structure Matrix 

EOPS European Open Patent Service 

EPO European Patent Office 

ERP Enterprise Resource Planning 

F&E Forschung und Entwicklung 

FMEA Fehlermöglichkeits- und -einflussanalyse 

FW Firmware 

HW Hardware 

ID Identifikator 

IuK Informations- und Kommunikationstechnologien 

IT Informationstechnologie 

KDT Knowledge Discovery in Texts 

KI Künstliche Intelligenz 

KMU Kleine und mittlere Unternehmen 
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K.O. Knock Out 

LoRa Long Range (Wide Area Network) 

M&A Mergers & Acquisitions 

ML Markup Language 

NB-IoT Narrow Band - Internet of Things 

NE Named Entities 

NER Named Entity Recognition 

NFC Near Field Communication 

NLP Natural Language Processing 

NoSQL Not only Sequel (Datenbanken) 

OAuth Open Authentication 

OMEGA Objektorientierte Methode zur Geschäftsprozessmodellierung und -analyse 

opeNER Open Named Entitiy Recognition Project 

OpenNLP Open Natural Language Processing 

OPM OMEGA Process Modeller 

OPS Open Patent Service 

OTA Over-the-air (Updates) 

PoC Proof of Concept 

QP Querschnittsarbeitspakete 

REMARK Recherche- und Monitoringtool zur Informationsextraktion 

RoI Return on Investment 

SIG Special Interest Group 

SoC System on Chip 

sog. sogenannte(n) 

SW Software 

TFA Technologiefrühaufklärung 

u.a. unter anderem 

URL Uniform Resource Locator 
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UWB Ultra-Wideband 

WiFi Wireless Local Area Networking 

z.B. zum Beispiel 
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A1 Genutzte Bibliotheken / Plug-Ins 

 

Bild A-1: Bildschirmfoto der genutzten Plug-Ins / Bibliotheken in KNIME 
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A2 Bildschirmfotos aus KNIME 
Im Folgenden werden Bildschirmfotos aufgeführt, die im Text entweder nicht leserlich 
oder zu groß dargestellt werden.  

A2.1 Suchmodul OP 

 

Bild A-2: Bildschirmfoto des Ergebnisses des Suchmoduls OPS (Ausschnitt) 
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A2.2 Suchmodul OPS 

 

Bild A-3: Bildschirmfoto des Ergebnisses der modularen Suche (Ausschnitt) 
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A2.3 Extraktion der Beispielsätze für OpenNLP 

 

Bild A-4: Bildschirmfoto des Ergebnisses der Extraktion der Beispielsätze für O-
penNLP (Ausschnitt) 



Bildschirmfotos aus KNIME Seite A-5 

A2.4 Laden der Technologieinformationsbasis 

 

Bild A-5: Bildschirmfoto des Ergebnisses des Ladens der Technologieinformationsba-
sis am Beispiel OPS (Ausschnitt
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