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AbstractAbstract

C opper catalysed electron transfer reactions are very versatile in nature and
should be exploited for industrial applications. This, however, needs a detailed

understanding of the involved mechanism and the concomitant changes of geometric
and electronic structure. Therefore this work aims at elucidating these parameters
with X-ray absorption and emission techniques in conjunction with various theoretical
approaches.

In case of so called entatic state models it could be shown that a combination of
high energy resolution fluorescence detected X-ray absorption near edge structure
(HERFD-XANES) and various density functional theory (DFT) calculations can
reveal even small geometric changes and the concomitant change of the electronic
structure. Since most of the reactions occur in solution and at room temperature, the
same model complex was investigated regarding finite-temperature and condensed
phase effects. It could be shown that including these via periodic boundary conditions
and molecular dynamics further improves the results.

A second model complex, this time for the CuA center, was investigated with
HERFD-XANES and valence-to-core X-ray emission spectroscopy (VtC-XES). In
conjunction with DFT calculations the electronic structure is elucidated. In this case
VtC-XES is especially helpful since different ligands can be studied separately. In
addition a theoretical study reveals distinct differences for a reduced mixed-valent
compound which would be the electronic structure model for a CuA center.
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KurzzusammenfassungKurzzusammenfassung

K upfer katalysierter Elektronentransfer ist eine der vielseitigsten Reaktionen in
der Natur und sollte für industrielle Anwendungen genutzt werden. Hierfür

ist jedoch ein detailliertes Verständnis zugrunde liegender Mechanismen und damit
einhergehender Änderungen der Geometrie und elektronischen Struktur unabdingbar.
Ziel dieser Arbeit ist daher die Untersuchung dieser Parameter unter Verwendung von
Röntgenabsorptions- und Emissionsspektroskopie in Kombination mit theoretischen
Methoden.

Für Modelle des sogenannten „Entatischen Zustands“ konnte gezeigt werden,
dass selbst kleinste geometrische und einhergehende elektronische Strukturände-
rungen durch eine Kombination von HERFD-XANES und theoretischen Methoden
aufgedeckt werden können. Da die meisten dieser Reaktionen in Lösung und bei
Raumtemperatur ablaufen, wurde das gleiche System zusätzlich auf den Einfluss
von endlicher Temperatur und Aggregatzustand untersucht. Die Beschreibung dieser
Effekte mittels periodischer Randbedingungen und Molekulardynamik verbesserte
die Ergebnisse.

Ein weiterer Modellkomplex, in diesem Fall für das CuA Zentrum, wurde mittels
HERFD-XANES und VtC-XES untersucht. In Kombination mit DFT Rechnungen
konnte die elektronische Struktur aufgeklärt werden. Hilfreich war hierbei insbeson-
dere VtC-XES, da hiermit verschiedene Liganden separat untersucht werden können.
Eine theoretische Studie zeigt eindeutige Unterschiede für eine gemischt-valente
Spezies, welche die korrekte elektronische Struktur des CuA Zentrums aufweist.
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IntroductionChapter 1: Introduction

1.1 Outline

N ature evolved a variety of systems capable of catalysing different reactions
at ambient temperature and pressure despite rather high thermodynamic

or kinetic barriers. Most of these reactions occur at a metal ion centre embedded
in a protein scaffold and are therefore highly sensitive and specific, e.g. targeting
one kind of functional group. Copper proteins are especially interesting concerning
many electron transfer or redox processes, e.g. blue copper, type I enzymes or the
CuA centre.[1–11] In addition to these naturally occurring forms where copper is
mostly bound to sulfur, it has been shown that hard donor atoms like nitrogen
possibly induce favourable properties regarding stability of the catalytic site. This
and some differences in their spectroscopic signature lead to the classification of these
compounds as ‘type-zero’.[11–14] Mimicking properties of the aforementioned systems
would be of great value for catalytic applications. Owing to the above-mentioned
high barriers research efforts returned only limited success.

In order to achieve this goal, knowledge about involved mechanisms and the
geometric and electronic structure of the metal site is crucial. Gathering this
information experimentally is rather challenging. The first method that comes to
mind regarding the geometry is X-ray single crystal diffraction. While this is the
most established technique it can only be applied to crystalline samples as the name
already suggests. But most of the aforementioned catalytic reactions occur in a
solvent environment, which makes liquid sample spectroscopies a necessity at some
point. A second problem is that intermediate species are hardly stable and cannot be
crystallised or even concentrated in a sufficient amount. Despite all of the difficulties,
techniques exist that are able to probe such systems.

X-ray absorption and emission spectroscopy (XAS and XES), especially with
hard X-rays at energies ≥4-5 keV, can deliver a lot of the desired information. Several
beneficial properties are attributed to hard X-rays. First of all, these techniques are
element specific, because the core level electron energies between the elements are
separated well enough. Secondly, hard X-rays are able to penetrate the sample and
directly probe the metal centre, hardly limited by the surroundings or experimental
conditions. This gives, in addition, a lot of possibilities for new cell designs and
sample environments. Furthermore, no specific state of aggregation is required, i.e. it
is possible to study solids, liquids and gases or combinations of those as needed.

While some information can be extracted directly from the experimental spectra,
some additional details can only be gained by combining the experiment with theory.
Since this is not always straightforward, especially regarding the state of aggregation,

1



Chapter 1. Introduction

condensed phase effects, temperature and also the desired information have an impact
on the choice of a computational method as well as the concomitant effort. These
spectroscopic and some computational methods are therefore discussed in more detail
in the following sections.

1.2 X-Ray Source

O ne of the single most important developments was the usage of synchrotron
radiation as incident beam instead of conventional X-ray sources. This has

made a lot of XAS and XES methods possible that were inaccessible before. One
reason for that being the much higher flux of 103-106 more photons compared to
an X-ray tube. Synchrotron facilities were originally used for high-energy physics
experiments and the emission of synchrotron radiation was just a parasitic by-product
due to the concomitant loss of kinetic energy. In a synchrotron charged particles
are accelerated to a velocity close to the speed of light in a vacuum pipe with
circular geometry. Their trajectory is enforced by vertically arranged magnetic fields
and every time they are deflected from a straight path, electromagnetic radiation
is emitted. Although this holds true for any kind of accelerated charged particle
according to the Maxwell equations[15], most synchrotrons use electrons or positrons.
Continuous acceleration due to the circular geometry induces continuously emitted
radiation.[16]

Several beneficial properties of synchrotron radiation for X-ray spectroscopy lead
to the development of second generation facilities in the 1970s solely for the purpose
of generating and storing this kind of radiation. These synchrotrons use bending
magnets (cf. Figure 1.1, left) to deflect the electrons, which are used because of
their higher efficiency regarding the emission of radiation compared to other charged
particles. The aforementioned flux, defined as the total number of photons per
second, is only one of several parameters classifying an X-ray source. Two additional
important quantities are intensity, given by the flux per area and brilliance. The
latter one is defined as the number of photons for a given source area and angular
divergence. A reduction of one parameter, e.g. smaller spatial size, leads to an
associated increase of the second one. This invariance turns the brilliance into a
very characteristic quantity, meaning that a brilliant source emits a high number of
photons in a small area with small angular divergence.[16]

Third generation synchrotrons were then built aiming at even higher brilliance
as well as better signal-to-noise ratios even for more demanding spectroscopic tech-
niques. These facilities use so called insertion devices like undulators or wigglers (cf.
Figure 1.1, right) in straight compartments pointing away from the ring. They differ
in the wavelength λU, which describes the spatial period of the magnets.

2



1.3 X-Ray Absorption Spectroscopy

electron beam

photon beam

N

S

photon beam lU

Figure 1.1: Schematic of a bending magnet (left) and an insertion device (right).
The spatial period λU is the main difference between undulators and wigglers and
responsible for the different emittance of these two devices.

In these devices electrons are forced on a wavelike trajectory with alternating
magnetic fields close to each other. With every turn radiation is emitted and by
tuning the distances between the magnets constructive interference can be achieved.
This is the case in an undulator and leads to a narrow line spectrum. This in
turn leads to higher brilliance which is necessary for e.g. high resolution emission
techniques. In a wiggler the single radiation cones do not interfere and therefore
the emitted spectrum is broad and continuous. Several orders of magnitude higher
brilliance could be achieved compared to second generation synchrotrons.[17,18]

The most recent developments, i.e. fourth generation sources, are based on
the free electron laser (FEL) technology and feature even higher brilliance. They
are characterized by a narrow bandwidth and highly coherent, very short pulses.
In combination with the high intensity and low repetition rates, these sources are
perfectly suited and predominantly used in so called one-shot and time-dependent
measurements.[17] This is possible because the intensity is high enough to generate a
diffraction pattern in a single shot which can then be detected with a position sensitive
detector. The only drawback of this very high intensity though is the instantaneous
destruction of the sample. Fourth generation light sources are somewhat limited
in their usage because of the incompatibility with standard XAS experiments. For
these a broad bandwidth or tunable energy is mandatory.[16]

1.3 X-Ray Absorption Spectroscopy

A lthough the first X-ray absorption edges were measured a century ago,[19,20]

it took a lot of time and discussion to really make it applicable. Especially
the theoretical description was lacking for another 50 years.[21–24] Even today still a
lot of development is ongoing, albeit not focussed on standard XAS measurements.
A typical XAS spectrum can be roughly divided into three regions as shown in
Figure 1.2.

3



Chapter 1. Introduction

Figure 1.2: A metal K-edge XAS spectrum depicting the division into three regions.

Every region contains specific transitions of an electron from core levels to higher
lying unoccupied states or ultimately to the continuum. For K-edge XAS the core
orbital where an electron is excited from is the 1s orbital (cf. Figure 1.3).

4p

3d np

ns

metal ligand

1s

continuum

Figure 1.3: Molecular orbital scheme of the transitions (arrows) occurring for the
pre-edge (red), the XANES (green) and the EXAFS region (orange).

The first part is called the pre-edge region and contains one or more prepeaks
which arise from 1s to the lowest unoccupied molecular orbital (LUMO) transitions.
Information about the oxidation state and the local geometry can be derived from
this region. For 3d metals, like copper, the LUMO has contributions from the
metal 3d orbitals and, depending on the geometry, differing amounts of ligand p
orbitals. The intensity is rather low in most cases, which is due to the fact that it is
governed by the dipole selection rule. Despite this, even transitions into rather pure
3d orbitals, e.g. in square planar geometry, have intensity which most probably stems
from an electric quadrupole transition.[25] In geometries without centrosymmetry the
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1.3 X-Ray Absorption Spectroscopy

admixture of ligand p orbitals increases and the intensity rises with it. Therefore the
prepeak can also be used to determine the nd/(n+1)p hybridisation ratio which is
sensitive to the geometry.[26] As mentioned above, the oxidation state can be derived
as well. This can easily be explained by the copper example again. Since Cu(I) has
a d10 configuration no prepeak will be visible. Oxidation of the copper ion and the
concomitant change to a d9 electron configuration will give rise to a prepeak. In
addition to that a shift of this pre-edge feature to higher energy upon oxidation can
be observed.[27]

Determination of the oxidation state can also be done via the edge energy in the
second part of the spectrum, called edge or X-ray absorption near edge structure
(XANES) region. The sharp rise in intensity is easily explained by dipole allowed
transitions occurring at these energies. As already briefly mentioned the edge energy
is specific for each element and in addition shifts to higher energies upon oxidation
of the metal ion because of the more attractive positive potential of the nucleus.
Determination of the oxidation state with this method can be problematic since
higher lying unoccupied orbitals, e.g. metal 4p, can be populated and this gives rise
to shoulders or peaks in the rising edge.

The third part of the spectrum is called the extended X-ray absorption fine
structure (EXAFS) region and typically starts around 40 eV above the edge energy.
With energies this high, the electron is excited into continuum states. The ejected
photoelectron wave is scattered at surrounding atoms and interferes with the backs-
cattered waves. This causes oscillations in µE. Since this fine structure is caused
by the surrounding atoms it can be exploited by theoretical analysis and fitting
procedures to give information about type, distance and number of atoms around
the absorber.[16,28,29]

In a typical XAS experiment a sample is irradiated and the spectrum can be
recorded in two ways. A scheme of the experimental setup is depicted in Figure 1.4.

4
5
°

Double Crystal 
Monochromator (DCM)

I0 I1 I2

Sample

Reference

Fluorescence Detector

Figure 1.4: Schematic assembly of a standard XAS experiment. Through measurement
of a reference (usually a metal foil) and the sample simultaneously, energy drifts of
the monochromator can be accounted for.
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Chapter 1. Introduction

Either the transmitted intensity after the sample is measured and the spectrum is
calculated according to Lambert-Beer’s law (cf. Equation 1.1).

I

I0
= e−µ(E)x , 1.1

with I and I0 being the transmitted and incident intensity, x the path length through
the sample and µ(E) the X-ray absorption coefficient. Or the emitted radiation
following the absorption process, so called fluorescence, is measured by a solid state
detector and then normalized to the incoming flux. For this the sample is turned to
45° and the detector is mounted 90° in respect to the beam and sample because this
ensures maximum amount of photons detected. This approach is especially helpful
to measure low sample concentrations and samples in environments that do not allow
a measurement of the transmission due to thickness or too much absorption.

1.4 X-Ray Emission

S everal techniques are based on the aforementioned fluorescence and are therefore
summarized as X-ray emission spectroscopy. It is obvious that this is a two-step

process. First a photon is absorbed and an electron is excited from a core state (cf.
section 1.3) leaving a vacancy which is then filled with an electron from higher states.
This relaxation process leads to radiative decay, i.e. the emission of a photon. Based
on this, the phenomenon is a photon-in/photon-out process and therefore classified
as X-ray scattering.[30] The electro-magnetic field A of the incoming photon can be
described by a wave vector k and a polarisation ε. A perturbation Hamiltonian
consisting of two terms can then be used to describe interaction with the sample.
One is linear in A, i.e. p ·A with p being the electron momentum operator, the other
is quadratic in A. The latter vanishes in second order perturbation treatment since
it is a one step scattering process and describes Compton, Thomson and Raman
scattering. The more interesting term concerning X-ray emission is p ·A. In contrast
this linear term only appears in second order treatment. It is needed to describe
the process of reaching a final state with lifetime τ f via an intermediate state with
lifetime τn. These relations can be described by the resonant Kramers-Heisenberg
formula since the cross-section of p · A is proportional to this term.[31–33]

6



1.4 X-Ray Emission

FHK(ωin, ωout)

= ωout
ωin

∑
f

∣∣∣∣∣∣
∑
n

〈
f
∣∣∣ Ô′† ∣∣∣n〉 〈n ∣∣∣ Ô ∣∣∣ g〉

En − Eg − ~ωin − iΓn

∣∣∣∣∣∣
2 Γf

π

(Ef − Eg − ~(ωin − ωout))2 + Γ2
f

, 1.2

with

Ô′† = ∑
j′(ε∗out · pj′)e−ikoutrj′ transition operator,

Ô = ∑
j(ε∗in · pj)e−ikinrj transition operator,

Γn,Γf lifetime energy broadenings of intermediate and final state,

ωin, ωout angular velocities of the incoming and outgoing photons,

Eg, En, Ef energies of the ground, intermediate and final state respectively.

Only one ground, but all intermediate and final states are considered as well
as all electrons in the scattering system. Two Lorentzian profiles are included as
denominators. The first one is a complex description with the energy broadening
Γn of the intermediate state. In turn, the final state lifetime is included in the
second fraction where in addition the energy transfer needs to be equal to an energy
difference in the system (resonance). One approximation can be made concerning
possible interference effects which are allowed according to Equation 1.2. Since these
do not change the transition energies, but only the intensities, they can be neglected
leading to Equation 1.3.

FHK(ωin, ωout)

≈ ωout
ωin

∑
f

∑
n

∣∣∣〈f ∣∣∣ Ô′† ∣∣∣n〉∣∣∣2 ∣∣∣〈n ∣∣∣ Ô ∣∣∣ g〉∣∣∣2
(En − Eg − ~ωin)2 − Γ2

n

×
Γf

π

(Ef − Eg − ~(ωin − ωout))2 + Γ2
f

1.3

Here, the cross-section is proportional to the product of absorption and emission
probabilities. This formula is used as the theoretical description of various scattering
techniques including resonant X-ray emission spectroscopy (RXES), resonant inelastic
X-ray scattering (RIXS) and high energy resolution fluorescence detected (HERFD)
XANES as will be explained later. Even standard XAS in transmission could be
described since it can be seen as forward scattering with an angle of zero.

Depending on the origin of the electron filling a core hole, or specifically the 1s
hole for K-edges, X-ray emission can be classified (cf. Figure 1.5).

The lowest energy emission for K-edges is called Ka (cf. Figure 1.6, red) where the
1s vacancy is filled by a 2p electron. Since there is a splitting into 2p1/2 and 2p3/2 two
distinguishable features Ka1 and Ka2 are measured. This type of emission has the
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np

ns

4p

3d

1s1s

2p

3p

metal ligand

Figure 1.5: Molecular orbital scheme of transitions occurring for different emission
processes. Depending on this XES spectra can be classified into Ka (red), Kb (green)
and Valence-to-Core (VtC, orange).

highest intensity since the transition probability is higher than for the other cases.[34]

Despite this fact it was not used further in this work as an emission technique because
of the limited chemical insight aside from minor spin sensitivity. This stems from the
fact that the 2p orbitals are spatially and energetically separated from the valence
orbitals.[35] Nonetheless it can be used to collect HERFD-XANES spectra which will
be explained later.

Int
en

sity

E

x 8 x 1 0 0

Figure 1.6: Example spectra for the aforementioned transitions Ka1 and Ka2 (red)
Kb (green) and Valence-to-Core (orange, inset).

The following transition is the so called Kb (cf. Figure 1.6, green) emission which
corresponds to a 3p→1s transition. Information about the oxidation state (energy
shift) and the spin can be extracted. There are two prominent spectral features
depending on the spin state, namely the intense higher energy Kb1,3 and the weaker
Kb′ signal. The latter one is induced by 3p-3d exchange interaction. Reducing the
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1.4 X-Ray Emission

spin state leads to the features moving closer in energy as can be seen in Figure 1.7.
Chemical sensitivity can therefore be achieved although only indirect since it is still
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Figure 1.7: Core-to-Core emission spectra of iron compounds in LS and HS state.

a core-to-core phenomenon and does not probe valence orbitals directly. In contrast
to the aforementioned Ka emission there is no splitting of the 3p orbitals visible.
This stems from the fact that the 3p-3d exchange interaction dominates the spectral
shape instead of the 3d or 3p spin-orbit coupling.[31,36] Different effects depending on
the valence electron configuration and thus the spin state affect the spectral features.
One thing to consider is the valence charge density which depends on the effective
number of 3d electrons and thereby on the oxidation state of the metal ion. This
in turn effects the screening of the core hole potential. Another contribution to the
valence charge density can be attributed to the degree of covalency, since this is
influenced by the delocalisation of an electron cloud between metal ion and ligand.
All these effects lead to an observable shift of the Kb1,3 feature. Glatzel showed
that this can be attributed to variations in the 3p-3d exchange splitting, and not to
changes of the nuclear screening.[37] Having said that, the amount of information for
this work is limited since it focusses around copper compounds with oxidation states
of +1 (d10) and +2 (d9).

Chemically most sensitive is the Valence-to-Core emission, which, as the name
suggests, directly probes valence orbitals, i.e. highest occupied molecular orbitals
(HOMOs), of a given compound.[31,36,38–43] In case of transition metals it is formally
a 3d→1s relaxation process which is dipole forbidden (cf. XANES pre-edge region)
and therefore ~100 times weaker than the Kb1,3 feature. Since the transition intensity
depends on the nd/(n+1)p hybridisation (cf. section 1.3) it is also sensitive to
the coordination geometry.[43] Generally the spectrum consists of the Kb2,5 line at
higher energies and lower lying, weaker Kb′′ (cf. Figure 1.8) features. These Kb′′ or
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Figure 1.8: Example Valence-to-Core emission spectrum showing the Kb2,5 and Kb′′

features.

cross-over transitions are typically caused by electron relaxation from 2s or 3s ligand
orbitals to metal 1s. These features are shifted approximately by the 2s/3s binding
energy and are therefore very sensitive to the ligand environment.[36,38] In contrast to
other X-ray techniques, e.g. EXAFS spectroscopy or X-ray single crystal diffraction,
it is even possible to differentiate between light atoms like carbon, nitrogen and
oxygen.

As already mentioned briefly any of these emission lines can be used to col-
lect HERFD absorption spectra.[44,45] This method allows to sharpen the features
compared to a standard measurement (as demonstrated in Figure 1.9) and thereby
give additional information, especially in conjunction with calculations.[46–48] One
of the most significant advantages is the better separation of the pre-peak from
the edge which can give information about local geometry and oxidation state (cf.
section 1.3). This advantage stems from the fact that fluorescence is a second order
process described by the Kramers-Heisenberg formula (cf. Equation 1.3). The
obtainable resolution in a XAS experiment is limited by the lifetime broadening of
the final state due to Heisenberg’s uncertainty principle. Since for K-edges the very
short lifetime of the 1s core hole is the determining factor, the energy broadening
is large. To circumvent this issue the aforementioned HERFD technique is used
where the intensity is collected via fluorescence detection. In contrast to a standard
measurement, in which the intensity is integrated over all fluorescence lines, only a
single narrowly chosen decay channel is monitored. For this to work the instrumental
resolution has to be smaller or equal to the natural lifetime broadening of the selected
emission line. By doing this, the aforementioned final state is no longer the 1s, but a
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Figure 1.9: Comparison of conventional and HERFD-XANES spectra of a Cu1+

(bottom) and a Cu2+ (top) compound.

2p (Ka) or 3p(Kb) core hole which have significantly longer lifetimes and thereby a
reduced energy broadening.

All of the above-mentioned techniques are recorded in high resolution by using
analyser crystals. There are two major types of spectrometer geometries using
reflection, a scanning-type and a dispersive one. The functional principle and
differences are explained in the following.

The basis for all of these methods and instrumentations is the diffraction of
X-rays according to the Bragg Law (cf. Equation 1.4)

nλ = 2d sin(θ), 1.4

where n is the diffraction order, λ is the X-ray wavelength, d is the lattice constant
and θ the Bragg angle.

It describes the correlation of a photon with given energy (wavelength) being
reflected at only one angle θ. In reality though, the reflected radiation is dispersed to
a range of angles around the theoretical value. As a consequence there is an angular
width ∆θ, the so-called Darwin width, fulfilling the aforementioned condition. If
working in backscattering geometry, i.e. at an angle of 90°, this goes to zero and
therefore this geometry is tried to be realized in any practical application. This
contributes to the possible energy resolution according to the derivative of the Bragg
equation (cf. Equation 1.5).[49]

dE
E

= dθ cot(θ) 1.5
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Chapter 1. Introduction

The most widely used scanning geometry is based on a Rowland circle according
to Johann and Johansson.[50,51] A beam originating from a fixed point on the circle
is reflected onto the detector under the same Bragg angle on every point of the
circle. Most widely applied is the Johann approach where sample, detector and
bent analyser crystal with radius 2R are fixed on a circle with radius R. These
different radii mean that only the central point of the surface lies on the Rowland
circle. This is the so-called Johann aberration which is negligible if working close to
backscattering geometry (θ = 90°). To increase the covered solid angle and thereby
the collected amount of photons multiple crystals with overlapping Rowland circles
can be used (cf. Figure 1.10). In the original geometry crystals were bent cylindrically
along the Rowland circle.[50] These days mostly spherically bent crystal analysers
are used. Since the Rowland circle condition has to be fulfilled the analyser crystals
and the detector are motorised and can be moved around, while the sample is fixed.

Detector

Sample

Crystal 
Analysers

Rowland
Circles

Figure 1.10: Scheme of a point-to-point scanning type spectrometer geometry with
three Rowland circles.

Johansson introduced a slightly modified setup which differs in the preparation
of the crystal analysers.[51] Instead of only bending them to the radius of 2R they are
also ground to the radius R of the Rowland circle. This ensures precise focussing since
the entire crystal surface lies exactly on the Rowland circle. Thereby it also enables
geometries differing from the backscattering angle since there is no variation of the
incident photon angles across the crystal surface. Therefore it is the advantageous
setup when going to lower energies (1.5 - 3 keV). In this case smaller Bragg angles are
inevitable and no appropriate crystal analysers with angles > 70° are available.[31]

In contrast to scanning point-by-point the energy a wavelength dispersive setup
can be used, allowing to record an entire spectrum in one shot. This is achieved by
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1.5 Density Functional Theory

using optical elements that diffract X-rays over a range of Bragg angles simultaneously
and then concomitantly record the intensity with a position sensitive detector.[31]

Thereby time-dependent measurements with low time resolutions become feasible
which are especially interesting for catalytic or excited state investigations in a
pump-probe scheme. The simplest assembly uses a flat crystal as optical element but
it does not allow for high-resolution while collecting a large solid angle. To circumvent
this issue the von Hamos geometry[52,53] can be used which is based on cylindrically
bent crystal analysers (cf. Figure 1.11). These combine the high-energy resolution
advantage of a flat crystal with a large solid angle assigned with a bent (curved)
crystal. X-rays emitted on these crystals are diffracted and focussed according to
the Bragg Law (cf. Equation 1.4).

Position Sensitive 
Detector

Cylindrically Bent
Analyser Crystal

Sample

Figure 1.11: Scheme of a von Hamos spectrometer geometry using only one analyser
crystal.

1.5 Density Functional Theory

T he foundation of density functional theory (DFT) was laid down in the 1920’s
by Thomas and Fermi, who postulated a functional correlation between the

properties of a molecule and its electron density ρ.[54,55] Since then DFT, and its time
dependent counterpart, have become widely applicable methods in computational
chemistry.[56–60] The first approaches were too strongly simplified though and did
not describe for example molecular bonds. It was not until 1964 when Hohenberg
and Kohn proved that the drastic simplification to a one particle problem (from N
interacting particles) was indeed exact and viable.[61]
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With the Born-Oppenheimer approximation[62] in mind one can write

E[ρ(r)] = T [ρ(r)] + Ven[ρ(r)] + J [ρ(r)] +Q[ρ(r)], 1.6

with

T [ρ(r)] kinetic energy of the electrons,

Ven[ρ(r)] nuclear-electron attraction energy,

J [ρ(r)] classical electron-electron repulsion energy,

Q[ρ(r)] quantum (non-classical) electron-electron interaction.

The two terms Ven[ρ(r)] and J [ρ(r)] are known and can be computed according
to the following equations:

Ven[ρ(r)] = −
M∑
A=1

∫ ZA
|r −RA|

ρ(r)dr, 1.7

J [ρ(r)] = 1
2

∫ ∫ ρ(r1)ρ(r2)
r12

dr1dr2, 1.8

The most significant unknown term is the kinetic energy and the description or
accurate approximation is a difficult task, which was not solved satisfactorily. Kohn
and Sham then presented a theoretical approach that turned out to be the foundation
of modern DFT.[56,63] They showed that the kinetic energy could be approximated
accurately by using a fictitious system of non interacting electrons with the same
density as the real system. This is achieved by calculating the kinetic energy via a
single slater determinant of orbitals φi (cf. Equation 1.9).

Ts[{φi}] = −1
2

n∑
i=1

∫
φ∗i (r)∇2φi(r)dr 1.9

Since T s is obviously different to T and Q is unknown as well these two terms
are combined in the exchange-correlation functional Exc.

Exc[ρ(r)] = T [ρ(r)]− Ts[{φi}] +Q[ρ(r)] 1.10

This functional is unknown and a lot of effort went into the construction of various
types of functionals that approximate the values as accurate as possible.[56]

Since molecular orbitals φi are unknown and complicated[64,65] they have to be
expanded by means of known functions χµ (cf. Equation 1.11).

φi =
∑
µ

cµiχµ 1.11
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1.5 Density Functional Theory

In this fashion the problem is reduced to finding a set of numbers to describe
a previously unknown function.[66] There are two popular representations for the
description of orbitals, namely the Gaussian and the plane wave basis. The first one
is especially used in quantum chemistry and the functions are of the following form:

χm = Nmr
mx
x rmy

y rmz
z e[−ζr2], 1.12

with the parameter set Nm,mx,my,mz, ζ and the angular momentum quantum
number m.[67] They are widely used because these functions are intended to mimic
atomic orbitals[67] and are constructed to model the quantum states of the atomic
wave function.[68] This is beneficial for the mostly orbital based view on molecules in
chemistry. A second approach, largely used in solid state physics, are plane waves.
They are predominantly used in this field because of their inherent delocalisation
and periodicity, which is optimally suited to describe periodic systems like crystals.
They are simply constructed by a wave vector G and an expansion coefficient ni(G)
(cf. Equation 1.13).

φi =
∑
G

ni(G)eiGr 1.13

In this work both approaches are used in different fashions because both suit a
specific purpose. Concerning the calculation of X-ray spectra a proper description of
localized core and valence orbitals is needed for the pre-edge and edge part of the
spectrum and Gaussian type orbitals are well suited to tackle this. Additionally for
higher energy parts a more delocalised description is beneficial and therefore a plane
wave approach is chosen.

There are several ways of using DFT and TD-DFT to calculate X-ray absorption
and emission spectra. The easiest but nonetheless very valuable approach is to simply
take orbital differences between the donor and acceptor orbitals from a ground state
DFT calculation.[41] It is shown that this works very well for VtC-XES. In case
of XAS at least a core excited state should be taken into account. This is for
example achieved by calculating the wave function of this state and then calculate
transitions accordingly.[69] Or by using TD-DFT for the calculation of transitions
as done for UV/Vis but by limiting the donor space to the 1s orbital (in case of
K-edge spectroscopy).[70,71] Obviously there are a lot more approaches but these are
the basic ideas of the ones that were used for this work.
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Chapter 1. Introduction

1.6 Ab-initio Molecular Dynamics

S ince a plethora of chemical reactions in nature as well as in the laboratory
occur in solution the proper description of weakly interacting systems is

necessary. This especially means that the equilibrium structure is not sufficient for
the calculation of properties because the potential well can be overcome even at
room temperature. Therefore it is mandatory that all configurations other than
the 0K equilibrium have to be taken into account with their appropriate statistical
weight.[72] One method to accomplish this is molecular dynamics (MD),[72,73] in this
case the ab-initio approach specifically, which will shortly be presented.

The first thing to mention here is that the nuclei are described classically while
the electrons are treated quantum mechanically (in contrast to standard MD where
everything is treated classically). The basic idea is to move the particles according
to Newtons equations of motion.

Ṙ = ∂H

∂P
and Ṗ = ∂H

∂R
, 1.14

where H = T + V denotes the Hamiltonian or total energy and Ṙ and Ṗ are the
time derivatives of the positions and momenta in the given system.

The forces on the particles are then evaluated quantum mechanically. One
question that immediately arises is how to calculate the wave function after every
time step of such a simulation. One way, although a very costly one, would be
to calculate the electronic structure iteratively after each time step following the
potential energy surface of the ground state, i.e. optimize the system each step. This
approach is known as Born-Oppenheimer MD (BOMD). Despite efforts to make
it more efficient this method only had limited success due to the cost, especially
since techniques to transfer electronic information from one step to the next were
absent.[67,74]

Another more efficient way was proposed by Car and Parrinello in 1985 (CPMD) as
a combination of DFT and MD.[75] In contrast to BOMD the electronic information is
propagated instead of being optimised. This is achieved with an extended-Lagrangian
method and the introduction of a fictitious electron dynamic.

L (R, φ) = 1
2
∑
I

MIṘ
2
I + 1

2
∑
i

µ
∂

∂t
〈φi |φi〉 − V (R, φ), 1.15

with L being the Lagrangian, φ an orthonormal set of molecular orbitals, V the
potential energy and M as well as µ the atomic mass and a fictitious electron
mass respectively. The aforementioned propagation leads to high electron reson-
ance frequencies though which in turn requires very short time steps for successful
calculations.[76]

16



1.6 Ab-initio Molecular Dynamics

A similar approach, termed second generation CPMD, was presented by Kühne
et al. in 2007[77] which allows timesteps as large as in BOMD. The always stable
predictor-corrector (ASPC) method by Kolafa[78] is used to propagate the electronic
information. In the original work a wave function is extrapolated in a polynomial of
order K with the K+1 previous wave functions as support, whereas in the adaptation
the density was chosen instead (cf. Equation 1.16). The reasoning is that it evolves
far more smoothly than the wave function.[76]

CP (tn) ∼=
K∑
m=1

(−1)m+1m

(
2K
K−m

)
(

2K−2
K−1

) C(tn−m)CT (tn−m)︸ ︷︷ ︸
P (tn−m)

×S(tn−m)C(tn−1), 1.16

Here, the density of time step tn is extrapolated using the K+1 previous densities
and then transformed back to the wavefunction with C(tn−1). Since this step is not
exact, the error is added to the one made in the extrapolation.[77] In order to reduce
this error as much as possible, a corrector step is implemented after the predictor
step as follows. If this corrector step is applied to convergence the method turns into
a BO approach.

C(tn) = ωMIN[CP (tn)] + (1− ω)CP (tn), 1.17

with ω = K

2K − 1 and K ≥ 2

Preceding this is a matrix purification step.[79] It is necessary to restore the
orthonormality of the molecular orbitals, which is violated due to the approximative
extrapolation (Equation 1.16). In order to avoid iteration to convergence, the error
made calculating the forces is assumed as a random noise ΞI acting on the converged
forces FBO. The additive white noise ΞI and the dissipative behaviour can be
compensated using a modified Langevin equation with the damping coefficient γ.

MIR̈I = FBO
I − γMIṘI + ΞI 1.18

The unknown damping parameter γ is evaluated in a preliminary run and then
fixed.[76]

These are just some basics of DFT and AIMD and the computational details can
be found in the respective publications.

17





Experimental and Theoretical X-Ray Absorp-
tion Spectroscopy on Cu(DMEGqu)

Chapter 2: Experimental and Theoretical X-Ray
Absorption Spectroscopy on
Cu(DMEGqu)

T he Cu(I) / Cu(II) pair of complexes with the hybrid guanidine-quinoline ligand
is investigated by means of HERFD-XANES measurements as well as time de-

pendent density functional theory (TD-DFT), gauge-including projector-augmented-
wave(GIPAW) and Gaussian augmented plane wave (GAPW) calculations.
The first study (TD-DFT/GIPAW) mainly focusses on geometric parameters and
identification of features in the spectrum showing that even small geometric and
electronic changes can be revealed. This is especially important for so called Entatic
State systems that change their geometry upon oxidation but still have strong re-
semblance.
The second work uses a GAPW XAS approach in combination with AIMD to study
the impact of condensed-phase and finite-temperature effects on the X-ray absorption
spectra. In addition a theoretical outlook is given for the effects of solvation on
X-Ray absorption spectra.

2.1 Implications for the Investigation of the
Entatic State

Participations in this Publication
N. J. Vollmers, M. Rohrmüller, U. Gerstmann & W. G. Schmidt — Quantum
Espresso Calculations
A. Hoffmann & S. Herres-Pawlis — Synthesis and provisioning of the samples
P. Müller & M. Bauer — HERFD-XANES measurements, ORCA calculations and
concomitant orbital analysis

Reprinted with permission from Experimental and Theoretical High-Energy-
Resolution X-ray Absorption Spectroscopy: Implications for the Invest-
igation of the Entatic State
Nora Jenny Vollmers, Patrick Müller, Alexander Hoffmann, Sonja Herres-Pawlis,
Martin Rohrmüller, Wolf Gero Schmidt, Uwe Gerstmann, and Matthias Bauer, Inor-
ganic Chemistry 2016 55 (22), 11694-11706, DOI:10.1021/acs.inorgchem.6b01704.
Copyright (2016) American Chemical Society.
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ABSTRACT: High-energy-resolution-fluorescence-detected
X-ray absorption near-edge structure (HERFD-XANES)
spectroscopy is shown to be a sensitive tool to investigate
the electronic changes of copper complexes induced by
geometric distortions caused by the ligand backbone as a
model for the entatic state. To fully exploit the information
contained in the spectra gained by the high-energy-resolution
technique, (time-dependent) density functional theory calcu-
lations based on plane-wave and localized orbital basis sets are
performed, which in combination allow the complete spectral
range from the prepeak to the first resonances above the edge
step to be covered. Thus, spectral changes upon oxidation and
geometry distortion in the copper N-(1,3-dimethylimidazoli-
din-2-ylidene)quinolin-8-amine (DMEGqu) complexes [CuI(DMEGqu)2](PF6) and [CuII(DMEGqu)2](OTf)2·MeCN can be
accessed.

■ INTRODUCTION

Copper plays a central role in many electron-transfer (ET)
processes in nature.1 Blue copper, or type I, proteins span a large
window of reduction potentials, which leads to a variety of
possible ET partners.1,2

Although in nature copper is mostly bound to sulfur in such
proteins, it was already reported that hard donor atoms also work
in biomimetic ET systems with possibly advantageous properties
regarding lifetimes of the catalytic site.3 These nonblue systems
exhibit ET features similar to those of type I proteins, but without
sulfur donors and having a broader axial electron paramagnetic
resonance hyperfine splitting, leading to the name “type-zero”
compounds. The geometrical distortion between cuprous and
cupric sites plays a central role for the efficiency of such ETs.
Studying copper type-zero complexes with nitrogen-donor
ligands using X-ray spectroscopic and theoretical techniques
can therefore significantly contribute to the understanding of
copper-mediated ET processes.
The ability to tune the CuI/CuII redox couple is crucial not

only in nature but also for catalytic applications of biomimetic
complexes. The reduction potential of the CuI/CuII redox pair is
influenced by the electronic and structural parameters at the
copper coordination site. In particular, the inner coordination
sphere is dominating these parameters and has been subjected to
many studies.4−6 In the case of enzymes, those constraints are
caused by the protein backbone, leading to a situation named

rack-induced or entatic state, which facilitates ET from the
kinetic point of view.7,8

In such states, deviations from the geometry obtained by
ligand-field theory appear. Considering the CuI/CuII redox
couple, the according geometries would be square-planar for CuII

and tetrahedral for CuI. Changes in the redox state require
therefore a change in the coordination symmetry. Any (even
small) geometry deviation from the ligand-field limit facilitates
the interconversion of the CuI/CuII redox states, enabling
exceptionally fast ET. In the last years, many efforts have been
invested in the synthesis of conformationally invariant copper(I/
II) complexes as model complexes for the entatic state, but good
models are still rare,7,9−15 and the nature of the resulting entatic
state is controversially discussed.16−18 While some authors favor
an electronic entatic state,13 others claim geometric strain by the
ligands to be the origin of the deviation from the theoretical
ligand-field geometry.
It is thus a mandatory task to access experimentally the

electronic (d-electron density) and geometric (arrangement of
coordinating ligands) structures at the copper center to further
understand the working principle of entatic model complexes.
Single-crystal diffraction is surely the working horse for this
purpose. However, it cannot be applied in the in situ
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environment of biomimetic compounds, i.e., in solution. Here,
only short-range sensitive methods will give the desired
information.
X-ray absorption spectroscopy (XAS) is the only element-

specific method to achieve this aim. If hard-X-ray XAS at the
copper K-edge is used, it has the advantage of delivering
geometric and electronic structural parameters independent of
the sample environment and can therefore be applied also under
biorelevant in situ conditions.19 Many successful applications of
XAS on biomimetic copper complexes and related systems are
known in the literature. They mainly focus on the structure
information in the extended X-ray absorption fine structure
(EXAFS) spectra.20−22 These studies underline the spectro-
scopic prowess of XAS in this context. However, the full potential
of the X-ray absorption near-edge structure (XANES) region, in
which details about both the geometric (backscattering) and
electronic (orbital contributions) situations are contained, could
not be fully used. This is due to the lifetime broadening of the 1s
electron−hole after K-edge excitation.23,24 This broadening
limits the extraction of information from the preedge peak and
XANES region significantly.25 Both spectral parts are broadened
in such a way that details of the lowest unoccupied molecular
orbital (LUMO) states above the Fermi level, which are highly
sensitive to geometric changes, are masked and the characteristic
first resonances after the edge are smeared out.23

The recent development of high-energy-resolution-fluores-
cence-detected XANES (HERFD-XANES) offers a powerful
tool to overcome this limitation.23 With this method, the lifetime
broadening effect can be reduced significantly, and the fine
structure in the prepeak and XANES spectra can be resolved.
This allows a detailed comparison with theoretical calculations.
However, the computational XANES modeling faces a variety

of challenges. On the one hand, the requirement to treat core−
hole excitations renders the straightforward application of
pseudopotential methods difficult. All-electron calculations,
which appear particularly suitable for describing XAS, suffer
from significantly larger computational costs than those required
by pseudopotential-based methods. On the other hand, the
description of excited states is, strictly speaking, beyond the
realm of density functional theory (DFT), the method of choice
for the description of complex structures. DFT neither accounts
for the quasiparticle character of the electrons nor describes
electron−hole attraction effects. There are well-founded and
successful strategies26 to overcome these limitations, e.g., the
GW approximation for the electronic self-energies, where they
are expressed as a convolution of the single-particle propagatorG
and the dynamically screened Coulomb interaction W, and the
Bethe−Salpeter equation (BSE) approach to describe Coulomb-
coupled electron−hole pairs.27 However, these methodologies
are prohibitively expensive for complex structures. In particular,
far-edge regions cannot be easily computed within GW-BSE.
Obviously, electron correlation methods such as coupled-cluster
(CC) theory also give accurate access to excited states and thus
can be used to determine X-ray excitations.28−30 Again, the
method is highly expensive, even if multilevel coupled-cluster
(MLCC) implementations appear promising.31

Time-dependent DFT (TD-DFT) is numerically less
demanding and thus presently the method of choice to address
charge-neutral excitations in complex molecules. It is also
frequently used to determine core excitations.32−35 This
approach is well-founded in principle, but the complication is
hidden in the unknown time-dependent exchange and
correlation (XC) potential that appears in the Kohn−Sham

equations. Most numerical implementations rely on the adiabatic
approximation, which often proves successful for finite systems
such as molecules but fails for extended systems such as solids.36

Constrained and orthogonality constrained density functional
theories (cDFT37 and OCDFT38,39) are possible alternative
approaches to excited-state configurations.
A third difficulty in simulating XAS data is related to the basis

set used to expand the electronic wave functions. Localized basis
functions such as Gaussians are computationally efficient and do
thus allow for the modeling of core electrons as well as many-
body effects, e.g., by means of TD-DFT, even for comparatively
complex structures; see., e.g., ref 40. However, they do not form a
complete set and are not suitable for the description of excited
high-energy states that typically are fairly delocalized. Plane
waves, on the other hand, form by the construction of a complete
and orthogonal basis set, the numerical convergence of which can
be smoothly varied and reliably controlled. Moreover, plane
waves are ideally suited to describe delocalized high-energy states
as well as systems with periodic boundary conditions such as
molecular crystals.41 Naturally, the description of core states with
plane waves is cumbersome.
In order to deal with these complications, we use two different

and to some extent complementary theoretical approaches to
simulate XANES: On the one hand, for molecular species, we use
TD-DFT with a localized orbital basis set that is expected to be
particularly suitable for the description of preedge peaks.42 On
the other hand, we used the continued-fraction expansion of
Green’s function43−45 in conjunction with a plane-wave basis set,
which appears particularly suited for solids, e.g., molecular crystal
structures.46 Here, the incorporation of the 1s core−hole into
pseudopotentials47,48 allows for a computationally very efficient
cDFT-like description of excitonic effects involving core states49

and also K-edge XAS spectra in a broad energy range. It has been
used to describe the prepeak region of copper compounds50 but
results in a particularly reliable description of near- and far-edge
features of the absorption spectrum.47,51−55

Consequently, the purpose of this work is 3-fold: (i) to
establish HERFD-XANES as a new high-resolution method to
investigate copper-based biomimetic systems, (ii) to elucidate
the capability of TD-DFT and the continued-fraction approach
to simulate and rationalize such spectra, and (iii) to show that a
combined application of these schemes is able to unravel many
details of the molecular geometries, which can be used to answer
questions related to the entatic state principle in biomimetic
systems. As a prototype example for such systems, we use a pair
of copper(I) and copper(II) complexes formed by the quinoline-
based ligand N-(1,3-dimethylimidazolidin-2-ylidene)quinolin-8-
amine (DMEGqu), namely, [CuI(DMEGqu)2](PF6) and
[CuII(DMEGqu)2](OTf)2·MeCN.56 These complexes are char-
acterized by the fact that the structures of their cationic units are
structurally very similar.

■ EXPERIMENTAL SECTION
HERFD-XANES Measurements. HERFD-XANES experiments

were performed at beamline ID26 at the European Synchrotron
Radiation Facility (ESRF) in Grenoble, France. For measurements at
the copper K-edge (8979 eV), a Si(311) double-crystal monochromator
was used. The maximum beam current was 200 mAwith a ring energy of
6 GeV. For K-edge measurements, the solid samples were prepared as
wafers using degassed cellulose as a binder to avoid self-absorption
effects. Spectra were recorded at 30 K in a closed-cycle helium cryostat.
The copper(I) samples were additionally prepared under an inert
atmosphere in a glovebox. The spectrometer was kept under a helium
atmosphere to reduce the absorption of fluorescence radiation. No signs
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of radiation damage could be detected in any sample within the
acquisition time, and measurements were carried out on multiple spots.
DFT Calculations. ORCA. Copper K-edge transitions were

calculated using the TD-DFT approach implemented in
ORCA3.0.2.33,57−59 In these calculations, the core properties were
described by triple-ζ basis sets CP(PPP)60 for the copper atom and
Ahlrich’s all-electron TZVP for all other atoms.61−63 Geometry
optimizations of ionized single molecules were carried out using
ORCA3.0.3 employing Ahlrich’s TZVP on all atoms with TPSSh.64 This
is frequently considered the functional of choice for copper-related
systems and has in particular been proven useful for the description of
the structural and vibrational properties of quinoline−guanidine copper
complexes.65−68 Furthermore, the Grimme dispersion correction with
Becke−Johnson damping (D3BJ) has been utilized.69,70 XANES spectra
have been calculated for different molecular structures, i.e., for the self-
consistently optimized gas-phase (ORCA) geometries, for single
molecules, the geometry of which is obtained from the experimentally
determined crystal structures (X-ray diffraction) and for molecular
structures based on the calculated solid-state geometries (QUANTUM
ESPRESSO). Thereby, several XC functionals were tested, i.e., themeta-
generalized gradient approximation (GGA) functional TPSS and its
hybrid version TPSSh,64 the hybrid GGA functional B3LYP,71−74 and
the semilocal GGA functionals BP8675,76 and PBE.77 To speed up the
hybrid calculations, the RIJCOSX78,79 approximation implemented in
ORCA was used. A special DFT grid of seven was set for copper. The
tight convergence criterion was imposed on all calculations. For further
analysis of the results, we used the program MOAnalyzer.80 The
calculated spectra have all been shifted to match the copper K-edge: a
shift of 33−44 eV was required for hybrid functionals and 216−233 eV
for semilocal functionals. In addition to the shift, all spectra have been
normalized to the intensity of a characteristic peak [in case of
copper(II), the prepeak]. The discrete single-energy transitions have
been subjected to Gaussian broadening, with a full width at half-
maximum linearly rising with increasing excitation energy.
QUANTUM ESPRESSO. Periodic boundary conditions and a plane-

wave basis were employed for the realistic modeling of molecular
crystals using the QUANTUM ESPRESSO (QE) package46 implemen-
tation of DFT. The QE package has also been used for XAS simulations
based on the continued-fraction approach.47,48 Specifically, the Xspectra
code46 is used in conjunction with gauge-including projector-
augmented-wave (GIPAW) pseudopotentials. Within this PAW-XAS
approach, the incorporation of the 1s core−hole into the copper
pseudopotentials allows for a reliable, but computationally very efficient
description of excitonic effects49 using Lanzcos recursion scheme to
expand Green’s function.43−45 For structure optimization as well as for
the simulation of XAS spectra, the complete crystal structures, including
the counterions [two PF6

− in the case of copper(I) species and eight
OTf− as well as one acetonitrile molecule for the copper(II) species],
have been used. Notably, the calculated XAS spectra do not change
considerably if we truncate the structures and consider only one
molecule and its counterion(s) within periodic boundary conditions.
This corresponds to bisecting and quartering of the actual crystal unit
cell for the copper(I) and copper(II) systems. The insensitivity of the
XAS simulations with respect to this structural simplification indicates
that the weak intermolecular coupling between the molecules has only a
minor influence on the XAS spectra. The XAS spectra are calculated
using the same k-point sampling as that for the self-consistent total-
energy calculations. A 2 × 2 × 2 k-point sampling and a cutoff energy of
90 Ry lead to numerically converged results for solid-phase calculations.
The gas-phase calculations were done with the same cutoff, but with a
single k point (Γ point) and using a large (20 Å)3 supercell that mimics a
single molecule in vacuum. Throughout the QE calculations, we use the
PBE functional.77 All calculations were done including van der Waals
interaction (D3BJ dispersion), which is expected to be of particular
relevance for the gas-phase structures.68 The calculated spectra have
been aligned with respect to the copper K-edge of the experimental
spectra. The line width is chosen to be energy-dependent, rising arctan-
like from 0.2 at 8975 eV to 2.0 at 8940 eV.81 The broadening used in the
calculations thus follows qualitatively the trend in the experimental

spectra but is chosen to be somewhat smaller, in order to prevent it from
masking the fine structure of the simulations.

Materials. The complexes [CuI(DMEGqu)2](PF6) and
[CuII(DMEGqu)2](OTf)2·MeCN were prepared according to a
literature procedure.56

■ RESULTS AND DISCUSSION
HERFD-XANESMeasurements.Two different counterions,

PF6
− and OTf−, were used during crystallization of the copper(I)

and copper(II) species, respectively.56 The resulting key
geometric parameters are given in Table 1; the unit cells and

mo lecu l a r s t ruc tu re s o f [Cu I (DMEGqu)2]
+ and

[CuII(DMEGqu)2]
2+ in the solid state are compared in Figure

1. The unit cell of the copper(I) species consists of twomolecules
plus two counterions (PF6

−), whereby the arrangement of the
two molecules shows inversion symmetry (cf. Figure 1, left). For
copper(II), the molecular crystal structure is more complex and
consists of four molecules plus eight OTf− counterions plus four
acetonitrile molecules (cf. Figure 1, right).
As previously shown for [Cu(tmeda)2]

+ (tmeda = tetrame-
thylethylenediamine), one would expect a tetrahedral geometry
for copper(I) complexes,82 whereas the corresponding copper-
(II) system83 is expected in a square-planar fashion. The
DMEGqu complexes in this study exhibit geometries between
these two extremes. The τ4 parameter can be used to describe the
geometry of a 4-fold coordination. By definition, ideal tetrahedral
sites show a value of τ4 = 1 and square-planar sites τ4= 0.84 This
was shown previously for related compounds,7 and similar values
are obtained.
The copper(I) complex [CuI(DMEGqu)2](PF6) is charac-

terized by a value of 0.57, indicative of a strongly distorted
tetrahedron. The copper(II) complex [CuII(DMEGqu)2]-
(OTf)2·MeCN shows a smaller value of 0.36. An alternative
measure is given by the angle between the two chelate planes
(90° = tetrahedron and 0° = square planar), which adopts values
of 63° in the [CuI(DMEGqu)2]

+ cation and 42° for
[CuII(DMEGqu)2]

2+, indicating a twist of about 20° upon
oxidation.56

Figure 2 compares the conventional XANES spectra recorded
in transmission with the HERFD-XANES spectra. The latter
ones are obtained using a focusing Johann-type spectrometer
with spherically bent analyzer crystals.23,85 The energy of the

Table 1. Geometric Parameters of the Two Complexes
(Obtained from X-ray Diffraction)

[CuI(DMEGqu)2]
PF6

[CuII(DMEGqu)2](OTf)2·
MeCNa

Bond Length [Å]
Cu−Nimine,gua 2.113(2), 2.134(2) 1.978(3), 1.998(3)
Cu−Nqu 1.981(2), 1.959(2) 1.986(3), 1.981(3)
Cgua−Nimine,gua 1.302(3), 1.309(3) 1.347(4), 1.342(4)
Cgua−Namine,gua 1.361(3), 1.366(3) 1.325(4), 1.341(4)

1.352(3), 1.357(3) 1.324(4), 1.346(4)
Chelate Angle [deg]
N−Cu−N 81.9(1), 81.8(1) 81.8(1), 82.7(1)
Structure Factor

τ = α β° − +
4

360 ( )
141

0.57 0.36

Torsion Angle (deg)
∠(CguaN3, CuN2) 44.2, 52.6 56.6, 60.4
∠(CuN2, CuN′2) 63.1 42.2
aHere, two different molecules are present in the asymmetric unit.
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analyzer crystals is fixed at a certain value, and its intensity is
recorded while the incident beam energy is swept over the
absorption edge. These measurements follow the approach
originally introduced by Ham̈al̈aïnen et al.86 as high-resolution
fluorescence excitation in order to obtain lifetime-broadening-
removed XANES spectra. Carra et al.87 and Loeffen et al.88

pointed out that this method is not strictly yielding lifetime-
broadening-removed spectra. However, Tanaka et al.89 showed
that, under certain circumstances, the high-resolution excitation

spectra are essentially identical with conventionally obtained
XANES spectra but with much higher resolution and are thus
called HERFD-XANES. Most important, the emitted photon
energy has to correspond to a peak position in the fluorescent
spectrum. Another core criterion is that off-diagonal elements
representing nonlocal states are not present in the RIXS planes
(cf. the Supporting Information) because they would lead to
artifacts in the HERFD-XANES spectra. When this technique is
applied, a tremendous increase in the resolution is observed,25 as
proven in Figure 2, whereby the degree of resolved fine structure
is particularly obvious for the copper(I) complex. The benefit of
high-energy-resolution-fluorescence detection is 3-fold: (i) the
experimental background is nearly eliminated; (ii) the prepeak, if
present, of the copper(II) complex is significantly better
resolved, and (iii) the XANES fine structure is impressively
sharpened but obviously to different extents.
While the first point is more or less only relevant for a better

analysis of the prepeak intensities, the latter two points offer
further valuable information on the investigated species: The 4-
fold coordination can be identified by comparing the preedge
intensity and general spectral shape to those in earlier studies.90

Also, the influence of the oxidation state on the edge position is
easily recognized: The edge of copper(II) is shifted by 3 eV with
respect to copper(I). Most remarkably, the spectra, especially for
the copper(I) case, reveal a detailed fine structure in the edge. In
other words, the HERFD-XANES measurements yield richer
spectral information compared to conventional measurements,

Figure 1. (Experimental) Unit cells of the complete molecular crystals (top) of [CuI(DMEGqu)2](PF6) (triclinic, left) and [Cu
II(DMEGqu)2](OTf)2·

MeCN (triclinic, right) including the counterions. For the sake of clarity, enlarged structures of the cationic sites are shown below.56

Figure 2. Comparison of the conventional (green) and high-resolution
(black) XANES spectra taken for the same samples of
[CuI(DMEGqu)2](PF6) and [Cu

II(DMEGqu)2](OTf)2·MeCN molec-
ular crystals.
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which allows for a more detailed comparison to theoretical
calculations, e.g., a more accurate assignment of the underlying
transitions. As already mentioned in the Introduction, the
prepeak region is best described by TD-DFT, while above the
Fermi level, the continued-fraction approach describes the
measured data very well. This will be demonstrated in the
following sections.
DFT Simulations of XANES Spectra. I. PAW-XAS Results.

In order to get an overview and an understanding of the general
shape of the XAS spectra, we start our DFT simulation with the
continued-fraction PAW-XAS method. The multiprojector
GIPAW approach is able to describe the XAS spectrum in a
broad energy range up to 30 eV and more above the copper K-
edge, as demonstrated in Figure 3. Especially in the case of the
copper(I) complex, the agreement is quite impressive if a
periodic molecular crystal including the PF6

− counterions is
modeled (green curves in Figure 3, top): All peaks and shoulders
are present and predicted at reasonably correct energies. For the
copper(II) complex, in particular in the region 5−15 eV above
the edge, the agreement is less obvious because the resolved
experimental features are not as pronounced as those in the
copper(I) case. Here, an improved agreement between the
experiment and theory can be enforced by increasing the line
width of the calculated spectra by a factor of 2. On the basis of the
presently available data, we speculate that the larger unit cell for
the copper(II) provides more spatial degrees of freedom and is
potentially more easily affected by thermal vibrations and,
consequently, by an enhanced thermal broadening of the spectra.
It is noteworthy that all of the PAW-XAS spectra are obtained

while explicitly taking into account occupied states exclusively.
Thanks to the projectors and the Lanzcos recursion scheme,44−46

we can profit from the completeness relationship of an infinite
quantum mechanical basis set by substituting (infinite) sums
over empty states with (finite) sums over occupied states. In fact,
additional calculations for the projected density of states (DOS)
reveal that 420 empty states are distributed over a limited energy
range of about 10 eV; see also the base lines in Figure 3. To cover
the full energy range, several tens of thousands empty states
would be required.
We further note that as good as possible agreement with the

global shape of the experimental spectra is generally obtained by
simulations that are based on the complete unit cell of the
molecular crystal, taking also into account the counterions
explicitly, either by using the experimental crystal structure from
single-crystal X-ray diffraction (cf. Figure 1 and Table 1) or by
using structures relaxed within DFT, i.e., as obtained from
minimizing the Hellmann−Feynman forces within the molecular
crystals. By the latter approach, the features of the far-edge part of
the spectrum are slightly red-shifted toward the edge step, but in
parallel some near-edge features are better described (see the
dotted lines in Figure 3). This is, in particular, true for the
copper(I) species and the shape and height of the characteristic
shoulder at 8981 eV (2 eV above the edge), which originates
from strong metal-to-ligand charge-transfer (MLCT) Cu 1s→C
2p, N 2p transitions.
When modeling the corresponding gas-phase species, i.e., the

ionized isolated molecules without counterions, most features of
the spectra are reproduced, but the relative intensity of some
peaks is inverted in comparison to the experiment, in particular in
the region 2−6 eV above the copper K-edge, where the Cu 1s→
4p transitions are strongly overestimated in the gas-phase
modeling, in particular for the copper(II) case. Finally, the

Figure 3. Comparison of the experimental copper(I) (left) and copper(II) (right) XAS spectra with theoretical PAW-XAS spectra calculated for the
experimental crystal structures (solid green lines): (i) for a periodic molecular crystal including the counterions PF6

− and OTf−, respectively (top); (ii)
for charged isolated molecules, i.e., for the gas phase (bottom). For further comparison, calculated spectra for the self-consistently relaxed structures are
also indicated by dotted lines. Vertical dashed lines serve as guides for the eyes. For copper(II), the prepeak is indicated by arrows. The further curves
describe the projected DOS.

Inorganic Chemistry Article

DOI: 10.1021/acs.inorgchem.6b01704
Inorg. Chem. 2016, 55, 11694−11706

11698

Chapter 2. Experimental and Theoretical X-Ray Absorption Spectroscopy on Cu(DMEGqu)

24



prepeak features caused by 1s → LUMO transitions are not
properly described in the continued-fraction approach. The
intensity of the prepeak at 8977.45 eV and its distance to the edge
is considerably underestimated. The latter is mainly related to the

common underestimation of the highest occupied molecular
orbital (HOMO)−LUMO gaps if using semilocal XC func-
tionals. Note that, for the near- and far-edge regions, related to
transitions intomore delocalized empty states, this problem plays

Figure 4.DFT-calculated XAS spectra for the [CuI(DMEGqu)2]
+ species in acetonitrile (left, yellow line), modeled within a large, 25.7× 25.7× 25.7 A3

supercell (right) containing the copper(I) complex itself (green, colored besides) and 231 solvent molecules (in total 1452 atoms).

Figure 5. (a) Comparison of the TD-DFT-calculated copper(I) (left) and copper(II) (right) spectra using different XC functionals for the QE-relaxed
solid structure. For copper(I), the intensity of the spectra is normalized to the intensity of the 8987 eV peak; for copper(II), it is normalized to that of the
prepeak at 8977.5 eV. (b) Calculated XANES spectra (TD-DFT with the TPSSh functional) for DFT-relaxed structures (gas phase and molecular
crystal) and for the experimental crystal structure in comparison to the experimental spectrum. For copper(I) (left), the intensity of the spectra is
normalized to the intensity of the 8987 eV peak; for copper(II) (right), it is normalized to that of the prepeak at 8977.5 eV. Transitions into 120 and 250
empty states have been used for copper(I) and copper(II), respectively.
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a minor role. For a more detailed quantitative discussion of the
prepeak, however, we refer to the TD-DFT calculations
described below, where, in particular, the influence of the used
XC functional is thoroughly investigated.
It has to be noted that, strictly speaking, the modeling of

isolated molecules does not correspond to the experimental
situation, where XAS is performed either on molecular crystals
(solid state) or on molecular species in solution. Similar to the
solid state, also in solution the interaction with the neighboring
solvent molecules is able to influence the XAS spectra
significantly. To illustrate this, we have performed additional
calculations for the [CuI(DMEGqu)2]

+ species in an acetonitrile
(C2H3N) solution. For this purpose, a copper(I) complex has
been modeled in a large supercell containing 231 solvent
molecules equivalent to a 78 mM concentration of solution (see
Figure 4). In a first step, the atomic positions of the copper(I)
complex are kept fixed, while the distribution of the solvent
molecules is optimized using molecular dynamics. Afterward,
within such an optimized solvent environment, the copper(I)
complex is allowed to relax freely. For the resulting structure, we
calculate the copper K-edge XAS spectrum. Again a quite good
agreement with the results of the solid-state simulation is
obtained for large parts of the spectrum (cf. Figure 4, left). The
peak at 8983 eV, however, appears to be considerably
overestimated, similar to the relaxed gas-phase geometry, but
even more pronounced (cf. Figure 3, bottom, left). The intensity
of this peak, which is mainly characterized by transitions into the
ligand π* system with a predominant amount of C 2p orbitals
(for further details, see the next section), depends very sensitively
on the microscopic details of the solvent environment. This will
result (i) in effectively reduced intensities in statistical ensembles
as in the experiment and (ii) a considerably larger temperature
dependence of the XAS spectra as in the case of the solid state
(molecular crystals).
Obviously, precise modeling of the molecules in solution and

simulation of their XAS spectra are rather cumbersome because
they require statistical averaging over a large ensemble of
structures. Here, the so-called gas-phase modeling of isolated
molecules (within reasonable geometries) actually provides an
efficient alternative, which will also be used in the TD-DFT
calculations described below.
II. TD-DFT Results.Usually the intensity of a prepeak is used to

adjust the TD-DFT-derived XAS spectra to the experimental
spectra. For copper(II), this leads to an adequate relationship
between the various spectra (see, e.g., Figure 5a, right). In the
copper(I) case with a completely filled 3d10 shell, however, there
is no such classical prepeak. Using the first peak at the copper K-
edge instead is not reliable because its intensity depends strongly
on the technical details of the theoretical description (e.g., the
choice of the XC functional; cf. Figure 5a, left). Thus, it does not
provide a reliable global reference. Here, we use the peak around
8987 eV as an alternative. Its intensity as well as its energetic
position does not depend on the DFT functional, and the latter
agrees nicely with the experimental one.
a. Influence of the Geometry. The relationship between the

molecular structure and simulated spectra inferred from the
continued-fraction approach is largely confirmed by TD-DFT
calculations: The near-edge regions seem to be described slightly
better when the DFT-relaxed structures are used instead of the
experimental ones. This can be clearly seen in the case of the
copper(II) species by analyzing the characteristic shoulder above
8985 eV. Figure 5b (right) shows (using the all-in-all best-
performing TPSSh functional; cf. Figure 5a) that its shape is best

reproduced for the fully relaxed crystal structure. At this point, it
is not clear if this is really due to changes in the crystal structure,
e.g., increased C−H bond lengths, or due to some kind of error
cancellation within gas-phase modeling. Notably, for copper(II),
the torsion angle between the two CuN2 planes in the first
coordination shell, a quantity that characterizes the entatic state
of the complexes used for this study, is basically the same for the
crystal structure relaxed within DFT-PBE and the relaxed gas-
phase geometry obtained using the TPSSh functional. It
becomes, however, obvious that the self-consistently relaxed
gas-phase geometries provide no valid starting point for
simulation of the X-ray spectra: The symmetry of the resulting
structures is considerably overestimated; e.g., the Cu−N
distances become pairwise identical (see Tables 2 and 3). In

other words, the structures lose their characteristic asymmetry.
With HERFD-XANES being a local method, the Cu−N
distances are important as well, besides the torsion angle
between the two CuNN planes. Unique shifts of all Cu−N
distances (as expected for the bond length overestimating the
PBE functional65,67) lead only to an energy shift of the whole
spectra. The asymmetry within the two chemically equivalent
Cu−Nqu and Cu−Nimine,gua distances, in contrast, leads to the
characteristic splittings of the main peaks in the near-edge region,
contributing substantially to the shape of the spectra.

b. Influence of XC Functionals.Out of the functionals probed
here, TPSSh performs all-in-all best concerning the modeling of
the XANES spectra. Taking also the kinetic energy of the orbitals
into account, this meta-hybrid functional with a moderate
amount of Hartree−Fock (HF) exchange (10% in comparison to
25% in B3LYP) has been frequently reported to describe the
structural and electronic properties of similar 3d transition-
metal-including complexes.7,66,67 We found that the absolute
energies, i.e., the position of the copper K-edges, are generally
closer to the experiment for all hybrid calculations. This can be

Table 2. Geometric Parameters of the Copper(I) Structures
Derived from Gas-Phase Optimization for Two Different
DFT Functionals (TPSSh and PBE), from a Relaxation of the
Molecular Crystal (Solid) and the Experimental Crystal
Structure (from X-ray Diffraction) Itself

copper(I)
exptl crystal
structure

gas-phase
TPSSh

gas-phase
PBE

solid relaxed
PBE

τ4 0.57 0.67 0.65 0.62
Cu−Nqu 1.981(2),

1.959(2)
1.973, 1.973 2.017,

2.017
2.025, 1.994

Cu−Nimine,gua 2.113(2),
2.134(2)

2.110, 2.109 2.181,
2.182

2.098, 2.098

∠CuN2/CuN′2 63.1 76.6 76.6 69.6

Table 3. Geometric Parameters of the Copper(II) Structures
Derived from Gas-Phase Optimization for Two Different
DFT Functionals (TPSSh and PBE), from a Relaxation of the
Molecular Crystal (solid) and the Experimental Crystal
Structure (from X-ray Diffraction) Itself

copper(II)
exptl crystal
structure

gas-phase
TPSSh

gas-phase
PBE

solid relaxed
PBE

τ4 0.36 0.43 0.47 0.46
Cu−Nqu 1.986(3),

1.981(3)
1.973, 1.972 2.027,

2.026
2.021, 2.008

Cu−Nimine,gua 1.978(3),
1.998(3)

1.967, 1.967 2.065,
2.066

2.033, 1.999

∠CuN2/CuN′2 42.2 45.6 51.6 45.8
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explained with the addition of HF exchange reducing the self-
interaction error and therefore giving higher accuracy for
strongly localized core states as well as for the Cu 3d levels
and, thus, for the corresponding core−excited state transitions.32
Even more important, the energy splitting between the prepeak
and the following features for the copper(II) species is too small
for the nonhybrid functionals throughout all calculated spectra. It
is noteworthy that this splitting is too small even for the TPSSh
functional that contains rather moderate 10% exact exchange.
The position of the prepeak becomes even worse (now too far
away from the copper K-edge) for standard hybrid functionals
like B3LYP. This kind of overcorrection, however, can be fixed by
adjusting the fraction of HF exchange. In the case of copper(II),
12.5%HF exchange was needed to achieve the correct splitting in
the preedge region (additional spectra provided in the
Supporting Information), whereas for copper(I), the HF
exchange did not show a significant influence, as can be seen in
Figure 5b for the two spectra calculated with B3LYP (25% HF)
and TPSSh (10% HF). We attribute this substantial difference to
the electron configuration being paramagnetic 3d9 in the
copper(II) case and diamagnetic closed-shell d10 for copper(I),
which renders the concomitant influence of the exchange
interaction less significant. In the following sections, only the
TPSSh functional results will be discussed for the TD-DFT
calculations.
c. Comparison with the Experiment. We start a more

detailed discussion of the two different complexes with the
copper(II) compound [CuII(DMEGqu)2](OTf)2·MeCN,
which, thanks to the open-shell 3d9 configuration, gives rise to
the aforementioned distinct prepeak. The measured HERFD-
XANES spectra (cf. Figures 2 and 5a,b) locate this prepeak at
8977.45 eV. Our TD-DFT calculations reveal a 1s orbital to
LUMO transition underneath this peak. The spatial distribution
of the β-LUMO is shown in Figure 6 and consists mostly (>55%)

of Cu 3d orbitals (detailed contributions are provided in the
Supporting Information). A symmetry-dependent admixture of
Cu p as well as p orbitals of the nitrogen and carbon ligands
allows for a dipole transition that leads to a significantly enlarged
intensity compared to a pure 1s → 3d transition. Nevertheless,
the quadrupole (1s→ 3d) transition still accounts for as much as
25% intensity. The following feature at 8982 eV is mainly
characterized by transitions in the ligand π* system with a
predominant amount of C 2p orbitals. The next intense feature in
the edge above 8985 eV can be assigned to a 1s→ 4p + LMCT
shakedown (multielectron) transition, similar to that reported
previously for square-planar copper(II) complexes.91 At higher
energies, the localized and finite character of the basis set used for

the TD-DFT calculations prevents the reproduction of spectral
features. Additional multiscattering effects, thus, cannot be
considered within TD-DFT.92

As already mentioned above, the copper(I) spectrum of
[CuI(DMEGqu)2](PF6) (Figure 5a,b, left) shows no prepeak
because the 3d10 configuration does not allow for 1s → 3d
transitions. The LUMO for the copper(I) species is shown in
Figure 6 (left) and consists mostly of ligand π* orbitals. These
features around 8980 eV can accordingly be assigned to MLCT
transitions. A closer look reveals that this calculated feature is of
the same character as that in the copper(II) case but shifted to
lower energies because of the smaller ionization threshold in
copper(I), i.e., the influence of the nuclear charge on the orbital
energies. The LUMO of the copper(I) case (Figure 6, left) is
indeed very similar to the degenerate β-LUMO+1/β-LUMO+2
(Figure 6, middle) in the copper(II) case. These assignments
strengthen the MLCT assignment.33,93 The copper(I) spectra
show a characteristic, very intense 1s→ 4p transition visible as a
shoulder. This feature is shifted to higher energies for copper(II);
it is, therefore, often hidden under the edge.

d. Sensitivity to Structural Changes. To further elucidate the
effect of geometrical distortions on the XANES spectra (as, e.g.,
relevant in entatic states), we also calculated spectra for
constrained tetrahedral (∠CuN2/CuN2′ = 90°) and square-
planar (∠CuN2/CuN2′ = 0°) geometries. For this purpose, the
values of the N−Cu−N angles (except the two ligand chelate
angles) were fixed, while otherwise relaxing the positions of all of
the atoms of the cationic gas-phase molecules. Thereby, the
∠CuN2/CuN2′ angles were fixed to thementioned 0°/90° values
as well. This also results in a change of the bond lengths (see the
Supporting Information), which has been described earlier,65 but
does not affect the value for the following discussion. The
XANES spectra (Figure 7, left) calculated for the two resulting
structures show clearly distinguishable prepeak intensities as well
as significantly different intensities for the following preedge
transitions. This can be explained by the changing amount of the
p contribution to the acceptor orbital of the excitation in the XAS
process. The square-planar case mimics an ideal quadrupole.
Consequently, the prepeak is predominantly determined by the
quadrupole term. No significant dipole contribution is found
because in the LUMO there is no admixture of Cu p orbitals and
only a little of the C and N p orbitals. Note that the contribution
of the N p orbitals remains nearly constant and is, thus, not
discussed further in this context. The tetrahedral coordination, in
contrast, shows a maximum electric-dipole contribution (being
responsible for more than 90% of the intensity). The LUMO in
this case consists of 2% Cu 4p and 15% C 2p orbitals in
conjunction with an amount of 45% Cu d. Figure 8 shows the
orbital shape of the LUMOs; the orbital contributions for the
different cases are listed in Table 4. A comparison of the shape
and features of the calculated spectra confirms the importance of
the∠CuN2/CuN2′ angle. As expected, none of the extreme cases
is able to reproduce the spectrum of the [CuII(DMEGqu)2]-
(OTf)2·MeCN structure. Mixing, however, the spectra obtained
for the two extreme angles of 0 and 90° with their respective
ratios (51% tetrahedral and 49% square-planar, giving an angle of
45.84°; cf. Table 3) results in a spectrum that shows a good
agreement with the actual spectrum of [CuII(DMEGqu)2]-
(OTf)2·MeCN, despite the tetrahedral and square-planar
geometries being strongly constrained, i.e., providing hypo-
thetical constructs. In Figure 7 (TD-DFT results), this is shown
for the near-edge regime, and in Figure 9, right (PAW-XAS
results), also for the far-edge region using the same mixing ratio

Figure 6. Comparison of the acceptor orbital (LUMO) related to the
first transition peak in the calculated copper(I) spectra (left) and the
degenerate β-LUMO+1/β-LUMO+2 of the copper(II) calculation
(middle); acceptor orbital (β-LUMO) of the prepeak transition
calculated for the copper(II) species (right).
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of 51:49. Here, the curve from mixing, i.e., more or less from
averaging the constrained limits (solid line), follows nicely the
curve calculated for the actual experimental geometry (dashed
line); by this, it also agrees with the experimental HERFD-
XANES spectrum. In addition, this procedure leads to a
magnification of the prepeak, most clearly visible in the square-
planar geometry.
For copper(I), the benefit of the mixing procedure is also

significant (Figure 9, left). However, the tetrahedral contribution
dominates the now clearly weighted superposition given by 77%
(tetrahedral) and 23% (square-planar) relating to an angle of
69.59° (cf. Table 2). As a consequence, already the purely
tetrahedral geometry reproduces the actual experimental
spectrum of [CuI(DMEGqu)2](PF6) for the high-energy
transitions above 8982 eV. In this sense, for copper(I), the
benefit of a square-planar admixture is restricted to the region
close to the edge: In TD-DFT (Figure 7, left), the square-planar
spectrum yields a too large energetic split-up between the first
transitions. The tetrahedral limit, on the other hand, fits the
preedge region quite well. The combination of both extremes
again fits the features as well as in the copper(II) case.

■ SUMMARY AND CONCLUSION

Here HERFD-XANES spectroscopy is combined for the first
time with the theoretical spectroscopy based on TD-DFT and
the PAW-XAS approach in order to achieve a comprehensive
description and understanding of the HERFD-XANES data. This
combined approach was applied to provide a proof-of-principle
for the investigation of small structural changes (e.g., entatic-state
effects) in biomimetic geometrically constrained copper
complexes. A CuI/CuII redox couple stabilized by a DMEGqu
ligand served as an ideal case study: the 4-fold Cu−N
coordination in both oxidation states deviates from the
prototypical textbook cases, tetrahedral for copper(I) and
square-planar for copper(II).
With the combination of TD-DFT and PAW-XAS, the rich

information content in the HERFD-XANES spectra, ranging
from the preedge signals, over the edge fine structure up to the
first oscillations in the XAS coefficient after the edge step, can be
fully utilized to characterize the structural and electronic changes
when the copper oxidation state is changed from CuI to CuII. It
thus will enable future high-resolution X-ray studies on the ET
processes facilitated by ligand-induced geometry distortions.
While the preedge peak is best described by TD-DFT because of
its localized 1s → LUMO transitions, the local basis used in the
TD-DFT calculations prevents a proper description of

Figure 7. Comparison of the TD-DFT calculated spectra for the constrained square-planar and tetrahedral geometries for the copper(I) (left) and
copper(II) (right) cases. Weighted-averaged spectra (77:23 and 51:49, respectively) and the spectra from a fully relaxed crystal geometry (QE solid
relaxed) are also given. Right insets: zoom of the preedge regions.

Figure 8. Spatial distribution of the β-LUMO orbitals for the three
different copper(II) configurations, illustrating the increasing local-
ization on the ligands with increasing tetrahedral distortion.

Table 4. s, p, and dOrbital Contributions (%) for Each LUMO
of the Copper(II) Calculations Split into Fractions for
Copper, Nitrogen, and Carbon

Cu N C

LUMO contributions p d s p s p

solid relaxed 2.3 55.0 2.9 20.7 0.0 6.9
square-planar 0.0 57.3 4.1 22.0 0.0 4.5
tetrahedral 2.0 45.1 1.1 21.9 0.0 15.5

Figure 9. Theoretical XANES spectra for the copper(I) (left) and
copper(II) (right) gas-phase molecules (PAW-XAS results) calculated
for different geometries: for the constrained square-planar (green) and
tetrahedral (blue) geometries and for the weighted mixtures of 77:23 for
copper(I) and 51:49 for copper(II). For comparison, the spectra for the
minimum total energy geometries are also indicated (dotted lines), and
the experimental spectra (top) are also given again.
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transitions at higher energies in the near-edge and, in particular,
the far-edge region. Nevertheless, the range over which TD-DFT
predicts spectral features with reasonable quality even in the
rising edge region with its quasi-continuum states is astonishing
and, to our knowledge, unprecedented: So far, TD-DFT has only
been applied to predict preedge peaks, and no attempts were
made to apply it to transitions beyond these energies.92,94

But still, starting with the rising edge, the PAW-XAS approach
in the continued fraction is superior because (i) plane waves are
ideally suited to describe the delocalized high-energy states and
periodic systems such as the experimentally investigated
molecular crystals, (ii) thanks to a multiprojector description,
the Lanzcos recursion scheme, and (iii) by making use of
completeness relation, the XANES spectra can be reasonably
described for a broad energy range covering at least 30 eV.
Although muffin-tin full multiple scattering and finite-difference-
method approaches are more powerful to simulate spectra up to
higher energies including the EXAFS region, the results here are
the first to simulate XANES data using a full-electron approach
that proves to be accurate enough to reproduce even the features
in the HERFD-XANES spectra in terms of energy and intensity.
With both methods, the effect of geometrical distortion on the

electronic structure in an entatic-state model, as reflected in the
HERFD-XANES spectra of the molecular crystals, can be
explained. In order to investigate the feasibility of the applied
theoretical methods, different kinds of modeling were used in the
theoretical spectral calculations: (i) periodic molecular crystals
from the experimental single-crystal parameters as well as fully
relaxed geometries and (ii) charged isolated gas-phase molecules.
The PAW-XAS calculations based on the periodic molecular
crystal (including the counterions) give slightly better results
than simulations based on gas-phase molecules. The latter,
however, still predict all transitions but with reduced accuracy
concerning the peak intensities. The same trend is obtained in
the TD-DFT calculations. Here, the TPSSh hybrid functional is
found to yield best results, confirming recent findings from
similar copper complexes.65−68

It could finally be shown that, for cases in which expensive
theoretical calculations are not feasible, a simple fingerprint
approach based on the linear combination XANES principle95,96

can be used to identify the degree of internal, ligand-induced
distortion by comparing experimental data with a weighted
mixture of spectra calculated for hypothetical tetrahedral and
square-planar structures of the same compound. This requires, of
course, high-resolution experimental spectra that are available
thanks to HERFD-XANES spectroscopy.
With these results, the way is paved for investigations on

biomimetic complexes in situ, i.e., under biocatalytic conditions.
Such systems are characterized by low concentrations and
interfering solvent molecules. By additional comparative
calculations, we have shown that the spectra of individual
molecules in solution depend strongly on the microscopic details
of the solvent environment. The statistical ensembles inves-
tigated in the experiments, thus, seem to be explained in a more
reliable way by modeling gas-phase molecules. However, further
detailed studies are necessary to confirm this suggestion for
biomimetic complexes in low-concentrated solution in general.
By using hard X-rays in HERFD-XANES measurements, which
are conducted in fluorescence geometry and with high incoming
fluxes, the electronic states and connectively the geometric
structure can be determined under such conditions. Moreover,
making use of time-resolved experiments at synchrotrons or even
free electron lasers,97−100 the ET reactions of the entatic state

and type-zero model complexes can be investigated by means of
the changes in the orbital contributions to the HERFD-XANES
spectra. We finally conclude that HERFD-XANES in combina-
tion with computational modeling opens up new opportunities
for the investigation of ET processes in chemistry.
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Section S1 – RIXS planes 

 

 

 

Figure S1: RIXS Plane of [Cu(I)(DMEGqu)2](PF6) 
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Figure S2: RIXS Plane of [Cu(II)(DMEGqu)2](OTf)2 
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Section S2 – Additional calculated spectra 

 

 

Figure S3: Direct comparison of the two theoretical methods taking the Cu(I) species as an 

example. For better comparison, the data is calculated for technical settings, which can be 

realized equally well within both methods: PBE functional, relaxed gas phase geometry (i.e. 

isolated molecule); the ORCA (TD-DFT) values are given twice, with intensitys calings fitting 

the data best (i) in the rising edge (thin line) and (ii) at higher energies between 8987 and 8997 

eV (thick line). For further comparison, the experimental data is also given. 
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Figure S4: Calculated Cu(I) spectra for different XC functionals for the experimental crystal 

structure. The intensity of the spectra is normalized to the intensity of the 8987 eV peak. 
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Figure S5: Calculated Cu(I) spectra for different XC functionals for the QE gas phase 

structure. For the comparison with the ORCA gas phase structure only TPSSh was used. The 

intensity of the spectra is normalized to the intensity of the 8987 eV peak. 
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Figure S6: Calculated Cu(I) spectra for different XC functionals for the QE relaxed solid 

structure. The intensity of the spectra is normalized to the intensity of the 8987 eV peak. 
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Figure S7: Calculated Cu(II) spectra for different XC functionals for the experimental crystal 

structure. The intensity of the spectra is normalized to the intensity of the pre-peak at 8977.5 eV. 
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Figure S8: Calculated Cu(II) spectra for different XC functionals for the QE gas phase 

structure. For the comparison with the ORCA gas phase structure only TPSSh was used. The 

intensity of the spectra is normalized to the intensity of the pre-peak at 8977.5 eV. 
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Figure S9: Calculated Cu(II) spectra for different XC functionals for the QE relaxed solid 

structure including the unadjusted TPSSh. The intensity of the spectra is normalized to the 

intensity of the pre-peak at 8977.5 eV. 
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Section S3 - Acceptor orbital contributions of selected transitions 

 

 

Table S1: Acceptor Orbital contributions for the different Cu(I) transitions. 

Acceptor orbital contributions Cu N C 

transition p d s p s p 

1s -> 3d 2.3% 55% 2.90% 20.70% 0.00% 6.90% 

1s -> * 0.70% 0.40% 0.00% 14.20% 0.00% 56.90% 

1s -> 4p 22.80% 0.40% 0.60% 3.50% 8.30% 24.20% 

 

 

 

Table S2: Acceptor orbital contributions for the different Cu(II) transitions. 

Acceptor orbital contributions Cu N C 

transition p d s p s p 

1s -> * 0.60% 1.80% 0.00% 14.50% 0.00% 56.10% 

1s -> 4p 16.80% 1.20% 1.80% 2.90% 8.00% 15.20% 
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Section S4 - Geometric parameters of the extreme case models 

 

 

The following values are obtained for the strongly constrained, hypothetical structures in square 

planar and tetrahedral geometries. These structures result from constrained geometry 

optimizations where all N-Cu-N angles besides the chelate angles are fixed. This procedure leads 

to changes in bond lengths, especially in the square planar case of Cu(I). Although these changes 

are significant if taken separately they do not change the overall result considering the “recovery” 

of spectral features by mixing the respective spectra. 

 

Table S3: Bond lengths and torsion angle of the tetrahedral and square planar Cu(I) geometries 

Cu(I) tetrahedral square planar 

Cu-Nqu 2.034, 2.023 1.918, 1.919 

Cu-Nimine,gua 2.024, 2.038 2.386, 2.394 

 CuN2 CuN‘2 89.7 0 

 

 

Table S4: Bond lengths and torsion angle of the tetrahedral and square planar Cu(II) geometries 

Cu(II) tetrahedral square planar 

Cu-Nqu 1.965, 2.072 2.012, 2.001 

Cu-Nimine,gua 1.956, 1.955 1.995, 1.990 

 CuN2 CuN2' 89.7 0 
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Section S5 - XYZ coordinates 

 

Cu(I)DMEGqu (gas phase QE) 

Cu        0.000000        0.000000        0.000000 
N       -0.845166        1.749195        0.991033 
N       -1.908488        2.138623        3.172568 
N        0.296219        1.626335        3.057221 
N       -1.347964        0.546911       -1.397483 
N        2.080805        0.131429       -0.642422 

N        3.221950       -0.132381       -2.803543 
N        1.848988        1.635698       -2.450776 
N        0.811611       -1.365863        1.242622 
C       -0.845228        1.859802        2.315110 
C       -3.279716        1.701839        2.857500 
H       -3.548173        1.981354        1.834474 
H       -3.968319        2.200433        3.552969 

H       -3.376775        0.607403        2.978440 
C       -1.469935        1.880633        4.569135 
H       -1.781465        0.863080        4.869676 
H       -1.913658        2.610629        5.258583 
C        0.059557        1.986443        4.468440 
H        0.412618        3.017288        4.657663 
H        0.585835        1.298948        5.144393 

C        1.646137        1.784333        2.506900 
H        1.636766        1.522755        1.442081 
H        2.330205        1.107279        3.036902 
H        1.998072        2.824787        2.630002 
C       -1.761220        2.376475        0.140437 
C       -2.379864        3.610843        0.388733 
H       -2.210590        4.101217        1.347987 
C       -3.207059        4.226429       -0.580615 

H       -3.667622        5.187063       -0.345466 
C       -3.433720        3.634735       -1.815857 
H       -4.072076        4.110083       -2.561649 
C       -2.818335        2.387989       -2.121592 
C       -1.979796        1.754391       -1.143041 
C       -2.988538        1.728955       -3.373023 
H       -3.623224        2.188082       -4.133216 

C       -2.349052        0.523005       -3.607944 
H       -2.464175       -0.005016       -4.554435 
C       -1.533263       -0.036090       -2.597104 
H       -1.016543       -0.984207       -2.752219 
C        2.398789        0.506098       -1.876992 
C        3.331319       -1.601086       -2.844589 
H        3.524832       -2.001804       -1.845228 
H        4.171460       -1.865661       -3.500772 

H        2.405092       -2.048966       -3.248684 
C        1.348436        2.764159       -1.659782 
H        0.939498        2.390339       -0.713499 
H        0.550204        3.268802       -2.221432 
H        2.159253        3.486427       -1.453716 
C        2.501142        1.909623       -3.745555 

H        3.316059        2.644603       -3.608227 
H        1.780938        2.306822       -4.473631 
C        3.042500        0.522832       -4.125637 
H        2.303337       -0.045781       -4.719851 
H        3.992393        0.560314       -4.674659 
C        2.876860       -0.682999        0.169552 
C        4.278541       -0.730529        0.138103 

H        4.807828       -0.156500       -0.623237 
C        5.008830       -1.500579        1.074186 
H        6.098041       -1.508949        1.012855 
C        4.366281       -2.233751        2.062544 
H        4.930374       -2.827848        2.782592 
C        2.945363       -2.208154        2.145066 
C        2.195700       -1.432350        1.197249 

C        2.216583       -2.919610        3.141048 
H        2.762327       -3.519287        3.871822 
C        0.834087       -2.840265        3.169861 
H        0.250798       -3.376613        3.918199 
C        0.165881       -2.050239        2.205898 
H       -0.921878       -1.968162        2.202552 
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Cu(I)DMEGqu (gas phase ORCA) 

Cu        0.000000        0.000000        0.000000 

 N       -0.868213        1.658091        0.973738 
 N       -1.996887        1.871867        3.094340 
 N        0.212390        1.572284        3.047323 
 N       -1.335146        0.454791       -1.379691 
 N        2.010449        0.132049       -0.623389 
 N        3.061238       -0.221921       -2.764878 
 N        1.818250        1.600045       -2.435400 

 N        0.747433       -1.370328        1.207302 
 C       -0.906207        1.725023        2.283402 
 C       -3.343908        1.496231        2.685301 
 H       -3.311168        0.968251        1.733698 
 H       -3.987716        2.371453        2.578037 
 H       -3.767667        0.834193        3.443813 
 C       -1.605406        1.691611        4.495655 

 H       -1.882512        0.684299        4.828709 
 H       -2.096355        2.420073        5.141382 
 C       -0.088170        1.869739        4.444073 
 H        0.206749        2.899344        4.682349 
 H        0.441487        1.192021        5.114451 
 C        1.548556        1.802369        2.530796 
 H        1.568813        1.535257        1.475722 
 H        2.254688        1.171657        3.071834 

 H        1.842945        2.852305        2.647746 
 C       -1.813754        2.240163        0.142542 
 C       -2.479843        3.430876        0.397152 
 H       -2.314117        3.938432        1.339884 
 C       -3.348012        3.996972       -0.551957 
 H       -3.847887        4.927985       -0.311651 
 C       -3.562345        3.400044       -1.771516 

 H       -4.231030        3.840691       -2.500992 
 C       -2.891575        2.196241       -2.084512 
 C       -2.016713        1.614661       -1.126573 
 C       -3.037559        1.528570       -3.322540 
 H       -3.698464        1.944644       -4.074524 
 C       -2.343250        0.368055       -3.556129 
 H       -2.438359       -0.167270       -4.492260 
 C       -1.497944       -0.137089       -2.555193 

 H       -0.940269       -1.052811       -2.711932 
 C        2.312546        0.470149       -1.854500 
 C        3.251801       -1.665036       -2.699646 
 H        2.599474       -2.093661       -1.940442 
 H        4.285210       -1.921480       -2.458304 
 H        2.996374       -2.094957       -3.670676 
 C        1.346045        2.733499       -1.662552 

 H        0.920505        2.370530       -0.728690 
 H        0.572811        3.254745       -2.227877 
 H        2.162997        3.431949       -1.444455 

 C        2.454459        1.818731       -3.730423 
 H        3.274042        2.541423       -3.631011 
 H        1.740697        2.200617       -4.461131 
 C        2.972601        0.423479       -4.078489 
 H        2.263623       -0.124462       -4.710531 
 H        3.942075        0.442694       -4.576800 

 C        2.795019       -0.697370        0.164369 
 C        4.181297       -0.756023        0.132902 
 H        4.719422       -0.163120       -0.596955 
 C        4.897255       -1.554207        1.041423 
 H        5.979153       -1.570599        0.981208 
 C        4.253920       -2.297922        2.001984 
 H        4.809792       -2.910425        2.701469 

 C        2.843933       -2.255653        2.086103 
 C        2.112982       -1.455229        1.166147 
 C        2.104856       -2.971177        3.056491 
 H        2.631601       -3.592423        3.772028 
 C        0.736422       -2.870028        3.081055 
 H        0.144104       -3.409407        3.809194 
 C        0.093340       -2.054641        2.135938 

     H       -0.985987       -1.958873        2.130644 
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Cu(I)DMEGqu (solid relaxed QE) 

Cu        0.000000        0.000000        0.000000 

 N       -1.114045        1.686906        0.560236 
 N       -2.801135        2.271754        2.230856 
 N       -0.824611        1.423046        2.886065 
 N       -1.056071        0.200827       -1.716136 
 N        1.944167        0.281325       -0.737014 
 N        2.844924        0.532764       -3.003984 
 N        1.585733        2.170693       -2.110341 

 N        0.961123       -1.056001        1.392410 
 C       -1.577571        1.845741        1.791913 
 C       -3.974456        2.625675        1.453545 
 H       -3.858314        2.319225        0.415334 
 H       -4.141285        3.714588        1.493398 
 H       -4.847243        2.108399        1.866258 
 C       -2.985455        1.974963        3.651912 

 H       -3.649150        1.096656        3.747208 
 H       -3.464496        2.821252        4.170230 
 C       -1.551730        1.704565        4.133710 
 H       -1.114376        2.587741        4.625606 
 H       -1.488312        0.854259        4.822823 
 C        0.632011        1.558743        2.926897 
 H        1.016335        1.537909        1.901830 
 H        1.072098        0.723578        3.489187 

 H        0.921062        2.506544        3.417880 
 C       -1.603899        2.273998       -0.602733 
 C       -2.042748        3.592445       -0.687850 
 H       -2.143322        4.157959        0.228097 
 C       -2.295269        4.199637       -1.930346 
 H       -2.544875        5.262294       -1.923273 
 C       -2.192564        3.482846       -3.117246 

 H       -2.418636        3.953287       -4.071682 
 C       -1.796636        2.114995       -3.084942 
 C       -1.479306        1.514709       -1.822127 
 C       -1.661666        1.296448       -4.243145 
 H       -1.924945        1.680551       -5.226748 
 C       -1.206444       -0.006035       -4.117219 
 H       -1.082533       -0.647749       -4.989857 
 C       -0.931617       -0.528445       -2.839508 

 H       -0.627437       -1.567725       -2.719133 
 C        2.156504        0.939880       -1.878635 
 C        3.031871       -0.880775       -3.324558 
 H        3.259038       -1.457008       -2.422097 
 H        3.875999       -0.957082       -4.023154 
 H        2.119520       -1.302455       -3.784330 
 C        1.341688        3.147980       -1.054460 

 H        1.073661        2.636396       -0.125229 
 H        0.519409        3.808551       -1.354288 
 H        2.246453        3.756111       -0.911695 

 C        2.086459        2.719358       -3.382196 
 H        2.947239        3.379978       -3.180258 
 H        1.301169        3.288375       -3.892624 
 C        2.505690        1.450674       -4.119939 
 H        1.650096        1.037016       -4.681393 
 H        3.361457        1.579886       -4.792703 

 C        2.827562       -0.540275       -0.060412 
 C        4.190696       -0.694661       -0.330853 
 H        4.623419       -0.219219       -1.204580 
 C        5.025020       -1.432548        0.527969 
 H        6.073906       -1.527668        0.233352 
 C        4.550738       -2.041720        1.677223 
 H        5.198498       -2.649744        2.309204 

 C        3.173521       -1.927104        1.996904 
 C        2.309856       -1.177937        1.131037 
 C        2.587915       -2.543679        3.132600 
 H        3.208115       -3.138107        3.798092 
 C        1.242184       -2.376194        3.387170 
 H        0.778309       -2.819403        4.261625 
 C        0.456813       -1.608036        2.510887 

 H       -0.595475       -1.416909        2.712590 
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Cu(I)DMEGqu (exp. crystal structure) 

Cu        0.000000        0.000000        0.000000 

 N       -1.026112        1.599388        0.925925 
 N       -2.506481        1.726081        2.826023 
 N       -0.335075        1.384229        3.133899 
 N       -1.233971        0.434154       -1.486534 
 N        1.932283        0.052673       -0.902948 
 N        2.513564       -0.418439       -3.198230 
 N        1.631578        1.534992       -2.658299 

 N        0.919469       -1.217181        1.231503 
 C       -1.307084        1.596802        2.198784 
 C       -3.777127        1.410201        2.198784 
 H       -3.618798        1.053838        1.300430 
 H       -4.321175        2.223137        2.139047 
 H       -4.248965        0.740932        2.738715 
 C       -2.362033        1.409026        4.239035 

 H       -2.659893        0.485077        4.434329 
 H       -2.876961        2.040754        4.801942 
 C       -0.876838        1.562597        4.466495 
 H       -0.658171        2.459348        4.824917 
 H       -0.535874        0.872980        5.089139 
 C        1.059529        1.663756        2.881165 
 H        1.246617        1.558818        1.925372 
 H        1.615674        1.039487        3.393525 

 H        1.263264        2.582563        3.154577 
 C       -1.837373        2.223082       -0.022975 
 C       -2.472144        3.429454        0.153938 
 H       -2.447631        3.845140        1.008638 
 C       -3.151834        4.062519       -0.893758 
 H       -3.577345        4.896031       -0.737523 
 C       -3.212511        3.502494       -2.129856 

 H       -3.680830        3.941004       -2.830618 
 C       -2.578339        2.268561       -2.366506 
 C       -1.887060        1.628792       -1.311918 
 C       -2.566574        1.628102       -3.620985 
 H       -3.009601        2.028303       -4.358508 
 C       -1.924722        0.445108       -3.777220 
 H       -1.921323        0.006653       -4.620432 
 C       -1.269001       -0.119441       -2.681275 

 H       -0.823222       -0.950764       -2.805344 
 C        2.054343        0.339114       -2.175807 
 C        2.564669       -1.865070       -3.175254 
 H        2.333362       -2.186197       -2.279198 
 H        3.469428       -2.163084       -3.407310 
 H        1.925380       -2.223968       -3.825469 
 C        1.398062        2.693060       -1.831170 

 H        1.258139        2.408912       -0.902948 
 H        0.601760        3.167587       -2.150534 
 H        2.174406        3.289383       -1.877122 

 C        1.880226        1.641599       -4.069013 
 H        2.603125        2.292006       -4.250522 
 H        1.064431        1.921074       -4.551505 
 C        2.294880        0.248321       -4.471089 
 H        1.580007       -0.199199       -4.990342 
 H        3.124541        0.266066       -5.011020 

 C        2.777836       -0.810630       -0.227460 
 C        4.104995       -1.039113       -0.530740 
 H        4.473024       -0.670553       -1.325703 
 C        4.916498       -1.804332        0.317066 
 H        5.824704       -1.947785        0.078118 
 C        4.440985       -2.345434        1.461261 
 H        5.015061       -2.853873        2.024168 

 C        3.091482       -2.148440        1.819683 
 C        2.255215       -1.405682        0.948901 
 C        2.516862       -2.644907        3.000639 
 H        3.053312       -3.130942        3.616390 
 C        1.208359       -2.440502        3.267158 
 H        0.820953       -2.772152        4.066716 
 C        0.430407       -1.727803        2.338936 

 H       -0.495355       -1.611372        2.522743 
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Cu(I)DMEGqu (tetrahedral) 

Cu        0.000000        0.000000        0.000000 

 N       -1.262641        1.400852        0.771964 
 N       -2.048184        1.955614        2.985375 
 N        0.087676        2.322027        2.455345 
 N       -1.678013       -0.687972       -0.896146 
 N        1.838661        0.079367       -0.842641 
 N        2.802649       -0.459735       -2.988183 
 N        1.355761        1.231038       -2.828888 

 N        0.879513       -1.346185        1.245474 
 C       -1.113392        1.872529        1.988424 
 C       -3.193609        1.057436        3.075082 
 H       -3.087213        0.238405        2.365145 
 H       -4.129876        1.578540        2.867206 
 H       -3.231428        0.646895        4.086317 
 C       -1.408304        2.396059        4.229200 

 H       -1.224726        1.530109        4.876546 
 H       -2.034919        3.108970        4.765424 
 C       -0.101889        3.007489        3.730642 
 H       -0.197432        4.089086        3.571460 
 H        0.736724        2.825079        4.402861 
 C        1.171155        2.716764        1.576556 
 H        1.285365        1.969177        0.790599 
 H        2.090399        2.757912        2.161015 

 H        0.989217        3.698062        1.122103 
 C       -2.508142        1.302784        0.148406 
 C       -3.520736        2.243316        0.258334 
 H       -3.372938        3.106181        0.896636 
 C       -4.732124        2.095300       -0.439718 
 H       -5.497883        2.853114       -0.322979 
 C       -4.958069        1.013277       -1.256574 

 H       -5.898346        0.895282       -1.781526 
 C       -3.944258        0.043050       -1.422907 
 C       -2.707701        0.198586       -0.738408 
 C       -4.089841       -1.098209       -2.246192 
 H       -5.022269       -1.252532       -2.777489 
 C       -3.055441       -1.992272       -2.362830 
 H       -3.142398       -2.876831       -2.980894 
 C       -1.854008       -1.739954       -1.678058 

 H       -1.008658       -2.412174       -1.776158 
 C        2.016003        0.261673       -2.131743 
 C        3.141491       -1.860405       -2.764350 
 H        2.569201       -2.256805       -1.927242 
 H        4.204516       -1.986079       -2.550669 
 H        2.889848       -2.425371       -3.664628 
 C        0.751320        2.383455       -2.188848 

 H        0.183541        2.054707       -1.316404 
 H        0.069637        2.852131       -2.898543 
 H        1.504375        3.116269       -1.875393 

 C        1.932046        1.359650       -4.164781 
 H        2.676994        2.165177       -4.181783 
 H        1.162368        1.578654       -4.905023 
 C        2.579800       -0.007809       -4.365479 
 H        1.902129       -0.702495       -4.876006 
 H        3.516005        0.041962       -4.921753 

 C        2.758636       -0.598430       -0.039527 
 C        4.135753       -0.525825       -0.182948 
 H        4.552788        0.060683       -0.992763 
 C        4.997263       -1.198925        0.701076 
 H        6.067252       -1.117192        0.550285 
 C        4.507790       -1.952385        1.741214 
 H        5.174954       -2.480174        2.412018 

 C        3.111863       -2.031823        1.945932 
 C        2.235099       -1.337267        1.068016 
 C        2.522056       -2.775433        2.995225 
 H        3.160202       -3.323728        3.679095 
 C        1.157148       -2.794363        3.135740 
 H        0.679915       -3.359865        3.926029 
 C        0.368677       -2.049452        2.241233 

 H       -0.710908       -2.021564        2.343782 
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Cu(I)DMEGqu (square planar) 

Cu        0.000000        0.000000        0.000000 

 N       -1.088087        1.747950        1.205799 
 N       -2.030382        1.341325        3.378774 
 N       -0.311909        2.736511        3.194823 
 N       -1.189293        0.582083       -1.387360 
 N        1.092179       -1.753570       -1.208758 
 N       -0.179727       -3.437576       -2.358294 
 N        1.067071       -2.033780       -3.544685 

 N        1.192813       -0.587479        1.384306 
 C       -1.176407        1.938458        2.503798 
 C       -2.804470        0.159634        3.052719 
 H       -2.573814       -0.139823        2.031807 
 H       -3.875627        0.357737        3.133133 
 H       -2.537428       -0.652779        3.734547 
 C       -1.661257        1.642981        4.760399 

 H       -1.162355        0.775018        5.207513 
 H       -2.537171        1.887103        5.362772 
 C       -0.705567        2.832427        4.597634 
 H       -1.211583        3.788145        4.777223 
 H        0.159456        2.771381        5.259749 
 C        0.439738        3.799433        2.552146 
 H        0.495098        3.571607        1.489268 
 H        1.446327        3.849073        2.971329 

 H       -0.052866        4.767452        2.694565 
 C       -2.228560        1.853876        0.417158 
 C       -3.359682        2.558954        0.829406 
 H       -3.375168        2.971321        1.831147 
 C       -4.460126        2.789105       -0.006383 
 H       -5.303019        3.349038        0.381701 
 C       -4.465797        2.343933       -1.304515 

 H       -5.298423        2.540499       -1.968549 
 C       -3.350958        1.625872       -1.785514 
 C       -2.243955        1.338287       -0.928883 
 C       -3.284143        1.179666       -3.124069 
 H       -4.110106        1.401036       -3.790772 
 C       -2.182422        0.495338       -3.566440 
 H       -2.091987        0.167605       -4.594264 
 C       -1.157792        0.205882       -2.655590 

 H       -0.288870       -0.352714       -2.964747 
 C        0.697402       -2.400332       -2.283266 
 C       -1.054964       -3.820424       -1.267842 
 H       -0.889225       -3.143504       -0.431540 
 H       -0.853641       -4.843980       -0.943879 
 H       -2.097060       -3.744235       -1.590861 
 C        2.263790       -1.253908       -3.803295 

 H        2.523008       -0.728480       -2.885984 
 H        2.072798       -0.532356       -4.599702 
 H        3.095343       -1.901511       -4.101863 

 C        0.558629       -2.984755       -4.529249 
 H        1.363318       -3.659081       -4.844666 
 H        0.170673       -2.475299       -5.412607 
 C       -0.532357       -3.727627       -3.746624 
 H       -1.532355       -3.333939       -3.963869 
 H       -0.532350       -4.800651       -3.942309 

 C        1.590290       -2.464480       -0.122843 
 C        2.097419       -3.758606       -0.245805 
 H        2.026418       -4.251844       -1.207845 
 C        2.728022       -4.432898        0.807688 
 H        3.101297       -5.435946        0.636949 
 C        2.902304       -3.829257        2.027854 
 H        3.414091       -4.328964        2.841025 

 C        2.414462       -2.519556        2.218126 
 C        1.721828       -1.839331        1.169316 
 C        2.603295       -1.833686        3.438486 
 H        3.138451       -2.330853        4.239842 
 C        2.129974       -0.556781        3.589562 
 H        2.286390        0.003241        4.502770 
 C        1.415133        0.026846        2.535098 

 H        1.006438        1.019952        2.631406 
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Cu(II)DMEGqu (gas phase QE) 

Cu        0.000000        0.000000        0.000000 

 N       -1.084103        1.395805        1.068397 
 N       -2.270193        1.355074        3.205859 
 N       -0.024514        1.401027        3.194758 
 N       -1.266403        0.559600       -1.479862 
 N        1.855012       -0.272487       -0.866950 
 N        2.632234       -0.841103       -3.115179 
 N        1.803219        1.210059       -2.722217 

 N        0.740596       -1.324324        1.342783 
 C       -1.149108        1.401310        2.424043 
 C       -3.584912        0.862138        2.767604 
 H       -3.521052        0.491086        1.738730 
 H       -4.338028        1.662693        2.812225 
 H       -3.893622        0.042517        3.434394 
 C       -1.898457        1.261602        4.642955 

 H       -2.160347        0.256529        5.012298 
 H       -2.444400        2.006147        5.237420 
 C       -0.368105        1.504799        4.631706 
 H       -0.104589        2.511696        4.994181 
 H        0.189154        0.762742        5.220240 
 C        1.320490        1.751718        2.733673 
 H        1.332593        1.760417        1.637655 
 H        2.040585        1.006018        3.101165 

 H        1.605444        2.746080        3.114943 
 C       -2.069658        2.007162        0.271031 
 C       -2.914217        3.054831        0.664040 
 H       -2.886485        3.411991        1.693320 
 C       -3.781176        3.678829       -0.266499 
 H       -4.414465        4.497654        0.076379 
 C       -3.838721        3.270224       -1.592126 

 H       -4.524710        3.740059       -2.297471 
 C       -2.995650        2.211904       -2.038424 
 C       -2.109070        1.587016       -1.101213 
 C       -2.995018        1.717505       -3.371729 
 H       -3.666900        2.164596       -4.106541 
 C       -2.149705        0.673991       -3.725596 
 H       -2.146270        0.267423       -4.736503 
 C       -1.282382        0.128774       -2.753518 

 H       -0.590650       -0.678206       -2.999701 
 C        2.109696        0.000436       -2.171477 
 C        2.605858       -2.310630       -3.040561 
 H        2.079667       -2.630089       -2.134433 
 H        3.626689       -2.719783       -3.023624 
 H        2.079744       -2.698966       -3.926147 
 C        1.532183        2.438980       -1.973067 

 H        1.370788        2.188118       -0.918343 
 H        0.630733        2.924176       -2.375250 
 H        2.384443        3.132520       -2.061940 

 C        2.273981        1.286159       -4.124489 
 H        3.150390        1.952785       -4.174785 
 H        1.488415        1.688655       -4.778973 
 C        2.638580       -0.183745       -4.449590 
 H        1.883611       -0.671000       -5.088259 
 H        3.620579       -0.283864       -4.930528 

 C        2.649644       -1.162364       -0.119521 
 C        3.985999       -1.494144       -0.382676 
 H        4.472153       -1.102855       -1.276071 
 C        4.723786       -2.308083        0.511697 
 H        5.763005       -2.537306        0.274163 
 C        4.152986       -2.815571        1.670859 
 H        4.719529       -3.460862        2.342696 

 C        2.800222       -2.497919        1.984681 
 C        2.054378       -1.666643        1.085791 
 C        2.129894       -2.978865        3.142837 
 H        2.667247       -3.623226        3.840961 
 C        0.805172       -2.631684        3.373370 
 H        0.267149       -3.002629        4.245211 
 C        0.144398       -1.784893        2.456427 

 H       -0.890062       -1.475792        2.613624 
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Cu(II)DMEGqu (gas phase ORCA) 

Cu        0.000000        0.000000        0.000000 

 N       -1.138087        1.217345        1.045440 
 N       -2.258968        1.121748        3.171661 
 N       -0.072583        1.415753        3.130306 
 N       -1.213783        0.482165       -1.478106 
 N        1.712893       -0.383833       -0.887807 
 N        2.399505       -0.933121       -3.126829 
 N        1.853498        1.153035       -2.660810 

 N        0.644930       -1.306842        1.329651 
 C       -1.177876        1.262666        2.383111 
 C       -3.579478        0.677369        2.764405 
 H       -3.524352        0.245706        1.767680 
 H       -4.295154        1.502643        2.755065 
 H       -3.924280       -0.081762        3.468423 
 C       -1.906026        1.336187        4.582382 

 H       -2.354318        0.558819        5.200034 
 H       -2.273279        2.307722        4.921782 
 C       -0.370080        1.265392        4.557292 
 H        0.094407        2.071071        5.124510 
 H        0.015661        0.310193        4.926102 
 C        1.261579        1.680225        2.637560 
 H        1.198025        1.907010        1.574948 
 H        1.910015        0.813045        2.785342 

 H        1.684833        2.536569        3.165580 
 C       -2.122039        1.821341        0.257222 
 C       -2.993539        2.823790        0.643677 
 H       -2.972334        3.199162        1.658921 
 C       -3.902212        3.382922       -0.276374 
 H       -4.570294        4.163603        0.065482 
 C       -3.958739        2.959844       -1.581986 

 H       -4.674294        3.381795       -2.276064 
 C       -3.062146        1.962068       -2.025446 
 C       -2.135223        1.415300       -1.100948 
 C       -3.027544        1.459691       -3.343858 
 H       -3.728699        1.842073       -4.076584 
 C       -2.114060        0.489338       -3.688195 
 H       -2.083752        0.075767       -4.687498 
 C       -1.206462        0.031988       -2.724133 

 H       -0.462544       -0.717541       -2.964814 
 C        1.995383       -0.085750       -2.162563 
 C        2.429292       -2.382373       -3.053648 
 H        1.848143       -2.712389       -2.195675 
 H        3.450614       -2.757886       -2.956531 
 H        1.988527       -2.787366       -3.965975 
 C        1.503625        2.339561       -1.910728 

 H        1.557880        2.104482       -0.849428 
 H        0.492481        2.673042       -2.157334 
 H        2.209290        3.139842       -2.140277 

 C        2.058860        1.167397       -4.111893 
 H        2.705752        1.997352       -4.392823 
 H        1.100286        1.279698       -4.627782 
 C        2.711121       -0.201688       -4.363136 
 H        2.286804       -0.721509       -5.221140 
 H        3.793260       -0.128841       -4.497458 

 C        2.501835       -1.267659       -0.145992 
 C        3.809426       -1.633094       -0.410932 
 H        4.314698       -1.244007       -1.285861 
 C        4.505979       -2.496728        0.457507 
 H        5.527286       -2.761857        0.214006 
 C        3.920736       -3.005234        1.591386 
 H        4.457755       -3.683997        2.241531 

 C        2.597926       -2.629306        1.915684 
 C        1.906733       -1.743731        1.049374 
 C        1.902830       -3.085626        3.056103 
 H        2.390997       -3.774897        3.735313 
 C        0.615355       -2.660980        3.294448 
 H        0.057026       -3.014444        4.151140 
 C        0.020282       -1.752505        2.409639 

 H       -0.983657       -1.382079        2.576949 
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Cu(II)DMEGqu (solid relaxed QE) 

Cu     0.000000    0.000000    0.000000 

  N     -1.240850    1.478274    0.639595 
  N     -2.994168    1.800687    2.318702 
  N     -0.950926    1.150768    2.957675 
  N     -0.997800    0.214532   -1.744157 
  N      1.742966   -0.305736   -0.930036 
  N      2.216688   -0.163849   -3.317579 
  N      1.455811    1.621993   -2.242896 

  N      0.884074   -1.082261    1.442206 
  C     -1.736875    1.525641    1.886956 
  C     -4.194139    2.190254    1.613297 
  H     -4.114454    1.983736    0.555543 
  H     -4.382033    3.264967    1.762462 
  H     -5.031739    1.616227    2.016852 
  C     -3.173771    1.444154    3.722429 

  H     -3.854357    0.582634    3.744019 
  H     -3.646224    2.261403    4.291061 
  C     -1.755730    1.096111    4.183716 
  H     -1.363935    1.821431    4.907731 
  H     -1.709283    0.090147    4.615821 
  C      0.477098    1.443067    3.079014 
  H      0.801337    1.995384    2.192030 
  H      1.083823    0.537491    3.195860 

  H      0.642249    2.058218    3.981438 
  C     -1.886867    2.037920   -0.473657 
  C     -2.577736    3.239261   -0.475876 
  H     -2.713276    3.766223    0.454813 
  C     -3.169785    3.744040   -1.645873 
  H     -3.744888    4.658813   -1.543004 
  C     -3.077665    3.083910   -2.858796 

  H     -3.552105    3.466742   -3.764275 
  C     -2.373087    1.854772   -2.912268 
  C     -1.749107    1.362216   -1.724068 
  C     -2.274103    1.047993   -4.069551 
  H     -2.812153    1.337330   -4.965150 
  C     -1.484379   -0.086886   -4.070251 
  H     -1.330396   -0.679580   -4.968931 
  C     -0.825268   -0.458101   -2.889767 

  H     -0.125188   -1.286754   -2.882530 
  C      1.885157    0.352601   -2.103030 
  C      2.519750   -1.568419   -3.543473 
  H      2.656727   -2.071480   -2.580629 
  H      3.441539   -1.650082   -4.138741 
  H      1.688278   -2.068382   -4.067092 
  C      1.134036    2.619180   -1.255614 

  H      0.986636    2.197480   -0.259227 
  H      0.217919    3.144604   -1.554327 
  H      1.956660    3.336191   -1.226273 

  C      1.208411    1.966699   -3.632267 
  H      1.704776    2.910301   -3.899197 
  H      0.124798    2.096412   -3.738383 
  C      1.745329    0.743551   -4.392161 
  H      0.932304    0.251526   -4.944629 
  H      2.549216    0.986725   -5.091899 

  C      2.643691   -1.037953   -0.193040 
  C      3.968616   -1.305112   -0.505966 
  H      4.362596   -1.028817   -1.476936 
  C      4.801134   -1.930534    0.442962 
  H      5.834923   -2.114817    0.160545 
  C      4.343852   -2.389821    1.663479 
  H      4.990669   -2.936432    2.347828 

  C      2.981104   -2.194696    1.994114 
  C      2.164475   -1.443135    1.098517 
  C      2.353796   -2.719817    3.144957 
  H      2.909918   -3.330307    3.840873 
  C      1.025213   -2.458776    3.390534 
  H      0.525623   -2.886729    4.248458 
  C      0.333982   -1.566965    2.564917 

  H     -0.648454   -1.185098    2.825591 
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Cu(II)DMEGqu (exp. crystal structure) 

 
Cu        0.000000        0.000000        0.000000 

 N        1.634744        1.125240       -0.231345 
 N        1.113081        2.990208       -1.544094 
 N        1.963793        3.400618        0.441170 
 N        1.298981       -1.284388        0.766668 
 N       -1.182863       -1.243345       -0.987252 
 N        0.162751       -2.992141       -1.796960 
 N       -1.712196       -3.567219       -0.804328 

 N       -1.477759        1.267734       -0.392748 
 C        1.604303        2.449646       -0.441169 
 C        0.744956        2.283287       -2.749241 
 H        1.121763        2.730499       -3.510528 
 H       -0.211614        2.264597       -2.829943 
 H        1.080362        1.383956       -2.708890 
 C        1.103866        4.447638       -1.471463 

 H        0.197322        4.793571       -1.476843 
 H        1.598473        4.839796       -2.208539 
 C        1.781762        4.720162       -0.156023 
 H        2.636673        5.158667       -0.293216 
 H        1.226933        5.281452        0.408890 
 C        2.135723        3.184075        1.864212 
 H        1.706278        2.363445        2.117078 
 H        1.742463        3.912753        2.348423 

 H        3.071859        3.131025        2.068657 
 C        2.764122        0.534008        0.330878 
 C        4.040993        1.064774        0.403510 
 H        4.198837        1.925531        0.086082 
 C        5.105180        0.323012        0.952282 
 H        5.948421        0.711676        1.003393 
 C        4.931504       -0.947804        1.404212 

 H        5.651906       -1.423062        1.751230 
 C        3.647813       -1.541409        1.345031 
 C        2.579312       -0.782837        0.817779 
 C        3.346266       -2.828482        1.831932 
 H        4.025711       -3.370000        2.162809 
 C        2.064507       -3.285504        1.815791 
 H        1.859880       -4.125558        2.160119 
 C        1.056600       -2.481374        1.277779 

 H        0.182212       -2.798860        1.280469 
 C       -0.952544       -2.554946       -1.194386 
 C        1.168161       -2.169914       -2.429124 
 H        1.380847       -2.533524       -3.292634 
 H        1.957628       -2.153892       -1.885732 
 H        0.831832       -1.276355       -2.534036 
 C        0.249500       -4.452741       -1.735089 

 H        0.942344       -4.735772       -1.116375 
 H        0.428910       -4.831580       -2.609358 
 C       -1.138733       -4.858536       -1.232047 

 H       -1.666196       -5.260608       -1.939533 
 H       -1.077518       -5.480018       -0.489591 
 C       -2.860631       -3.483452        0.075322 
 H       -3.662667       -3.629772       -0.430409 
 H       -2.890987       -2.612198        0.478831 
 H       -2.786918       -4.150147        0.761288 

 C       -2.384311       -0.675859       -1.398831 
 C       -3.403991       -1.275258       -2.109007 
 H       -3.354201       -2.181125       -2.313452 
 C       -4.518923       -0.525673       -2.528656 
 H       -5.192174       -0.952734       -3.007487 
 C       -4.640369        0.798973       -2.262340 
 H       -5.386945        1.269652       -2.558247 

 C       -3.623055        1.456119       -1.530644 
 C       -2.500032        0.706705       -1.105614 
 C       -3.654290        2.823025       -1.183626 
 H       -4.360505        3.360135       -1.458012 
 C       -2.634499        3.352997       -0.433099 
 H       -2.653558        4.249067       -0.185614 
 C       -1.569686        2.541601       -0.045731 

 H       -0.895745        2.910485        0.476141 
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Cu(II)DMEGqu (tetrahedral) 

Cu        0.000000        0.000000        0.000000 

 N       -1.205827        1.365331        0.711405 
 N       -2.124426        1.926095        2.868381 
 N        0.029373        2.312671        2.474749 
 N       -1.576441       -0.813865       -0.844572 
 N        1.741765        0.044286       -0.887610 
 N        2.518418       -0.482298       -3.103940 
 N        1.458203        1.435082       -2.772823 

 N        0.924327       -1.319717        1.303030 
 C       -1.132248        1.845740        1.954187 
 C       -3.315483        1.081716        2.898486 
 H       -3.206680        0.245752        2.210717 
 H       -4.209827        1.646699        2.631845 
 H       -3.429478        0.695289        3.912556 
 C       -1.606562        2.457992        4.139295 

 H       -1.532975        1.641021        4.863809 
 H       -2.267869        3.224663        4.541703 
 C       -0.232144        2.999962        3.745928 
 H       -0.253431        4.082159        3.579629 
 H        0.541832        2.772643        4.478132 
 C        1.167758        2.727431        1.673652 
 H        1.377285        1.981670        0.908228 
 H        2.034991        2.802367        2.328689 

 H        0.993754        3.699187        1.198858 
 C       -2.440505        1.239264        0.035752 
 C       -3.446113        2.187630        0.043108 
 H       -3.323357        3.093050        0.625395 
 C       -4.632681        1.990328       -0.690178 
 H       -5.398766        2.755250       -0.656118 
 C       -4.833300        0.853301       -1.435090 

 H       -5.755473        0.700092       -1.981857 
 C       -3.817533       -0.127678       -1.497235 
 C       -2.611162        0.084089       -0.778454 
 C       -3.926525       -1.327735       -2.237036 
 H       -4.838030       -1.529196       -2.788317 
 C       -2.886806       -2.226601       -2.253326 
 H       -2.953093       -3.155761       -2.803803 
 C       -1.708470       -1.922987       -1.553125 

 H       -0.857390       -2.593919       -1.570039 
 C        1.926215        0.316440       -2.197001 
 C        2.755742       -1.913574       -2.957870 
 H        2.330809       -2.269226       -2.022727 
 H        3.824472       -2.132612       -2.970646 
 H        2.276384       -2.430894       -3.791720 
 C        0.992431        2.618525       -2.069185 

 H        0.473490        2.321474       -1.159995 
 H        0.292674        3.145994       -2.716760 
 H        1.823715        3.285812       -1.822056 

 C        1.913662        1.524344       -4.166608 
 H        2.724822        2.254833       -4.238633 
 H        1.099462        1.839113       -4.818654 
 C        2.394275        0.096550       -4.452366 
 H        1.660599       -0.481411       -5.021956 
 H        3.348744        0.065109       -4.976762 

 C        2.709138       -0.645180       -0.151959 
 C        4.071440       -0.630982       -0.426887 
 H        4.437408       -0.076444       -1.282562 
 C        4.986000       -1.312030        0.392214 
 H        6.039853       -1.272788        0.146149 
 C        4.562262       -2.022110        1.492001 
 H        5.269055       -2.558807        2.113085 

 C        3.186159       -2.049896        1.823363 
 C        2.257615       -1.345447        1.013632 
 C        2.672418       -2.757371        2.932408 
 H        3.350796       -3.316332        3.566959 
 C        1.321909       -2.733438        3.195563 
 H        0.902852       -3.271921        4.035460 
 C        0.480569       -1.987255        2.358732 

 H       -0.585441       -1.931472        2.550243 
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Cu(II)DMEGqu (square planar) 

Cu        0.000000        0.000000        0.000000 

 N        1.599121        1.143377       -0.309794 
 N        2.264941        2.975125       -1.707444 
 N        1.107238        3.416466        0.117597 
 N        1.332781       -1.173049        0.923424 
 N       -1.621287       -1.125300        0.295201 
 N       -1.152439       -3.406280       -0.108180 
 N       -2.286546       -2.934831        1.724203 

 N       -1.340176        1.179557       -0.928549 
 C        1.670084        2.451128       -0.621364 
 C        2.781214        2.230545       -2.842976 
 H        3.861394        2.359977       -2.938426 
 H        2.303026        2.587451       -3.757782 
 H        2.556706        1.175667       -2.700686 
 C        2.214490        4.444046       -1.678440 

 H        1.876766        4.825485       -2.642091 
 H        3.206471        4.852081       -1.470944 
 C        1.212305        4.722875       -0.542091 
 H        1.576857        5.469894        0.162175 
 H        0.231946        5.040137       -0.909465 
 C        0.426046        3.236395        1.384499 
 H        0.627730        2.229942        1.746294 
 H       -0.651787        3.377475        1.267115 

 H        0.803923        3.961498        2.106882 
 C        2.784395        0.429755       -0.073096 
 C        4.080498        0.860805       -0.302283 
 H        4.264348        1.837407       -0.727752 
 C        5.187937        0.059373        0.038362 
 H        6.181273        0.431228       -0.180546 
 C        5.032464       -1.155792        0.655648 

 H        5.887550       -1.758551        0.933845 
 C        3.731082       -1.599531        0.980200 
 C        2.611199       -0.815224        0.589191 
 C        3.476351       -2.757597        1.744081 
 H        4.306029       -3.382320        2.054504 
 C        2.190264       -3.052471        2.131210 
 H        1.974189       -3.899949        2.768402 
 C        1.143118       -2.226745        1.704980 

 H        0.129954       -2.419008        2.025616 
 C       -1.699750       -2.427899        0.625451 
 C       -0.487079       -3.245749       -1.386215 
 H       -0.881056       -3.975002       -2.095723 
 H        0.590982       -3.395453       -1.282036 
 H       -0.684818       -2.241248       -1.755392 
 C       -1.262989       -4.704650        0.566088 

 H       -0.281899       -5.028543        0.925713 
 H       -1.642897       -5.455067       -0.126372 
 C       -2.249611       -4.404376        1.710718 

 H       -3.247478       -4.805776        1.519106 
 H       -1.904239       -4.778393        2.674584 
 C       -2.784381       -2.173656        2.856854 
 H       -3.864922       -2.290657        2.963722 
 H       -2.550379       -1.122632        2.702110 
 H       -2.301187       -2.526461        3.770609 

 C       -2.801655       -0.400305        0.078323 
 C       -4.099921       -0.816151        0.322455 
 H       -4.291331       -1.790267        0.750426 
 C       -5.200625       -0.001449       -0.009298 
 H       -6.196277       -0.360482        0.220286 
 C       -5.036876        1.209762       -0.632512 
 H       -5.887657        1.821222       -0.904859 

 C       -3.733469        1.637232       -0.971013 
 C       -2.620307        0.841344       -0.585343 
 C       -3.469977        2.787526       -1.743541 
 H       -4.293541        3.421622       -2.051224 
 C       -2.183111        3.061412       -2.143675 
 H       -1.960879        3.900765       -2.789499 
 C       -1.143446        2.224676       -1.719929 

 H       -0.130778        2.400963       -2.051256 
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The impact of condensed-phase and finite-temperature effects
on the theoretical X-ray absorption spectra of transition metal
complexes is assessed. The former are included in terms of the
all-electron Gaussian and augmented plane-wave approach,
whereas the latter are taken into account by extensive ensem-
ble averaging along second-generation Car–Parrinello ab initio
molecular dynamics trajectories. We find that employing the

periodic boundary conditions and including finite-temperature
effects systematically improves the agreement between our
simulated X-ray absorption spectra and experimental measure-
ments. © 2018 Wiley Periodicals, Inc.
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Introduction

X-ray absorption spectroscopy (XAS) at transition metal K-edges
has proven to be a powerful tool to investigate the working
principle of transition metal centers in catalysts, functional
materials, and enzymes over the last decades.[1–6] The method’s
success is because of the fact that it provides both information
on the electronic details and local structure of the functional
metal center, being fully independent of the state of aggrega-
tion.[7] In a typical XAS experiment, the attenuation of an
incoming X-ray beam by absorption through a sample is mea-
sured as a function of energy. The corresponding X-ray absorp-
tion spectrum is obtained by applying Lambert–Beers law. It is
characterized by a sharp edge-step caused by a resonant exci-
tation of a 1s electron in case of so-called K-edge spectra, which
are the subject of this work. Although no sharp separation
exists, the interval from around 15 eV before the edge till 40 eV
thereafter is called the X-ray absorption near edge structure
(XANES) region including pre-edge signals, while the region
starting from 40 eV above the edge is defined as the extended
X-ray absorption fine structure (EXAFS) region, which is indi-
cated in Figure 1.

Typically, in the XANES part, the so-called prepeak, caused by
1s ! nd transitions, is used to obtain information about the
lowest unoccupied molecular orbital (LUMO) states by applica-
tion of density functional theory (DFT) methods.[8–10] The
absorption edge itself and the following intense first oscillations
are mostly treated in a comparative way using highly defined
references to extract oxidation states and a rough estimation of
the local structure.[11] The latter one is then achieved by analy-
sis of the oscillations in the EXAFS part, including type, number,
and distances of coordinating ligand atoms.[7,12,13]

Although this three step analysis approach is highly valuable
and frequently used, it neglects the superior potential of the
XANES region, as it carries basically the full information about
the geometric (backscattering) and electronic (orbital contribu-
tions) situation. This advantage becomes even larger if the

much better signal to noise ratio of XANES spectra compared
to EXAFS spectra is taken into account.

Making full use of the information content in K-edge XANES
data is limited by the lifetime broadening of the 1s electron
hole after K-edge excitation.[14] This broadening limits the
extraction of information from the pre-edge peak and XANES
region significantly, as details of the spectroscopic signatures
are smeared out.[14–16] Consequently, the value of comparing
such lifetime broadened spectra to highly precise theoretical
calculations is limited.

To make use of XANES spectra to the largest possible extent,
two main conditions have to be met:
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1. The lifetime broadening of K-edge XANES data needs
to be reduced.

2. An accurate theoretical description of the prepeak
and XANES feature has to be achieved over the full
XANES energy range.

With the advent of high resolution partial fluorescence yield
detection using Johann-type spectrometers,[17] high energy res-
olution fluorescence detected XANES (HERFD-XANES) spectra
can be obtained.[14] HERFD-XANES spectra are recorded by
monitoring the intensity of a narrow emission line range in
such a way that the lifetime broadening of K-edge spectra is
nearly eliminated. However, it still has to be taken into account
that an experimental broadening from the beamline and spec-
trometer is present.[15] Overall, a reduction from around
5–1.5 eV in first row transition metal K-edges can be achieved,
and condition 1 is met. The effect of high resolution fluores-
cence detection is demonstrated in Figure 1 for the example of
the biomimetic Cu(I) complex formed by the quinoline-based
ligand N-(1,3-dimethyl-imidazolidin-2-ylidene)quinolin-8-amine
(DMEGqu), that is, [Cu(I)(DMEGqu)2](PF6), by comparing the con-
ventional with high resolution spectra.[18,19]

As the geometric and electronic structure plays a central role
for the electron transfer efficiency of such copper complexes,
their investigation using XAS and theoretical techniques can
therefore significantly contribute to the understanding of cop-
per mediated electron transfer processes in general. However,
with condition 2, several issues are connected. The application
of pseudopotential methods to treat core-hole excitations is
not straightforward. On the other hand, all-electron calculations
are particularly more suited for describing X-ray absorption, but
come with the disadvantage of larger computational costs.[20]

Although Kohn–Sham (KS) DFT is commonly used to describe
complex structures, especially the description of excited states
is more precisely treated by for example the so-called GW
approximation for the electronic self-energies and the Bethe–
Salpeter approach to describe Coulomb coupled electron–hole

pairs.[21,22] Time-dependent DFT (TD-DFT) is currently the
method of choice to address charge neutral excitations and to
determine core excitations,[23–26] but on the price of the
unknown TD exchange and correlation (XC) potential. Most
numerical implementations rely on the adiabatic approxima-
tion, which often proves successful for finite systems such as
molecules, but fails for extended systems such as solids.

Also critical for the simulation of X-ray absorption spectra is
the basis set used to expand the electronic wave function. On
the one hand, localized basis functions are computationally effi-
cient and thus allow for the modeling of core electrons as well
as many-body effects. However, even though systematically
improvable, they do not form a complete set and are not suit-
able for the description of excited delocalized high-energy
states. Plane waves, on the other hand, form by construction an
orthogonal basis set that can be trivially improved by varying
the corresponding cutoff energy. Moreover, plane waves are
ideally suited to describe delocalized high-energy states as well
as systems with periodic boundary conditions such as molecu-
lar crystals. Naturally, the description of core states with plane
waves is cumbersome.

Although most of the developments for the simulation of
XANES spectra focused on the improved description of the
electronic structure of the material under investigation, temper-
ature effects, the systems dynamics, and environmental or
matrix factors are rarely in the center of interest. Hence, in this
work, we assess the impact of finite-temperature and
condensed-phase effects on theoretical X-ray absorption spec-
tra of complex systems in the gas and liquid phase, as well as
in water solution.

The remaining of this article is organized as follows. “Method-
ology and computational details” section describes the
employed methods to compute X-ray absorption spectra (XAS)
within the all-electron Gaussian and augmented plane-wave
(GAPW) approach, as well as the computational details. Further
explanation and interpretation of results are discussed in
“Results and discussion” section followed by “Conclusions”
section.

Methodology and Computational Details

In particular, we are comparing the computed XAS spectra of
the aforementioned Cu(I) complex in the gas (69 atoms) and in
the crystalline phase (76 atoms), with that of a single complex
in water solution (432 atoms), all at 0 K and 300 K. All calcula-
tions were conducted at the DFT level using the CP2K suite of
programs,[27] where the exact XC functional is substituted by
the Becke–Lee–Yang–Parr generalized gradient approxima-
tion.[28,29] The atomic configurations were obtained using the
mixed Gaussian and plane-wave approach in conjunction with
separable and norm-conserving pseudopotentials to describe
the interactions between the valence electrons and the ionic
cores.[30–32] In this approach, the KS orbitals are expanded in
Gaussians, while for the electron density a plane-wave basis is
employed. The former are represented by an accurate molecu-
larly optimized double-ζ basis set with one set of polarization
functions (DZVP),[33] while a density cutoff of 360 Ry is used for
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Figure 1. Comparison of the conventional (green) and high energy
resolution XANES spectra (black) of [Cu(I)(DMEGqu)2](PF6). The effect of the
high resolution detection mode is particularly visible in the XANES region.
[Color figure can be viewed at wileyonlinelibrary.com]

WWW.C-CHEM.ORG FULL PAPER

Wiley Online Library J. Comput. Chem. 2019, 40, 712–716 713

2.2 Impact of Finite-Temperature and Condensed-Phase Effects

61



the charge density. For the purpose to compute the static XAS
spectra, the nuclear ground-state at 0 K is located by minimiz-
ing the total energy with the limited-memory Broyden–
Fletcher–Goldfarb–Shanno algorithm.[34] To mimic an extended
condensed-phase system, 3D periodic boundary condition were
employed, while, in the gas phase, the Poisson problem is tack-
led using an efficient wavelet-based solver and a vacuum por-
tion of 6 Å along all three nonperiodic directions.[35] In order to
assess the impact of finite-temperature effects, DFT-based
ab initio molecular dynamics (AIMD) simulations were per-
formed using the second generation Car–Parrinello approach of
Kühne et al.[36–39] For each system we are considering here, the
modified Langevin equation is integrated for 25 ps to equili-
brate the system followed by additional 100 ps in order to
accumulate statistics, all using a discretized time-step of 0.5 fs.
Out of these trajectories, the eventual finite-temperature XAS
spectra are each computed as ensemble averages over 50 statis-
tical independent configurations that are separated by 2 ps.

The XAS spectra were simulated at the copper K-edge using
the full-core-hole (FCH) transition potential formalism,[40–42] as
implemented in the all-electron GAPW approach.[43–45] As
before, the GAPW method consists of a dual basis set made up
of localized Gaussian type orbitals to describe the KS orbitals,
as well as plane waves to represent only the smoothly varying
density between the atoms.[46,47] For the latter, a density cutoff
of 480 Ry is employed, whereas the all-electron orbitals are
described by consistent DZVP Gaussian basis set for solid-state
calculations of Bredow and coworkers.[48]

Because of the fact that the energy functional depends para-
metrically on the occupation number of the KS orbitals,[49] the
transition energies can be determined by computing the total
energy differences between the ground and an excited state
that is obtained by promoting an electron into a virtual orbital.
Both, the initial and final states can be directly approximated
by selected orbitals that are solutions of the KS equations with
a modified core-hole potential on the absorbing atom. Because
we assume that the location of the promoted electron is imme-
diately delocalized in the conduction band, its contribution to
the final spectrum is essentially independent of the final state,
which allows computing the whole spectrum with just one
electronic structure calculation. In the single electron picture,
the transition probabilities simplifies to dipole transition ele-
ments between the initial and final orbitals. Thus, I / |hψ 0

f| Eμ|
ψ 0

corei|2, where E is the electric field representing the incoming
photon and μ is the dipole operator. Yet, in the case of soft X-
rays, where the wavelength of the interacting photon is much
larger than the molecular dimension, it suffices to consider just
the first term in the expansion of the electric field. In this so-
called electric dipole approximation, the transition probabilities
are proportional to the orbital-dipole integral along the polari-
zation direction I, that is, |hψ 0

f| rI| ψ 0
corei|2. For the purpose to

uniquely associate the core orbitals to the atomic centers, the
canonical orbitals are substituted by maximally localized Wan-
nier functions as obtained the scheme of Berghold et al.[50] The
localized core orbital ψA

core are characterized by maximizing the

overlap between ψA
core and the functions of a minimal Slater-

type basis set STOA
α with respect to α, which denotes the

energy level and angular momentum. By changing the occupa-
tion number of the excited core-hole orbital, the selected core-
hole potential is applied that is followed by a variational optimi-
zation of the modified KS equations within the local spin den-
sity approximation to accommodate for the spin polarization
because of removing an electron from the core. While, as
already alluded to above, the dynamic XAS spectra at finite-
temperature are computed as an ensemble average, in the
static case, the eventual discrete spectral distribution, which is
determined in terms of transition moment integrals in the
velocity form, are convoluted by Gaussian functions to mimic
the experimental broadening. Specifically, for all static spectra a
constant Gaussian width of 0.5 eV is used below the edge, fol-
lowed by a linearly increasing width up to 8 eV over the follow-
ing 20 eV.[51]

HERFD-XANES experiments were performed at beamline ID26
of the European Synchrotron Radiation Facility (ESRF) in Greno-
ble (France). For the measurements at the copper K-edge
(8979 eV), a Si(311) double-crystal monochromator was used.
The maximum beam current was 200 mA with a ring-energy of
6 GeV. For the K-edge measurements, the solid samples were
prepared as wafers using degassed cellulose as a binder to
avoid self-absorption effects. The spectra were recorded at 30 K
in a closed cycle helium cryostat. The Cu(I) samples were addi-
tionally prepared under inert atmosphere in a glove box and
spectrometer was kept under helium atmosphere to reduce the
absorption of the fluorescence radiation. No signs of radiation
damage could be detected in any sample within the acquisition
time and measurements were carried out on multiple spots.

Results and Discussion

Blue copper or type-one proteins span a large window of
reduction potentials that leads to a variety of possible electron
transfer partners.[1,2] However, subject to the present investiga-
tion are so-called type-zero biomimetic copper complexes,
which exhibit electron transfer features similar to blue copper
proteins, but with hard nitrogen instead of sulfur donor
ligands.[52] The electron transfer properties of such complexes
depend crucially on the structural details at the
Cu(I) center,[53–55] which are closely correlated to the electronic
properties of the compounds. As a prototype model for type-
zero complexes, we use the aforementioned Cu(I) complex
formed by the quinoline-based ligand DMEGqu, that is, [Cu(I)
(DMEGqu)2](PF6).

[18,19] Yet, in order to understand the working
principle of biomimetic complexes, it is of course mandatory to
access their electronic and structural details in situ, which is a
highly demanding task that is perfectly matched by XANES
spectroscopy. However, the sensitivity of XANES toward tem-
perature effects, cluster sizes, and solvent influences is rarely
addressed.

In general, the spectrum can roughly be divided into two
sections. The first one being transitions into discrete orbitals
with and without charge transfer character in the region up to
8985 eV and transitions into the continuum after that. As can
be seen in Figure 2, the computed spectrum of using a single
Cu(I) complex in the gas phase, whose structure has been
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optimized to yield the nuclear ground-state at 0 K, already qual-
itatively reproduces most experimental features up to 9000 eV.
In particular, the energetic position of the transitions is
described reasonably well; although, the intensity differs for
some of them. For example, the peak at 8984 eV is quite
strongly overestimated in its intensity. Furthermore, within the
simulated spectra, most of the features are too narrow. Never-
theless, this can be corrected increasing the artificial broaden-
ing of the calculated transitions. However, computing the same
XAS spectrum at finite-temperature exhibits several differences.
In spite of the fact that because of the ensemble averaging, no
artificial broadening is necessary, the spectra are throughout
much smoother and generally in better agreement with the
experimental reference. Still, the intensity of the peak at
8984 eV is overestimated and the white line at 8994 eV is

shifted to a lower energy of 8992 eV in the calculation. This is
to say that although the intensity of the spectrum is not quanti-
tatively reproduced, the general shape and oscillations as
obtained by the combined AIMD-XAS approach are in qualita-
tive good agreement with experiment.

Yet, because the experimental spectra are obtained from solid
state measurements, additional condensed-phase XAS calcula-
tions of the crystal structure using periodic boundary conditions
were conducted. Already the static condensed-phase calculation
represents a systematic improvement compared with the single
molecule calculations. The energetic position and the intensity of
the peaks are very well reproduced and the spectral shape is in
very good agreement up to the white line. At higher energies,
however, the oscillations are too narrow compared to the experi-
mental measurement. Nevertheless, including finite-temperature
effects, the latter part of spectrum is again significantly improved
and reproduces the experimental curve rather well, but lacks the
very good agreement for the second transition at 8982 eV, which
is strongly overestimated. Comparing the dynamic finite-
temperature simulations with their static counterparts at 0 K, it is
apparent that, although the combined AIMD-XAS approach
entails a systematically increased agreement with experiment in
the high energy part of the spectrum, the improvement is rela-
tively small in particular when considering the much larger com-
putational effort of the AIMD simulations. On that occasion, we
find it important to make a note that the investigated
Cu(I) complex is rather stiff with a very hydrophobic ligand. This
immediately suggests that the XAS response because of confor-
mational fluctuations, which is the chief advantage of the pre-
sent AIMD-XAS method to take those explicitly into account, is
much higher when using other hydrophilic ligands.

In addition, to investigate the effect of solvation on the XAS
spectrum, calculations of a single molecule in water solution were
conducted for comparison. As can be seen in Figure 3, the most
obvious difference in the XAS spectrum between the static and
dynamic calculations in water solution is the intensity ratio
between the white line and the other transitions. Another distinct
difference is the shoulder at 8982 eV, which is absent in the simu-
lated finite-temperature water solution spectrum. Because the
underlying transition has some charge transfer character,[19] it
might be shifted to higher or lower energies or just be dampened
in intensity. Therefore, it might not be visible anymore. Even
though the simulated XAS spectra cannot be directly compared to
the present experiment because of the difference of solvent, it
nevertheless demonstrates the feasibility of this approach to com-
pute XAS spectra of complex molecules in aqueous solution,
which is critical for further studies, for example, photocatalytic
water splitting. Further mixed computational and experimental
studies on complexes in aqueous solution have to be carried out
in the future to shed light on these effects, which could either be
of electronic or geometric nature.

Conclusions

In conclusion, we have assessed the impact of finite-
temperature and condensed-phase effects on theoretical X-ray
absorption spectra of transition metal complexes. We found
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Figure 2. Experimental and simulated XAS spectra of the Cu(I) complex as
obtained by static (0 K) and dynamic (300 K) calculations in the gas (single
molecule), as well as condensed-phase (periodic crystal). [Color figure can
be viewed at wileyonlinelibrary.com]
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that the usage of periodic boundary conditions entails a sys-
tematic improvement of the simulated XAS spectrum within
the EXAFS range, though quantitative agreement with experi-
ment cannot be achieved using a simple single electron
approach. Nevertheless, further quantitative improvements can
be achieved by the inclusion of finite-temperature effects using
the present combined AIMD-XAS scheme.
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Dinuclear Copper Complex as a potential CuA

model

Chapter 3: Dinuclear Copper Complex as a
potential CuA model

T he study in this chapter revolves around three dinuclear copper complexes
sharing a Cu2S2 core motif designed as biomimetic CuA model complexes.

Electronic and geometric details are investigated by means of HERFD-XANES and
VtC-XES in conjunction with (TD-)DFT calculations. With this combination of
methods it is possible to elucidate changes in spin and oxidation state as well as
charge transfer capabilites. Ligand sensitivity can also be achieved, especially with
the VtC-XES technique. Last but not least, the possibility to follow the formation
and fate of a mixed-valent state are demonstrated in an ‘in-silico’ experiment.
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ABSTRACT 

High energy resolution fluorescence detected X-ray absorption near edge structure (HERFD-

XANES) and Valence-to-Core X-ray emission (VtC-XES) spectroscopy are established as hard X-

ray methods to investigate complexes that might be relevant as mimics for the biologically 

important CuA site. By investigation of three carefully selected complexes of the type 
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[Cu2(NGuaS)2X2], characterized by a cyclic Cu2S2 core portion and a varying adjunct ligand nature, 

it is proven that the HERFD-XANES and VtC-XES measurements in combination with extensive 

TD-DFT calculations can reveal details of the electronic states in such complexes, including 

HOMO and LUMO levels and spin states. By theoretical spectroscopy, the value of this methodic 

combination for future in-situ studies is demonstrated.    

 

INTRODUCTION 

CuA – a prosthetic group based on a unique dinuclear copper motif - is a key prerequisite for the 

electron transfer within cytochrome c oxidases as well as nitrous oxide reductases.1–7 Geometric 

and electronic structures of synthetic model complexes containing the Cu2S2 core portion of CuA 

are typically investigated by methods comprising X-ray crystallography,1–3,8 electron paramagnetic 

resonance (EPR)9,10 and optical absorption.11,12.  

Recently, modern X-ray spectroscopic methods offer great opportunities to study the geometric 

and electronic properties of enzymes and bio-inorganic mimics. Even in-situ measurements are 

readily possible due to an independence of the state of aggregation with these techniques.13,14 In 

X-ray absorption spectra the pre-peak region is of special interest, but details of the electronic 

structure usually contained there are hidden because of the 1s core hole lifetime broadening 

encountered in conventional X-ray absorption spectroscopy (or XAS). The full potential of the 

XANES region can only be used by means of high energy resolution fluorescence detected XAS 

(HERFD-XAS). The smaller energy bandwidth and the concomitant sharpening of spectral features 

allows for a viable comparison with theoretically calculated spectra. Since transitions in this region 

directly reflect the 1s - 3d / LUMO states,15 HERFD-XAS is suited for studying the electronic 

structure of a complex in a variety of different states.  

67



 

3 

 

Complementary to that, Valence to Core X-ray Emission spectroscopy (VtC-XES) is uniquely 

suited to probe the HOMO states of a given biomimetic complex.16 As such, it enables to study the 

ligand structure around the central transition metal ion.13 One of the biggest advantages compared 

to EXAFS spectroscopy is the possibility to distinguish between light atoms like carbon, nitrogen 

and oxygen. Both techniques applied together yield a detailed picture of the electronic structure 

and is even capable of revealing charge transfer transitions.17 

Both techniques are yet unexplored regarding the investigation of electronic and geometric 

details of bio-relevant dinuclear Cu-S complexes. Considering the possibility of ultrafast 

measurements recently becoming available at X-ray free electron lasers, HERFD-XAS and VtC-

XES will further gain importance in the future.18 They very nicely complement transient XAS 

measurements,19 thus allowing to record highly detailed molecular movies of photoinduced 

electron processes.    

First explorative VtC-XES and HERFD-XAS analyses of the three homovalent sulfur bridged 

Cu-S complexes [CuII
2(NGuaS)2Cl2] (1), [CuII

2(NGuaS)2Br2] (2)20 and [CuII
2(NGuaS)2(TC)2] (3, 

TC = thiophenecarboxylate, NGuaS = 2-(1,1,3,3-tetramethylguanidino)benzenethiolate) will 

highlight the opportunity to study spin- and oxidation state as well as charge transfer transitions in 

such systems with hard X-rays. 
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Experimental Section 

Materials 

The complexes 1 and 2 were prepared following a procedure described earlier.20 The synthesis 

of complex 3 follows the exact same scheme but since it was not reported before it is described in 

the following paragraph.  

The reaction of (NGuaS-)2
 20  (0.5 mmol, 222 mg) and Cu(I) thiophene-2-carboxylate [Sigma-

Aldrich] (1.05 mmol, 200 mg) in 10 ml of abs. MeCN leads to a suspension of a blue solid. The 

reaction mixture was refluxed for 30 min.  After cooling, ca. 70 ml of Et2O was added. The blue 

precipitate was collected by filtration and washed with Et2O. Yield: 0.57 g (70 %). Single crystals 

of 3 were obtained by slow diffusion of Et2O into the mother liquor. 

 

Measurements 

HERFD-XANES and VtC-XES experiments were performed at beamline ID26 at the ESRF 

(European Synchrotron Radiation Facility) in Grenoble (France). A Johann-type X-ray emission 

spectrometer was used, where the crystal analyzers and photon detector (avalanche photodiode) 

were arranged in a vertical Rowland geometry with the sample. The measurements at the copper 

K-edge (8979 eV) were conducted using a Si(311) double-crystal monochromator. Ge(800) crystal 

analyzers were used to collect the emission spectra, while Si(444) crystals were used to select the 

k emission energy for the measurement of the HERFD-XANES. The ring energy was 6 GeV and 

the maximum beam current was 200 mA. A closed cycle helium cryostat was used to cool the 

samples to 30K. In order to avoid self-absorption effects, solid samples were prepared as wafers 

with degassed cellulose as binding material with a copper weight percentage of approx. 1 %. A 

constant helium atmosphere was used around the spectrometer parts reducing the absorption of 
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fluorescence radiation. The measurements were carried out on multiple spots and no signs of 

radiation damage could be detected in any sample within the acquisition time. An incident energy 

of 9.1 keV was chosen for the VtC-XES measurements. The extraction procedure for the VtC-XES 

and the normalization of the HERFD-XANES spectra are briefly described in the Supporting 

Information. 

DFT calculations 

All DFT calculations were carried out with the ORCA program suite (version 3.0.3).21,22 The 

functional of choice for all calculations was TPSSh following previous studies.23 This is frequently 

considered the functional of choice for copper related systems and it was already shown that the 

broken-symmetry ground state of the chosen compounds can be described successfully.24 The only 

exception are the VtC-XES spectra where the non-hybrid variant TPSS23 was used. Geometry 

optimizations of single molecules were carried out using Ahlrich’s def2-TZVP25–27 basis set on all 

atoms for the three neutral species while ma-def2-SVP26,28 was used in case of the reduced anionic 

species. To speed up the hybrid calculations, the RIJCOSX29,30 approximation implemented in 

ORCA was used. The tight convergence criterion was imposed on all calculations and the Grimme 

dispersion correction with Becke-Johnson damping (D3BJ) has been utilized. 31,32 Copper K-edge 

transitions were calculated using the time-dependent DFT (TD-DFT) approach.34  In these 

calculations the core properties were described by triple- basis set CP(PPP)33 for Cu and all-

electron relativistically contracted (TZV-ZORA) basis sets on all other atoms.35 Here, a special 

DFT grid of seven was chosen for the copper atom. VtC-XES spectra were calculated with a one 

electron approach using the same parameters.36 Furthermore, the ZORA approach was used to 

account for relativistic effects.37 For further analysis of the results, we used the program 

MOAnalyzer.38 The calculated spectra have all been shifted to match the Cu K-edge (XANES) or 
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the main peak of the spectrum (VtC-XES): a shift of 1 eV was required for the XANES and 11-

16 eV for the VtC spectra. In addition to the shift, all computed XANES spectra have been 

normalized to the experimental intensity of the prepeak and all VtC spectra to the intensity of the 

main peak. The discrete energy transitions were broadened using a Gaussian with a fwhm starting 

at 1 eV for the prepeak and linearly rising with increasing excitation energy (XANES) or with a 

fixed fwhm of 3.5 eV (XES).  

 

Results and discussion 

The gas phase geometry optimized complexes under investigation are shown in figure 1. All 

three complexes share the structural motif of two copper centers bridged by two sulfurs provided 

by a guanidine ligand. The Cu2S2 core portion shows a diamond like structure which is in line with 

previous studies.20,24,39 The coordination of each copper atom is completed by a nitrogen donor 

function from one of the two guanidine ligands and a further ligand that varies  

from chlorine (1) via bromine (2) to thiophenecarboxylate (3). 

 

Figure 1: Structure models of the three complexes studied in this work. 

 

To investigate the electronic structure of those three complexes we conducted HERFD-XANES 

and VtC-XES measurements as well as (TD)DFT calculations. We start the discussion with the 

experimental HERFD-XANES results. The spectra in figure 2 show a clearly separated prepeak 

located at 8977.9 eV, in agreement with an oxidation state of two for both copper centers, and 
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several features in the edge. The spectral shape of the three compounds is expectedly very similar 

because their structures have strong resemblance to one another as only two of the ligands change 

while the N2Cu2S2 core portion stays intact. The exact origin of this prepeak can only be evaluated 

by comparison with the results from calculations.  

 

Figure 2: Comparison of the experimental HERFD-XANES spectra. 

Because of the highly symmetric structure, every peak consists of two nearly degenerate 

transitions as deduced from the calculations. We therefore take only one of the copper centers into 

account for the following discussion of the results shown in figure 3.  

The overall agreement for 1 (chloro derivative) is very good. Only the broken symmetry solution 

exhibits the correct energetic splitting between prepeak and edge while the singlet and triplet 

models are characterized by a too small or too large splitting between the spectral features prepeak 

and edge, respectively. Although for 2 and 3 the prepeak is as well reproduced in a very exact way, 

the splitting to the higher edge features is not reflected by any of the applied models (cf. figure 3). 

It has however to be mentioned, that a precise match between DFT level calculations and higher 
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edge features of a significant continuum character cannot be routinely expected due to the intrinsic 

localized character of the method.  

 

Figure 3: Comparison of the experimental spectrum with the three calculated spectra for different 

multiplicity solutions. 

 

As already mentioned, the first feature in the spectrum of 1 is the prepeak at 8977.9 eV. A detailed 

look on the theoretical calculations reveals a 1s  LUMO transition underneath this signal, which 

is well known for Cu(II) complexes and this assignment is also valid for complexes 2 and 3, as 

deduced from the acceptor orbitals displayed in figure 4. The composition in terms of orbital 
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contributions is summarized in table 1 and reveals the binding combination of copper 3d and sulfur 

3p orbitals.  

 

Figure 4: Spatial distribution of the LUMO orbitals of all three complexes. 

Table 1: Orbital contributions to the alpha and beta spin LUMOs of the three complexes under 

investigation. 

LUMO contributions / % Cu S N C 

prepeak p d p d p P 

1: alpha / beta spin 2.0  / 1.0 40.0 / 39.9 24.0 / 24.0 0.9 / 0.7 5.2 / 5.3 8.9 / 8.8 

2: alpha / beta spin 2.3 / 2.3 38.1 / 38.2 24.7 / 24.7 0.6 / 0.6 5.4 / 5.4 9.2 / 9.2 

3: alpha / beta spin 2.1 / 2.1 42.9 / 42.9 24.7 / 24.7 0.7 / 0.7 5.1 / 5.1 8.1 / 8.1 

 

The following features are assigned to transitions from the copper 1s into * orbitals of the ligand 

system. These orbitals are strongly delocalized and therefore a detailed assignment to single parts 

or atoms of the ligand is hardly possible. However, the feature at 8983.4 eV (see figure 5 for the 

sulfur projection of the relevant transitions of 1 and the Supporting Information for additional 

spectra) can be assigned to the 3p and 3d orbitals of the bridging sulfurs (combination with Cu 3p, 

see table S2 in the Supporting Information). 
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Figure 5: Ligand (sulfur) projection of relevant transitions in the XANES spectrum of 1 in 

comparison to the complete experimental and calculated spectrum. 

Since the sulfur bridges in biomimetic CuA models are of utmost importance for the electron 

transfer capabilities of such systems, details of the electronic structure of the Cu-S motif are highly 

desirable factors to be investigated experimentally. As the spectroscopic signature of the Cu-S 

motif contained in the HERFD-XANES spectra are falling in the edge, the potential of this 

technique is rather limited, which is also obvious from the mismatch between calculations and 

experiment in case of complexes 2 and 3.  Thus the information to be extracted from the simulations 

need to be treated with care and should only be used as rough estimate of the underlying quantum 

mechanical levels. Still, this piece of information is important for future in-situ studies. In order to 

overcome this limitations, VtC-XES measurements are employed in the following, as this 

technique offers a higher specificity towards different coordinating atoms.40 

The experimental spectra given in figure 6 show one very intense feature and a very broad 

asymmetric slope to lower energies. A comparison with the calculated spectra reveals three peaks 

underlying these spectra in each case.  
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Figure 6: Comparison of the experimental VtC spectra of 1 (top left), 2 (top right) and 3 (bottom) 

with the calculated ones as well as the ligand projected spectra as denoted.  

The main peak consists of transitions from bonding combinations of the copper 3d and ligand p 

orbitals into the 1s orbital. Considering that all parts of the ligand play a role in numerous 

transitions underlying this signal, no further assignment to structural fragments was carried out. 

Since this signal shows hardly any differences between the three complexes 1, 2 and 3, it can be 

concluded that the copper dominated states are nearly identical in these complexes. The differences 

between the three complexes appear in the low energy K’’ or crossover peaks, which are by ligand 

s to metal s transitions.41 In 1, the ligand projection shows a close proximity of the signals caused 
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by 3s1s transitions from the bridging sulfur atom of the guanidine ligand and the terminal 

chloride ligand. These two overlapping contributions are responsible for the feature at 8963 eV. 

The smallest intensity peak at 8957.6 eV originates from transitions of the guanidine nitrogen 2s 

orbitals. For 2 the situation is a little different because of the exchange of the chloride by bromide 

ligands. This leads to a significantly reduced halide contribution to the peak at 8963 eV, which thus 

becomes dominated by the sulfur signal. The reduced halide signal intensity is explained by the 

shift of the halide s levels to higher energy with increasing atomic number,42 which in turn causes 

an energy shift of the crossover signals. Since complex 3 contains no halide ligand the situation 

differs a little more. The peak at 8963 eV can be assigned mainly to the sulfur-containing ligand 

with a minor fraction of the remaining ligands. The low energy signal of little intensity is in contrast 

a combination of signals from the oxygen 2s of the thiophene-carboxylate ligand and the nitrogen 

2s of the guanidine ligand. Since these two transitions are close in energy, they largely overlap, 

which is the reason why this signal is a little more intense and broadened compared to 1 and 2. All 

exact orbital compositions of the preceding discussion are given in the supplementary information. 

The two higher energy features found in all spectra are tentatively attributed to KL channels.43 

Although such effects are not expected at the used excitation energy, these spectral signatures are 

found in all published Cu VtC-XES studies.44,45 Accordingly, a physical origin of general character 

seems to be present and a structural interpretation might not be appropriate. 

Since a mixed valence Cu(I)/Cu(II) compound is a prerequisite for CuA activity, the possibility to 

investigate such mixed states by X-ray spectroscopy is addressed by theoretical spectroscopy for 

the example of 1. The structural motif of the Cu2S2 core stays intact upon reduction, while the 

involved Cu-S and Cu-Cu bond lengths change. The Cu-Cu distance reduces from 2.747 to 2.619 Å 

and conditionally two Cu-S distances elongate by approx. 0.1 Å (see Supporting Information).  As 
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can be expected, the VtC-XES spectra show a shift to lower energies by formal reduction from 

Cu2+…Cu2+ to Cu1.5+…Cu1.5+, while the general shape of the spectra is nearly unaffected. The low 

intensity peak around 8948 eV, which consists of the Cu-Cl and Cu-S crossover peaks loses some 

intensity though. This can be explained with the aforementioned elongation of the Cu-S bonds in 

the core and the concomittant loss of intensity due to worse orbital overlap.36  

 

Figure 7: Comparison of the calculated VtC-spectra of 1 and the reduced species of 1. 

For the HERFD-XANES spectrum given in figure 8, a significant change for the mixed valent state 

is observed in the prepeak and the first feature after the prepeak. The prepeak shifts to lower 

energies due to the reduced oxidation state and the intensity decreases due to the reduced number 

of d orbital vacancies. The second peak following the prepeak at higher energy can be assigned to 

MLCT transitions from the copper centers to the bridging sulfur atoms and the guanidine moiety 

(see Supporting Information Figure S2 and Table S3), which is in line with the strong electron 
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transfer capabilities of CuA systems and is just another indication towards the fact that a mixed 

valent compound is necessary.   

 

Figure 8: Comparison of the calculated spectrum for 1 and the reduced species of 1. The arrow 

points to the MLCT transitions, which is the most significant change when calculating the mixed 

valent compound. Although such transitions can be found for the broken symmetry Cu2+…Cu2+ 

ground state as well the intensity is much weaker.  

 

CONCLUSION 

The recent methods HERFD-XANES and VtC-XES were established as hard X-ray techniques 

to study biomimetic complexes that reflect important CuA properties. For this purpose, a set of 

three compounds of general formula [Cu2(NGuaS)2X2] with X = Cl (1), Br (2) and 

thiophenecarboxylate (3) which are characterized by identical Cu2S2 core portions and only 

different anionic ligands was chosen as subject. By comparison with theoretical TD-DFT 

calculations, it is possible to detect spin and oxidation state changes as well as charge transfer 

capabilities. HERFD-XANES offers a tremendous advancement compared to conventional 

XANES spectroscopy, which allows a more precise analysis of the prepeak region, which is of 

79



 

15 

 

central interest. In the studied complexes only a broken symmetry ground state can be brought into 

agreement with the experimental spectra, and the prepeak is caused by a Cu(1s)  Cu(3d)/S(3p) 

transition. But moreover, also the continuum-like first resonances in the edge can be addressed 

with the applied methodology to Cu(1s)  ligand(*) transitions, thus it is obvious that from the 

HERFD-XANES particular details of such states in CuA models can be obtained. 

This enhanced resolution towards ligand states is even increased by valence-to-core XES. It was 

demonstrated here that in particular the cross-over or K” signal is of pronounced diagnostic value 

for changes in the ligand environment of the investigated complexes, while the Cu2S2 core remains 

unchanged. Finally, VtC-XES is also able to follow the formation and fate of mixed-valent states, 

which are responsible for the enzymatic activity of CuA systems. By means of theoretical 

spectroscopy, it could be shown that a shift of the spectra is reflecting the change in oxidation state, 

while changes in the cross-over signal are reflecting alterations in the bond lengths.  

With the presented approach it should therefore be possible to not only get insight into possible 

electron pathways in catalytic systems but to also predict spectral changes by theoretical 

spectroscopy due to the significant observed changes. The results form a basis for future ground-

state, kinetic and even ultra-fast pump-probe experiments in the field, using the powerful 

techniques HERFD-XANES and VtC-XES. 
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S3 

 

Section S1 – Structure Determination of [Cu2(NGuaS)2(TC)2] (3) 

 

C32H38Cu2N6O4S4, Mr = 826.0; black needle, 0.47 x 0.03 x 0.02 mm, monoclinic, space 

group C 2/c, a = 32.043(3), b = 6.9797(7), c = 20.6591(19) Å,  = 129.878(2)°, V = 

3545.8(6) Å3, Z = 4, Dc = 1.547 g/cm3, F(000) = 1704. 

The intensity data were recorded using a Bruker SMART diffractometer with graphite 

monochromated MoKα radiation (λ = 0.71073 Å) at T = 120(2) K. 16073 intensities 

collected, h -42/42, k -9/9, l -25/27; 1.6 <  < 27.9°. 4229 unique reflections Rint = 0.091. 

Structure solutions by direct methods1, full-matrix least squares refinements1 based on F2. 

All but H-atoms were refined an-isotropically, hydrogen atoms were clearly located from 

difference Fourier maps, refined at idealized positions riding on the parent atoms with 

isotropic displacement parameters Hydrogen atoms were located from difference Fourier 

maps, refined at idealized positions riding on the parent atoms with isotropic displacement 

parameters Uiso(H) = 1.2Ueq(C) or 1.5Ueq(-CH3) and C-H 0.95-0.98 Å. All CH3 hydrogen 

atoms were allowed to rotate but not to tip.  

The thiophene group is disordered over two sites A and B with positions S21/C141 for 

orientation A and S22/C142 for B. Site occupation factors are 0.8 and 0.2 for A and B, 

respectively. Fixed position and isotropic refinement for C142 was necessary in order to 

achieve stable convergence at R1 = 0.051 (I > 2s(I)), wR2 = 0.105 (all data), S = 1.03, 

min/max DF -0.46/0.53 e/A³. 

Complete crystallographic data have been deposited as CCDC 1882197. 
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Figure S1: Molecular structure of 3 with anisotropic displacement ellipsoids drawn at 50% 

probability level. Only orientation A of disordered thiophene groups shown.  
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S5 

 

Section S2 – Structural parameters of the geometry optimized structures 

 

Table S1: Selected distances in Å of the four complexes under investigation. 

Complex Cu-Cu  Cu-S 

[Cu2(NGuaS)2Cl2] (1) 2.74741 
2.25764, 2.32107 

2.32055, 2.25740 

[Cu2(NGuaS)2Br2] (2) 2.72464 
2.26416, 2.31204 

2.31185, 2.26437 

[Cu2(NGuaS)2(TC)2] (3) 2.73399 
2.24606, 2.33995 

2.33995, 2.24606 

mixed valent 2.61873 
2.36798, 2,33678 

2,33423, 2,36607 
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Section S2 – Orbital compositions and spatial distributions of selected acceptor orbitals 

 

Table S2: Acceptor orbital contribution for the transition from the copper 1s into the copper 3p / 

sulfur 3p/3d orbital. 

Orbital contribution Cu S N C 

 Cu 3p / S 3p/3d p d p d s p s p 

alpha spin 20.4% 3.1% 11.4% 20.1% 0.4% 3.7% 3.8% 14.5% 

beta spin 29.2% 3.9% 11.6% 19.5% 0.6% 4.0% 4.4% 13.6% 
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S7 

 

 

Figure S2: Spatial distribution of one of the acceptor orbitals of the MLCT transition in the reduced 

mixed valent compound. 

Table S3: Orbital contributions to one of the acceptor orbitals of the MLCT transition in the reduced 

mixed valent compound. 

Acceptor orbital 

contributions 
Cu S N C 

MLCT p d p d s p s p 

alpha spin 0.8% 0.7% 3.6% 2.9% 0.0% 0.4% 0.0% 62.0% 

beta spin 0.8% 0.8% 3.6% 2.7% 0.0% 0.4% 0.0% 62.1% 
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S10 

 

Section S3 – XYZ coordinates 

[Cu2(NGuaS)2Cl2] (1) 

Cl  -0.087728000  0.039933000  2.240712000 

Cu  -0.203953000 -0.050400000  0.022590000 

Cu  -0.226102000 -1.644671000 -2.350860000 

S    0.536935000  0.549866000 -2.045958000 

S    0.720147000 -2.171568000 -0.347236000 

N   -1.879055000  0.996354000 -0.398644000 

N   -3.152119000  0.690665000  1.513279000 

N   -2.681485000  2.857152000  0.809134000 

N   -1.766627000 -2.830214000 -1.806122000 

N   -2.498763000 -4.757936000 -2.951874000 

N   -3.204983000 -2.642895000 -3.613655000 

C   -2.571461000  1.513162000  0.618808000 

C   -3.223098000  1.014419000  2.935369000 

H   -2.727642000  1.963297000  3.121134000 

H   -2.686102000  0.239635000  3.485086000 

H   -4.261858000  1.059766000  3.276197000 

C   -3.312795000 -0.725973000  1.204468000 

H   -3.359699000 -0.859060000  0.128045000 

H   -4.238465000 -1.078605000  1.665216000 

H   -2.468662000 -1.296882000  1.599956000 

C   -3.878416000  3.479649000  1.350223000 

H   -4.639733000  2.721826000  1.521916000 

H   -4.260759000  4.206803000  0.625492000 

H   -3.673286000  4.002056000  2.289621000 

C   -1.686028000  3.763277000  0.255004000 

H   -0.764062000  3.215765000  0.073472000 

H   -1.495087000  4.553341000  0.985302000 

H   -2.028030000  4.212656000 -0.682864000 

C   -0.933972000  1.346991000 -2.593231000 

C   -1.060276000  1.767601000 -3.919231000 

H   -0.244567000  1.575583000 -4.604370000 

C   -2.221827000  2.389897000 -4.353375000 

H   -2.311754000  2.709291000 -5.384560000 

C   -3.273996000  2.583273000 -3.458641000 

H   -4.192204000  3.054327000 -3.791281000 

C   -3.164499000  2.156431000 -2.142623000 

H   -4.002097000  2.275096000 -1.464340000 

C   -1.992480000  1.538216000 -1.681902000 

C   -0.631113000 -3.089236000  0.309211000 

C   -0.619840000 -3.513291000  1.640112000 

H    0.226129000 -3.249392000  2.261660000 

C   -1.687876000 -4.230121000  2.160172000 

H   -1.671729000 -4.551176000  3.194629000 

C   -2.784854000 -4.516188000  1.347873000 

H   -3.631791000 -5.061862000  1.748624000 

C   -2.812444000 -4.087609000  0.028079000 

H   -3.686236000 -4.279776000 -0.584606000 

C   -1.735680000 -3.374140000 -0.519161000 

C   -2.488427000 -3.408495000 -2.768507000 

C   -1.391583000 -5.574430000 -2.475977000 

H   -0.507756000 -4.950595000 -2.364350000 

H   -1.190856000 -6.349519000 -3.219578000 

H   -1.622531000 -6.045992000 -1.515357000 

C   -3.676859000 -5.481571000 -3.400540000 

H   -4.509226000 -4.790726000 -3.515659000 

H   -3.942249000 -6.232670000 -2.648464000 

H   -3.499535000 -5.991990000 -4.352127000 

C   -3.359531000 -2.978436000 -5.026327000 
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H   -2.804835000 -3.885046000 -5.251390000 

H   -2.931572000 -2.165361000 -5.615095000 

H   -4.414587000 -3.109555000 -5.285029000 

C   -3.463994000 -1.244178000 -3.290312000 

H   -3.433070000 -1.109577000 -2.213487000 

H   -4.452001000 -0.976886000 -3.672323000 

H   -2.708925000 -0.603560000 -3.753354000 

Cl  -0.268272000 -1.733407000 -4.571455000 
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[Cu2(NGuaS)2Cl2]- (reduced) 

Cl   0.087607000  0.523838000  2.122699000 

Cu  -0.183793000 -0.114814000 -0.077724000 

Cu  -0.207297000 -1.575386000 -2.251177000 

S    0.512919000  0.678550000 -2.159501000 

S    0.702361000 -2.303677000 -0.225676000 

N   -2.014751000  0.832454000 -0.505463000 

N   -3.153438000  0.590714000  1.508782000 

N   -2.628773000  2.742722000  0.749313000 

N   -1.920610000 -2.665603000 -1.683116000 

N   -2.447973000 -4.629839000 -2.891354000 

N   -3.228944000 -2.541127000 -3.604572000 

C   -2.597228000  1.379223000  0.551102000 

C   -3.087081000  0.936073000  2.923825000 

H   -2.617070000  1.917023000  3.045515000 

H   -2.448322000  0.202241000  3.438214000 

H   -4.096171000  0.937963000  3.373273000 

C   -3.312639000 -0.830663000  1.233398000 

H   -3.450504000 -0.982080000  0.159202000 

H   -4.184794000 -1.209822000  1.788297000 

H   -2.415095000 -1.385984000  1.549444000 

C   -3.791505000  3.430751000  1.267445000 

H   -4.576185000  2.702436000  1.506993000 

H   -4.184390000  4.131355000  0.505910000 

H   -3.555175000  4.010945000  2.178426000 

C   -1.554982000  3.565711000  0.216486000 

H   -0.673921000  2.934486000  0.045271000 

H   -1.297460000  4.335339000  0.962697000 

H   -1.840549000  4.057865000 -0.730783000 

C   -1.028293000  1.378980000 -2.661943000 

C   -1.193102000  1.863171000 -3.972239000 

H   -0.357921000  1.757230000 -4.667183000 

C   -2.393418000  2.447573000 -4.384045000 

H   -2.499783000  2.811916000 -5.409157000 

C   -3.462067000  2.545664000 -3.481243000 

H   -4.412486000  2.986189000 -3.795166000 

C   -3.321185000  2.051149000 -2.182237000 

H   -4.167556000  2.084279000 -1.490718000 

C   -2.117606000  1.455097000 -1.751238000 

C   -0.732012000 -3.130586000  0.388621000 

C   -0.753540000 -3.632742000  1.702016000 

H    0.120186000 -3.458519000  2.332807000 

C   -1.863829000 -4.321223000  2.196899000 

H   -1.859186000 -4.699218000  3.222532000 

C   -2.985843000 -4.507848000  1.376654000 

H   -3.867985000 -5.031025000  1.756454000 

C   -2.989440000 -3.994665000  0.077274000 

H   -3.880004000 -4.099519000 -0.548471000 

C   -1.877216000 -3.295910000 -0.437703000 

C   -2.528267000 -3.268313000 -2.694293000 

C   -1.262590000 -5.346576000 -2.447960000 

H   -0.433476000 -4.635084000 -2.346067000 

H   -0.994967000 -6.092555000 -3.214378000 

H   -1.424296000 -5.858165000 -1.482005000 

C   -3.578821000 -5.425131000 -3.318368000 

H   -4.445262000 -4.774177000 -3.489407000 

H   -3.841958000 -6.157475000 -2.531355000 

H   -3.364288000 -5.982640000 -4.248776000 

C   -3.241781000 -2.897434000 -5.018560000 

H   -2.668564000 -3.816909000 -5.173853000 
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H   -2.741184000 -2.101157000 -5.589559000 

H   -4.277137000 -3.026715000 -5.381797000 

C   -3.486749000 -1.135319000 -3.323291000 

H   -3.569147000 -0.987378000 -2.242856000 

H   -4.420273000 -0.833531000 -3.822644000 

H   -2.659381000 -0.510859000 -3.696862000 

Cl  -0.071641000 -2.197928000 -4.469288000 
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[Cu2(NGuaS)2Br2] (2) 

Br   0.041825000  0.268993000  2.285707000 

Cu  -0.216646000 -0.067496000 -0.047023000 

Cu  -0.233177000 -1.629037000 -2.279728000 

S    0.516384000  0.550382000 -2.098200000 

S    0.704771000 -2.173796000 -0.292055000 

N   -1.932481000  0.925273000 -0.452797000 

N   -3.202684000  0.649429000  1.466634000 

N   -2.645586000  2.803633000  0.782189000 

N   -1.820410000 -2.765054000 -1.747012000 

N   -2.467007000 -4.701583000 -2.927945000 

N   -3.252061000 -2.604314000 -3.563173000 

C   -2.596911000  1.460628000  0.581063000 

C   -3.290315000  0.974727000  2.888275000 

H   -2.746335000  1.892888000  3.089465000 

H   -2.808663000  0.171958000  3.448422000 

H   -4.332945000  1.072285000  3.205193000 

C   -3.363229000 -0.766957000  1.159049000 

H   -3.426530000 -0.902379000  0.084244000 

H   -4.276539000 -1.125949000  1.637797000 

H   -2.507864000 -1.332520000  1.540073000 

C   -3.798743000  3.479436000  1.352865000 

H   -4.605054000  2.765190000  1.505146000 

H   -4.138321000  4.249893000  0.652463000 

H   -3.557934000  3.959699000  2.306082000 

C   -1.592900000  3.663995000  0.257593000 

H   -0.702771000  3.067128000  0.071601000 

H   -1.361121000  4.419623000  1.011750000 

H   -1.902166000  4.158260000 -0.668612000 

C   -0.975401000  1.304700000 -2.634896000 

C   -1.109355000  1.718493000 -3.964408000 

H   -0.303754000  1.505373000 -4.655560000 

C   -2.256248000  2.373193000 -4.385417000 

H   -2.349792000  2.695081000 -5.415442000 

C   -3.292187000  2.598922000 -3.476834000 

H   -4.200630000  3.094133000 -3.801104000 

C   -3.184297000  2.166931000 -2.163539000 

H   -4.013486000  2.306393000 -1.479156000 

C   -2.029650000  1.504715000 -1.715871000 

C   -0.671289000 -3.051605000  0.354840000 

C   -0.667614000 -3.469531000  1.689812000 

H    0.167017000 -3.185065000  2.317944000 

C   -1.718791000 -4.218055000  2.195686000 

H   -1.705701000 -4.542281000  3.229133000 

C   -2.797932000 -4.535345000  1.368398000 

H   -3.633372000 -5.104873000  1.759978000 

C   -2.827869000 -4.101449000  0.051635000 

H   -3.691940000 -4.314083000 -0.567674000 

C   -1.771541000 -3.345056000 -0.481470000 

C   -2.514899000 -3.358292000 -2.728113000 

C   -1.309853000 -5.469704000 -2.487106000 

H   -0.460842000 -4.800379000 -2.367408000 

H   -1.073931000 -6.206273000 -3.258650000 

H   -1.505974000 -5.984595000 -1.541458000 

C   -3.600360000 -5.472953000 -3.410285000 

H   -4.472469000 -4.828657000 -3.498645000 

H   -3.820218000 -6.266213000 -2.687880000 

H   -3.394212000 -5.935235000 -4.380382000 

C   -3.420578000 -2.941910000 -4.974609000 

H   -2.818825000 -3.812351000 -5.218824000 
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H   -3.051833000 -2.104088000 -5.568157000 

H   -4.472553000 -3.127566000 -5.211117000 

C   -3.508361000 -1.205429000 -3.241124000 

H   -3.496154000 -1.070456000 -2.164489000 

H   -4.484688000 -0.928421000 -3.644006000 

H   -2.738143000 -0.570736000 -3.688941000 

Br  -0.124691000 -1.948330000 -4.626403000 
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[Cu2(NGuaS)2(TC)2] (3) 

Cu  -1.993058000  0.425825000  4.324778000 

S   -3.660399000 -0.469429000  5.534440000 

S    3.435783000  0.103754000  4.714210000 

O   -0.249805000  0.580106000  3.473945000 

O    0.560547000  0.130085000  5.523381000 

N   -2.102498000  2.053025000  5.529918000 

N   -0.404307000  2.845247000  6.967116000 

N   -0.394701000  3.378374000  4.702569000 

C   -0.985277000  2.755672000  5.743697000 

C   -0.572309000  1.781668000  7.949637000 

H   -1.306879000  2.058888000  8.712219000 

H    0.395441000  1.600491000  8.422384000 

H   -0.879696000  0.873906000  7.438591000 

C    0.296596000  4.032808000  7.422854000 

H    1.364637000  3.844648000  7.570156000 

H   -0.133042000  4.349612000  8.378978000 

H    0.170374000  4.835980000  6.699791000 

C   -1.128164000  3.604211000  3.461618000 

H   -0.894299000  2.824192000  2.733985000 

H   -0.840362000  4.577964000  3.057786000 

H   -2.194044000  3.587906000  3.665904000 

C    1.054186000  3.520278000  4.602362000 

H    1.359765000  4.569067000  4.663333000 

H    1.373777000  3.113146000  3.641775000 

H    1.533730000  2.947923000  5.392257000 

C   -3.122207000  2.049177000  6.482390000 

C   -3.403380000  3.150258000  7.305728000 

H   -2.763924000  4.024033000  7.257106000 

C   -4.505457000  3.147618000  8.148331000 

H   -4.705735000  4.016605000  8.764877000 

C   -5.364622000  2.049072000  8.187015000 

H   -6.230703000  2.051716000  8.837765000 

C   -5.109513000  0.956063000  7.372319000 

H   -5.773002000  0.100916000  7.364156000 

C   -3.992437000  0.940009000  6.533042000 

C    0.702498000  0.331759000  4.309026000 

C    2.056318000  0.330283000  3.708011000 

C    2.422353000  0.525661000  2.398361000 

H    1.691057000  0.686216000  1.618304000 

C    3.825283000  0.492703000  2.210553000 

H    4.316704000  0.619948000  1.254847000 

C    4.500581000  0.274829000  3.384847000 

H    5.567639000  0.197507000  3.529154000 

Cu  -4.629805000  0.425944000  3.602100000 

S   -2.962525000 -0.469315000  2.392363000 

S  -10.058802000  0.105884000  3.212597000 

O   -6.373018000  0.580362000  4.452975000 

O   -7.183534000  0.131195000  2.403423000 

N   -4.520226000  2.053236000  2.397117000 

N   -6.218434000  2.845122000  0.959755000 

N   -6.228495000  3.377923000  3.224423000 

C   -5.637535000  2.755698000  2.183227000 

C   -6.050170000  1.781517000 -0.022692000 

H   -5.315540000  2.058794000 -0.785194000 

H   -7.017836000  1.600190000 -0.495553000 

H   -5.742728000  0.873820000  0.488441000 

C   -6.919436000  4.032562000  0.503841000 

H   -7.987443000  3.844271000  0.356465000 

H   -6.489752000  4.349316000 -0.452280000 
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H   -6.793360000  4.835825000  1.226822000 

C   -5.495204000  3.603895000  4.465447000 

H   -5.728643000  2.823568000  5.192886000 

H   -5.783581000  4.577386000  4.869502000 

H   -4.429310000  3.588249000  4.261191000 

C   -7.677476000  3.518795000  3.324712000 

H   -7.983800000  4.567374000  3.263912000 

H   -7.996729000  3.111295000  4.285257000 

H   -8.156661000  2.946210000  2.534767000 

C   -3.500427000  2.049481000  1.444742000 

C   -3.219115000  3.150644000  0.621560000 

H   -3.858494000  4.024470000  0.670260000 

C   -2.116985000  3.148024000 -0.220974000 

H   -1.916596000  4.017077000 -0.837390000 

C   -1.257920000  2.049404000 -0.259762000 

H   -0.391802000  2.052057000 -0.910464000 

C   -1.513179000  0.956301000  0.554762000 

H   -0.849772000  0.101090000  0.562840000 

C   -2.630305000  0.940231000  1.393970000 

C   -7.325402000  0.332484000  3.617850000 

C   -8.679221000  0.331374000  4.218874000 

C   -9.045182000  0.526910000  5.528522000 

H   -8.313832000  0.687349000  6.308551000 

C  -10.448084000  0.493618000  5.716480000 

H  -10.939421000  0.620488000  6.672278000 

C  -11.123438000  0.275236000  4.542312000 

H  -12.190471000  0.197237000  4.398183000 

 

  

Chapter 3. Dinuclear Copper Complex as a potential CuA model

102



 

S18 

 

Section S6 – Sulfur projected HERFD-XANES spectra of complexes 2 and 3 

 

Figure S3: Ligand (sulfur) projected XANES spectrum of 2 in comparison to the complete 

experimental and calculated spectrum. 

 

Figure S4: Ligand (sulfur) projected XANES spectrum of 3 in comparison to the complete 

experimental and calculated spectrum.  
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Section S7 – XES extraction procedure and XANES normalization 

In order to remove the background resulting from the high energy slope of the kb1,3 we masked the 

valence-to-core signal and then fitted the background with an exponential decay function of the 

following type.. 

𝑦 =  𝑦0 +  𝐴1𝑒−𝑥/𝑡1 + 𝐴2𝑒−𝑥/𝑡2  

where 𝑦0 is the offset, 𝐴1, 𝐴2 are amplitudes and 𝑡1, 𝑡2 are decay constants. 

Then the resulting fit function is subtracted from the raw data and the background corrected 

spectrum is obtained. One example of the raw data, the fit function and the resulting spectrum is 

shown in figure S5. 

  

Figure S5: Raw experimental spectrum, exponential decay fit of the background and resulting 

corrected spectrum after subtraction of the background. 
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The HERFD-XANES spectra were normalized using the approach implemented in Athena2. The 

normalization algorithm uses three ranges: a post and a pre edge as well as a normalization range. 

While the pre edge region is fitted with a line, the normalization and post edge are fitted by 

polynomials.   
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T he goal of this work was the establishment of (high energy resolution) X-ray
absorption and emission techniques as well as computational methods to

describe and analyse these spectra. The chemical focus was on biomimetic copper
compounds in-situ and ex-situ. In the first work HERFD-XANES in combination
with two theoretical approaches was used to show that it is possible to reveal even
small geometric changes between two structurally similar complexes. In addition to
that oxidation state and electronic structure changes could be extracted.

The Cu(I) complex from this study was then evaluated again in the second study
concerning condensed-phase and finite-temperature effects. Therefore we conducted
MD simulations and XAS calculations for a single molecule in the gas phase and a
crystalline sample. We found that especially periodic boundary conditions improve
the results in the higher energy regime. A further quantitative improvement is then
achieved by including finite-temperature through the MD simulation. In order to
evaluate the feasibility of the theoretical approach concerning compounds in solution
we also calculated the spectra of a single molecule in water. Since no experiment
was available further conclusions cannot be drawn.

Concerning the different theoretical approaches no easy conclusion can be drawn
and the usage, as is often the case, depends on the system under study and available
resources. The ORCA TD-DFT approach is fast and describes the prepeak and first
edge transitions very well, but the higher energy regime cannot be calculated. The
GIPAW method resolves the latter problem and is still feasible on reasonable time
scales but obviously already much more expensive than TD-DFT with the inclusion
of periodic boundary conditions. The GAPW approach, especially in conjunction
with MD, is in nice agreement at low and high energies but is the most expensive
approach concerning calculation time.

The third and final study presented here shows HERFD-XANES and VtC-XES
in combination with calculations to evaluate their possibilites for studying dinuclear
transition metal complexes. In this case three copper compounds sharing the same
binding motif were studied. The electronic and geometric structure is elucidated
with possible CuA functionality in mind. This is found not to be valid since a
broken symmetry Cu2+...Cu2+ ground state is present. A theoretical study of
a reduced species of one of the complexes reveals a mixed valent Cu1.5+...Cu1.5+

ground state which is a better model to the CuA center and exhibits some distinct
differences. Nontheless valuable insight for the usage of HERFD-XANES and
VtC-XES concerning dinuclear TM compounds was gained and information about
oxidation state, spin state and geometry can be extracted.

The measurements and calculations need to be done for several other systems

107



Chapter 4. Conclusion and Outlook

to check their broad applicability. This concerns especially other transition metal
complexes used for photo reactions or found in enzymes. As mentioned before in-situ
measurements and appropriate calculations have to be performed and analysed to
complete the picture. In addition to that, pump-probe experiments are the next step
to understand electron transfer reactions enabled by biomimetic complexes or light
absorption processes in general.
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