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“To answer the most vexing innovation and research questions, crowds are becoming the
partner of choice.”

(Boudreau and Lakhani 2013, p.3)

1. Introduction

Innovations are of central importance to the success of companies or, as Baumol (2002, p.1) argues,
(...) “innovative activity becomes a mandatory, a life-and-death matter for a company.” Hence,
companies continuously look for sources of ideas for new products, services or business models
(Jaruzelski and Denhoff 2010). Traditionally, companies have mainly relied on internal resources to
generate ideas, however, many companies have been disappointed with their innovation outcomes
(Jaruzelski and Denhoff 2010). As a potential solution to this problem, organizations are increasingly
using crowdsourcing to generate new and diverse ideas (Yoo et al. 2012; Palacios et al. 2016). Jeff
Howe defined “crowdsourcing” as “the act of taking a task traditionally performed by a designated
agent (such as an employee or a contractor) and outsourcing it by making an open call to an undefined

but large group of people” (Howe 2008, p.1).

Over the last years, organizations like Nestle, Procter & Gamble, General Electric or the NASA have
used crowdsourcing as a part of their research and development process to find new products or
solutions (Lee et al. 2018; Palacios et al. 2016). However, most organizations are inexperienced in the
use of crowdsourcing, since it represents a new way of ideation and idea selection (Palacios et al. 2016).

Engaging the crowd to generate ideas, however, also comes with potential obstacles and challenges.

One of these challenges is the process of idea selection. As Jeff Howe (2008) defined it, crowdsourcing
often represents an open call for ideas to an undefined large group of individuals. Depending on the size
of this group, companies can easily receive hundreds or even thousands of different ideas which they
then need to screen in order to identify the most promising ones (Toubia and Flores 2007). For example,
when Starbucks, as part of a campaign called “MyStarbucksldea” in 2008, asked their customers to
submit new product ideas and general ideas to increase customers’ experience, the company received
more than 115,000 ideas, as of 2011 (Rosen 2011). Further, Google received about 150,000 ideas to its
Project “10 to the 100” (Blohm et al. 2013).

The “classical” way to evaluate ideas was mainly undertaken by internal resources, such as internal
product development teams or experts (Mollick and Nanda 2016). However, facing these large numbers
of ideas submitted by a crowd could lead to the situation where companies cannot rely on internal
resources to evaluate such a large number of ideas, or if they do so, only with disproportionate effort
(Poetz and Schreier 2012). Even large companies like Google face these challenges, since it took about
3 years and 3,000 of their employees to evaluate the 150,000 submitted ideas (Blohm et al. 2013).
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Therefore, companies have to look for others ways to evaluate a large number of submitted ideas. As a
result, companies increasingly not only engage the crowd to generate ideas but also include the crowd

in the process of idea evaluation (Soukhoroukova et al. 2012).

Crowd-based idea evaluation is not only of great importance for practice but has also garnered attention
in academic research. Previous literature in this context addresses several dimensions for further
research, including a managerial (e.g., selection of evaluators), technological (e.g., the use of idea
evaluation tools and appropriate evaluation methods) and behavioral dimensions (e.g., mechanisms to
motivate individuals in a crowd or mechanisms to create trust in crowdsourcing) (Chiu et al. 2014).
Further, existing meta-analyses (e.g., Wagenknecht et al. 2017) highlight the need for additional
research to investigate the potential occurrence of decision making biases (e.g., information cascades)
in crowd-based evaluation and the need to answer open research questions like “Which mechanisms
allow a crowd to identify the best idea(s)?” (Merz 2018).

Since one of the key objectives of idea evaluation is to identify the best ideas out of a large number of
ideas, previous literature already investigated the ability of crowds for this task. Results indicate that
crowds often fail to do so (Blohm et al. 2016). In addition, other studies (e.g., Klein and Garcia 2015)
indicate that crowds are better at eliminating the worst ideas rather than identifying the best ones.
However, even if a crowd were able to eliminate the worst ideas, companies could still be left with too
many ideas to evaluate. Hence, exploring ways to identify the best ideas using crowd-based idea

evaluation is of importance to both practice and research.

The main goal of this cumulative dissertation is therefore to investigate different facets of crowd-based
idea evaluation, aiming to find solutions on how an external anonymous crowd could identify the best

ideas.

The first four articles in this dissertation investigate different aspects of crowd-based idea evaluation,
focusing on engaging an external, anonymous crowd on an online platform. The first paper Gorzen and
Kundisch (2016) compares the evaluation of an external anonymous crowd with experts’ evaluation.
Based on this study, further studies address different aspects of how an anonymous online crowd can
be used to identify good ideas. While the second paper Gorzen and Laux (2019) compares different
mechanisms (e.g., majority-voting, confidence-based mechanism) for aggregating multiple opinions by
a crowd, in the third paper Gorzen and Kundisch (2019), we propose a potential solution on how to
identify high quality ideas by developing an appropriate approach, using the established anchoring
effect as a basis for a mechanism and the variance of ratings as a key metric. Next, the fourth paper
Gorzen (2019a) investigates the occurrence of a decision-making bias, namely the anchoring effect and

the influence of experience on decision making.

The dissertation is rounded off with a fifth paper Gorzen (2019b), which contributes to the area of crowd

ideation by investigating the influence of task meaning on output quantity as well as output creativity.

2
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Together, these studies make an original contribution to knowledge by increasing the understanding of
different facets of crowd-based idea evaluation. The following pages are structured as follows: Section
two discusses the general concept of crowdsourcing and further describes the different approaches and
applications in practice. The subsequent third section reviews the current state of the literature on
crowd-based idea evaluation as well as the research gaps this dissertation seeks to address. Section four
presents an overview of all five papers, including summary tables with detailed information regarding
the contribution of co-authors and the scientific dissemination of the papers. Finally, section five
summarizes the implications, discusses the limitations of the studies and offers directions for future

research.

2. Conceptual Basics
2.1 Crowdsourcing

Due to increasing digitalization, the way businesses create value has changed. It is also worth noting
that this technological development has blurred companies’ boundaries, which has led to a closer
connection between internal and external business processes (Durward et al. 2016). Moreover,
companies increasingly engage the large number of Internet users into their own processes (Chen and
Horton 2016; Boudreau et al. 2011). Crowdsourcing is an umbrella term that describes different
approaches, all aiming to outsource companies’ previously internal work to large, usually unknown
groups of individuals (Chiu et al. 2014). Despite the potential advantages of using crowdsourcing, e.g.
a significant time and cost reduction, there are several other reasons for companies to use
crowdsourcing: finding solutions for different problems, limited internal resources or the need to find
new ideas for products or services (Bayus 2013; Chiu et al. 2014). Crowdsourcing is typically applied
via the Internet, via IT-based platforms that act as intermediaries and offer companies the opportunity
to get access to a large pool of individuals that might work on the proposed task (Hammon and Hippner
2012; Durward and Blohm 2017). For example, Amazon MTurk offers access to more than 500,000
individuals (as of 2017) from more than 60 different countries (Peer et al. 2017). Hence, crowdsourcing
platforms offer, as Amazon advertises, potential access to a “global, on demand, 24/7 workforce”
(Amazon 2019). Apart from this example, the crowdsourcing market is recently growing, and the World
Bank expects the market size for paid crowdsourcing to grow up to $25 billion in 2020 (Kuek et al.
2015).

The term crowdsourcing is a neologism, combining the words crowd and outsourcing. As displayed in
Figure 1, outsourcing (I) describes the process of outsourcing a specific corporate task to a designated
third-party like another company or institution (see Figure 1). In crowdsourcing this task is assigned to
an undefined large number of individuals (‘the crowd’, Zogaj et al. 2014). The outsourcing organization
that crowdsources the task in this case is denoted as the crowdsourcer, while the other party, the group

3
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of individuals who perform the outsourced task, is labeled crowdsourcees (Zogaj et al. 2014). Following
Zogaj et al. (2014), crowdsourcing can be differentiated between (Il) crowdsourcing without a

mediation or (I11) mediated crowdsourcing (Figure 1).

Principal (P) Mediation Agent (A)
| _ _ | Outsourcin
out {1y . Qutsourcer |+ Provid 9
utsourcing P negotiates with A. rovider
P selects A.
Crowdsourcees
(m Internal ®_0
Crowdsourcing Crowdsourcer |« | Crowdsourcing  [dism—— — ..-
wi/o Mediation P selects A via internal Platform Als rewarded viaintornal (iR
Crowdsourcing Platform Crowdsourcing Platform
Crowdsourcees
(1 - o _0
b Crowdsourcin
Mediated Crowdsourcer |i—— | di 9 [ — -.-
Crowdsourcing P selects Crowdsourcing ntermediary | » sait.selects to perform task )
Intermediary from unknown Principal

Figure 1. Roles and Mediation in Crowdsourcing Initiatives (Adopted from Zogaj et al. 2014)

Crowdsourcing without a mediation describes the case whereby the crowdsourcer establishes an internal
crowdsourcing platform that is used to interact with the crowd. Crowdsourcees in this case can be
employees working for the crowdsourcer or external individuals who, for example submit solutions or
ideas to an internal crowdsourcing platform. This crowdsourcing platform is established and hosted by
the crowdsourcer (Zogaj et al. 2014). As an example, Starbucks started a campaign called
“MyStarbucksldea” and asked their customers to submit ideas on a company’s own website for new

product ideas and ideas to increase customers’ experience in Starbucks stores (Rosen 2011).

Mediated crowdsourcing describes another case of crowdsourcing whereby an external crowdsourcing
platform acts as an intermediary between the crowdsourcer and the crowdsourcees (Zogaj et al. 2014).
These crowdsourcing intermediaries are web platforms that manage the interaction between the two
parties. While the crowdsourcer is responsible for creating the task for the crowdsourcees to solve, the
crowsourcing intermediary needs to attract and manage the crowdsourcees (Zogaj et al. 2014). In most
cases companies represent the crowdsourcer, although not only non-profit organizations but potentially
anyone with access to the Internet could act as an initiator for an open call (Hammon and Hippner
2012).

In recent years, several platforms acting as crowdsourcing intermediaries between crowdsourcer and
crowdsourcees have emerged (see Table 1 for examples). While some platforms focus on microtasks
(e.g. MTurk, Clickworker or Figure Eight), such as short sequences of audio description or image

labeling, other platforms focus on design task (e.g., 99Designs), innovation (e.g., Innocentive), software
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testing (Testbirds) or general access to freelancers (Freelancer) for designing logos or programming

webpages for example.

Table 1. Examples of Crowdsourcing Platforms

Platform URL Domain Crowd Size
(reference year
of data)

99Designs 99designs.de Design 1,4 Mio. (2019)

Clickworker clickworker.de Microtasks ~1,5 Mio. (2019)

Figure Eight figure-eight.com Microtasks 10,000+ (2017)

Freelancer freelancer.com Diverse  projects (writing, 30 Mio.+ (2019)

programming, design etc.)

Innocentive innocentive.com Innovation 400,000+ (2019)

MTurk mturk.com Microtasks 500,000+ (2017)

Prolific prolific.ac Online studies for academic 45,000+ (2019)
research

Testbirds testbirds.de Software testing 300,000+ (2019)

Given the number of different domains and applications, crowdsourcing has garnered considerable
interest from practitioners since it offers the potential of transforming permanent jobs into a flexible
resource pool (Howe 2008). Presented on the basis of a companies’ value chain, and divided into
primary and secondary activities, many different approaches and applications have been established in
practice. Hence, almost all primary and secondary activities (see Figure 2) can be performed completely
or at least with some support from the crowd (Durward et al. 2016). For instance, Microsoft asked
crowds to test their software (Crowd Testing), while the TV production firm Brainpool used the concept
of Crowd Funding to partially fund the popular German Movie Stromberg (Durward et al. 2016).
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Figure 2. Applications of Crowdsourcing (Adopted from Durward et al. 2016)
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2.2 Crowd Work

All mentioned crowdsourcing platforms above (see Table 1) have in common that they offer
crowdsourcees monetary rewards in exchange for solving the offered tasks. Despite other motivations
to participate in crowdsourcing, like the opportunity to develop one’s skills (e.g., Kosonen et al. 2014)
or obtaining reputation and recognition (Zheng et al. 2011), the opportunity to earn money represents a
key motivation to participate in crowdsourcing (e.g., Brabham 2010; Leimeister et al. 2009). While
Wikipedia, MyStarbucksldea or Dell IdeaStorm represent popular examples of unpaid crowdsourcing
without offering monetary rewards, most crowdsourcers offer payments in exchange for the work of
crowdsourcees on large crowdsourcing intermediaries like MTurk, Clickworker or Figure Eight that are
available world-wide. Hence, crowdsourcing should be differentiated according to whether it is paid or
unpaid. In line with previous literature (Durward et al. 2016), | consider paid crowdsourcing as crowd
work, since many people work in full-time on these platforms and the monetary rewards from crowd
work represent the only or at least an additional income for a large number of individuals (Strube 2015).
Further, contest-based platforms (e.g., 99Designs or Innocentive) only offer monetary rewards for the
winners, so crowdsourcees only get paid if their suggested design or solution is selected by the
crowdsourcer in a contest. In contrast, crowdsourcees on microtask platforms (e.g MTurk, Clickworker
or Figure Eight) mostly receive monetary rewards in form of a fixed payment per completed task. Figure
3 displays an example of a dashboard from the perspective of a crowdsourcee on the platform Figure
Eight. As displayed, the crowdsourcee could freely choose between different tasks with different
content (e.g., “Decide if Audio and Text are Identical”). The offered amount of money of tasks on this
screenshot varies between $0.01 - $0.02 and represents the typical form of micropayment on these
platforms (Mason and Watts 2009).
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JOB JOB TITLE LEVEL PAY / TASK # OF TASKS RATING

1311345 Shopping Query $002 83 v00t
Relevance*
*S| g Quer

1313333 Shopping Cuery $002 83 oo
Relevance*

ecide If io And Tex

1312298 [.)Lc\d If Audio And Text 5001 1027
Are Identical

130491 DrwEos OnProducts $002 194 oo0
(Batch_55_tw)

1312199  ;DreWEmesOnProducs 5002 210 oo0
(Batch_56_tw)*

1304493 Draw P,lr)i(cs On Products $002 211 PR
(Batch_57_tw)

1304494 D\ra'.'x Boxes O,” Products $002 231 P
(Batch_58_tw)

Figure 3. Screenshot from a Task Dashboard from Figure Eight (as of October 20, 2018)

This dissertation focuses on crowd work since this form represents one of the most popular forms of
crowdsourcing (Feyisetan et al. 2015). All studies in this cumulative dissertation used the platform
Figure Eight, where microtasks are offered to the crowdsourcees via an open call and participants get
paid after completing a task.

2.3 Crowd ldeation and Crowd Evaluation

Although different applications of crowdsourcing have evolved, crowd ideation - asking a crowd to
generate ideas for new products, services or business models - has received particular attention from
both practice and research (e.g., Wagenknecht et al. 2017; Mack and Landau 2015; Zhu et al. 2017).
Previous studies (e.g., Poetz and Schreier 2012; Ebel et al. 2016) show that crowds are able to generate
valuable ideas for products, services or business models. Hence, companies increasingly integrate the
crowd into their own ideation process. However, studies in this context have found that using
crowdsourcing to generate new ideas could lead to a large quantity of ideas generated, regardless of
specific participation architectures or approaches (Boudreau 2012; Schemmann et al. 2016), and needs
to be evaluated in a next step. The process of evaluating ideas is of great importance to organizations
(e.g., Girotra et al. 2010; Riedl et al. 2013) since the quality of the ideas can lead to either market success

or market failure (Goldenberg et al. 2001).

Idea evaluation was previously undertaken by internal resources like experts or product development
teams (Mollick and Nanda 2016). However, experts are often much sought-after persons with very
limited time availability and are therefore a rare resource (Galati 2015). Further, given the situation of

evaluating thousands of ideas, identifying the best ideas becomes a time-consuming and resource
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intensive challenge, even for large companies (Toubia 2006; Blohm et al. 2013). Therefore, companies
increasingly also include the crowd in the idea evaluation process (Soukhoroukova et al. 2012; Mollick
and Nanda 2016; Blohm et al. 2016).

The typical process of crowd ideation and crowd-based idea evaluation looks as follows (Figure 4):
First, a crowdsourcer seeks to resolve a situation, for example the need to develop a new product. Hence,
the crowdsourcer designs an open call for ideas which is broadcasted on a crowdsourcing platform.
Next, the members of the crowd can assign themselves to this task. After the crowd has generated the
ideas, the crowdsourcer collects these ideas and evaluates them. Zooming into the evaluation (indicated
by the circle), the idea evaluation represents a sub-process itself. Idea evaluation can be described as
follows: the crowdsourcer broadcasts the open call to evaluate the ideas on a crowdsourcing platform.
After the crowd has evaluated the ideas, the crowdsourcer aggregates the evaluation results. Next, the
crowdsourcer selects the most promising idea(s) based on the evaluation results. Finally, the
crowdsourcer could implement the best idea(s), resulting for example in new products, services, or
business models. This dissertation examines the idea evaluation using external crowdsourcees on an

external crowdsourcing platform (Figure Eight), aiming to identify the best idea(s).

Implementation —_—

Crowdsourcer
Open call for ideas
Crowd

Broadcasting
Choice of Best
Idea generates |deas
Idea
Component
|:| P Collection
Evaluaﬁon ‘%
— -

Crowd

PraE

Activities

K

Flow of Information

Broadcasting

Open call for
CrOWd

Task
Processing
Evaluation
Aggregation

Figure 4. Typical Process of Crowd Ideation (Modified from Chiu et al. 2014)
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3. Status Quo on Crowd-based Idea Evaluation

To evaluate the current body of empirical research, | adopted a systematic review strategy (vom Brocke
et al. 2015; Webster and Watson 2002). Before evaluating the body of the existing literature myself, |
consulted existing reviews focusing on crowd evaluation and open evaluation, which also highlight
open research questions which this cumulative dissertation seeks to address (see Table 2) (Merz 2018;
Wagenknecht et al. 2017)*.

First, 1 screened the literature cited in two reviews, both the concept matrix from Wagenknecht et al.
(2017) and the overview table in Merz (2018) and extracted the cited articles. While Wagenknecht et
al. (2017) offer a concept matrix that provides an overview of prior studies focusing on idea evaluation,
Merz (2018) provides a table that summarizes research designs and methods of previous work on idea
evaluation. In addition, | screened the titles of the remaining articles quoted in each of these literature
reviews with respect to their relevance to topics like of idea evaluation, idea selection, idea shortlisting
and other synonyms?. To avoid duplicates, | cross-checked citations from both reviews and consulted
potentially relevant articles. The basis for this cross-check represents the review by Wagenknecht et al.
(2017), since this review provides a concept matrix that categorizes the identified articles according to
specific subjects, for example whether an article focuses on idea generation, collaboration or idea
evaluation. Hence, the number of potentially relevant papers from the reviews was higher for
Wagenknecht et al. (2017) (31) than for Merz (2018) (13).

Table 2. Consulted Literature Reviews

Source Focus Selected research gap(s)*
Merz (2018)  Systematic review of = Which mechanisms allow a crowd to identify the best
existing literature on idea(s)?
selection mechanism in = Which mechanisms serve the crowd best to shortlist
crowdsourcing and open ideas?
innovation = How to compensate flaws of existing mechanisms?
Wagenknecht Classification and = How robust are different rating scales against decision
etal. (2017)  reflection of the debate biases (e.g., information cascades) and related effects?
idea generation, = How to motivate individuals to participate in
collaboration and crowdsourcing?
evaluation

Note: *Selected research gaps related to the topic of this cumulative dissertation, since the reviews provided more research
gaps addressing several additional aspects.

1 Other reviews on open evaluation exist (e.g., Adamczyk et al. 2012; Hrastinski et al. 2010; West and Bogers 2013), however
these reviews are considerably older and therefore do not include some of the relevant work published since then. The reviews
by Merz (2018) and Wagenknecht et al. (2017) are more up-to-date and thematically more relevant to this cumulative
dissertation.

2 For example: “voting”, “rating”, “ranking”, “screening”, “filtering”.
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In addition to the paper identification based on the cited papers in the reviews, | conducted a keyword
based search via Google Scholar using a variety of terms most commonly used in the context of open
evaluation and crowd-based idea evaluation (see Appendix Al). Again, | screened the titles in respect
of their relevance to topics like idea evaluation, idea selection, idea shortlisting and other synonyms
(see Footnote 2). To avoid duplicates, | did not consider articles already been cited in the literature
reviews. The keyword-based search using Google Scholar revealed ten additional potentially relevant
articles, which in sum led to 54 articles for my analysis.

Next, | screened the abstracts of all potentially relevant papers and further screened these papers in their
full text by searching for terms like ‘experts’, ‘experts’ evaluation’, ‘replacing experts’ etc. The aim of
this step was to identify studies where evaluations of both groups (experts and crowds) were compared
with each other, since experts’ quality assessment is commonly accepted as the ‘gold-standard’ in idea
evaluation (Bayus 2013; Galati 2015). Therefore, crowds’ and experts’ evaluations should be compared
with each other to investigate whether crowds could act as potential substitutes for experts in idea
evaluation. This screening resulted in 19 potentially relevant articles which | examined in their full text.
This final screening identified 11 highly pertinent articles that compared crowds’ and experts’
evaluations, however these articles focused on different facets of idea evaluation. Results of an in-depth

analysis of these articles are presented in Table 3.

Previous literature can be differentiated into three streams, according to the type of crowd used for idea
evaluation: (i) internal crowds, for example companies’ employees, (ii) external crowds, €.g. Users or
customers, and (iii) external, i.e. anonymous crowds on an external platform (e.g., Figure Eight or
MTurk).

First, several studies used companies’ own employees as a crowd to evaluate ideas. For example, Chen
et al. (2009) and Soukhoroukova et al. (2012) compare the results of companies’ internal
preference/prediction markets with evaluations from experts. Results are contradictory, since
Soukhoroukova et al. (2012) show that the agreement between results from prediction markets and an
expert committee is far from high, while Chen et al. (2009) found a high correlation (0.899) between a
preference market and the evaluation by an expert panel. Another study compared the evaluation results
of experienced and inexperienced employees with those of experts (Onarheim and Christensen 2012).
Results indicate the highest share of matches (7 out of 12 top picks) between experienced employees
acting as a crowd and experts (Onarheim and Christensen 2012). Further, another study (Klein and

Garcia 2015) asked current and former employees of an R&D lab to evaluate ideas for petroleum

10
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exploration. The results of this study (Klein and Garcia 2015) investigating multi-voting mechanisms®

indicate that crowds are better at eliminating the worst ideas instead of identifying the best ones.

The second stream of literature used either students, customers or users as external crowds for idea
evaluation. Two studies (Riedl et al. 2013; Blohm et al. 2016) using students from information system
courses asked them to evaluate ideas with the aim of improving ERP software. The former study (Riedl
et al. 2013) showed that multi-criteria ratings lead to higher decision quality in terms of conformance
with experts’ rating, than single-criterion ratings. However, this result only holds for relatively short
ideas, since additional analyses reveal that idea elaboration (i.e., idea length) negatively moderates this
effect, indicating that the single-criterion rating scale outperforms the multi-criteria scale for long ideas
(Riedl et al. 2013). Next, the latter study showed that the use of rating scales leads to higher decision
quality compared to preference markets. In line with Klein and Garcia (2015) these results indicate that
crowds are better at eliminating the worst ideas instead of identifying the best ones (Blohm et al. 2016).
Another two studies investigated data from projects funded by the European Union, focusing on ideas
for smart cities (Schuurman et al. 2012) and best practice aimed at collecting and translating local
projects into ‘good practice case studies’ (Jarke 2017, p. 373) that can be shared with others in the
‘European eGovernment community of practice’ (Jarke 2017). Both studies used user from dedicated
online-platforms in connection to the respective projects as crowds. However, using a qualitative
approach (Jarke 2017) as well as multi-criteria scales (Schuurman et al. 2012) show only low
agreements between evaluations by experts and by a crowd. Another study compared evaluation by
experts and technically naive as well as technically skilled users of the Android operation system with
each other (Magnusson et al. 2016). Results of this study show good conformance based on ranking of

ideas only between technically skilled users and experts (Magnusson et al. 2016).

3 Mechanisms whereby raters are given a limited number of votes which they can freely allocate to ideas. Raters can allocate
multiple votes to one idea, for example two or more positive/negative votes, if they believe the idea under consideration to be
very good/very bad.

11



[4)

wJoyeld
Buipunypmold Apnis SUOISIOap SuIpuny s, pmoId (9102) epueN
N uo Japun4 syoaloud Jareay | anneledwo) ' Yylm aaibe spadxa Jaylaym auiwex3 pue 31110
soulfend seapl mel Jo |enusiod
wouJj sisijaued s1onpoud JusWILIadXa ay) BulAy1nuapi 1e Jsnaq aJe suadxa Jo (#T02) YouIN
A auljuo pred Jawinsuod pjoyasnoH plai4 sisijaued JaWINSUOI dUIjUO Jayldym a10]dx3 pue ysiuioyy
usyo
J0 suaziuo Ajurew
‘W02'9210AJ8SN JuswiIadx3 $31110 1eWS 10} seapl Buiog|as pue (2102)
X woJy Jasn S3II0 UeWS 10} Seap| plai4 Burrelauab Joy Buioinospmold Buirebnsanul ‘e 19 UBWUNNYIS
$95IN09
(ajqerien WIASAS uolewlo| 31eM1J0s JusWILIBdXd 9]eas Bunel eLIgILIONINW
Areuiq) Ajued N0} wouy suapnis dd3 ue anoidwi 0] seap| gaM pue a[eas uolialI-a1Buls Jo uosuedwo)  (£T0Z) | 18 [pary
(seapi JusWILIBdXd Suadxa JO Jey} 03 JUBLISSASSE (9702)
J0 Bupjues) Ajued s1asn S32IAISS 09[3 L plai4 (SI9SN JO 3OUBULIOJUOD 31BFNSIAU] ‘e 18 uossnube
- DO1ORIID,, SCENTE
uoISSIWWoD uonenfens paseq-uadxa [euonipes)
ueadoin3g ayy Aq uni JUBWUIAN0S) ueadoing (yoeoudde 0} pasoddo se ssadoud uoienjens paseq
aAIenIUl ANUNWIWOD o) woy (,2010BIg9,,) annelend) -Aunwwod e ybnoiyy (paonpoud) paiyiuapl
X 3U1UO 8y WOy Jasn 109l04d ayy 1oy seap) Apnis ase) aq Aew ,29119e4d 1530, MOY dUIWEXd 0] (2102) oder
$3S4N0J S|IN parefal dV'S 10 a1emyos Wwawadxa uonen|eAs eapl 1oy (9102)
X -dV'S Wolj suapnis ay} anosdwi 03 seap| goM  19dew uonoipaid pue ajeas-Buirel aredwo) ‘e 19 wyo|g
siabeuew Jo1uss pue 1axsew (2102) 'I®
X saafkojdw3 saibojouydal buibiawg Apnis pjaiq uonaipald eulalul usamiag uosuedwo) 18 BAOYNOIOYNNOS
(spadxa yum sxaid (paousaiiadxa (2102)
2T J0 10 / paleys / pasuaLadxaur) wawdinba JuBWIIadxa sbunel UasualsSLyD
paouaLIadxa) Ajued saafojdwg |eaipaw gjgesodsiq plaid SOATINOAXA YIm  sadko[dwd aredwio)) pue wiayeuo
ge| uolresojdxa wnajo.ad (.sJe1s jo Beq, pue
@y Jo slaquisw 10} S)UBWAdURYUD Wwawadxa suows] o Beq, ‘91eas LAY IT) SwsIueyIBW (5102)
X Jawlioy pue JuaLn)d AAnonpold EIE! Bunes Jualayip Jo Aoeindge aredwo) BI2JRS) pUe UIB[Y
JusWILIadXa sjaued 1adxa Aq sbuires
A seako|dwg saibojouyda) Buibrew3 plai4 Yum s1axsew aoualagald omy aredwod  (6002) ‘Je 18 Uayd
wJoype|d
[eutaix3
uo pmoad (s48winsuo) (seakojdwg
snowAuouy '6°9) Jeulaixgy '6°9) [eusaiu|
¢£seap| 1sag ayl seap|
Ajnuap| pmouD pinod uolen|eAs oy pasn pmodd palen|eAd Jo X8IuoD ABojopoyls I\ Apms Jo wiy 821n0S

94njels3lT] ayl Jo a1els Juadund ‘¢ s|qe L

sIsdouAs



Synopsis

A third research stream used anonymous crowds on an external platform. I identified two studies that
are of particular importance for this analysis of the current state of literature on crowd-based evaluation,
since both studies engaged an anonymous crowd from an external crowdsourcing platform and
compared evaluations by experts and by crowds. Mollick and Nanda (2016) compared funding
decisions of theater projects with experts’ evaluation, while Kornish and Ulrich (2014) asked online
panelists to indicate their purchase intention for household products. Results of both studies indicate
that online consumer panelists as well as individuals on a crowdfunding platform were able to evaluate
ideas on a same level as experts, leading to comparable results between both groups. However both
studies represent special evaluation cases: first, Kornish and Ulrich (2014) asked online consumer
panelists to evaluate household products, hence a product category with a direct connection to the
consumers, with the raters representing the main target group or end users of the given product. As the
authors mention in the limitations of their study, they would not expect the results from this specific
product domain to apply to other domains (Kornish and Ulrich 2014). Further, results of the other study
(Mollick and Nanda 2016) indicate that the crowd systematically misses projects liked by experts

because they are not presented in a ‘crowdfunding-friendly’ format (with videos and pictures).

Next, both evaluations represent specific cases, since companies do not always use crowdsourcing to
evaluate relatively simple products, like household goods or theater projects, where nearly every
member in the crowd represents a potential consumer. Further, Mollick and Nanda (2016) highlight that
theater projects represent evaluation subjects with a highly subjective artistic component, where taste
may play an important role. Hence the authors limit the generalizability of their findings to other forms

of crowd judgment.

Summarizing the current state of literature, the majority of the studies engaged companies’ employees
or consumers/users as crowds to evaluate ideas. Further, studies that engaged crowds from external
crowdsourcing platforms used relatively simple products (e.g., household products) or products where
the crowd represent potential end users (theater projects). Hence, studies using an external crowd from
a crowdsourcing platform asking them to evaluate products with a higher distance to the crowd
(compared to everyday products like household products) are missing. Further, 1 did not find a single
paper that analyzes the potential occurrence or the potential influence of decision making biases in
crowd-based idea evaluation which, however, Wagenknecht et al. (2017) identified as a relevant open

research question in this context.
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4. Overview and Contribution

This dissertation comprises five research papers. In the following, | describe how this dissertation
contributes to the existing literature. The questions that each paper in this context explores empirically
are presented in Table 4. A more detailed summary of each paper can be found from chapter 4.1 onwards

below.

The first paper Gorzen and Kundisch (2016) addresses the research gap of comparing both experts’ and
crowds’ ratings, using an anonymous crowd on an external crowdsourcing platform. Further, the ideas
under consideration consisted of business model ideas represented in form of a Business Model Canvas,
comprising different elements (e.g., key activities, cost structure etc.) with a number of
interdependencies. Hence, these ideas represent relatively complex objects to evaluate (Galati 2015).
The second paper Goérzen and Laux (2019) compares different mechanisms to aggregate multiple
opinions from a crowd, aiming to identify potential alternatives to simply aggregating judgements since
this mechanism is suspected of leading to judgements that are either too extreme or biased, or both (e.g.,
Bettman et al. 1998; Budescu et al. 2015). The third paper Goérzen and Kundisch (2019) offers a new
approach on how to evaluate a large number of ideas aiming to identify high quality ideas, using an
anonymous external crowd from a crowdsourcing platform. Additionally, this paper contributes to the
call of research decision-making biases in crowd-based evaluation (Wagenknecht et al. 2017) by
including the anchoring effect as a key element of the new evaluation approach. Next, Gorzen (2019a)
addresses the question on the influence of experience on the occurrence of decision biases. Since
previous literature provides contradictory results on the influence of experience on the occurrence of
the anchoring effect, this paper addresses the question of whether more experienced individuals in the
crowd might be less prone to the anchoring effect. Finally, to the best of our knowledge, G6érzen (2019b)
is the first paper to investigate the influence of task meaning on both the number as well as the creativity

of generated ideas, using an external crowdsourcing platform.
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Synopsis

Recalling the process of crowd ideation presented in section 2.3, the four studies on crowd-based idea
evaluation in this dissertation contribute to two different steps in the sub-process of idea evaluation,
namely the task of idea evaluation itself as well as the aggregation. Finally, Gérzen (2019b) contributes
to the open call for ideas, since this paper investigates the influence of increased task meaning in the

task description on the outcome of idea generation (Figure 5).

Implementation i
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Figure 5. Contributions to Idea Evaluation Process

The following sub-sections provide a summary of each study of this cumulative dissertation as well as
details of the scientific contributions and the dissemination of research findings.

4.1 Gorzen and Kundisch (2016)

The first, co-authored paper, Gérzen and Kundisch (2016) investigates whether the evaluation of a large
number of business model ideas can match that of experts and whether the crowd has the potential to
substitute experts. In contrast to previous literature, we use an anonymous online crowd on an external
platform and ask them to evaluate ideas. Further, in contrast to relatively simple ideas, we asked the
crowd to evaluate business model ideas, represented in form of the Business Model Canvas. Hence, the
ideas are a relatively complex construct to evaluate since the elements of a business model are connected
with each other and their interdependencies should be considered. We compared both the average rating
for each idea as well as the relative rating by experts and by the crowd. Results indicate that an
anonymous online crowd cannot evaluate business models to the same level as experts. Further, even
more experienced crowd members, taking into account several dimensions of experience, were unable

to evaluate ideas on a par with the experts.
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Table 5. Gorzen and Kundisch (2016) - Joint Work, Presentations, Scientific Dissemination

Co-authorship with D. Kundisch (60 % T. Gorzen, 40% D. Kundisch)

= Concretization of the research question joint with D. Kundisch
= Literature review jointly with D. Kundisch
» Field study designed jointly with D. Kundisch
Joint Work » Field study conducted by T. Gorzen
= Statistical analysis performed by T. Gorzen
= Write-up of paper jointly with D. Kundisch
= Write-up of the response to the ECIS and AMCIS reviewers and
revision of the paper by T. GOrzen

= Feedback, comments and corrections by D. Kundisch

= (06/2016: European Conference on Information Systems (ECIS),
Istanbul, Turkey (Poster presentation)
Presentations = (08/2016: Americas Conference on Information Systems (AMCIS),

San Diego, USA

= Work on this paper started in 06/2015
= Ashort version (Research-in-Progress) of this paper was published
in the proceedings of the European Conference on Information
Scientific Systems (ECIS) 2016 (VHB Jourqual 3 ranking: B)
Dissemination o .
= The full paper was accepted for publication in the proceedings of
the Americas Conference on Information Systems (AMCIS) 2016

(VHB Jourqual 3 ranking: D)

4.2 Gorzen and Laux (2019)

In the second, co-authored paper, Gérzen and Laux (2019), we compare different mechanisms for
aggregating multiple opinions by a crowd. Since research has raised several concerns regarding the
currently most popular mechanism - simple aggregating - we investigate other approaches for
aggregating multiple opinions and compare them to each other. We conduct two different application
cases, first asking the crowd to answer factual questions of general knowledge and second, asking the
crowd to evaluate business model ideas. Our results confirm the concerns raised by previous literature

since we identify other, confidence-based aggregation approaches, that provide better results.

17



Synopsis

Table 6. Gorzen and Laux (2019) - Joint Work, Presentations, Scientific Dissemination

Co-authorship with F. Laux (50 % T. Gorzen, 50% F. Laux)

= Concretization of the research question by T. Gdrzen

= Literature review by F. Laux

Joint Work
» Field study designed jointly with F. Laux
= Empirical analysis jointly with F. Laux
= Write-up of paper jointly with F. Laux
= Write up of the responses to the reviewers by T. Gorzen
= Feedback, comments and corrections by T. Gorzen and F. Laux
Presentations = 03/2018: Multikonferenz Wirtschaftsinformatik 2018, Luneburg,
Germany
= Work on this paper started 08/2017
Scientific = The paper was accepted for publication in the proceedings of the
Dissemination Multikonferenz  Wirtschaftsinformatik (MKWI) 2018 (VHB

Jourqual 3 ranking: D)

4.3 Gorzen and Kundisch (2019)

In the third, co-authored paper, Gorzen and Kundisch (2019) we develop an approach that enables the
use of crowd evaluation for the identification of high quality ideas. We first derive a general mechanism
from previous literature using idea quality as the main characteristic influencing task complexity. We
operationalize the need of individuals to look for additional information to reduce task complexity by
displaying an anchor about previous ratings made by other individuals. Using the established anchoring
effect and the decreasing effect on the variance of ratings when displaying an anchor enables us to use
crowd evaluation for the identification of high quality ideas, since individuals incorporate the displayed
anchor stronger into their own decision when evaluating ideas of high quality. We evaluate our new
approach in different experimental conditions and analyze the results when displaying different values
as anchors. Further, following a mixed method approach, we conduct an additional qualitative study,
using the thinking aloud method. Results of this study are in line with our empirical study, indicating
that idea quality influences task complexity, resulting in different evaluation processes applied by the

participants of this study.
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Table 7. Gorzen and Kundisch (2019) - Joint Work, Presentations, Scientific Dissemination

Joint Work

Co-authorship with D. Kundisch (70 % T. Gorzen, 30% D. Kundisch)

Concretization of the research question jointly with D. Kundisch
Literature review by T. Gorzen

Hypotheses development jointly with D. Kundisch

Field experiment designed jointly with D. Kundisch

Field experiment conducted by T. Gérzen

Statistical analysis performed by T. Gorzen

Write-up of paper jointly with D. Kundisch

Qualitative study planned and conducted by T. Gérzen and F. Rose
(student assistant)

Feedback, comments and corrections by D. Kundisch

Presentations

02/2017: Workshop on IS Design and Economic Behavior, St.
Gallen, Switzerland (presented by the co-author)

12/2017: International Conference on Information Systems (ICIS),
Seoul, South Korea

Scientific
Dissemination

Work on this paper started 09/2016

The paper was accepted for publication in the proceedings of the
International Conference on Information Systems (ICIS) 2017
(VHB Jourqual 3 ranking: A)

The paper was extended by the qualitative study and is currently
under review at Business & Information Systems Engineering
(VHB Jourqual 3 ranking: B)

4.4 Gorzen (2019a)

In the fourth, single-authored paper Gorzen (2019a), | investigate whether more experienced judges in

the crowd are less prone to a decision bias, namely the anchoring effect. Since online platforms, like

crowdsourcing platforms, are characterized by increasing information richness and often provide

information such as ratings given by other workers (Duan et al. 2009), individuals might fall victim to

the anchoring effect. This could be the case especially if the evaluation process is structured

sequentially, where results from previous evaluation rounds are displayed, thus potentially acting as

anchors. Previous literature (e.g., Aspinall 2013) in this context proposed weighted models that favor

more experienced judges in the crowd. The assumption behind this approach is that more experienced

judges are less likely to be affected by the anchoring effect or, if they were affected, that their estimation
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will still be more valid than that of a less experienced person. Results of this study indicate that not only
does greater experience not protect crowd workers from the anchoring effect but it increases their own

confidence in their decision, compared to less experienced individuals, even if they are wrong.

Table 8. Gorzen (2019a) - Joint Work, Presentations, Scientific Dissemination

Joint Work Single-authored paper

= 03/2018: Multikonferenz Wirtschaftsinformatik 2018, Lineburg,
Germany
Presentations = (01/2019: 52" Hawaii International Conference on System

Sciences (HICSS), Hawaii, USA

= Work on this paper started 08/2017
= Ashort version (Research-in-Progress) of this paper was published
in the proceedings of the Multikonferenz Wirtschaftsinformatik
Scientific (MKWI) 2018 (VHB Jourqual 3 ranking: D)
Dissemination o )
= The full paper was accepted for publication in the proceedings of
the 52" Hawaii International Conference on System Sciences

(HICSS) 2019 (VHB Jourqual 3 ranking: C)

4.5 Gorzen (2019b)

The dissertation is rounded off with a fifth, single-authored paper, Gérzen (2019b) which contributes
to knowledge about crowd-based ideation. Previous literature in the offline context has shown a positive
influence of high task meaning on task performance (Ariely et al. 2008; Kosfeld et al. 2014). High task
meaning has also been found to have positively influenced crowd workers solving a number of tasks on
MTurk (Chandler and Kapelner 2013). However, previous studies in the offline and the online context
have mainly focused task performance in respect of output quantity (e.g., solved tasked). Hence, little
is known about the influence of high task meaning on output quality, for example in terms of output
creativity. In this paper, | investigate the influence of task meaning in crowd-based ideation by varying
task meaning in two different experimental conditions, and analyze the influence of induced higher task
meaning on output quantity as well as output creativity. Results indicate that higher task meaning has
no positive influence on either the quantity or the creativity of the output, which carries practical

implications for both crowdsourcer and crowdsourcing platform designers.
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Table 9. Gérzen (2019b) - Joint Work, Presentations, Scientific Dissemination

Joint Work Single-authored paper

) 12/2017: International Conference on Information Systems (ICIS),
Presentations )
Seoul, South Korea (Poster presentation)

= Work on this paper started 02/2017
= Ashort version (Research-in-Progress) of this paper was published
in the proceedings of the International Conference on Information
Scientific Systems (ICIS) 2017 (VHB Jourqual 3 ranking: A)
Dissemination ] ]
= The paper was extended and is currently under review at the
International Journal of Innovation Management (VHB Jourqual 3

ranking: B)

5. Conclusion

This dissertation provides novel insights on the currently highly debated opportunities and limits of
crowd ideation and more specifically, on crowd-based idea evaluation. The results show that engaging
an anonymous external crowd on an online platform, using a simple average rating does not lead to
rating results that are as good as those of experts (Gorzen and Kundisch 2016). On that basis, |
investigated several other facets of crowd-based idea evaluation aiming to find potential solutions on
how to use an external crowd on a crowdsourcing platform to identify high quality ideas. Next, our
results suggest that the currently most popular evaluation mechanism, the simple aggregating
mechanism, was outperformed in two studies and therefore does not represent the best alternative to
aggregating multiple opinions (Gérzen and Laux 2019). The third study (G6rzen and Kundisch 2019)
provides a new approach on how to identify high quality ideas using an anonymous external online
crowd. Results of an additional qualitative study indicates that the quality of an idea under consideration
influences the evaluation process. Next, although previous literature suggests weighted evaluation
mechanism that favor more experienced judges in the crowd, results (Gérzen 2019a) indicate that, not
only do more experienced judges not evaluate ideas as well as experts but their experience does not
protect against the occurrence of decision making biases, more specifically the anchoring effect. Finally,
the last study (Gorzen 2019b) investigates the potential influence of task meaning as an alternative
factor for motivating individuals in the crowd and increases task performance in terms of quantity and
creativity. Results show that higher task meaning does neither positively influence output quantity nor
creativity, however, higher task meaning seems to positively influence the perceived effort of working

on a task.
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5.1 Implications

Theoretical Implications

The results presented in this dissertation carry valuable theoretical and practical implications. First,
results indicate that a crowd cannot simply be used to replace expert ratings (Goérzen and Kundisch
2016) but, moreover, other ways to engage crowds in idea evaluation aimed at substituting experts
should be investigated. Compared to previous studies which engaged companies’ own employees, users
or customers as crowds, individuals on an external anonymous crowdsourcing platform seem to
evaluate ideas differently. Further, not only complex ideas with different interdependencies of several
elements but also ideas that do not represent the final product, where the crowd represent potential end-
users, seem to be more difficult to evaluate for an external crowd on a crowdsourcing platform than,
say, household products or theater projects.

Results from Gdrzen and Kundisch (2019) offer several valuable insights from a theoretical perspective:
first, this paper provides a new underlying mechanism of differences in individuals’ idea evaluation,
influenced by the quality of the idea under consideration. Second, results from an empirical as well as
a qualitative study provide evidence for the existence of these cognitive differences in idea evaluation.
We therefore provide new insights not only on crowd-based idea evaluation but also extend the literature
on idea evaluation in general. Finally, previous literature has mainly regarded decision making biases,
like the anchoring effect, as a negative phenomenon in decision making which should be avoided since
it may lead to distorted decisions. However, the approach we developed is unique in integrating a
decision-making bias, the anchoring effect, for a ‘good” purpose since we use this bias by manipulating
the decision making environment to nudge people’s behavior, which enables us to identify high quality
ideas. Lastly, results from Gdérzen (2019b) highlight that creative tasks on an external crowdsourcing
platform represent a different type of task with different motivational factors influencing task
performance, compared to typical routine tasks (e.g., image labeling) since task meaning neither

positively influenced output quantity nor output creativity.

Practical Implications

Despite theoretical implications, the results of this dissertation also carry practical implications, for
example for companies using crowdsourcing for idea generation and idea evaluation as well as for
crowdsourcing platform operators.

First, results from Gdérzen and Laux (2019) indicate that when companies ask an external crowd to
evaluate ideas they should also ask them to indicate how confident they are about their own evaluation.
This enables companies to use different confidence-based evaluation. Next, companies could design an
iterative evaluation mechanism using the evaluation mechanism developed in Gérzen and Kundisch
(2019). Instead of using the absolute rating of an idea, companies could use an iterative approach using

our mechanism to identify good ideas based on the reduction of variance. For example, after using the
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crowd for an initial rating, the results of this rating could be used as an anchor in the next rating stage
to analyze the reduction of variance as an indication of the (high) quality of an idea.

Finally, platform operators should be aware of the potential occurrence of decision making biases. Our
results (Gorzen and Kundisch 2019; Gorzen 2019a) indicate that individuals on crowdsourcing
platforms incorporate anchors, in the form of, for example the displayed rating from previous others,
into their own decision-making process. Hence, platform designers should carefully consider which
information should be displayed in the decision-making environment of the crowd.

5.2 Limitations and Future Research

Naturally, there are also limitations underlying the papers of my dissertation, which conversely also
offer potential avenues for future research. First, 1 used the same research environment, more
specifically, the same crowd-working platform (Figure Eight, previously known as Crowdflower) for
the five studies of this dissertation. This platform is characterized by a high diversity of individuals
offering their work (Peer et al. 2017), however the crowd on this platform only represents one particular
population. Next, we used business model ideas for perfume as the object for evaluation in four studies
(apart from Gorzen 2019b). These business model ideas represent a specific and complex set of ideas.
However, in contrast to more simple ideas (e.g., product names or T-shirt designs), this type enables us
to investigate potential boundaries of the crowd’s ability to evaluate a complex idea with different
elements (cost structure, key resources etc.) and different interdependencies inherent in the business
model. Lastly, although this dissertation provides valuable results, the underlying theoretical
mechanism remained unclear at certain points. For example, it is still unclear why task meaning has
positively influenced output quantity for a routine task such as image labeling (Chandler and Kapelner

2013) but not the output quantity of a creative task like generating app names (Gorzen 2019b).

The limitations outlined above also represent avenues for future research. Despite a large number of
other potential avenues for future research, 1 would like to focus on three specific avenues relating to

my dissertation:

1) Applications to identify the best ideas: Although Gorzen and Kundisch (2019) already offers a
potential approach on how to identify high quality ideas out of a large number of ideas, other ways
to further support an external crowd to identify good ideas would be valuable for research and
practice alike. While an online crowdsourcing/crowd working platform represents a specific
environment with no fixed ties between the crowd and the crowdsourcing companies, brief training
sessions on how to evaluate specific ideas to enable specific cognitive processes of idea evaluation
could help crowd workers to identify good ideas. Additionally, comparisons of different, newly

developed mechanisms to aggregate multiple opinions from a crowd could be carried out to further
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2)

3)

increase the robustness of our results (Gérzen and Laux 2019). For example, additional types of

ideas could be used to investigate potential boundaries of specific aggregation approaches.

Differences in evaluation processes dependent on idea quality or the type of idea: The results
of our study (Gorzen and Kundisch 2019) indicate that individuals apply different cognitive
processes when evaluating ideas of different quality. Based on these initial results, a further
investigation on cognitive processes, for example investigating differences in activated brain
regions during the evaluation of ideas of varying levels of quality could be gainful, potentially
extending existing theories of idea evaluation. Further insights on the ability of an external,
anonymous crowd could be gained from comparing the evaluation of different types of ideas (e.g.,
T-shirt designs and business model ideas).

Investigating mechanisms to enhance creativity in crowd ideation: Since previous results
indicate that task meaning does not increase idea creativity in crowd evaluation and further, that
financial incentives may even reduce creativity (Erat and Gneezy 2016), other ways to increase
output creativity should be investigated. For example, stimulating the divergent ideation phase via
specific task designs to open out the potential solution space for ideation could help individuals in

the crowd to think about more innovative and creative solutions.
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Appendix

Al. Keywords and Search Strings (adopted from Merz 2018)

crowd idea evaluation

open evaluation

crowd open evaluation

crowdsourcing evaluation

community innovation

crowd idea selection

crowd idea voting

crowd idea rating

quality AND idea AND crowd* AND (select* OR screen* OR shortlist* OR filter* OR review* OR
evaluat* OR con-verg* OR eliminat* OR reduc* OR vot* OR jud* OR as-sess*)

idea AND crowd* AND (select* OR screen* OR shortlist* OR filter* OR review* OR evaluat* OR
converg* OR elimi-nat* OR reduc* OR vot* OR jud* OR assess*) [in Anlehnung an Merz (2018)]
best idea AND crowd* AND (select* OR screen* OR shortlist* OR filter* OR review* OR evaluat*
OR converg* OR eliminat* OR reduc* OR vot* OR jud* OR assess*)

crowd idea evaluation

A2. Further Publications not Part of this Thesis

Neumann, J., Gutt, D., Gorzen, T. and Kundisch, D. 2019. “When does Local Status Matter? - The
Relationship between Reviewer Location and Perceived Usefulness of Online Reviews.”
Proceedings of the Twenty-fifth Americas Conference on Information Systems (AMCIS), Cancun,

Mexico.

Poniatowski, M., Neumann, J., Gorzen, T. and Kundisch, D. 2019. “Organizing Their Thoughts - How
Online Review Templates Affect the Review Text.” Proceedings of the Twenty-Seventh European
Conference on Information Systems (ECIS), Stockholm, Sweden.

Poniatowski, M., Neumann, J., Gorzen, T. and Kundisch, D. 2019. “A Semi-Automated Approach for
Generating Online Review Templates.” Proceedings of the 14th International Conference on

Wirtschaftsinformatik, Research-in-Progress, Siegen, Germany.

Gorzen, T., Kundisch, D., Meier, C., Ottensmann, A. and Haubrock, J. 2014. “Research on Electric
Mobility in Germany: Monitoring a Commercial Battery Electric Vehicle Fleet.” Proceedings of
the European Electric Vehicle Congress (EEVC), Brussels, Belgium.

Gorzen, T., Meier, C. and Kundisch, D. 2014. “Ein TVO-Modell zur Bewertung elektrifizierter
Fahrzeugflotten.“ Proceedings der INFORMATIK, Workshop "Elektromobilitat, Agenten und
Smart Grids" (EASG), Stuttgart, Lecture Notes in Informatics (LNI), GI.
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