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Entwicklung eines IloT-fahigen Greifsystems
Development of an IloT-capable gripping system

Nicolai Hoffmann, Christoph Pallasch, Simon Storms, Werner Herfs, Werkzeugmaschinenlabor WZL der RWTH Aachen
University, 52074 Aachen, Deutschland, N.Hoffmann @wzl.rwth-aachen.de

Kurzfassung

Das industrielle Internet of Things (IloT) basiert auf der vollstindigen horizontalen und vertikalen Vernetzung der Fa-
brikhalle. Der steigende Automatisierungsgrad impliziert den vermehrten Einsatz von industriellen Robotern (IR) und
Greifsystemen, die in die Smart Factory integriert werden miissen. Zwar bieten IR Schnittstellen zum Anschluss von
Leistungselektronik sowie modellspezifisch Ein- und Ausginge am Flansch an, komplexe Greiferkommunikation erfor-
dert allerdings flexibel konfigurierbare Anschliisse, die entweder nicht vorhanden oder proprietir implementiert sind. Ein-
zelne Greifsysteme bendtigen somit ein zusétzliches Datenkabel, welches zu einer Einschrinkung des Bewegungsraums
und einer Erhohung der Kollisionsgefahr fiihrt. Das Greifsystem selbst muss zur selbststindigen Kommunikation befihigt
werden, um eine durchgingige Digitalisierung in der Montage zu erreichen. Ein prototypisch umgesetztes Greifsystem
adressiert genannte Probleme durch Drahtlostechnologien und nutzt ein adaptierbares Konnektivitatsmodul, wodurch ein
flexibles IloT-fahiges cyber-physisches Greifsystem fiir das Kleinteilehandling entsteht.

Abstract

The industrial Internet of Things (IoT) is based on the complete horizontal and vertical networking of the factory. The
rising degree of automation implies an increased use of industrial robots (IR) and gripping systems, which have to be
integrated into the Smart Factory. Although IR interfaces for connecting power electronics and model-specific inputs and
outputs are available on the flange, complex gripper communication requires flexibly configurable connections that are
either not available or are implemented in a proprietary manner. Individual gripper systems therefore require an additional
data cable, which leads to a restriction of the movement space and an increase in the risk of collision. The gripper
system itself must be capable of independent communication in order to achieve end-to-end digitalization in assembly.
A prototypically implemented gripping system addresses these problems using wireless technologies and utilizes an
adaptable communication module, resulting in a flexible IloT-capable cyber-physical gripping system for handling small
parts.

1 Ein]eitung sind (Franka Emika Panda). Auf erweiterte Steuerungs-,

Konfigurations- und Uberwachungsfunktionen von servo-
Klassische, industrielle Automatisierungs- und Steue-  elektrischen Greifsystemen wird folglich meist in Ginze
rungssysteme zeichnen sich durch ihre informationstech-  verzichtet, da eine digitale oder analoge E/A-Steuerung
nisch starke Abgrenzung zu bestehenden Produktions- und  pesonders in Verbindung mit Werkzeugwechselsystemen
Softwaresystemen und Einzelkomponenten aus [1]. Die  praktiabler umzusetzen ist. Werden die zustizlichen
stattfindende Transformation zum industriellen Internet  Fypktionen bendtigt, so muss ein zusitzliches Kommuni-

of Things (IloT) erfordert umfassende Anderungen der  kationskabel entlang des Arms verlegt werden, welches
bestehenden Infrastrukturen, Systemarchitekturen und 7y einer Einschrinkung des Bewegungsraums sowie
an den Geriten selbst, um eine durchgehende Vernet-  einer Erhghung der Kollisionsgefahr mit Objekten in der
zung zwischen allen am Produktionsprozess beteiligten  Umgebung des Roboters fiihrt. Vollstindigkeitshalber soll
Sensoren, Aktoren und Prozessen sicherzustellen [2].  erwihnt werden, dass dieser Umstand nicht auf alle IR
Durch die Digitalisierung profitiert auch die automatisierte  zugrifft. Teilweise besitzen klassische IR wie der KUKA
Montage mit industriellen Robotern (IR) im Bereich des  Agjlus in die Kinematik integrierte Mediendurchfiih-
Keinteilehandlings, indem technologische Mehrwerte fiir  ryngen und einzelne kollaborative Roboter bieten die
den Prozess und den Werker geschaffen werden. IR bieten  Mgglichkeit an, beispielhaft sei hier der KUKA iiwa
meist Schnittstellen zum Anschluss von Leistungselektro-  genannt, mit einem Medienflansch inklusive Elektro- und
nik sowie modellspezifisch digitale und analoge Ein- und  Fluiddurchfiihrung ausgeriistet zu werden. Auf Grund
Ausginge (E/A) an einer der vorderen Achsen oder direkt  der Popularitiit von einfachen und kostengiinstigen Mo-
am Flansch an. Die Nutzung von allen zur Verfigung  dellen, wie die CB Reihe von Universal Robots, wird
stehenden komplexen Greiferfunktionen, realisiert iiber  das Fehlen von Durchfithrungen dennoch als signifikant
Feldbussysteme oder Ethernet-basierte Kommunikation, angesehen. Neben den angesprochenen mechanischen
erfordern frei konfigurierbare Anschliisse, die entweder  ynpd elektrischen Kopplungsproblemen ist besonders eine
nicht vorhanden (Universal Robots UR3/5/10) oder geri- durchgéingige horizontale Konnektivitit auf Werkstattebe-
tespezifisch ohne Zugang fiir Dritthersteller implementiert  pe notwendig [3]. Nutzungshistorie, erwartete Lebenszeit
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und aktuelle Position sind nur wenige benétigte Status-
werte zur vollstindigen Digitalisierung der Fabrik der
Zukunft [4]. Diese Anforderungen konnen von aktuellen
Greifsystemen nicht bedient werden. Die digitale Transfor-
mation von Sensor-Aktor-Systemen in cyber-physischen
Systeme (CPS) wird nachfolgend anhand eines Greifsys-
tems fiir das Kleinteilehandling in der automatisierten
Montage aufgezeigt. Als Schliisselaktivatoren zur Gene-
rierung von digitalen Mehrwerten wurden drei Nutzen
identifiziert, die im Folgenden niher erldutert werden.

1.1

Kabellose Verbindungen sind Schliisseltechnologien fiir
die Digitalisierung: Zum einen erhthen sie die Flexibilitét,
da keine manuelle Verkabelung von Datenleitungen vorge-
nommen werden muss und Netzwerktopologien zur Lauf-
zeit adaptiert und rekonfiguriert werden konnen. Zum an-
deren erlauben sie den schnellen Austausch von Informa-
tionen zwischen Gerdten und schrinken den Bewegungs-
raum von beweglichen Objekten im Gegensatz zu Kabel-
verbindungen nicht ein. Das Ersetzen von Kabeln durch
funkbasierte Losungen ermdglicht eine Reduzierung von
Inbetriebnahmezeiten und Wartungskosten, indem kabel-
gebundene Verbindungen an mechanisch stark beanspruch-
ten Stellen vermieden werden konnen. Die Nutzung von
kabellosen Technologien birgt indes Gefahren einer ge-
ringeren Zuverldssigkeit in Form von Interferenzen und
Abschirmung durch die Umgebung. Diese Einschriankung
der Dienstgiite muss zwingend vermieden werden, sodass
die Fihigkeiten des Greifsystems in keinster Weise einge-
schriankt werden.

1.2

Basierend auf der vorausschauenden Instandhaltung er-
moglicht die Digitalisierung neuartige Geschiftsmodelle.
Ziel ist es, das Ende der Lebenszeit von Komponenten im
vorhinein zu erkennen und Empfehlungen fiir Wartungs-
arbeiten zu geben, bevor es auf Grund mechanischer Er-
miidung zu einem Ausfall besagter Komponenten kommt.
Bei Greifsystemen geben die Anzahl der Referenzierungs-
fahrten, die zuriickgelegte Gesamtstrecke bei Offnungs-
und SchlieBvorgidngen und Stromkurven der verwendeten
Motoren eine Aussage iiber den mechanischen Verschleif3.
Diese Informationen kann das Greifsystem kontinuierlich
oder zu diskreten Zeitpunkten durch Vorverarbeitung auf
dem Gerit an eine libergeordnete Entitiit, zum Beispiel ei-
ne Cloudinstanz, senden. Die aufbereiteten Daten konnen
in einem weiteren Schritt ausgewertet und Handlungsemp-
fehlungen abgeleitet werden.

1.3

Wenn Produktionszellen sich im Sinne von Industrie 4.0
bei der Herstellung eines hochindividualisierten Produkts
selbststindig konfigurieren und benétigtes Material anfor-
dern, gilt dies auch fiir die benotigten Werkzeuge und
Greifsysteme. Da die Prozesse dynamisch geplant werden,
miissen alle verfiigbaren Zellen auf einen gemeinsamen

Kabellose Steuerung

Vorrausschauende Instandhaltung

Kontinuierliche Lokalisierung
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Vorrat an Endeffektoren zugreifen kdonnen. Wo sich das
Werkzeug innerhalb der Halle befindet, muss zu jeder Zeit
im System bekannt sein, weshalb eine kontinuierliche Lo-
kalisierung im inneren von Gebiduden als weitere Schliis-
seltechnologie bezeichnet werden kann.

2 Stand der Technik

Der Trend zum vermehrten Einsatz von kollaborativen
Robotern in industriellen Applikationen bestdrkt in der
Notwendigkeit von alternativen Kommunikationskonzep-
ten fiir verwendete Greifsysteme [S] [6]. Durch eine Inte-
gration von smarten Funktionen direkt in die Motortreiber-
module kénnen neuartige Greifsysteme schon wihrend der
Konstruktionsphase mit erweiterten Funktionalititen bei-
spielweise zur vorausschauenden Wartung konzipiert wer-
den [7]. Die hohe Varianz an verfiigbaren Systemen fiir die
automatisierte Montage induziert grundsitzlich zwei Pro-
blemstellungen: Die Fiille an genutzten Protokollen sowie
die verwendeten mechanischen Schnittstellen. Letzteres ist
nicht alleinig auf klassische Systeme beschrinkt, da feh-
lende Standardisierung ebenfalls ein grofles Problem im
Internet of Things (IoT) darstellt [8]. Fiir die beiden iden-
tifizierten Probleme miissen Losungen gefunden werden.
Konzepte und Technologien aus dem Bereich der Konsu-
merelektronik versuchen gleiches Problem im nicht indus-
triellen Sektor zu 16sen, weshalb eine nidhere Betrachtung
zur Tauglichkeit und Adaption selbiger in das IIoT vorge-
nommen wird. Geeignete Konzepte und Technologien wer-
den im Folgenden kurz dargestellt:

2.1

Eine Hardwareabstraktionsschicht definiert Standard-
schnittstellen, die von Herstellern implementiert werden
miissen. Deren tatsdchliche Implementierung ist fiir die
darauf zugreifende Applikationsschichte unbedeutend,
sofern die benétigte Funktionalitit erreicht wird. Eine
solche Hardwareabstraktionsschicht ist beispielsweise aus
Robot Operating System (ROS) und Android bekannt
(siehe Abbildung 1). Sie ermdglicht eine Interoperabilitit
zwischen unteren und oberen Schichten einer Softwa-
rearchitektur, indem sie gegeniiber herstellerspezifischen
Treiberimplementierungen robust ist. Fiir Sensornetzwerke
gibt es zahlreiche Konzepte fiir Abstraktionsschichten
und Middleware [9-12], wohingegen Aktoren bis heute
in der Forschung nur wenig betrachtet wurden. Zug et
al. prisentieren mit der Kommunikationsmiddleware
FAMOUSO und der Programmierungsabstraktion MO-
SAIC ein sehr vielseitig einsetzbares Okosystem fiir die
Abstrahierung von Sensor-Aktor-Systemen [13]. Zur
Losung der identifizierten Probleme von Greifsystemen
ist dieser Ansatz nicht effizient umsetzbar und erlaubt
keine Retrofitting-Losung direkt im Feld. Eine spezifische
Losung fiir Greifersysteme fehlt zum jetzigen Zeitpunkt.

2.2

Kabellose Funktechnologien sind auch im industriellen
Umfeld keine Neuheit mehr, finden aber auf Grund von im
Allgemeinen hoheren Latenzen nur in nicht zeitkritischen

Hardwareabstraktion

Kabellose Dateniibertragung
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Abbildung 1  Android Plattformarchitektur nach [16]

Feldern Anwendung, in denen eine hohe Flexibilitét gefor-
dert ist oder aber kabelgebundene Losungen auf Grund von
mechanischen Randbedingungen nicht verwendbar sind.
Salvietti et al. beschreiben einen neuartigen kabellosen
Greifer fiir die kollaborative Arbeit, gehen aber nicht im
Detail auf die verwendete Funktechnoloie ein [14].

3 Systemarchitektur

3.1 CPS-Modularchitektur

Das klassische Aktorpaket beim Kleinteilehandling besteht
wie in Abbildung 2 dargestellt aus vier Modulen: Der
Roboterflansch zur mechanischen Kopplung von Werk-
zeugsystemen, ein optional vorhandener Schnellwechsel-
kopf mit passendem Schnellwechseladapter auf Seiten
des Werkzeugs sowie dem Greifsystem selbst. Die Ener-
gieversorgung sowie Ein- und Ausgangssignale werden
vom Roboterflansch per Elektromodul durch das Schnell-
wechselsystem an das Greifersystem iibertragen. Zwischen
Schnellwechseladapter und Greifersystem wird ein zusitz-
liches, fiinftes Modul mit kabellosen Schnittstellen mon-
tiert, welches als Konnektivititsmodul fungiert. Dieses im-
plementiert drei kabellose Funktechnologien zur Realisie-
rung der drei einleitend erwdhnten Mehrwertdienste. Blue-
tooth Low Energy dient auf Grund des standardisierten
Adpvertisings und des Service-Charakteristik-Aufbaus zum
strukturierten Anbieten von Funktionen. Durch das Adap-
tive Frequency Hopping (AFH) von Bluetooth wird eine
Storresistenz im 2.4 GHz Spektrum erreicht, die einen ho-
hen Quality-of-Service bei der Funkkommunikation ga-
rantiert. Zur Ubertragung von Statusinformationen dient
ein zweiter, logisch getrennter Funkkanal auf Basis von
WLAN. Dieser dient der Anbindung an TCP/UDP basier-
te Dienste wie MQTT, REST Anfragen oder CoAP. Zuletzt
wird ein Ultraweitbandmodul genutzt, um eine kontinuier-
liche Indoorlokalisierung zu erlauben, sofern die benétigte
Infrastruktur innerhalb der Umgebung zur Verfiigung steht.

3.2

In Abbildung 3 ist das Schichtenmodell des entwickel-
ten Greifers dargestellt. Zu erkennen ist, dass die unters-
te Schicht die Hardwareimplementierung des Greifersys-

Softwarearchitektur

81

VCCF Greifsystem ~
Daten _ Daten 2
— Konnektivitatsmodul m
VCC
m Schnellwechseladapter -
VCC
- Schnellwechselkopf m
VCC
Roboterflansch -

Abbildung 2 Aufbau eines Aktorpakets im Kleinteilehandling

tems enthdlt. Dies enspricht den mechanischen Kompo-
nenten zur Erfiillung der Greifaufgabe; im Regelfall ei-
ne Kombination aus Motor, Encoder und Linearaktorik.
Ob das Antriebssystem beispielsweise durch einen Schritt-
motor oder einen Gleichstrommotor realisiert wird, ist fiir
die Schnittstellen nicht relevant. Ein Mikrocontroller muss
die Schnittstellen in Form von Methoden veroffentlichen,
sodass die Funktionsweise wie gefordert realisiert wird.
Handelt es sich bei dem Greifsystem um ein bestehendes
System mit zusitzlichem Konnektivititsmodul als Retro-
fittinglosung, so enthilt die unterste Schicht neben Motor,
Encoder und Mikrocontroller auch die entsprechende Re-
gelungshardware. Die Abstraktionsschicht sitzt somit den-
noch iiber der Hardwareimplementierung des Herstellers.

Hostsystem ‘ Applikation ‘ - Programmbibliothek

?

|
uws

Schnittstellen
(OTA)

 Referenz-

Abstraktionsschicht implementierung

T T T d
i

Hardwareimplementierung [[ Motor ][ MC ][ Encoder ]] r Herstellerspezifisch

Abbildung 3 Schichtenmodell eines 14.0-Greifsystems

3.3

Als Schnittstelle der Abstraktionsschicht zur hoher gelege-
nen Applikationsschicht hin wird das von Bluetooth Low
Energy bekannte Generic Attributes (GATT) Modell ge-
nutzt, bei dem ein Service zusammenhéingende Charakte-
ristiken definiert. Greiferfunktionen werden im generier-
ten Service mit immer gleicher UUID gekapselt und re-
prasentieren Methoden wie Offnen, SchlieBen, Referenz-
farht und kraftgeregeltes Verfahren. Benotigt ein Hostsys-
tem ein Greifsystem mit einem spezifischen Set an Funk-
tionen, so kann es per Scan nach in der Umgebung befind-
lichen Greifern suchen, die per Advertising anzeigen, dass
sie momentan nicht genutzt werden. Uber das Vorhanden-
oder Abhandensein spezifischer Charakteristiken im Ser-
vice konnen Hostsysteme nun entscheiden, ob das Greif-
system entsprechende Methoden implementiert und es so-
mit fiir den gewiinschten Einsatzzweck verwendbar ist

Hardwareabstrahierte Ubertragung



(siehe Abbildung 4). Ist dies der Fall, so kann das Sys-
tem anzeigen, dass dieser Greifer benotigt wird. Ein Aufruf
entsprechender Funktionen nach aktivieren des Leistungs-
teils per Andocken an den Roboterflansch aktiviert die Re-
ferenzfahrt und ermdglich somit im weiteren Verlauf des
Prozesses die erfolgreiche Bearbeitung.

e ——————— e =y

GetGripperType —,—@— GetGripperType
MoveAbsolut _|_®_._ MoveAbsolut

1

i

1

1 MoveRelative ——Q) )—.— MoveRelative

| Open —,—@— Open

! Close ——~()—Close

1 Homing )—.— Homing

: GetPositionBounds —,—@— GetPositionBounds
| GetVelocityBounds ——Q— null

! GetForceBounds —:—()—n— null

1 GetPositionStatus —.—@—.— GetPositionStatus
| GetVelcoityStatus ——Q—L—null

! GetForceStatus —I—Q—u— null

I GetError —o—@—.— GetError

1

Greifsystem
Hostsystem

Abbildung4 Anbindung unterstiitzter Greiferfunktionen an das
Hostsystem
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Als Fallback-Losung ist neben der Datenkommunika-
tion durch die Hardwareabstraktion eine zusitzliche
transparente  Dateniibertragung implementiert. Diese
nutzt einen zusitzlichen Service mit einer Sender(Tx)-
und Empfinger(Rx)-Charakteristik. Die Empfinger-
Charakteristik implementiert die Read und Notify Flag
mit einer erhdohten Maximum Transmission Unit (MTU),
sodass 200 Bytes in einer einzelnen Nachricht zwi-
schen beiden Geriten ausgetauscht werden konnen. Dies
erlaubt die Adapation von vielen bereits bestehenden
Greifersystemen mit seriellem Kommunikationskanal,
die beispielsweise Modbus RTU bzw. Modbus ASCII zur
Datenkommunikation verwenden.

4
4.1 Aktor

Das in Abbildung 5 dargestellte Konnektivititsmodul ist
aus vier Primédr- und mehreren Sekundirkomponenten
aufgebaut, wobei erstere die Funktionalititen bereistel-
len und letztere zum Betrieb der primiren Bauteile be-
notigt werden. Ein Espressif ESP32 Mikrocontroller, wel-
cher Bluetooth und WLAN Funktionalititen zur simultanen
Dateniibertragung auf zwei getrennten Kanilen bereitstellt
wird von einem Decawave DWM 1001 Modul zur Lokali-
sierung im inneren von Gebaduden durch Ultra-Wideband
(UWB) Funktechnologien erweitert. Das DWM1001 Mo-
dul selbst implementiert einen Decawave DWM 1000 UWB
Transciever, einen 3-Achsen Beschleunigungssensor so-
wie einen Nordic Semiconductor nRF52832 Mikrocon-
troller. Zur Konnektivitit mit bestehenden Greifsystemen
wird ein entsprechendes Transceivermodul je nach verwen-
detem Greifsystem bendtigt. Implementiert ist eine RS-
485 Schnittstelle zur Anbindung von seriellen Greifern

Transparente I"Jbertragung
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wie dem Robotiq 2F-85. Damit das Modul nach einem
Werkzeugwechsel autark Statusmeldungen sowie Positio-
nen iiber das UWB Modul senden kann, wird ein Texas
Instruments TPS61090 Boost Converter mit angeschlos-
senem 600 mAh Lithium-Polymer-Akku (LiPo) verbaut.
Die Kombination erlaubt das gleichzeitige Laden und Ver-
wenden des Moduls iiber eine bestehende Energieversor-
gung bei einer Montage am Roboter. Wird das Modul ab-
gekoppelt und die Energieversorung getrennt fungiert der
LiPo als unterbrechungsfreie Stromversorgung, sodass der
Leistungsteil abgeschaltet wird und der Logikteil weiter-
hin aktiv bleiben kann. Die Schichtenarchitektur des Kon-
nektivititmoduls kann in drei Schichten eingeteilt wer-
den. Die Eingangsschicht nimmt die Energieversorgung
iiber das Schnellwechselsystem auf und verteilt die Ener-
gieversorgung (24V) zum einen zur Ausgangsschicht fiir
den Betrieb des Leistungsteils, zum anderen intern zu ei-
nem Step-Down-Converter, wodurch das Spannungslevel
fir den Boost Converter auf 5.2V heruntergesetzt wird.
Der gepufferte Output bietet 5.2V mit bis zu 1A zur Ver-
sorgung der Konnektivititsmodule. In einer zweiten Stu-
fe wird ein weiterer Step-Down-Converter fiir die Erzeu-
gung einer 3.3V Schiene genutzt, um die Logikschicht
mit ESP32, DWM1001 und MAX3485 Transceivermodul
zu speisen. Die Ausgangsschicht besitzt einen fiinfpoli-
gen Buchsenverbinder mit M12 Schraubgewinde zum An-
schluss der Robotiq 2F-85 Adapterplatte, in dem die 24V
Energieversorung sowie das RS-485 Signal gemeinsam aus
dem Konnektivitdtsmodul hinausgefiihrt werden.

Transceiver (RS-485) 24V
ESP32 DWM1001
WLAN || BT BT || uwB
24v || TiTPSB109 || S€P || LiPo
Down

Abbildung 5 Aufbau des Konnektivitdtsmoduls

4.2 Host

Fiir den Versuchsaufbau wurde wie in Abbildung 6 dar-
gestellt eine einfache Pick-and-Place-Aufgabe gewihlt, bei
der der Roboter aus seiner Ruheposition einen Punkt tiber
dem Objekt anfihrt, das Objekt aufnimmt und an einen an-
deren Platz bewegt. Roboter und Greifersystem sind als
Assets angebunden, haben demnach keine Kenntnis iiber
die Funktionen des Anderen. Einzig das Werkzeug wurde
im Roboter eingemessen, um im Werkzeugkoordinatensys-
tem verfahren zu konnen. Die Steuerung {ibernimmt ein in
C-Sharp geschriebenes Programm, welches die Funktions-



aufrufe zum Bewegen des Roboters aufruft und nach Errei-
chen des Zielpunkts die Greiferaktionen aufruft. Realisiert
wurde dieser Ablauf in zwei verschiedenen Aufbauten: Zu
Beginn wurde ein KUKA Agilus KR6 Sixx genutzt, wel-
cher kabelgebunden iiber das Robot Sensor Interface (RSI)
mit absoluten Positionsdaten im Interpolationstakt gesteu-
ert wurde. Ein Nordic Semiconductor nRF52832 in Form
des RedBear BLENano2 diente mit DAPLink Erweite-
rungsplatine zur einfachen Bereitstellung einer Bluetooth-
schnittstelle durch Emulation eines seriellen COM-Ports
am Hostsystem. Somit ist eine Verwendung auch auf Li-
nux basierten Systemen moglich. In einem zweiten Aufbau
wurde ein Universal Robots UR3 eingesetzt. Der Prozess
wurde beibehalten, allerdings der USB-zu-RS-485 Adapter
aus dem Lieferumfang des Robotiq 2F-85 Greifers durch
den BLENano?2 ersetzt. Es wurde des Weiteren getestet,
ob das vom Hersteller mitgelieferter URCaps-Plugin ei-
ne Nutzung der transparenten Dateniibertragung iiber den
UARTService erlaubt. In beiden Varianten wurden wihrend
des Betriebs Sensorwerte vom Greifsystem wie Motorstro-
me, Greifkrifte und Zustinde per WLAN aus dem System
aggregiert und mit den Roboterpositionen fusioniert auf ei-
nem Dashboard dargestellt. Zuletzt wurden die Funktionen
als autarkes cyber-physisches System getestet, indem das
Greifsystem demontiert und in der Werkstatt bewegt wur-
de, um die Lokalisierungs- und Kommunikationsfihigkei-
ten auflerhalb eines Prozesses zu testen.

Zellensteuerung

[ s ][ s |

Y.

{

RS: Robotersteuerung
GS: Greifersteuerung

Abbildung 6 Schematischer Versuchsaufbau

5

Der Versuchsaufbau konnte zeigen, dass eine kabello-
se Steuerung von Greifersystemen iiber Bluetooth Low
Energy moglich ist. Kommt es zu einem Abbruch der
Verbindung zwischen Sender und Empfinger, so ver-
sucht das System selbststindig die Verbindung wieder
herzustellen. Kann keine Verbindung aufgebaut werden,
so kommt es zum Stillstand des Prozesses. Vermehr-
te Verbindungsabbriiche waren nur feststellbar, als der
BLENano2 direkt im Schaltschrank montiert wurde. Ein
USB-Verlidngerungskabel und die Montage des Empfin-
gers auf der Oberseite des Tischs sorgte fiir einen unter-
brechungsfreien Prozessablauf. Die Funktionalititen des
URCaps-Plugin wurden nach dieser Mafinahme durch den
Wechsel auf eine kabellose Kommunikation nicht weiter
beeintrachtigt. Im autarken Modus lief das CPS knapp vier
Stunden mit dem verbauten 600 mAh LiPo, was vornehm-

Ergebnis
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lich durch eine Reduzierung des Stromverbrauchs verbes-
sert werden muss.

6

Im Rahmen dieses Projekts wurden zwei Probleme im
Bereich der automatisierten Montage mit Handhabungs-
geriten und Greifsystemen fiir Kleinteile identifiziert, die
auf dem Weg zur intelligenten Produktion gelost werden
miissen. Die grofle Varianz an mechanischen und kommu-
nikationstechnischen Schnittstellen im Bereich der Grei-
fertechnik konnte durch einen Vorschlag zur Standardi-
sierung von Funktionsschnittstellen iiber eine kabellose
Bluetooth Low Energy Verbindung konzeptuell gelost wer-
den. Es wurde gezeigt, dass eine Vermeidung von zu-
satzlichen Kommunikationskabeln durch den Einsatz von
kabellosen Technologien fiir den vorgestellten Use-Case
moglich ist. Das Problem der horizontalen Vernetzung auf
Zellenebene wurde durch die Wandlung eines klassischen
Kleinteilegreifers hin zu einem cyber-physischen System
gelost. Die vorgestellte Architektur sowie Umsetzung ei-
nes adaptiven Konnektivitdtsmoduls ermoglicht das Nach-
riisten auch bestehender Greifsysteme. Die in der Einlei-
tung erlduterten Mehrwerte wurden umgesetzt: Eine ka-
bellose Steuerung von Greifersystemen ist mit aktuellen
Technologien aus dem IoT moglich, die zusitzlichen Funk-
tionen iiber einen zweiten Kommunikationskanal erlau-
ben Mehrwertdienste wie etwa Aussagen zur vorausschau-
enden Instandhaltung und die Integration von Ultraweit-
band als Technologie zur Indoorlokalisierung ermoglicht
eine kontinuierliche Verfolgung des Assets auf dem Shopf-
loor. Im niéchsten Schritt soll ein zweites Konnektivitits-
modul mit einer Ethernetschnittstelle statt RS-485 entwi-
ckelt werden, um einen WSG-32 Greifer anbinden zu kon-
nen. Die Schwierigkeit hierbei liegt im erhohten Daten-
durchsatz, so dass eine Bluetooth Low Energy Schnittstelle
moglicherweise zu einer kritischen Beschrinkung beziig-
lich des realisierbaren Datendurchsatzes wird. Die Erwei-
terung um eine CAN- und IO-Link-Schnittstelle ist eben-
falls zu empfehlen. Bevor Greiferhersteller ein standardi-
siertes Kommunikationsprotokoll implementieren, miissen
Anpassungen an der Hardwareabstraktionsschicht vorge-
nommen werden, um eine Interoperabilitit zu schaffen.
Letztendlich fiihrt dies zu einem einmaligen Mehraufwand
auf Greiferseite, die Vorteile eines geringeren wiederhol-
ten Implementierungsaufwands auf Hostseite stehen aller-
dings klar im Vordergrund. Quantitative Latenzmessun-
gen im Vergleich zur kabelgebundenen seriellen Verbin-
dung wurden im Rahmen des Projekts nicht vorgenommen
und sollten im weiteren Verlauf nachgeholt werden. Die
Funktionsfahigkeit des Systems stand bei der Bearbeitung
im Vordergrund. Zur weiteren Reduzierung des Stromver-
brauchs sollte von der Moglichkeit Gebrauch gemacht wer-
den, dass die Lokalisierungskomponente nur bei einem In-
terrupt vom Beschleunigungssensor aktiviert wird. Eine Er-
weiterung des vorgestellten Konzepts um eine Selbstbe-
schreibung basierend auf Bluetooth Low Energy nach Pal-
lasch et al. zur Reduzierung des Kommissionierungsauf-
wands wird angestrebt [15].
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