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Zusammenfassung

Diese Arbeit untersucht Anfangs-Randwertprobleme von Systemen partieller Differen-
tialgleichungen, welche in der mathematischen Biologie zur theoretischen Beschreibung
von Bakterienpopulationen auftreten. Die einzelnen Bakterien kénnen dabei ihre Be-
wegung durch Reaktion auf einen Signalgradienten anpassen. FEin grofler Anteil der
héufig verwendeten Modelle vernachlissigt dabei den Einfluss der Umgebung auf die
Bakterien. Um eine womoéglich angemessenere Modellierung der Interaktion zwischen
fliisssiger Umgebung und Bakterien in die mathematische Beschreibung einfliefen zu
lassen, konnen verschiedene Keller—Segel Systeme mit den Stokes- oder Navier—Stokes-
Gleichungen gekoppelt werden. Es ist das Ziel dieser Arbeit, die qualitativen Losungs-
eigenschaften in solchen ausgewiihlten Chemotaxis-Fluid Systemen zu untersuchen. Uber
Bedingungen fiir die globale Existenz von Losungen in geeigneten Losungskonzepten hin-
aus werden die Beschrianktheit, eventuelle Regularitdt und die Konvergenz von Lésungen
betrachtet.

Abstract

This work investigates initial-boundary value problems for systems of partial differential
equations arising in mathematical biology to theoretically describe collective behavior in
populations of bacteria which may adjust their motion in response to a signal gradient.
Large quantities of the commonly used models neglect the influence of the environment
on the bacteria. It is the aim of this work to study the qualitative solution behavior
in selected chemotaxis-fluid systems, which by means of a coupling between various
Keller—Segel systems and the Stokes or Navier—Stokes equations allow for a potentially
more appropriate modeling of the interaction between liquid environments and bacterial
populations. Beyond conditions for the global existence of solutions in suitable solvability
concepts, we will inspect boundedness properties, eventual regularity and convergence
of solutions.

iii






Danksagung

Jeder von uns ist umgeben von Personen, die uns auf unserem Weg begleiten, uns motivieren
und inspirieren, uns neue Wege aufzeigen und uns gegebenenfalls auch dabei unterstiitzen, den
schwereren dieser Wege zu gehen. Anerkennung fiir den Einfluss, den sie auf unser Leben haben
geben wir ihnen jedoch eher selten. An dieser Stelle mochte ich einem wichtigen Teil dieser
Personen meinen Dank aussprechen, denn ohne sie ware das alles nicht moglich gewesen.

Ein herzlicher Dank geht an meine Familie und Freunde fiir die Unterstiitzung die sie mir geben
und gegeben haben. Ein ganz spezieller Dank geht dabei an meine liebe Ehefrau Carolin, die
mir immer den Riicken freigehalten hat und stets das Beste aus mir hervorbringt.

Vielen Dank auch denen, von deren ausgezeichneter Lehre ich profitieren konnte. Alle einzeln
aufzuzahlen wiirde den Rahmen sprengen, erwahnen mochte ich trotzdem Herrn Prof. Dietz und
Frau Prof. Walther, die mir fiir die Zeit meiner Promotion eine Anstellung an der Universitét
iiberhaupt mdoglich gemacht haben. Selbstverstédndlich geht auch ein groles Wort des Dankes an
alle, die dafiir sorgten, dass ich mich am Institut gut aufgenommen gefiihlt habe. Hervorzuheben
sind dabei natiirlich die Mitglieder der AG Winkler.

I thank the professors who made it possible for me to visit their universities and workshops. In
particular, Youshan Tao, who supported longer stays at the Donghua University in Shanghai,
Yulan Wang, who invited me to Chengdu and Tomomi Yokota, who organized and sponsored
the yearly iWMAC workshop in Tokyo. It was a great opportunity for me to meet active
mathematicians in the field of chemotaxis and present my own work. Additionally, I thank the
scholars who were part of these stays and workshops as their talks, advice and support helped
me a lot. To only name a few: Tomek, Christian, Elio, Kentarou, Bingran, Dongmei, ... and,
especially, Masaaki, who made our stays in Tokyo always very enjoyable.

I am also very grateful to Christian Stinner and Youshan Tao for putting in the effort to report
on this thesis and thank everyone involved in the committee for their time.

Mit grofiem Dank erwdhne ich meine gute Freundin Kathlén. Danke fiir die vielen gemeinsamen
Stunden des Lernens und der Unterhaltung. Meist warst du die motivierende Kraft noch mehr
Arbeit in unser Studium zu stecken. Dein Ehrgeiz und deine Freude sollen mir eine Lehre sein.

Ein besonderer Dank geht auch an meinen lieben Kollegen und Reisegefadhrten Johannes Lankeit.
Johannes, danke fiir deine offenen Ohren und deine vielen Hinweise mathematischer und nicht-
mathematischer Art. Die gemeinsamen Forschungsreisen und Lehrveranstaltungen waren mir
stets ein Vergniigen. Du bist einer der begabtesten jungen Mathematiker die ich kenne und ich
wiinsche dir nur das Beste fiir deine Zukunft.

Mein grofiter und herzlichster Dank gilt Michael Winkler, der den wohl gréfiten Einfluss auf
die Ausrichtung meines akademischen Werdeganges genommen hat und mit dessen Hilfe und
Kontakten ich viele bereichernde Erfahrungen im Ausland machen konnte. Lieber Michael,
du hast es immer geschafft mich an deiner Begeisterung fiir Differentialgleichungen teilhaben zu
lassen. Du betreust nun schon meine dritte Abschlussarbeit und ich kann ohne Zweifel sagen, dass
ich mir keinen besseren Betreuer wiinschen kénnte. Du hast mir nicht nur fachlich sondern auch
zwischenmenschlich mit Rat und Tat zur Seite gestanden. Als grofier Freund des selbstdndigen
Arbeitens hast du mir zunéchst interessante Fragestellungen nahegebracht und mir dann die
Freiheit gelassen, diese eigenstédndig zu erforschen. Dieses implizite Vertrauen war sicherlich ein
grofler Bestandteil daran, dass ich mich bei der Forschung stets wohl gefiihlt habe.






Contents

1

Introduction

1.1

Original publications . . . . . . . . . . ... ... ... ... .. ...

Sublinear signal production in a two-dimensional Keller-Segel-Stokes

system

2.1 Introduction . . . . . . . . . . .
2.2 Local existence of classical solutions . . . . ... ... ... ......
2.3 Regularity of u implied by regularity of n . . . . ... ... ... ...
2.4 Global existence and boundedness in two-dimensional domains

2.4.1 Obtaining a first information on the gradient of ¢ . . . . . . ..
2.4.2 Further testing procedures . . . . . . . . .. ... ... .. ...
2.4.3 Global existence and boundedness . . . . .. .. .. ... ...

Global solvability of chemotaxis fluid systems with nonlinear diffusion
and matrix-valued sensitivities in three dimensions

3.1
3.2
3.3

3.4

3.5
3.6

Introduction . . . . . . .. Lo
The notions of weak and very weak solutions . . .. ... ... .. ..
A family of regularized problems . . . ... ... ... .........
3.3.1 Global existence of approximating solutions and basic properties
A priori estimates . . . .. ...
3.4.1 Estimates capturing optimal conditions on m and o« . . . . . .
3.4.2 Estimates involving the fluid component u. . . . . . .. .. ..
3.4.3 Timeregularity . . . . . . . .. ... oo
Limit functions and their regularity properties . . . .. ... ... ..
Solution properties of the limit functions . . . . . . . . . ... .. ...
3.6.1 Weak solution propertiesof cand v . . . . . .. ... ... ..
3.6.2 Weak solution property of n for m + 2a > % ...........
3.6.3 Very weak solution property of n in the case of m + o > % R

Eventual smoothness of generalized solutions to a singular chemotaxis-
Stokes system in 2D

4.1
4.2

4.3

Introduction . . . . . . .. Lo
Basic properties of a family of generalized problems . . ... ... ..
4.2.1 Regularity of the Stokes subsystem . . . . . .. ... ... ...
4.2.2 Logarithmic rescaling and basic a priori information on z

Generalized solution concept and approximate solutions . . . .. . ..

J

12
13
14
18
23

27
27
31
33

37
37
43
45
49
50
50
o1
53

61
61
66
67
69
70

vii



Contents

44

Eventual smoothness of small-data generalized solutions . . . . . . ..
4.4.1 Nonincreasing energy for smallmass . . . . ... ... ... ..
4.4.2 Conditional regularity estimates . . . ... ... ... .. ...
4.4.3  Conditional estimates for [,|Vz|* and [on? . . . ... ... ..
4.4.4 FEventual smoothness for generalized solutions with small mass
4.4.5 Stabilization of solutions with small energy . . . . .. ... ..
4.4.6 Global classical solutions for small initial data . . . . . .. ..

5 The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

5.1
5.2

5.3
5.4

9.5

5.6
5.7
5.8
5.9

Introduction . . . . . . .. Lo
Preliminaries. Weak solutions and a priori information for a family of

approximating systems . . . . ... .. oL oo
Existence of a limit solution family when e \ O . . . . .. ... .. ..
Eventual smallness of oxygen concentration with waiting times inde-

pendentof eand sk . . . . . . .o L oL
Eventual LP regularity estimates independent of € and k as conse-

quence of small oxygen concentration . . . . . . ... ... ... ....
Uniform eventual stabilization of ngﬁ) and ugﬁ) in some LP spaces . . .
Uniform eventual smoothness estimates . . . . . ... ... ... ...
Uniform exponential decay after the smoothing time . . . . . .. ...
The second limit. Takingx —0. . . . . .. ... ... ... ... ...

6 Bibliography

viii

73
73
76
82
86
91
98

101
101

104
111

114

118
125
132
138
142

145



1 Introduction

The adaptation of migrational patterns according to an external stimulus is an effective
strategy for survival in the form of an optimized nutrient acquisition and reduced energy
depletion. The innate behavior of organisms to orient their movement in response to
stimuli is known as taxis and famous examples include rheotaxis of fish ([3]), phototaxis
of insects ([39]) and chemotaxis, which can even be observed on the smallest scales of
life, with single-celled organisms and bacteria adjusting their locomotion according to the
concentration gradient of a signal chemical ([1]). Though quite simple in their individual
behavior, it has been observed in numerous experiments that, due to this chemotactic cell
kinetics, larger populations of some bacteria can organize themselves in complex spatial
patterns ([1, 11]). When Keller and Segel proposed a prototypical system of partial
differential equations modeling the chemotactic migration of Dictyostelium discoideum
([40, 41]), they sparked the interest of many mathematical biologists and numerous
studies trying to capture the mathematical mechanisms underlying the experimentally
observed physical processes, such as pattern formation of cells, were initiated. Letting n
and ¢ denote the density of the cells and the concentration of the chemical, respectively,
a very simple realization of the acclaimed system by Keller and Segel can be formulated
as

ng=An—V - (nVc),
cg=Ac—c+n.

Remarkably, even in this simple form the Keller-Segel system has been proven to be
able to describe self-organizing behavior of cells, like the spontaneous aggregation of
Dictyostelium discoideum, without even including possible interaction between the cells
and their surrounding environment ([35]). Experiments undertaken in [20, 85], how-
ever, highlighted that, in particular, with populations of aerobic bacteria suspended in
drops of water, certain buoyancy and mixing effects should not be neglected. In order
to capture plume-like convection patterns witnessed with colonies of Bacillus subtilis
suspended in drops of water, it was suggested in [85] to consider the Keller-Segel system
in combination with the Navier—Stokes equations, while incorporating a buoyancy effect
as source term in the added fluid equation.

With the proposed coupling merging both fluid equations and chemotaxis equations, at
first glance it appears to be quite hopeless to obtain a thorough understanding of the
interplay between both of them, as each on their own still has a wide array of unanswered
questions and difficult challenges to overcome. On the one hand there is the notable
example of the open Millennium Prize Problem from the Clay Mathematics Institute for
the celebrated Navier—Stokes equations, and on the other hand due to the cross-diffusive
mechanism present in the chemotaxis equations, the possibility of solutions blowing up is
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a recurrent theme throughout the many variations of Keller—Segel type systems. In this
respect, as the interplay between the equations moreover negates many strategies and
methods applicable in the fluid-free Keller—Segel system, it is also not very surprising
that, undeterred by the considerable activity in both fields, the knowledge on coupled
chemotaxis-fluid equations is still only quite fragmentary. Especially, the workings in
three-dimensional domains are mostly enigmatic, but the qualitative behavior in two-
dimensional domains is also quite hard to access with the methods of mathematical
analysis.

In light of this inherent difficulty and the close relation to real world applications, a care-
fully crafted solution theory is the very necessary foundation of the studies in this field.
If we consider solution concepts too abstract, any meaningful insight obtained from the
mathematical analysis may get lost upon interpretation of the results in the underlying
natural model and hence results in studies of purely academic nature. Finding the opti-
mal degree of generalization, however, is a task far from trivial and is, in particular in the
context of Keller—Segel systems, deeply intertwined with the qualitative understanding
of the model behind the equations. Depending on the precise variant of the Keller—Segel
model, the existence of solutions blowing up in finite time, which in the physical inter-
pretation is commonly linked to the aggregation of cells, may actually not be the desired
outcome, as experiments may suggest that rather a steady state should be approached.
Hence, with the importance of the solution theory in mind, a major question concerning
the coupled chemotaxis-fluid systems is how much of the qualitative solution properties
can be maintained from the fluid-free setting, despite the possibly deregularizing effect
of the fluid. In particular, since the emergence of patterns and aggregation phenomena
is closely related to the convergence towards non-constant steady states and blow-up
of solutions, respectively, a great area of interest consists of the transference of global
existence results in sufficiently well-behaved function spaces from the fluid-free setting
to the chemotaxis-fluid framework.

Before we take a more in depth look at the main results of this thesis, let us first specify a
quite general formulation of the chemotaxis-fluid system proposed in [85], where u, P and
¢ denote the fluid-velocity field, the associated pressure and a prescribed gravitational
potential, respectively.

ng+ uw-Vn=V-(D(n)Vn—nS(n,c)Ve),

¢+ u-Ve=Ac+g(n,c),

u+ (u-V)u= Au — VP 4+ nVe,
V-u=0.

In this setting D(n) describes the diffusivity of cells, S(n,c) models the chemotactic
sensitivity of the organisms and the source term g(n,c) is related to the interaction
between cells and chemical substance. The simplest choices for these functions are
D(n) = 1, S(n,c) = 1 and g(n,c¢) = —c + n for a signal producing population of
bacteria or g(n,c) = —nc in the case of cells consuming the chemical. Briefly noting
that, depending on the space dimension and the choices for the functions D, S and g,
the solution of the system may, even without considering the fluid component, very well



only exist on finite time intervals or globally, but only in generalized solution concepts
requiring less regularity than the standard variational concept of weak solvability, we
can now outline the core results of this work.

Main results of the thesis. The systems we are going to consider here can, with
respect to the interaction between the bacteria and the signal chemical, be grouped
in two major classes. In Chapters 2 and 3 we will investigate two slightly different
chemotaxis-fluid settings where the signal is produced by the bacteria akin to the Keller—
Segel model based on the aggregation of Dictyostelium discoideum, while Chapters 4 and
5 will be concerned with two different questions regarding signal consumption processes
as witnessed with populations of Bacillus subtilis and FEscherichia coli. Without going
into too much detail, the corresponding results can be summarized in following ways.

In Chapter 2 we will discuss a case where the evolution of the fluid-velocity is described
by the Stokes equations instead of the full Navier—Stokes equations. We will prove that
in a two-dimensional domain a Keller—Segel-Stokes system with a sublinear production
rate of the from g(n,c) = —c+ f(n) satisfying 0 < f(s) < Kos® for all s € [0,00) and
some 0 < a < 1 always emits time-global and bounded classical solutions regardless of
the size of the initial data. This result is maintained from the fluid-free setting ([54]) and
the sublinear growth-rate is optimal in respect to « in the sense that for g(n,c) = —c+n
a critical mass phenomenon (i.e. blow-up occurs if the initial mass of n is above a critical
number) is known from the fluid-free setting ([38, 64, 62]).

In Chapter 3 we are going to consider a nonlinear diffusion of porous-medium-type
D(n) = mn™ !, which, at least biologically, appears to be more appropriate, since
densely packed cells suffer a larger portion of stress and try to move away from one
another ([43]), and sensitivities of the type S(n) = W’ which can be motivated by
the fact that whenever there are large amount of cells present in an area, the movement
of the individuals is inhibited ([70]). While a sublinear production rate was the main
ingredient for global existence in Chapter 2 and the Stokes equations even enabled us to
discuss solutions in the classical concept of solvability, there have been studies for the

fluid-free framework indicating that the growth rate of the ratio % is also a crucial

quantity distinguishing whether blow-up can occur or not ([80, 95]). Trying to capture
the importance of this growth rate in the chemotaxis-fluid setting, in Chapter 3 we
will consider a three-dimensional chemotaxis-Navier—Stokes system with cell diffusion
of porous medium type, sensitivity functions satisfying a saturation effect essentially
specified through |S(n,c)| < W and linear signal production rate. Depending on the
parameters m and «, we will prove global existence of solutions in two different concepts
of weak solvability, where we also note that the solution concepts exclude the formation of
Dirac-type singularities and that the parameter range for the weakest concept coincides
with the range excluding blow-up in the fluid-free system.

In Chapter 4 we will then consider a chemotaxis-Stokes setting with signal consumption,
i.e. g(n,c) = —nc, combined with the singular sensitivity function S(n,c) = 1, a setting
much more unfavorable for global existence. Even in the fluid-free Keller—Segel system
only so called global generalized solutions, which merely satisfy very mild regularity

conditions, have been shown to exist ([102]). The concept of generalized solvability
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can be adjusted to the corresponding two-dimensional Keller—Segel-Stokes setting in a
straightforward fashion ([87]) and despite the unobtainable global regularity result in
good spaces, we may still hope for an eventual regularization process to occur. In the
main results of this chapter we will prove that, under a smallness assumption on the
initial mass, the global generalized solution of the two-dimensional chemotaxis-Stokes
system will eventually become a classical solution and that the solution converges to a
constant steady state, which in turn rules out the emergence of complex spatial patterns.
As an interesting byproduct we also obtain a condition on global classical solvability
under certain constraints on the initial data.

Finally, in Chapter 5 we make use of an eventual regularization process, as witnessed
in the previous chapter, in order to get a grasp on some quantifiable difference between
using the Stokes approximation and the full Navier—Stokes equations for the descrip-
tion of the fluid-velocity. The focus being on the differences between the evolution of
the fluid-velocity, we consider a minimal chemotaxis-consumption system, in particu-
lar more well-behaved than the one present in Chapter 4. To be precise, we consider
a chemotaxis-Navier—Stokes consumption system in a three-dimensional domain with
linear diffusion, standard chemotactic sensitivity S(n,c) = 1, and investigate the small-
convection limit behavior of the corresponding solutions. While time-local convergence
is quite easily obtainable, a result for time-global convergence is more intricate. To man-
age convergence on large time-scales we will first prove a result on eventual regularity,
where the smoothing time is independent of the convection strength. Afterwards, we will
finally conclude that in the Stokes limit, the weak solution of the chemotaxis-Navier—
Stokes system converges towards a weak solution of the chemotaxis-Stokes system in the
standard solution space for weak solutions of the chemotaxis-Navier—Stokes system.

For more details on the context and related works to each of these chapters as well as
the precise statements of the individual theorems, we refer the interested reader to the
introductions at the start of each chapter. We made sure that recurrences of arguments
between chapters are kept to a minimum, but favored independent readability of the
chapters when necessary, so that in fact each chapter may be read on its own.
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matrix-valued sensitivities in three dimensions. Nonlinear Anal., 180:129-153, 2019.
and

[7]: T. Black. Global Very Weak Solutions to a Chemotaxis-Fluid System with Nonlinear
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[10]: T. Black. The Stokes limit in a three-dimensional chemotaxis-Navier-—Stokes sys-
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2 Sublinear signal production in a
two-dimensional Keller—-Segel-Stokes
system

2.1 Introduction

Keller—Segel models. The acclaimed chemotaxis system

{ ng=An—V-(nVe), ze€Q,t>0, (2.1.1)

= Ac—c+n, e t>0,

by Keller and Segel ([40, 41]) alone has been studied intensively in the last decades and
a wide array of interesting properties, such as finite time blow-up and spatial pattern
formation, have been discovered (see also the surveys [4, 34, 35]). For instance, the initial-
boundary value problem obtained from (2.1.1) with homogeneous Neumann boundary
conditions where € R¥ is a ball, emits blow-up solutions for N > 2, if the total initial
mass of cells lies above a critical value ([33, 38, 62, 64, 97]), while all solutions remain
bounded when either N = 1, or N = 2 and the initial total mass of cells is below the
critical value ([68, 66]).

Through its application to various biological contexts, many variants of the Keller—Segel
model have been proposed over the years. In particular, adaptations of (2.1.1) in the
form of

ny =An—V- (nS(z,n,c)-Ve), x€Q, t>0, (2.1.2)

with given chemotactic sensitivity function S, which can either be a scalar function, or
more general a tensor valued function (see e.g. [108]), for the first equation or

¢ =Ac—ng(c), z€Q, t>0, (2.1.3)

with given function g for the second equation, have been studied. Both of these adjust-
ments are known to have an influence on the boundedness of solutions to their respective
systems. For instance, if we replace the first equation of (2.1.1) with (2.1.2), where S is a
scalar function of n satisfying S(n) < C(1+n)~7 for all n > 0 and some v > 1 — %, then
all solutions to the corresponding Neumann problem are global and uniformly bounded.
On the other hand if N > 2, Q ¢ RY is a ball and S(n) > Cn~7 for all n > 1 and some
v < 1— % then the solution may blow up ([36]).

Considering the variant of (2.1.1) with (2.1.3) as second equation, which basically cor-
responds to the model assumption that the cells consume some of the chemical instead
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of producing it, it was shown in [81, Proposition 1.2] that for N = 2 the corresponding
Neumann problem possesses a bounded classical solution for suitable regular initial data
not depending on a smallness condition. For N = 3 it was proven that there exist global
weak solutions which eventually become smooth and bounded after some waiting time.
A combination of both adjustments, where S is matrix-valued with non-trivial nondiago-
nal parts, was studied in [101]. There it was shown that under fairly general assumptions
on g and S at least one generalized solution exists which is global. This result does nei-
ther contain a restriction on the spatial dimension nor on the size of the initial data.
One last variant of (2.1.1) we would like to mention has only recently been studied
thoroughly and concerns the system

{ ng=An—V-(nVe), xe€Q,t>0,

cc=Ac—c+ f(n), xe€Qt>0, (2.1.4)

with f € C1([0,00)) satisfying 0 < f(s) < Ks® for any s > 0 with some K > 0 and
a > 0. In this setting, it is known that the system (2.1.4) does not emit any blow-up
solution if a < % ([54]) but it remains an open question whether this exponent is indeed
critical.

Similar forms of f(n) have been treated before either in the linear case f(n) = n ([59]) or
(sub-)linear cases with an additional logistic growth term introduced to the first equation
(e.g. [69, 96, 67]).

Chemotaxis-fluid systems. Nonetheless, one assumption is shared by all of these
Keller—Segel-type models. That is, only the cell density n and the chemical concentra-
tion ¢ are unknown and all other system parameters are fixed. In particular, the models
assume that there is no interaction between the cells and their surroundings. However,
experimental observations indicate that chemotactic motion inside a liquid can be sub-
stantially influenced by the mutual interaction between cells and fluid. For instance, in
[85] the dynamical generation of patterns and emergence of turbulence in a population of
aerobic bacteria suspended in sessile drops of water is reported, whereas examples involv-
ing instationary fluids are important in the context of broadcast spawning phenomena
related to successful coral fertilization ([16, 58]).

A model considering the chemotaxis-fluid interaction building on experimental observa-
tions of Bacillus subtilis was given in [85]. In the system in question, the fluid-velocity
u = u(x,t) and the associated pressure P = P(x,t) are introduced as additional un-
known quantities utilizing the incompressible Navier—Stokes equations. One of the first
theoretical results concerning the solvability in this context were shown in [56], where
the local existence of weak solutions for N € {2,3} was shown. This setting, however,
involved signal consumption in the form of per-capita oxygen consumption of the bac-
teria, which corresponds to an equation of the form (2.1.3). Since we want to focus on
the case of signal production by the cells as realized in (2.1.1), a more suitable system
in this context is the Keller—Segel-Navier—Stokes system

ne+u-Vn=An — V- (nVe), reQt>0,

¢+ u-Ve=Ac—c+n, reQ,t>0, (2.1.5)
ur+u-Vu=Au— VP +nVeo, x€Q,t>0, o
V-u=0, € Qt>0,
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where the fluid is supposed to be driven by forces induced by the fixed gravitational
potential ¢ and transports both the cells and the chemical.

The mathematical analysis of (2.1.5) regarding global and bounded solutions is far from
trivial, as on the one hand its Navier—Stokes subsystem lacks complete existence theory
([94]) and on the other hand the previously mentioned properties for the Keller—Segel
system can still emerge. In order to weaken the necessary analytical effort, a commonly
made simplification is to assume that the fluid flow is comparatively slow and thus the
fluid-velocity evolution may be described by the Stokes equation rather than the full
Navier—Stokes system.

Of course, all alterations to (2.1.1) described above can be included as adjustments to the
systems in this Keller-Segel(—Navier)—Stokes setting as well. Their influences on global
and bounded solutions are one focal point of recent studies. For instance, an adjustment
making use of both sensitivity and chemical consumption has been applied to Keller—
Segel-Stokes systems in [104], where for scalar valued sensitivity functions S the existence
of global weak solutions for bounded three-dimensional domains has been established.
Building on this existence result, it was shown in [105] that the solution approaches
a spatially homogeneous steady state under fairly weak assumptions imposed on the
parameter functions S and g. Under similar assumptions, the existence of global weak
solutions for suitable non-linear diffusion types have been proven in [17] and the existence
of bounded and global weak solutions even allowing matrix-valued S not requiring a
decay assumption in [100].

A Keller—Segel-Stokes system corresponding to the adjustment made to (2.1.1) by only
making use of rotational sensitivity was studied in [89], where it was shown that the Neu-
mann problem for the 2D Keller—Segel-Stokes system possesses a unique global classical
solution which remains bounded for all times, if we assume S to satisfy |S(z,n,c)| <
Cs(1 4 n)~® with Cg > 0 for some a > 0.

Regarding the introduction of the additional logistic growth term +rn — un? with r > 0
and p > 0 to the first equation, it was shown in [82, Theorem 1.1] for space dimension
N = 3, that every solution remains bounded if ¢ > 23 and thus any blow-up phenomena
are excluded. Moreover, these solutions tend to zero ([82, Theorem 1.2]).

Some of these results have in part been transferred to the full chemotaxis Navier—Stokes
system. This includes global existence of classical solutions for N = 2 with scalar valued
sensitivity ([98]), large time behavior and eventual smoothness of such solutions ([105])
and even global existence of mild solution to double chemotaxis systems under the effect
of incompressible viscous fluid ([44]). Boundedness results with matrix-valued sensitivity
without decay requirements but for small initial data have been discussed in [13] and
boundedness results under influence of a logistic growth term in [83].

Main results. The results above indicate that certain alterations to the systems are
always favorable for the existence of global and bounded solutions and, if their respective
influence is strong enough, they may even withstand the possibly deregularizing effect
of the fluid interaction successfully. Motivated by this observation and the result of [54]
for (2.1.4) mentioned above, we are now interested in whether the influence of a coupled
slow moving fluid described by Stokes equation affects the possible choice for o € (0,1),
while still maintaining the exclusion of possible unbounded solutions. Henceforth, we



Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system
will consider that the evolution of (n,c,u, P) is governed by the Keller—Segel-Stokes
System

ni+u-Vn=An—-V-(nVe), €, t>0,
c+u-Ve=Ac—c+ f(n), x€Q, t>0,

w+ VP = Au+nVe, e, t>0, (2.1.6)
V-u =0, re, t>0,
where Q C R? is a bounded and smooth domain and f € C*(]0, 00)) satisfies
0< f(s) < Kos* forall s €[0,00) (2.1.7)

with some a € (0,1] and Ky > 0. We shall examine this system along with no-flux
boundary conditions for n and ¢ and a no-slip boundary condition for u,

on  Oc
5—5—0 and u=0 for x € 9Q and t > 0, (2.1.8)
and initial conditions
n(z,0) = no(x), c(z,0) =co(x), u(x,0)=mup(z), x€. (2.1.9)

For simplicity we will assume ¢ € W2°°(Q) and that for some ¢ > 2 and ¢ € (3,1) the
initial data satisfy the regularity and positivity conditions

ng € C°(Q) with ng > 0in €,

co € WHP(Q) with ¢g > 0 in Q, (2.1.10)
ug € D(Ag) ,
where here and below A¢ denotes the fractional power of the Stokes operator A := —PA

regarding homogeneous Dirichlet boundary conditions, with the Helmholtz projection

P from L?(Q;R?) to the solenoidal subspace L2(Q) := {p € LQ(Q;RQ)‘ V-9 =0} and

domain D(A) := W22(Q;R?) N W01’2(Q;R2) N L2(Q). In this framework we can state

our main result in the following way:

Theorem 2.1.

Let 9 > 2, 0 € (%, 1) and Q C R? be a bounded and convex domain with smooth bound-

ary. Assume ¢ € W2(Q) and that ng,co and ug comply with (2.1.10). Then for any
€ (0,1), the PDE system (2.1.6) coupled with boundary conditions (2.1.8) and initial

conditions (2.1.9) possesses a solution (n,c,u, P) satisfying

n € C%(Qx[0,00)) NC*! (2 x(0,00)),

c € C'(Q2x[0,00)) NC*H(Q x(0,00)) ,

u e CY(Qx[0,00); R?) N C* (2 x(0, 00); R?)
P e CY0(Qx[0,00)),

10



Local existence of classical solutions

which solves (2.1.6) in the classical sense and remains bounded for all times. This
solution is unique within the class of functions which for all T € (0,00) satisfy the
reqularity properties

ne C°([0,T); L*(2)) N L ((0,T); C°(Q)) N C*' (2 x(0,T)),

c € C°([0,T); L2(Q)) N L ((0,T); WY (Q)) N C%H(Q x(0,T)) ,

ue CO([0,T); LA R?)) N L ((0,T); D (A@)) NC*H(Q x(0,7); R?),
Pe L' ((0,7);Wh(Q)),

(2.1.11)

up to addition of functions p to P, such that p(-,t) is constant for any t € (0,00).

In view of Theorem 2.1, there is no evident difference regarding a between the coupled
system (2.1.6) and the chemotaxis system without fluid (2.1.4) for dimension N = 2.
In Section 2.2 we will briefly discuss local existence of classical solutions and basic a
priori estimates. Section 2.3 is dedicated to the connection between the regularity of n
and the regularity of the spacial derivative of u, which plays a crucial part in obtaining
additional information on the regularity of ¢. In Section 2.4 we will combine standard
testing procedures with the results from the previous sections to prove the boundedness
and globality of classical solutions to (2.1.6).

2.2 Local existence of classical solutions

The following lemma concerning the local existence of classical solutions and an ex-
tensibility criterion can be proven with exactly the same steps demonstrated in [98,
Lemma 2.1] and [78, Lemma 2.1].

Lemma 2.2. - Local existence of classical solutions

Letv >2,p0€ (%, 1) and 2 C R? be a bounded and convex domain with smooth boundary.
Suppose ¢ € W2(Q) and that ng,co and ug satisfy (2.1.10). Then there exist Ty €
(0,00] and functions (n,c,u, P) satisfying

n € C%(Q x[0, Tnaz)) N CHH(Q x(0, Thnaz))

¢ € C%Q x[0, Trnaz)) N C*H(Q x(0, Tnaz))

u € CV(Q %[0, Tinaz); R?) N C%H(Q % (0, Thas); R?)
P e CY(Qx[0,Trmaz)) ,

which solve (2.1.6) with (2.1.8) and (2.1.9) in the classical sense in QX (0, Taz). More-
over, we have n > 0 and ¢ > 0 in Q x[0, Tynaz) and the alternative

either Thae = 00 or
[n(s )l zoo ) + leC ) lwro) + 1A%, )| L2@) = 00 ast 7 Tnaa- (2.2.1)

The solution is unique among all functions satisfying (2.1.11) for all T € (0, Tynaz), up
to addition of functions p, such that p(-,t) is constant for any t€(0,T), to the pressure
P.

11



Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system

Local existence at hand, we can immediately prove two elementary properties, which
will be the starting point for all of our regularity results to come.

Lemma 2.3.

Under the assumptions of Lemma 2.2, the solution of (2.1.6) satisfies

/n(a:,t) dr = /no =m for allt € (0,Taz) (2.2.2)
Q Q
and there exists a constant C' > 0 such that
/c(a;,t) dz < C  forallt e (0, Tha)- (2.2.3)
Q

Proof: The first property follows immediately from simple integration of the first equa-
tion in (2.1.6). For (2.2.3) we integrate the second equation of (2.1.6) and recall (2.1.7)

to obtain
d
/c—i—/cho/no‘ for all t € (0, Thnax)-
dt Jo Q Q

Hence, making use of (2.2.2) and the fact o < 1, y(t) = [c(x,t) da satisfies the ODI
V(1) + y(t) < Callno 31 gy = Ca for all £ € (0, Tynas)

for some C; > 0 and C := Cym® > 0 in view of (2.1.10). Upon integration we infer
y(t) < y(O)e*t + Oy (1 — e*t) for all t € (0, Thnaz),

which, due to the assumed regularity of ¢g in (2.1.10), completes the proof. O

2.3 Regularity of u implied by regularity of n

Let us recall that P denotes the Helmholtz projection from LQ(Q;]R2) to the subspace
L2 () = {p € L*(4R?) | V- =0} and A := —PA denotes the Stokes operator under
homogeneous Dirichlet boundary conditions.

For now we limit our observations to a projected version of the Stokes subsystem d—dtu +
Au = P (nV¢) in (2.1.6) without regard for the rest of the system. In contrast to the
setting with the full Navier—Stokes equations we can make use of the absence of the
convective term (u-V)u in the Stokes equation to gain results concerning the regularity
of the spatial derivative Du based on the regularity of the term P (nV¢), which in fact
solely depends on the regularity of n, due to the assumed boundedness of V¢.

In [89, Lemma 2.4] this correlation between the regularity of v and n is proven in space
dimension N = 2. The proof of [89, Lemma 2.4] is based on an approach employed in
[100, Section 3.1], which makes use of general results for sectorial operators shown in
[24], [32] and [28] and mainly relies on an embedding of the domains of fractional powers
D (A?) into LP(92), see [32, Theorem 1.6.1] or [28, Theorem 3], for instance. Since we
are only working in two-dimensional domains we will only state the result from [89,
Lemma 2.4] here and refer the reader to [100, Corollary 3.4] and [89, Lemma 2.5] for the
remaining details regarding the proof.

12
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Lemma 2.4.
Let p € [1,00) and r € [1,00] be such that

7'<22?pp if p <2,
r<oo ifp>2.

Furthermore, assume Q@ C R? to be a smoothly bounded domain and let T > 0 be such
that n : Q x (0,T) — R satisfies

In(t)lzey < L for allt € (0,7T),

with some L > 0. Then for ug € D(A?) with o € (3,1) and ¢ € W*>(Q) all solutions
u of the third and fourth equations in (2.1.6) fulfill

||Du(7t)HLT(Q) <C Jorallte (O’T)v

with a constant C' = C(p,r, L, ug, p) > 0.

Evidently, a supposedly known bound for n at hand, we immediately obtain the desired
boundedness of u in view of Sobolev embeddings. Nevertheless, since we only have the
time independent L' bound of n from Lemma 2.3 as a starting point, obtaining a bound
for n in LP(Q) with suitable large p > 1 will require additional work.

2.4 Global existence and boundedness in two-dimensional
domains

For the rest of the chapter, unless stated otherwise, we fix ¥ > 2,0 € (%, 1), initial
data satisfying (2.1.10) and © C R? meeting all requirements of Lemma 2.2. We then
let (n,c,u, P) denote the solution given by Lemma 2.2 and T),,, its maximal time of
existence. Making use of the connection between the regularity of u and n discussed in
the previous section, we immediately obtain the following result.

Proposition 2.5.
For all r < 2 and all ¢ < oo there exist constants C1 > 0 and Co > 0 such that the
solution to (2.1.6) satisfies

HDu(vt)HLT(Q) <Cp forallte (Omia:c)
and
[u(-t)||La) < C2 for all t € (0, Tinaaz)-

Proof: In light of (2.2.2) and (2.1.10) we can find C3 > 0 satisfying [[n(-,?)| ;1) =
[0l 1) < Cs for all t € (0, Tmqaq). Thus, we may apply Lemma 2.4 with p = 1 to
obtain for any r < 2 that |[Du(:,t)||rq) < C2 for all t € (0, Tinaz) with some Cz > 0.
The second claim then follows immediately from the Sobolev embedding theorem ([23,
Theorem 5.6.6]). O

13



Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system

2.4.1 Obtaining a first information on the gradient of ¢

In order to derive the bounds necessary in our approach towards the boundedness re-
sult, we require an estimate on the gradient of ¢ as a starting point. To obtain a first
information in this matter, we apply standard testing procedures to derive an energy
inequality involving integrals of nlnn and |Ve|?. But first, let us briefly recall Young’s
inequality in order to fix notation.

Lemma 2.6.
Let a,bye >0 and 1 < p,q < o0 with%jt%:l. Then

ab < ea’ + C(g,p, q)b?,
where C(e,p,q) = (ep) rq™".
Before deriving an inequality for the time evolution of [,nInn we employ the Gagliardo—
Nirenberg inequality to show one simple preparatory lemma on which we will rely mul-
tiple times later on.

Lemma 2.7.
Let Q C R? be a bounded domain with smooth boundary. Let > 1 and s > 1. Then for
any L > 0 there exists C > 0 such that

(rs—1)

Liere<e([maerae) e

holds for all functions ¢ € LY(Q) satisfying V(|¢|/?) € L*(Q;R?) and [,|¢| < L.

Proof: By an application of the Gagliardo—Nirenberg inequality (see [52, Lemma 2.3]
for a version including integrability exponents less than 1) we can pick C; > 0 such that

/ww—mmwmwg<cwwme@@meng)+cwmwws

holds for all ¢ € L1(Q) with V(|¢|/?) € L?(Q;R?), with a € (0,1) provided by

1
_1_7
TS

89

N[ — I
|
N[ =

N3
+ N3

T

Since [q|¢| < L we have |||g0]r/2||L%(Q) = (fQ|g0|)% Lz and thus

(rs—1)

/WWS@(/VWWW)T Lo
Q Q

for all p € L1(Q) satistying V(|¢|7?) € L*(Q;R?), where Co = Cy max{L, L™} > 0. O

The particular form in which we will need this inequality most often is the following:

14
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Corollary 2.8.
There exists a constant K1 > 0 such that the solution of (2.1.6) fulfills

/”2 SlKl/W(?”f/Q)!%Kl
Q Q
for all t € (0, Trnaz)-

Testing the first equation of (2.1.6) with 1 4 Inn yields the following estimation.

Lemma 2.9.
There exists a constant Ko > 0 such that the solution of (2.1.6) fulfills

I nlnn—l—/lv 22 <K2/|Ac| + Ky  forallt € (0, Thaz)- (2.4.1)

Proof: Making use of (2.2.2) and V-u = 0 in 2, multiplication of the first equation in
(2.1.6) with 1 + Inn and integration by parts yield

2
d/nlnn+/|vn| :/Vc-Vn for all ¢ € (0, Thnaz)- (2.4.2)
dt Jo Q Q

n

To further estimate the right hand side, we first let K7 > 0 be as in Corollary 2.8. Then,
integrating the right hand side of (2.4.2) once more by parts and applying Young’s
inequality with p=¢g =2 and ¢ = % (see Lemma 2.6) and Corollary 2.8, we obtain

/nlnn+4/V 722 < /n +C1/]Ac|2
<= <K1/|V(n1/2)|2+K1> +C’1/|Ac|2
K Q Q

for all t € (0,T)42) and some C7 > 0. Reordering the terms appropriately completes
the proof with Ky := max{3,C}. O

The second separate inequality treats the time evolution of fQ]Vc|2.

Lemma 2.10.
Given any & > 0, there exists a constant K3 > 0 such that

2dt/|v 1 + 5/\Ac\2+§/yvc12 /Q|V(n1/2)\2+K3 (2.4.3)

holds for all t € (0, Thaz)-

Proof: Testing the second equation of (2.1.6) with —£Ac and integrating by parts we

obtain
th/\v 2+€/|A6|2+€/|Vc\2——5/f Ac+5/Ach u

15
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for all t € (0, Tinaz). An application of Young’s inequality to both integrals on the right
side therefore implies that

d
Sai [P+ [ AP e [ o
<¢ [p+§ [1ack+e [jweup (244)

holds for all ¢ € (0, Tqz). We fix ¢ > 2 and make use of Holder’s inequality to see that
€ [ Vel < €IVelP 2y ulfae (2:4.5)
Q La=2(Q)

is valid for all t € (0,T)42). An application of the Gagliardo—Nirenberg inequality
combined with [73, Theorem 3.4] allows us to further estimate

4944 2q—4

IVel? 2, < Cullaellig el gy + Cilkls o

4 4

,J’,i
< Col|Acll oy + C2 - for all t € (0, Tinaa)

for some C; > 0 and Cy > 0 in view of (2.2.3). Plugging this into (2.4.5) and recalling
Proposition 2.5, we thus find C3 > 0 such that

s+
§/ Vel |u* < Cg||AcHzg(;2q) +C3 forall t € (0, Thaz)-
Q
Since ¢ > 2, we have % + 3% < 2 and may apply Young’s inequality to obtain

§
¢ [ 19ePluf < §1acla) + Cu (2.46)

for some Cy > 0 and all t € (0, Ty,42)- To estimate the term containing f(n)? in (2.4.4)
we let K denote the positive constant from Corollary 2.8. Then, recalling (2.1.7) and
making use of the fact o < 1, an application of Young’s inequality yields C5 > 0 fulfilling
£f(n)? < ﬁﬁ + C5 for all (z,t) € Q x (0, Tnes) and thus, by Corollary 2.8

1 1
5/f(n)2 < /n2—|—C'5|Q| < /|V(n1/2)2+06 for all t € (0, Tynae) (2.4.7)
Q 2K1 Jo 2 Ja

with Cg := £ 4 C5|Q|. Combining (2.4.4), (2.4.6) and (2.4.7) completes the proof. [

Before we are able to combine the previous lemmata to derive an ODI appropriate for
our purpose, we require one additional result which is a corollary from Lemma 2.7.

Corollary 2.11.
There exists a constant K4 > 0 such that the solution to (2.1.6) fulfills

1 1
/|V(nl/2)\2 > K4/nlnn— for allt € (0, Tnaz)-
2 /o 0 2
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Proof: In view of the pointwise inequality slns < s2 for s € (0, 00), the positivity of n
ascertained in Lemma 2.2 therefore implies nlnn < n? for all t € (0, Thnaz) and thus an
application of Corollary 2.8 immediately shows that there exists C1 > 0 such that

/nlnng /n2 < ClHV(nl/Q)HLz +C
Q Q

holds for all ¢ € (0, T}nas). Hence, multiplying by Ky := 2—51 and reordering the terms
appropriately proves the asserted inequality. ]

Adding up suitable multiples of the differential inequalities in Lemma 2.9 and Lemma
2.10, we obtain a first bound on the gradient of c.

Proposition 2.12.
There exists a constant C > 0 such that the solution of (2.1.6) fulfills

/|vc|2 <C  forallt € (0, Trmaz)- (2.4.8)
Q

Proof: Letting K5 denote the positive constant from Lemma 2.9, we set £ = 4K5+4 and
then K3 > 0 as the corresponding constant given by Lemma 2.10. With the constants
defined this way, we know that the inequality

a |
(2K2+2)dt/ﬂ|Vc|2+(K2+1)/Q|Ac\2+(4K2+4)/Q\Vc]2 < 2/va<nl/2)|2+1r<3,
(2.4.9)

holds for all ¢t € (0, Tinaz) due to Lemma 2.10. Thus, adding up (2.4.1) and (2.4.9) entails

(i(/nlnn+(2K2+2 /vcy /\v Yoy 4 /]Ac|2 (4K + 4) /\v02<01

for all t € (0,Tnae) with Cy = Ko + K3 > 0. By Corollary 2.11 we can estimate
L [V (n'/2)]? from below to obtain

di(/nlnn+(2K2+2 /|V02> +K4/nlnn
Q

+ / |Ac]? +2(2K, + 2)/ Ve]? < Oy
Q Q

for all t € (0,T)qez), with Ky > 0 provided by Corollary 2.11 and Cy = 4 + > 0.
Dropping the nonnegative term [,,|Ac|?, we find that y(t) := [ynInn+(2K2+2) fQ\VcP
t € [0, T)qz) satisfies

y'(t) + Csy(t) < Cy  for all t € (0, Tax),

where C5 := min {K4,2} > 0. Upon an ODE comparison ([86, Thm. IX]), this leads to
the boundedness of y and hence (2.4.8) due to nlnn being bounded from below by the
positivity of n. 0
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2.4.2 Further testing procedures

The L? bound of the gradient of ¢ from the previous lemma will be our starting point
in improving the regularity of both n and c¢. Preparation and combination of differential
inequalities concerning n” and |V¢|?4, for appropriately chosen ¢ and p, will be the main
part of this section. The testing procedures employed in this approach are based on the
application to a similar chemotaxis-Stokes system discussed in [100].

The following preparatory result, taken from [79, Lemma 2.6], will be a useful tool in
estimations later on and is a simple derivation from Young’s inequality.

Lemma 2.13.

Let a > 0 and b > 0 be such that a +b < 1. Then for all € > 0 there exists C' > 0 such
that

2y <e(x+y)+C forallz >0 andy > 0.

The first step to improve the known regularities of n and ¢ consists of an application of
standard testing procedures to gain separate inequalities regarding the time evolution of
JonP and [,,|Ve|??, respectively.

Lemma 2.14.

Let p > 1. Then the solution of (2.1.6) satisfies

1d/ 2(]7—1)/ /22 p—l/ 2
—— [P+ ——= [ |V(n <—— [ nP|Ve 2.4.10
sai L 2 [iwaemp < 202 [ (24.10)

for all t € (0, Trnaz)-

Proof: We multiply the first equation of (2.1.6) with n?~! and integrate by parts to see
that

1d 1
np:—p—l/Vnan_z—i— p—l/np_1Vc-Vn—/ nPu - U
ol (p—1) Q| | (p—1) A .

holds for all ¢ € (0, T)42), where we made use of the fact V-u = 0 and the divergence
theorem to rewrite the last term accordingly. Due to the boundary condition imposed
on u the last term disappears, and therefore an application of Young’s inequality to the
second to last term implies

1d _ p—1 _ p—1
P 1 2, p-2 < / 2 p-2 / PIo 2
ol n +(p— )/Q|Vn]n 5 Q\Vn\ nP + 5 Qn |Vl

for all t € (0,Tnae). Reordering the terms and rewriting |Vn|?nP~2 = %|V(n”/2)|2
completes the proof. ]

Lemma 2.15.
Let ¢ > 1. Then the solution of (2.1.6) satisfies

pop fiepr+ 2D [Ioiwef 4 [ (e
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K 2
< (Ko(q— 1)+\/%) /Qn2°‘|VC|2q_2—|—/Q|VC|2un| (2.4.11)

for all t € (0, Trnaz)-

Proof: Differentiating the second equation of (2.1.6) and making use of the fact that
AlVe|? = 2Ve - VAc + 2|D?c|?, we obtain for all (x,t) € Q x (0, Tyuae) that

(|Vc|2)t =Ve-V(Ac—c+ f(n) —u-Vc)

N |

1
= 5A\Vo|2 — |D?¢|* = |Vef* + Ve - Vf(n) — Ve -V (u-Ve).

Multiplying this identity by (]Vc]2)q71 and integrating by parts, where, due to the
Neumann boundary conditions imposed on n and ¢, every boundary integral except the

. . a|Ve|? ;.
one involving =5~ disappears, we find that

1d -1 2
/|vc|2q+q /\Vc]2q4‘V|Vc|2’ +/yvc|2q2\p%|2+/|vc|2q
2qdt Jo 2 Ja Q Q

29—2 2¢—2 1 2 —28|V0‘2
= | |Vc|*"*Ve-Vfn)— | |[Vc|*"*Ve-V(u-Ve)+ = | |V* " ——— (2.4.12)
Q Q 2 Joa ov

holds for all ¢t € (0, T),42). Recalling (2.1.7), we integrate the first integral on the right
by parts to see that

/|VC|242vC.Vf (n) gKO/]vwcy?q?MvC\ na+Ko/|Vc|2q2\Ac]na
Q Q Q

holds for all ¢ € (0, Tjuaz). Since V|Ve|?972 = 2(q —1)|Ve|?**D?c- Ve in Q x (0, Thnaz),
wherein the Cauchy-Schwarz inequality furthermore implies |Ac| < v/2|D?c|, we may
apply Young’s inequality to obtain

/ |Ve|*T2Ve - Vf (n)
Q

2
(QKO(q - 1) + \/iKO) / ‘vc‘Qq,QHQQ
4 Q

S/\Vc\2q2]D20]2+
Q

2
:/\Vc\QquD%y? + (Kg(q — 1)+ Ij%) /Vc]2q2n2a (2.4.13)
Q Q

for all t € (0, Tynqaz). To treat the second integral on the right hand side of (2.4.12), we
first rewrite

- / IVe|?*2Ve -V (u - Ve)
Q

z—/|Vc|2q_2Vc~ (Du - Ve) —/|Vc|2q_2Vc- (D%c-u) (2.4.14)
Q Q
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for all t € (0, Tynaz), and then make use of the pointwise equality

1
IVc|*172Ve - (D?c-u) = 2—qu V|Ve* in Q x (0, Thnae),

to see that, since u is divergence free,
1
—/\Vc]Qq_QVc- (D%c-u) = /(V-u)]Vc|2q =0
0 29 Ja
holds for all ¢t € (0, Tyqaz). Thus, (2.4.14) implies
—/|vc\2q—2vc-V(u-vc) < /|Vc|2q|Du| for all ¢ € (0, Tynaz)- (2.4.15)
Q Q

For the remaining boundary integral in (2.4.12) we recall that the convexity of {2 ensures

% < 0 on 99 (see [53, Lemme 1.1, p.350]). Combining this with (2.4.12), (2.4.13)
and (2.4.15) completes the proof due to the identity

q 2 _ q2 2q—4 2 2 :
V|Vl = Z|Vc| V|V in Q x (0, Trnaz)- O

Before uniting the inequalities from (2.4.10) and (2.4.11) into a single energy-type in-
equality, we estimate the right hand sides therein separately.

Lemma 2.16.

Let 0 > q > max{2,é}, p = aq. For any n > 0 there exist constants Ky, Kg and
K7 > 0 such that

1
p/ PIVef2 < 2 /\v v/2)|2 4 /’vwc\q\ + K, (2.4.16)
2 Jq 6
Ko ? 2 2¢-2 1 2 2
(Ko(q—1)+ﬂ> /Qn Ve < 3 <A2|V(np/2)| +/Q‘V|Vc|q’ >+K6 (2.4.17)
and
/yvq?q\puy <! /]vvcyq( e (2.4.18)

hold for all t € (0, Tynaz)-

Proof: To prove (2.4.16), we first fix some 1 > 1 and apply Hoélder’s inequality to

obtain
1 1 En e
_ — s\ B
p/np|Vc|2 o </npﬁl) ' </|vc|2ﬂl> ! (2.4.19)
2 Ja 2 Q Q
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Global existence and boundedness in two-dimensional domains

for all t € (0,Tinqez), where 3] denotes the Holder conjugate of 1. By (2.2.2) and
Lemma 2.7 applied to ¢ =n, L =m, r = p and s = 1, we can find C; > 0 such that

1 1—-L
B ]
(/ npﬁ1> ! <0 (/ ’v(np/2)|2) . + 1 for all t € (0, Taz)- (2.4.20)
Q Q

An application of the Gagliardo—Nirenberg inequality ([52, Lemma 2.3]), similar to the
one utilized in Lemma 2.7, shows that the second integral on the right in (2.4.19) satisfies

1 2
(/vacy?ﬁiyl < (Hvyv K (Q)> (2.4.21)

for all t € (0, Thnae) with Co > 0 and by € (0,1) provided by

26, (2—
5! + H]Vc|q
q

N

207 1 1
=g T Tl =
3 +5—35 B b
Since Proposition 2.12 implies the boundedness of ]HVC\‘]HL%(Q), plugging (2.4.20) and
(2.4.21) into (2.4.19) we obtain C3 > 0 such that

1 1
1 e 2\ 787
p/np|vc|2 < C3</V(np/2)|2> P81 </)V|V0‘q‘ >q61
2 Ja Q0 Q
o\ 2\ @
e (/V(np/2)y ) 0y (/‘vyvc\q\ ) +Cy
0 Q

holds for all t € (0,T)qz). Due to a < 1 the choice of p = aq implies p < ¢ and thus,
1— pﬁ1 +; <L Therefore, we may apply Lemma 2.13 with ¢ = 75 to the three terms

on the rlght hand side containing an integral and obtain for some Cy > 0 that

-1
]QQ/QnPWCP (/\v "2 4 /(vwcyQ) )+o4

holds for all ¢ € (0, Thnaz), which proves (2.4.16). The proof of (2.4.17) follows the same
reasoning. First, we apply Hoélder’s inequality with [y = q'g—l and /) as corresponding

Holder conjugate to obtain

/Qn2a|vc|2q2 < (/ W?) </|vc\ 24-2)8 > (2.4.22)

for all ¢ € (0,T)42). Since the choices of f2 and p imply 20‘6 2 — aletD) o 1, we can

aq
2af2

1\7\"—‘

utilize Lemma 2.7 with ¢ =n, r =p and s = to estlmate

20—

1
</ 20‘52> P <0 (/\V 7/2) ]2) e +Cs for all t € (0, Traz), (2.4.23)
Q
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Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system

with some C5 > 0. For the integral involving |Ve¢|(29=2)52 | we make use of the Gagliardo-
Nirenberg inequality as shown before to obtain Cg > 0 such that

—1)by

1 (q
1\ 8L 2
(/,Vc|(2q—2)62>62 < Cg (/’vvcyq( > RYe (2.4.24)
Q Q

holds for all ¢ € (0, Tynaz), with ba € (0,1) determined by

- 2(¢—1)f; 1 1 1
bg=— ST T ] + .
T (¢—1)B, (@—1) " (¢—1)B
Thus, a combination of (2.4.22), (2.4.23) and (2.4.24) leads to

<K0(Q— 1)+ 5%)2/ n2| V|22
< c7</|v<np/2)\2> " (/\V\vc\q ) ’
+ Cy (/V /2 y?) e L0y </‘v‘ch ><q;>b2 e

for all ¢t € (0,Tq4,) with some C7 > 0. Here the choice of p and the fact that o < 1
imply

—1bg

2aﬁ2—1+(q—1)b2_2a 1 q—2 1

pBa q p pB g  qb
2 1 -2 1 1—
q agqpPe q b aqBs

Therefore, the requirements of Lemma 2.13 are satisfied again and an application thereof
yields Cg > 0 such that

Ko ? 2 29—2 p/2 2 q
<K0(q—1)+ﬂ> /Q V¢l < /]V )| /’V]Vc] ’ + Cg

holds for all ¢ € (0, Tynqe) and thus proves (2.4.17). To verify (2.4.18) we fix 83 = 3 and
B4 = 3. Since f3 < 2 Holder’s inequality yields

1 1
D\ B Bs 2
/|Vc|2q|Du| < </|Vc]2q63> B3 </|Duﬁ3> 3 < 09H’V6|q
Q Q Q

LS ()
for some C9 > 0, in view of the boundedness of HDuHL% o Shown in Proposition 2.5.

Similarly to the previous applications of the Gagliardo-Nirenberg and Young inequalities
we can make use of the boundedness of H\Vc\qHL%(Q) to obtain Cyg > 0 such that

/|vc|2q\pu| <1 /‘V|Vc|q‘ +Cho

for all ¢ € (0, Tynaz), which completes the proof. O
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Global existence and boundedness in two-dimensional domains

Combining the three previous lemmata we are now in the position to control norms of
n and Ve in LP(Q2) with arbitrarily high p. In fact, we have the following:

Proposition 2.17.
Let 0o > ¢ > max{2, é} and p = aq. Then we can find C' > 0 such that, the solution of
(2.1.6) satisfies

/np <C forallte (0,Thaz) (2.4.25)
Q
and

/ Ve < C for all t € (0, Taz). (2.4.26)
Q

Proof: Given ¢ > max{2,1} and p = agq we fix n = m1n{2(qq AaZh), %}. By the

Lemmata 2.14, 2.15 and 2.16, we can find Cy := K5 + Kg + K7 > 0 such that

d 2q / 17/2 2 / q
G Lo g [rwepn) + 2228 [ vy + v |veps|
+/yvc|2q < </|V(n”/2)|2+/‘V!Vc|q’ )+01
0 2 \a 0

holds for all ¢ € (0, Tjnaz). Herein the choice of n implies

it (o 73 JI7e) e
qg—1 2

+/|vc|2q <Oy (2.4.27)
Q

for all t € (0, Tnaz). We drop the nonnegative term qq;; JolVIVe|?? and apply Lemma
2.7 to estimate fQ|V(np/2)|2 from below in (2.4.27), to obtain Co,C3 > 0 such that

y(t) == %fgnp + 2—1(1 Jal Ve, t € (0, Thag) satisfies

Y (t) + Cay(t) < C3 for all t € (0, Trnaz),
from which we infer the boundedness of y upon an ODE comparison and thus (2.4.25)
and (2.4.26). ]
2.4.3 Global existence and boundedness

We can now begin to verify the boundedness of the three quantities appearing in the
extensibility criterion (2.2.1). The first of these quantities will be [|A%u(:, )| 12(q)

Proposition 2.18.
Let o (%, 1) be as in Lemma 2.2. There exists a constant C > 0 such that the solution
of (2.1.6) satisfies

[A%u(-, )| L2y < C for allt € (0, Tinaa)-
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Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system

Proof: The proof essentially follows the argumentation of [79, Lemma 2.4], whilst mak-
ing use of the previously proven bound ||n|/zr) < C for all t € (0, Tinq,) With some
p > 2. Nonetheless, let us recount the main arguments.

It is well known, see [72, Theorem 38.6] and [75, p.204] for instance, that the Stokes oper-
ator A is a positive, sectorial operator and generates a contraction semigroup (e*m) >0

in L2(Q) with operator norm bounded by
le7t ) < e ™Mt for all t > 0,

with some A\; > 0. Furthermore, the operator norm of the fractional powers of the
Stokes operator satisfy an exponential decay property ([72, Theorem 37.5]). That is,
there exists C'1 > 0 such that

| A%t || < C1t% Mt for all ¢ > 0. (2.4.28)

Thus, representing u by its variation of constants formula

t
u(-,t) = e Hug + / e~ =AD (n(-,8)Ve)ds, t e (0, Tnaz),
0

and applying the fractional power A2, we can make use of the fact that e *4 commutes

with A¢ ([75, IV.(1.5.16), p.206]), the contraction property and (2.4.28) to find Cy > 0
such that

[ A%u(-, )| L2 ()

t
< || A%l 20y +01/0 (t = )72 MNP (n(, 5)VE) | 2 () ds

< Ml +Co s [Int)l [ 07N do (2.4.29)

t€(0,’max

holds for all ¢ € (0,Tnqz), by the boundedness of V¢. In light of (2.1.10) we have
|A%uol|2(q) < C3 for some C3 > 0. Furthermore, since ¢ < 1 the integral converges

and by Proposition 2.17, applied with some ¢ > %, we can find C4y > 0 such that
[n(, D)l z2(q) < Ca for all t € (0, Tinga). Combining these facts with (2.4.29) yields

[A%u(, )|l 2@y < C5  for all t € (0, Tinax)
with some C5 > 0, which completes the proof. O

The next quantity of the extensibility criterion we treat is |c(-,?)[ly1.0(q). In view of
Proposition 2.17, we can take some ¢ > max{d, é} to obtain the following corollary from
a simple application of the Poincaré inequality.

Corollary 2.19.
There exists a constant C' > 0 such that

leCs Dllwro@) < C

holds for allt € (0, Thaz)-
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Global existence and boundedness in two-dimensional domains

Now, to prove the last remaining bound required for the extensibility criterion (2.2.1)
as well as one of the estimates required for the boundedness result, we require some
well known results concerning the Neumann heat semigroup (etA) >0+ These semigroup
estimates and Proposition 2.17 will be the main ingredients of our proof. For more details
concerning the estimation process employed, we refer the reader to [12, Lemma 2.1], [97,
Lemma 1.3] and [32].

Proposition 2.20.
There exists a constant C' > 0 such that

In(, )| o) < C
holds for all t € (0, Tynaz)-

Proof: First, we fix p > 2 and represent n by its variation of constants formula
¢
n(-,t) = e®ng — / eli=9)A (V- (nVe)+u-Vn)(-,s) ds, t€ (0, Tma).
0
The fact V-« = 0 and the maximum principle then yield

t
I8l < Inallzsioy + [ [0=I3(V - (Ve un)) ), s
0 *(Q)

for all t € (0, T)4z). Now, we can make use of the well-known smoothing properties of
the Neumann heat semigroup (see [12, Lemma 2.1 (iv)]), to estimate

In(s )l Lo @) < Inollzee (o) (2.4.30)

' 55 emrml-9)
201 [(14 = ER) e 0 (Ve ) (49)] 1o d
0

for all t € (0, T)qez) and some C7 > 0, where p; denotes the first nonzero eigenvalue of
—A in  with regards to the homogeneous Neumann boundary conditions. To estimate
[n(Ve A+ u)| 1p(q) we apply Holder’s inequality to obtain some Co > 0 such that

In(Ve+u)( )o@y < Inls )z Vel )l 20y + lul )l 2n@)) < Ca

holds for all ¢ € (0, Tinas), wherein the boundedness of all quantities on the right hand
side followed in view of Propositions 2.5 and 2.17. Plugging this into (2.4.30) and
recalling ng € C° (Q) yields C3 > 0 such that

”n(‘at)HLOO(Q) < 03 + 03/ <1 —|—O'_%_%) e M9 dg
0

is valid for all ¢ € (0,T)nq4e). By the choice of p we have —% — 119 > —1 and thus there
exists C4 > 0 such that

Hn(‘vt)HL‘X’(Q) < (s forallte (Ovaax)a

which completes the proof. O
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Ch.2. Sublinear signal production in a two-dimensional Keller—Segel-Stokes system

Let us gather the previous results to prove our main theorem.

Proof of Theorem 2.1: As an immediate consequence of the bounds in Proposition
2.18, Corollary 2.19 and Proposition 2.20, we obtain Tj,,; = oo in view of the ex-
tensibility criterion (2.2.1). Secondly, since ¥ > 2 we have WY (Q) < C7(Q) with
" = % ([23, Theorem 5.6.5]). Thus, Corollary 2.19 implies ||c(-, )|/ o) < C for all
t € (0, Thnaz). Additionally, since for g € (%, 1) the fractional powers of the Stokes oper-
ator satisfy D(A?) — C72(Q) for any 72 € (0,20 —1) (see [75, Lemma I11.2.4.3] and [23,
Theorem 5.6.5]), Proposition 2.18 shows that |[u(-,1)|| () < C for all t € (0, Tjy4,) and
the boundedness of [|[n(:,t)|| e () for all ¢ € (0, Tinae) follows directly from Proposition
2.20. ]
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3 Global solvability of chemotaxis fluid
systems with nonlinear diffusion and
matrix-valued sensitivities in three
dimensions

3.1 Introduction

A distinct feature of Keller—Segel-type models (even without fluid) is their possibility
to capture the emergence of patterns arising from the aggregation of bacteria, which on
the solution level of the corresponding PDE system

ny =V - (D(n)Vn —nS(n,c)Vc) ¢ = Ac—c+n, (3.1.1)

can be observed as blow-up of solutions. Accordingly, obtaining results proving or ex-
cluding the possibility of blow-up has been a significant concern of the literature. For
the Keller—Segel system of the form in (3.1.1), the quantity governing the behavior has
been identified to be the growth ratio of %, with its critical number given by % and
N being the space dimension (see [80] and references therein). Essentially, considering
a corresponding Neumann-boundary value problem in a smooth domain Q C RY, the
classical solutions emerging from suitably regular initial data remain bounded for all
times, whenever S = S(n) and

nS(n)
D(n)

2
< C’(1+n)5 for all n > 0 with some C' > 0 and 8 < N

On the other hand, in [95] smooth solutions blowing-up in either infinite or finite time
have been shown to exist under the assumption of
nS(n)
D(n)

2
> Cn” for all n > 1 with some C' > 0 and v > N

(Finite time blow-up has also been witnessed in [15].) Especially, considering cell dif-
fusion as covered by variants of the porous medium operator, but nondegenerate, i.e.
D(n) = m(n+1)™"! and a sensitivity function satisfying S(n) = (1 +n)~%, the condi-
tion for finite time blow-up to be excluded in (3.1.1) can be expressed as m +a > 252,
This number will act as our comparison point for conditions arising in the setting of a
Keller—Segel system coupled to fluid equations, where the underlying model is motivated
by the fact that studies on broadcast spawning ([16, 58]) indicate a great impact of the
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Ch.3. Glob. solv. of ct-fluid systems with nonlin. diff. and matrix-valued sensitivities

the surrounding liquid on the migration process. The literature concerning global ex-
istence in systems incorporating both fluid interaction and signal production described

by

m+ u-Vn =V- (D(n)Vn - nS(z,n,c)Vc),
¢+ u-Ve =Ac—c+n,
ut+K(u-V)u = Au— VP +nVe,

V-u =0,

(3.1.2)

where S may be a tensor-valued function, v denotes the fluid-velocity field, P the cor-
responding pressure and ¢ is a given gravitational potential, however, is not as rich
and mostly focuses either on the case D(n) = 1 or on S(z,n,c) = 1. (A more com-
mon variant of (3.1.2) is concerned with signal consumption as proposed by [85]. For
this setting the results are a bit more extensive and an overview of known results in
three-dimensional domains can be found in the references of [7].) The tensor-valued
sensitivity function present in (3.1.2) is motivated by the observation that movement
of bacteria is biased, as witnessed in colonies of Proteus mirabilis ([109]), where spiral-
ing streams always turn counterclockwise, or with E. coli cells always following clock-
wise, circular trajectories near solid boundaries ([19, 49]). Actually, a contribution to
the chemotaxis term perpendicular to the signal gradient also appears when deriving
macroscopic chemotaxis equations from a cell-based model incorporating swimming bias
([108]). Let us briefly recapitulate the recent developments for porous medium type
diffusion D(n) = mn™ 1. In the case of m = 1 (i.e. linear diffusion) and tensor-valued
S(z,n,c) satisfying |S(z,n,c)| < (1 4+ n)~* global weak solutions were shown to ex-
ist for > 2 ([55]) and global very weak solutions were established whenever @ > %
([88]). In space dimension N = 2 the optimal condition & > 0 can even be reached
with global bounded classical solutions ([90]). If we simplify to Stokes-fluid (k = 0 in
(3.1.2)) instead of full Navier—Stokes-fluid, more regular solutions can also be achieved
in dimension N = 3, as indicated by the recent studies on bounded classical solutions
in [106]. On the other hand, in the case of S(z,n,c¢) =1 (i.e. @ =0) and m > 1 global
weak solutions were obtained first for m > 2 in [111] and more recently for m > 2 in [7],

ot where also global very weak
Global existence of solutions were shown to ex-

very weak solution igt whenever m > 3. The

27 weak solution results concerning N = 3
%’ and Navier—Stokes-fluid can
%A be illustrated by the picture

on the left. Comparing with
the either or cases from the
fluid-free setting one would
expect global very weak so-
lutions to exist for all m > 1
and a > 0 satisfying m+a«a >
%. However, connecting the

Fig. 3.1: Overview of global existence in (3.1.2) prior to this work currently known limit cases

—_
I
t

—
ol

o
Q

)

|

I

|

|

|

l

|
3
7

28



Introduction

for weak solutions in the standard sense to exist leads to a line which appears to have
a rather unnatural slope, posing the question whether the current condition m = 1 and
a > % is critical in « for global weak solutions to exist. Our main interest thereby
consists in extracting a priori estimates from the sparse information provided by the
system, which, most importantly, capture optimal conditions on m > 1 and a > 0.

Main results. Suppose that @ C R? is a bounded domain with smooth boundary,
m > 1 and that for some o > 0 and Sy > 0 the tensor-valued sensitivity function

S e C’2(Q x [0, 00)2;R3X3) satisfies

_ S0
(1+n)>

Under these assumptions we will consider

|S(z,n,c)| < for all z € Q,n >0 and ¢ > 0. (3.1.3)

ne+ u-Vn =An™ —V- (nS(z,n,c)Ve), =€, t>0,

¢+ u-Ve =Ac—c+n, reQ, t>0, (3.1.4)
us+ (u-V)u = Au— VP +nVo, reQ, t>0, o
V-u =0, zeQ, t>0,
complemented with boundary conditions
(Vnm(a:, t) — n(z,1)S (z, n(z, t), c(z, ) Ve(z, t)) v =0, (3.1.5)

Ve(z,t)-v=0 and wu(x,t)=0 for x € 0Q and t > 0,
and initial conditions
n(z,0) = no(x), c(z,0) =co(x), wu(z,0)=up(z), =z€Q, (3.1.6)
where the gravitational potential ¢ is assumed to satisfy
¢ € WA (Q). (3.1.7)
Prescribing initial data which satisfy the conditions

ng € C7 (Q) for some v > 0 with ng > 0in Q and ng # 0,
co € WH(Q)  with ¢g > 0in €, and ¢y Z 0, (3.1.8)
up € W22(Q;R3) N W, (R?)  such that V - ug = 0,

we obtain the following main results.

Theorem 3.1.

Let Q C R? be a bounded domain with smooth boundary. Suppose that m > 1 and o > 0
satisfy m + 2« > % Moreover, assume S € C’Q(Q X[O,OO)Q;R3X3) fulfills (3.1.3) with
some Sp > 0 and that ng, co and uy comply with (3.1.8). Then (3.1.4)—(3.1.6) admits at
least one global weak solution in the sense of Definition 3.6 below.

If we merely prescribe m + 2a < %, we have to weaken the solution concept in order
to verify the existence of global solutions — which is due to the obtainable a priori
information being so weak that we have to consider a sublinear functional of n for our

testing methods.
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Ch.3. Glob. solv. of ct-fluid systems with nonlin. diff. and matrix-valued sensitivities

Theorem 3.2.

Let Q C R? be a bounded domain with smooth boundary. Suppose that m > 1 and o> 0
satisfy m + o > %. Moreover, assume S € C*(Q x[0,00)%;R**3) fulfills (3.1.3) and that
no,co and ug comply with (3.1.8). Then (3.1.4)-(3.1.6) admits at least one global very
weak solution (n,c,u) in the sense of Definition 3.5 below. In particular, this global very
weak solution satisfies

4
ne L@ x[0,00) e € L2, (10,00) WHA(Q) . u € L, ([0, 00); W (2 RY)),
and
/n(-,t) —/no for a.e. t > 0.
Q Q
Remark 3.3.

For the linear diffusion case m =1 Theorem 3.1 provides the existence of a global weak
solution for o > %, extending the results of [88] and [55], which provided the existence of
a global very weak solution for a > % and a global weak solution for o > %, respectively.

Since we are considering Navier—Stokes-fluid, smooth global solutions can not be ex-
pected. However, it could be likely that the very weak solutions obtained for m + a > %
may in fact become smooth solutions after some waiting time, i.e. there may exist
some T' > 0 such that the global very weak solutions satisfies the additional regularity
properties

n,c€ C*(Qx[T,00)) and wue C*(Qx[T,00);R?).

Effects of this kind have, in more generous settings featuring signal consumption instead
of production, been observed in e.g. [105]. However, since the methods underlying
the proof of those results rely heavily on the consumption of the chemical, a result on
eventual smoothness in presence of signal production, to the best of our knowledge, is
still open. Illustrating the previous diagram once more with the new results, we obtain
the figure below, which neatly fits together with the expectations we obtained from
Figure 3.1.

m
Global existence of
very weak solution
2+ weak solution
5
31
4
3 \
1” T
|
|
1 | |
3 1 4 2 «Q
7 3

Fig. 3.2: Overview of global existence in (3.1.4) with Thm. 3.1 and Thm. 3.2
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The notions of weak and very weak solutions

Mathematical difficulties. The absence of any energy-functional in this setting in-
corporating both fluid interaction and signal production is one of the main difficulties
in obtaining estimates optimal with respect to m and a. Most of the problems result-
ing from this lack of an energy estimate can be combated by utilizing similar methods
as displayed in [88] and our previous work [7], but even greater care has to be taken
when trying to derive information on gradient terms and combined quantities without
tightening the scope for m and «. After regularizing the problem in a suitable fashion,
a functional of the form

Joever iy v [ @, t>o

Q Q

(which, specifically, for small values of m and « is of sublinear growth with respect
to n) will be the main cornerstone of our analysis and will also provide bounds on

ttHfQ‘V(nE—FE)m’LO‘_l ‘2 as well as ttHfQ\chP (Lemma 3.10), which by the Gagliardo—
Nirenberg inequality can be refined into more spatio-temporal regularity information on
ne (Lemma 3.11). The careful combination of these estimates with standard arguments
for the Navier—Stokes-subsystem will enable us to conclude from compactness arguments
the existence of the desired limit object (Proposition 3.19). Depending on the size of m

and «a, the convergence properties can be relied on to conclude Theorems 3.1 and 3.2.

3.2 The notions of weak and very weak solutions

Let us start by laying out the exact formulations of the different concepts of solvability
we are going to discuss. The notion of very weak solvability present in Theorem 3.2 is
adapted from the related works in [101, 88, 7] and the main distinguishing aspect when
comparing to the standard notion of weak solvability is the fact that the first component
of the system only has to satisfy a supersolution property.

Definition 3.4.

Let ® € C%(]0,00)) be a nonnegative function satisfying ® > 0 on (0,00). Assume that
ng € L®(Q) is nonnegative with ®(ng) € L*(Q) and that S € C?(Q x[0,00)?; R3*3)
satisfies (3.1.3) for some Sy > 0 and o > 0. Suppose that ¢ € L} ([0, 00); WH2(Q))

loc

and u € Llloc([O,oo);Wol’1 (Q;RS)) with V-u = 0 in D’(Q X (O,oo)). The nonnegative

measurable function n : Q x (0,00) — R satisfying n € L},.([0,00); WhH(Q)) will be
named a global weak ®—supersolution of the initial-boundary value problem

ng + u-Vn:Anm—v-(nS(x,n,c)Vc), e, t>0,

on —, zed, t>0, (3.2.1)
n(z,0) = no(z), x € ),

®(n), and @"(n)n™ |Vn|* belong to Lj,,(Q x[0,00)),
' (n)n™'Vn, and ®(n)u belong to L, (2 x[0,00); R?), (3.2.2)
®'(n)n belongs to Lj. (2 x[0,00)), and ®"(n)nVn belongs to L},.(Q x[0,00); R?),
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and if for each nonnegative ¢ € C§° (Q x [0, oo)) the inequality

- [ [eme - [ om0
m/ /<I>” n™ Y Vn|?p — m/ / n™ Y Vn - Vo) (3.2.3)
+

/(I>” n(Vn-S(z,n,c)Ve) g0+/ /<I>’ S(z,n,c)Ve- V)

// (u-V)
18 satisfied.

Let us briefly remark on the test function we will use later on. For m > 1 and a > 0
satisfying the conditions m+a > % and m+2a < 2 we will consider ®(s) = (s+1)m 21,
Due to m + 2a — 1 < 1 our main intention in the coming sections will be to obtain a
priori bounds which allow for the conclusion that n™™2*~1 ¢ L2 ([0,00); W12(Q)).
Combining this with suitable regularity information on the other solution components is
sufficient to determine that all of the integrals appearing in the supersolution property
above are well defined (see also Corollary 3.12 and Lemma 3.24 below).
Complementing Definition 3.4 with the standard properties of weak solvability for the
remaining subproblems of (3.1.4) will lead us to the following notion of global very weak
solutions.

Definition 3.5.
A triple (n,c,u) of functions

¢ € L2 (0,00); W2(Q),
u e LL ([0,00); Wyt (2 R?)),

satisfying n > 0 and ¢ > 0 in Q x[0,00), cu € L}, (2 x[0,00);R?), as well as u®@ u €
L}, (2 x[0,00); R3*3) will be called a global very weak solution of (3.1.4)-(3.1.6), if

/n(-,t) < /no for a.e. t >0,
Q Q
if V-u=0inD'(Qx (0,00)), if the equality

—/OOO/QC%—/QW(-,O) //vc Vo — //c<p+/ /ncp—i—// o(u- V)

(3.2.4)

holds for all ¢ € L (Q x (0, oo))ﬂL2 ((0,00); WH2(9)) with ¢y € L? (22 x (0,00)), which
are compactly supported in Q x[0,00), if

_/Om/gu.wt_/uodj //vu w+//u®u w+/ /nww

(3.2.5)
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is fulfilled for all ¢ € C§° (2 x [0,00);R3) with V- ¢ =0 in Q x (0,00), and if finally
there exists some nonnegative ® € C?([0,00)) with ® > 0 on [0,00) such that n is a
global weak ®—supersolution of (3.2.1) in the sense of Definition 3.4.

If, on the other hand, m + 2a > % we will obtain global weak solutions in the standard
sense. Let us formulate this well-established concept for the sake of completeness in the
following definition.

Definition 3.6.
Let S € 02(Q X[O,oo)2;]R3X3) satisfy (3.1.3) for some Sy > 0 and o« > 0. A triple
(n,c,u) of functions

n e L}OC(Q x [0, oo)) , c¢€ L}OC([O, 00); WI’Q(Q)) , u€ Llloc([(), 00); I/Vol’1 (Q;R3)),

satisfying n > 0 and ¢ > 0 in Q x [0, 00) will be called a global weak solution of (3.1.4)-
(3.1.6), if n € L},.([0,00); W(Q)) and u® u € L, (Qx[0,00); R¥*?), if V-u =0 in
D'((€2 % (0,00)), if

™ IVn, nVe and nu, as well as cu belong to Llloc(ﬁ X[O,oo);]Rg),

loc

if equality (3.2.4) holds for all ¢ € L™ (Q x (0,00)) N L% ((0,00); WH2(Q)) with ¢, €
L?(Q x (0,00)), which are compactly supported in Q x[0,00), if (3.2.5) is fulfilled for
all Y € CF° (Q x [0, oo);}R?’) with V -9 = 0 in Q x (0,00), and if finally for each
¢ € C5°(21x[0,00)) the equality

—/OOO/QTL%—/nocp(-,O) (3.2.6)
:—m//T”anVLp // S(z,n,c)Ve- V) // (u-Ve)

is satisfied.

Remark 3.7.

i) If (3.2.3) is satisfied for ®(s) = s with equality, then (n,c,u) is a global weak solution
of (3.1.4) in the sense of Definition 3.6, which shows that every global weak solution is
also a global very weak solution.

ii) If the global very weak solution (n,c,u) satisfies the reqularity properties n,c €
CO(21x[0,00)) N C%H(Q2x(0,00)) and u € C(Qx[0,00); R?) N C*1(Q x(0,00); R?),
it can be checked that the solution is also a global classical solution, i.e. one can find
P e CH0(Q2x(0,00)) such that (n,c,u, P) solves (3.1.4) in the classical sense. See [101,
Lemma 2.1] for the arguments involved.

3.3 A family of regularized problems

As a first step in the construction of global solutions in either of the senses above, we
will first adapt the approaches undertaken in [101, 88, 7] to our setting in order to
approximate the system (3.1.4) by problems in which the no-flux boundary condition of
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the first component reduces to a homogeneous Neumann boundary condition and which
are solvable globally in time. With a family (pe).c(0,1) C C5°(£2) of cut-off functions in
Q satisfying

0<pe(xr) <1lforall z€Q suchthat p. "1ase\,0,
we define
S.(x,m,¢) = p(x)S(x,n,¢), (x,n,¢)€Qx|0,00)? (3.3.1)

and accordingly for ¢ € (0,1) consider regularized problems of the form

net+  ue-Vne =V (m(n.+¢e)™ 'Vne — %VCE), e, t>0,
Cet + Uue -Vee = Ace — ¢ + ng, reQ, t>0,
uet + (Yeue - Vue = Aue. — VP +n. Vo, e, t>0,
V-ou =0, re, t>0,
Oyne = Oyce =0, ue = 0, x eI, t>0,

ne(z,0) =mno(z), c(z,0)=co(x), ue(z,0)=m1up(z), ze€q,

(3.3.2)
where the Yosida approximation Y; of the Stokes operator A := —PA is given by
Yep:= (14+eA) o foree (0,1) and p € LA(),

and L2(Q) := {¢ € L*(Q;R3) |V - ¢ = 0} denotes the solenoidal subspace of L?(Q;R?).

3.3.1 Global existence of approximating solutions and basic properties

By standard arguments involving well-established testing procedures and a Moser-type
iteration one can readily verify that for all m > 1 and a > 0 the classical solutions to
the approximating system above are in fact global solutions, which in addition satisfy
certain L' estimates.

Lemma 3.8.
Let Q C R? be a bounded domain with smooth boundary, ¢ € W>>*(Q), ¥ >3, m > 1
and o > 0. Suppose that S € C? (Q X[O,oo)Q;R?’X?’) satisfies (3.1.3) for some Sy > 0
and assume that ng, co and uy comply with (3.1.8). Then for any € € (0,1), there exists
a uniquely determined triple (ne,ce,u:) of functions satisfying

ne € C°(2x[0,00)) N C*'(Q x(0,00)) ,

c. € CY(Qx[0,00)) NC*1(Q x(0,00)) N CY[0, 00); WP (),

U € CO(Q x [0, oo);RS) nCc?t (Q x(0, oo);Rg) ,
which, together with some P. € C'Y(Q x(0,00)), solve (3.3.2) in the classical sense and
fulfill n. >0 and c. > 0 in Q x[0,00), as well as

/Qna(-,t) = /Qno for all t € (0,00) (3.3.3)
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and

/ch(-,t) < max{/gno,/gco} for all t € (0,00). (3.3.4)

Proof: Adapting well-established fixed point arguments as illustrated for similar chemo-
taxis frameworks in e.g. [78, Lemma 2.1], [48, Lemma 2.2] and [98, Lemma 2.1], we
can readily achieve time-local existence of classical solutions. Moreover, denoting by
Trnaz,= € (0,00] the maximal existence time of the solution, the solution satisfies that if
Tinaz,e < 00, then

Timsup ([ne(8) |z + lles ) o) + 4% Dllze) =00 (335)

mazx, e

forall ¥ > 3 and g € (%, 1). The nonnegativity of n. and c. in Q x[0, T},40, <) can then be
established by relying on the maximum principle, whereas the L' estimates for n. and
ce on (0, Tyngz,e) follow immediately from integrating the corresponding equations and,
for ¢, an additional employment of an ODE comparison argument ([86, Thm. IX]). To
verify that the solution is indeed global in time we pick some T" € (0, Tynqa,c) satisfying
T < o0, let v := max{m — 1,6} and fix € € (0,1). Making use of the first equation
n (3.3.2), integration by parts, the divergence-free property of u. and the fact that
|Se(z,ne, cc)| < Sp holds in Q x (0, Thnaz,e), we find that

_ ness X nEaCE
’ydt/rﬂ—/n'y Iy m(ne +¢&)™ 'n. — (115%) /V nlue)

<—(v-1) m/ ne + €)™ )72 Vn.|? + So(vy —1)/ 5(Vne - Vee)

Trenp

on (0, Tmam’s). Now, noticing that m > 1 implies —(s + &)™~} < —s™~! for all s > 0,
that % for all s > 0 and that, by the choice of 7, the inequalities vy —m +1 > 0

1+es —
and m — v+ 5 > 0 are also satisfied, we draw on Young’s inequality to obtain that
1d m S
Rl K (e m+1/|Vca\2 on (0,T). (3.3.6)

In a similar fashion, we multiply the second equation of (3.3.2) with (c. + 1)7~! and
again using that u. is divergence-free, we integrate by parts and see that

1d

(Ce + 1) + (7 - 1) /(Ce + 1)7_2|VC5’2 + /Cs(cs + 1)7_1 = /ns(ce + 1)7_1
ydt Jq Q 0 Q

is valid on (0,7"), from which we infer by positivity of ¢. and an application of Young’s
inequality that

2
S0 d (cc +1) + /\v ce|? (3.3.7)
Q

ymery—m+tL dt 57 mer—m+1
S8

Sg(y—1)
"0 A AL v
= ymeY—m+l1 /QnE * ymeY—m+1 /sz(ca T on (0.1),
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Thus, combining (3.3.6) and (3.3.7) and integrating the resulting inequality implies the
existence of C; := C}(T,¢) satisfying

/ng(-,t) + /(ca(.,t) +1)8 <y forall t e (0,7), (3.3.8)
Q Q

in light of the fact that v > 6. In order to attain some information on the spatial
gradient of ¢, we will first require information on u.. Due to the continuous embedding
D(A?2) — C%(Q) for any 6 € (0,20—3) (see [75, Lemma II1.2.4.3] and [23, Thm. 5.6.5]),
we immediately obtain a bound for the norm of u. in L>®(Q), if we find Cy > 0 such
that || ACuc(,t)[|r2(q) < C2 holds for t € (0,T). For this, we first test the third equation
of (3.3.2) by u. to obtam

2dt/’u€’2 /Vug\ /ngug-V(ﬁ for all ¢ € (0,7),

where we used the facts that V-u. = 0 and V - (1 + eA4) tu. = 0. In light of (3.1.7)
and (3.3.8) this readily implies ||uc(-,t)||z2(q) < C3 on (0,T) for some C5 > 0. Relying
on properties of the Yosida approximation Yz, we can also immediately find Cy > 0 (cf.
[60, p.462 (3.6)]) such that v := (1 +eA)lu. satisfies

0= ()| o) = (1 + €A) (-, 8) || o) < Callue(-, 1)l 120y < Cs = C3Cy

for all ¢ € (0,7). Finally, we can refine these bounds into the desired estimate for
| A%uc (-, )| 2() by a two-step procedure (see e.g. [104, Lemma 3.9]). Firstly, testing
the equation ug + Aue = P(—(ve - V)ue +n-V¢) against Au. yields Cg > 0 such that

/|Vua|2 = / |A2u.|? < Cg for all t € (0,T),
Q Q

and C7 > 0 satisfying [|P((ve - V)ue +n:Vo)|r2(q) < C7 for all t € (0,T). Secondly, we
express A%u. by its variation-of-constants representation and make use of well-known
smoothing properties of the Stokes semigroup (e.g. [100, Lemma 3.1]) to obtain Cg > 0
such that

CgT'—
| A%uc (-, 1)l 20y < Cst™uoll ) + - ——— forall £ € (0,T),
yielding a bound on both the quantity [|A%uc||;2(q) appearing in the extensibility crite-
rion and ||u.|| Lo (@) by the previously mentioned embedding. These bounds at hand, we

can now go to testing the second equation by —Ac. to obtain

sar L7l 45 [18el+ [19eP < [ 2 fulie [ Vel
Q Q Q Q

n (0,7). Plugging in our previous bounds, this immediately entails the existence of
Cy > 0 such that [[Vee(-, )| 2(0) < Co holds for all t € (0,T). The L? regularity of Ve,
at hand, we can now draw on well-known smoothing properties for the Neumann heat
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semigroup (e.g. [97, Lemma 1.3]) to find Cjp > 0 such that HVCE(‘,t)HL%(Q) < Chy for

all t € (0,T), by expressing Ve, through its variation-of-constants representation. In
fact, this entails that

ne(-,t)Se (13, ne (- t), ce (- t))
(1+enc(-,t))3

Ve (o) + ne(c, hue (-, t) € LI(Q)

for all ¢t € (0,7") with some ¢ > 5. Hence, we may employ a Moser-type iteration (see
[80, Lemma A.1] for a version applicable to our system) to obtain C7; > 0 such that
[7(+,)[|Loe (@) < C11 holds for all ¢+ € (0,7). In light the bounds attained above, we
find that assuming T,z . < 00 contradicts the extensibility criterion (3.3.5). Thus, we
finally conclude that in fact Tjqz c = 00. O

3.4 A priori estimates

Since our main focus will be on values m > 1 and « > 0, which are both as small as
possible, our main task will be to obtain regularity information independent on ¢ € (0,1),
restricting m and « in the least possible way. As in particular no energy-structure is
present in (3.3.2), we are thereby tasked with finding a testing procedure, capturing as
optimal conditions on these parameters as possible. Even obtaining an estimate for the
norm of n. in L?(£2) seems to be far out of reach without gravely restricting either m
or a. Thus, similar to the approach in [7], we decide to investigate a functional, which
for small values of m and « is of sublinear growth, hoping to obtain a spatio-temporal
bound on the gradient of n., which we can refine later to a regularity estimate beyond
the L! estimate of Lemma 3.8.

3.4.1 Estimates capturing optimal conditions on m and «

Let us start with an elementary identity laying the groundwork to impending testing
procedures.

Lemma 3.9.

Let m > 1, >0, 8 > 1 be such that m + ga > 1, assume that ng,co and ug comply
with (3.1.8) and that S € C?(Q x[0,00)%;R**3). Then for any ¢ € (0,1) the classical
solution (ne,ce,us) of (3.3.2) satisfies

d m~+LBa—1
¥ Q(n6+<€)
—1 —2
_ m(m + pa —1)(m + fa >/|v(n€+€)m+§a—1|2 (3.4.1)
(m+Za—1)2 0
8
(m+ fa — 1)(m+6a—2)/ ne(ne +¢)2*7! +8a1
+ Vne +&)™" 29 . S.(x,ne, c)Vee
m+ ga -1 o (I4en)? (Ve ) ( Vee)
on (0,00).
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Proof: Drawing on the first equation of (3.3.2), straightforward calculations show that

d m~+Ba—1
dt /Q(ns + 6)

= (m+ Pa—1) /Q(ng + g)mtha2y. (m(na +e)™"vn, — e 55 (5 e, cg)Vca>

(1+eng)

— (m+Ba—1) /Q(ng +e)mHPe=2(y, . Vn,)

holds on (0,00). Making use of the fact that V- u. = 0 in Q x (0,00) as well as the
imposed boundary conditions, we find that the asserted equality follows immediately
upon integration by parts and appropriate reformulation of some terms. ]

Depending on the sign of m 4+ 2a — 2, we will multiply the equality of Lemma 3.9
with either positive or negative constants and then estimate. Combining the resulting
inequality with a standard testing procedure for the second equation, we will derive some
information on (ng + )™271 V(n + &)™t~ ¢2 and V2. This approach has been
undertaken previously in e.g. [88, Lemma 4.1].

Lemma 3.10.

Let m > 1, a > 0 be such that m + o > %, suppose that ng, co and ug fulfill (3.1.8) and
assume that S € C?(Q x[0,00)%;R3*3) satisfies (3.1.3) with some Sy > 0. Then there
exists some C > 0 such that for all € € (0,1) the global classical solution (ne,ce,us) of
(3.3.2) satisfies

/Q(ns +eo)m () + /ch(-,t) +/tt+1/Q\V(ng +e)mrat)? Jr/j+l/g|vca|2 <C
(3.4.2)

for allt > 0.

Proof: We will first assume m + 2« # 2 and later give comments on the adjustments

necessary for the case m + 2a = 2. For m + a > % with m + 2a # 2 we employ Lemma
sgn(m+2a—2)
(m+2a-1)

< Sp in 2 x (0,00) we then obtain

3.9 with 8 = 2 and multiply the resulting identity by

na(ns+5)a7155(‘7naycs)
(1+5n5)3

. Relying on Young’s
inequality and the fact that
that for all € € (0,1)

sgn(m + 2a —2) d / m+2a—1
— 4.
m+2a—1 dt Q(na +e) (3:4.3)

m|m + 2a — 2| 12 SEm A+ 2a - 2]
< _ m+a—1 0 / 2
< 2(m+a_1)2/Q‘V(ne+5) "+ 5 Q|V05]

holds on (0, 00). Preparing a corresponding differential inequality for the signal chemical,
we test the second equation of (3.3.2) by c¢., and make use of the fact that u. is a
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solenoidal vector field, integration by parts, an application of Holder’s inequality and
the embedding W12(Q) < L%(Q) to find that there exists C; > 0 such that
1d 260+ [ Vel 4+ [ e < lec( sy llne( )]l g
2dt Jo o Q. o & = et ne@ien DlLg g)
< Ci([IVee(s )l 2o + lee (s D)l z2@) 1= (D)1 g
is valid for all £ > 0 and all ¢ € (0,1). Here, an additional application of Young’s
inequality entails that

d [ 2 2 2

= : . 1) < .

G [ECo+ [IVator+ [0 <alntol,, G
for all £ > 0 and all € € (0,1), with Co := C2. Moreover, drawing on the Gagliardo-
Nirenberg inequality (e.g. [52, Lemma 2.3]), the nonnegativity of n., the mass con-
servation featured in Lemma 3.8 and the fact that ¢ € (0,1), we obtain C3 > 0 such
that

2 2
Callnellyy o) < Collne +e)™ 723 < Gol[ Ve ™ g7 + G

L5(Q) — L30m+a=T) ()

holds on (0,00) for all e € (0,1), and, since m + a > % implies 5

2
—=~— < 2, an
m+a)—7 ’
application of Young’s inequality thereby provides C4 > 0 such that

2

m
<
@ ~ 43 (m+a-—1

C2Hna('7t)Hig )Q/Q\V(na+a)m+a1(-,t)\2+c4 (3.4.5)

forall¢ > 0 and all € € (0,1). Thus, combining (3.4.3) with a suitable multiple of (3.4.4)
and (3.4.5) consequently entails

YL (t) + ye(t) + go(t) < C4C5 for all t > 0 and all ¢ € (0, 1), (3.4.6)
where we have set C5 := W >0,
sgn(m+2a—2)/ 1201 / 9
t) = mreaTi (Lt C ot t>0
yé() m+2a_1 Q(n€+€) (7)+ 5 905(7)7 > U,

and

_ mm+ 2o — 2| mta—1 2, Cs / 2

ge(t) = ot [ Ve et + Vel >

Because of g-(t) > 0 for all ¢ > 0, an ODE comparison thereby implies

sgn(m + 2o — 2)
m+2a —1

ys(t) < Cg := max{ /(nO + 1)m+2a—1 + C5/C(2), 0405} (347)
Q Q

for all t > 0 and all € € (0,1). For m + 2a > 2 this indeed entails the boundedness of
the first two terms appearing in (3.4.2), whereas in the case of m + 2« < 2 the asserted
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bound cannot be deduced yet, as y.(¢) may in fact be negative. Nevertheless, since in
this case m + 2a — 1 < 1, we conclude from Lemma 3.8 the existence of Cy > 0 such
that for all £ € (0,1) the estimate ——a— [(ne + &)™ 2*~1 < C7 is valid on (0, 00).
Combining this with (3.4.7) shows that

1
2/ _ m+2a—1¢, <
05/Qca(at) ys(t)+m+2a_1/ﬂ(ns+5) (7t)_06+07

for all £ > 0 and ¢ € (0,1), proving boundedness of the first two terms in (3.4.2) also
in the case that m + 2a < 2. In a second step, in order to obtain estimates on the
spatio-temporal quantities featured in the formulation of the Lemma, we observe that
integrating (3.4.6) with respect to time implies that

t+1 t+1
/ ge(s)ds < ye(t) —ye(t+1) — / Ye(s)ds 4+ C4C5 for all t > 0 and all € € (0,1).
t t

By the definition of y. and nonnegativity of fQ this leads to

t+1 1
- d < Et - c m+2a—1‘t 1
| a0 <+ g [l

1 i +2 1
- m a— ', d
+m+2a—l/t /Q(n +8) ( S) s+ CyCs

for all ¢ > 0 and all e € (0,1), which, in light of (3.4.7) and the uniform bound on
Jofne+2)™ 221 obtained in the first part of this proof, completes the proof for the case
m+ 2a # 2.

To verify the asserted bound in the case of m +2a = 2, we note that m+a—-1=1—«
and that moreover a < % due to m > 1. Thus, estimating

A e <™ [ 19m. 4 eyl S [ 1ge(
i [nemna0 <~ [ Vi) of + 52 [ ve.op,

2m

for allt > 0 and all € € (0, 1), and combining with (3.4.4) we obtain an inequality of the
form

d nelnng) (- 56 ne + )l 2
G ([remnen+ 2 [ 20) +05 [ [T+ (1)

+C7/|vc€(-,t)| +C7/c§(-,t) < Cs,
Q Q

with some C7 > 0 and C's > 0. By means of the Gagliardo—Nirenberg inequality and the
evident estimate slns < s”* for s > 0 we have Cy > 0 satisfying

R +Cy on (0,00).

[t < o+ P TE <90+ 90,
Q

L3(-2)(Q)
Because of z= < 2 for a < 1 , this now allows to pursue a similar reasoning as before,
while makmg use of the fact that slns > —% for all s > 0. O
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While the main idea of utilizing the latter spatio-temporal bound for V(n. + ¢)mto1
to establish time-space bounds for n. + € remains unchanged from the previous works
[88, Lemma 4.2] and [7, Lemma 4.3], we have to treat the term more delicately in order
to prepare sufficient information for the limiting procedure later on.

Lemma 3.11.

Let m > 1, a > 0 be such that m + o > % and assume that ng,co and ug comply with
(3.1.8) and that S € C?(Q x[0,00)%R3*3) fulfills (3.1.3) with some Sy > 0. Then for
all p € (1,6(m + a — 1)) there exists C > 0 such that for all e € (0,1) the solution
(ng, ce,ue) of (3.3.2) satisfies

t+1 2p(m+a—F)
/ (-, s) + €|‘Lp(5;1 ds <C forallt>0. (3.4.8)
t

In particular, there exist r € (1,2) and C > 0 such that

t+1 2 1 2(m—+a)—4
/t Hng(.,s) z;g_rr @ ds < C and /t Hn5 H Lo i ds <C

hold for each ¢ € (0,1) and all t > 0.

Proof: We employ reasoning similar to [88, Lemma 4.2]. Due to p € (1, 6(m+a— 1))
and m + «a > % > % we can utilize the Gagliardo—Nirenberg inequality to find C7 > 0
such that with

- -1 6 -1
a= P, (mta-1) g1
m+a—1+35—3 P 6m + 6o — 7

the inequality

b+ 2o i ban1(, gy |PT S se )
p— . mr-o— p— mTa
e\’ P - € D
/ |ne(-,8) + ¢l @ ds / | (ne +¢) (9] ds
t t

L'm+oz mta—1 (Q)
t+1 2p  6m+6a—T 2p  6m+6a—T7 -(1761)
S Cl/ Hv ne + E m+a 1 HZQ 196)3(m+oc 1) H(na + E)m+a71(.’ S)H p*lﬁwta—l) ds
‘ LmFa=1(Q)

2p  6m+46a—T7

t+1
L A O] [p i
t Lm+a I(Q)

holds for all ¢ > 0 and all € € (0,1). Combined with the mass conservation of n., as
established in Lemma 3.8, this implies the existence of Cy > 0 such that

t+1 2p(mta—§) t+1
/t Hna(.,s)—i-sHLp(é)‘l dsSC’Q/t |V (ne + )™t HL2 ds + Cy

holds for all £ > 0 and all € € (0,1), which proves (3.4.8) under consideration of Lemma
3.10. For the first special case in (3.4.9) we note that due to m + a > 3 the interval
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m—+to
6(m+a—1)
m—+to

_7
I:= <1,min {w, 2}) is not empty and that, as m+a > %, for arbitrary r € I

we have r < and q := 6‘% € (1,6(m +a-— 1)) Hence,

2¢(m+a— 1) _ 12r(m+a— %) - 2r
q—1 N r—6 2—7r

This entails the first part of (3.4.9), in light of Young’s inequality and (3.4.8) employed

to p = 6%. For the second bound in (3 4.9) we work along similar lines noting that,

again due to m+a > 3, 2(m+a) — 3 € (1,6(m + o — 1)) and that 2(m + a) — § =
2(mta—§)(2(m+a)-3)
(m—l—a)———l

makmg the first part of the lemma applicable once more. O

Let us also briefly establish some supplementary spatio-temporal estimates under the
additional assumption that m+2« < 2. These bounds follow in a straightforward fashion
from Lemma 3.10 and Lemma 3.11, and will later form a cornerstone in obtaining the
convergence properties necessary to pass to the limit in the integrals making up the
global weak ®-supersolution for ®(s) = (s + 1)m+2a-1,

Corollary 3.12.

Letm > 1, a > 0 be such that % <m+a and m+2a < 2 hold. Suppose that ng, co and
ug fulfill (3.1.8) and assume that S € C? (2 x[0,00)% R3*?) satisfies (3.1.3) with some
So > 0. Then there exists some Cy1 > 0 such that for all ¢ € (0,1) the global classical
solution (ne,ce,u:) of (3.3.2) satisfies

t+1 2 t+1 m+2a—3 m—1 2
/ / |V(ne + 1) + / / [(ne+1)" 2 (n-+e) z Vn| <y, (3.4.10)
t Q t Q

for allt > 0. Moreover, there exist p > 2, r > 1 and Cy > 0 such that

t+1 t+1
[ e+ 0 g <G and [ 4 0%+ 2 g < G
(3.4.11)

as well as

t+1 2r
/ (e + 12|75 < Co (3.4.12)
t -7

hold for each ¢ € (0,1) and all t > 0.

Proof: Due to m 4+ 2a < 2 and o > 0 we clearly also have m + a € (%, 2). Hence, it is
obvious that

1 t+1 t+1
/ |V ne 4+ 1)mte 1‘ / / ne + 1)2m+a=2) |y, |2

(m+a—1)>2

t+1 t+1
/ /n6+€ (m+a— 2>‘V7”L ’2 / ‘V (ne +€ m+a 1‘
(m+a—-1)2 +a—1
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holds for all £ € (0,1) and ¢ > 0, whereupon the boundedness of the first term in (3.4.10)
immediately follows from Lemma 3.10. The bound for the second term contained in
(3.4.10) then is a direct consequence of the first bound in light of the fact that m > 1.
Reiterating the proof of Lemma 3.11 for (n. + 1) instead of (n. + ¢), while relying on
(3.4.10), we find that for all ¢ € (1,6(m + « — 1)) there exists C' > 0 such that

t+1 2g(m+a—§)
/ Hns(-7s)+1HLq(5;1 ds < C forallt>D0.
t

This spatio-temporal estimate at hand, straightforward calculations, similar to those

undertaken to prove the special cases presented in Lemma 3.11, verify (3.4.11) and

(3.4.12), due to the facts that m > 1, « > 0, m+ o > % and m + 2a < 2 also entail that
2

a < %. O
3

3.4.2 Estimates involving the fluid component .

We will briefly state [46, Lemma 3.4] without proof. This result will be applied to a
differential inequality for [;|u(-,¢)* in the lemma thereafter to obtain a first bound-
edness information on the fluid component, which can then be refined to additional
spatio-temporal bounds.

Lemma 3.13.
For some T € (0,00] let y € C1((0,T))NCY([0,T)), h € C°([0,T)), C >0, a > 0 satisfy

t

Y (t) + ay(t) < ht), /() h(s)ds < C

for allt € (0,T). Theny < y(0)+ 175_(1 throughout (0,T).
Drawing on Lemmata 3.11 and 3.13 as well as Holder’s inequality, we are now in a
position to utilize quite standard arguments, which have been successfully employed

before in e.g. [104, Lemmata 3.5 and 3.6] and [88, Lemma 4.3].

Lemma 3.14.

Let m > 1, a > 0 be such that m + o > % and assume that ng,co and ug comply with
(3.1.8) and that S € C?(2 x[0,00)%;R¥*?) fulfills (3.1.3) with some Sy > 0. Then there
exists C' > 0 such that for all € € (0,1) the solution (ng,ce,uz) of (3.3.2) satisfies

, t+1 , t4+1 )
/|Ua('7t)| +/ /\Vu€| +/ [uellzs) < C
Q ¢ Jo ¢

Proof: Multiplication of the third equation in (3.3.2) by u., integration by parts and
an application of the Holder inequality shows that

for allt > 0.

2&/9\%\ (wt)+/Q|Vue(wt)| < IVl (@llueC Dl oyline (Ol g o) (3-413)

43



Ch.3. Glob. solv. of ct-fluid systems with nonlin. diff. and matrix-valued sensitivities

holds for all ¢ > 0 and all € € (0,1). Recalling the embedding W01’2(Q) — L5(Q) and
the Poincaré inequality we find Cy > 0 satisfying

lue (- 8) 1760y < Ch /Q\Vug(-,t)]Q for all t > 0 and all € € (0,1), (3.4.14)

which upon combination with (3.4.13), (3.1.7) and Young’s inequality entails the exis-
tence of Cy > 0 such that

1d 2 1 2 2
=& : - D2 < : 4.1
531 160+ 5 [ [Velof < G0l (3.415)

is valid for all ¢ > 0 and all ¢ € (0,1). Due to Lemma 3.11 implying the existence of
C3 > 0 satisfying fttH ||n5(‘,t)||i§(ﬂ) < Cj5 for all ¢ > 0, we find that by estimating
5

the gradient term by means of the Poincaré inequality from below and then employing
Lemma 3.13, there exists Cy > 0 such that

/|u5|2(-,t) <(C4 forallt>0andallee(0,1).
Q

The estimate for [,|uc|? at hand, we can integrate (3.4.15) with respect to time to obtain
that

t+1
/ / |Vue|? < Cy +2C,C3 for all t > 0 and all € € (0, 1),
t Q
which also immediately implies
t+1
/ HugH%G(Q) < C1C4+2C1CoC5 for allt >0 and € € (0,1),
t

in light of (3.4.14), and thus concludes the proof. O

With a first set of e-independent estimates for the fluid component at hand, let us
also briefly derive some spatio-temporal bounds for the combined quantities n.u. and
(ne+1)m*22=1y_. These estimates will be a cornerstone in the treatment of the integrals
appearing in the solution concepts of (3.3.2), which involve the fluid interaction.

Lemma 3.15.

Letm > 1, a > 0 be such that m + o > % and assume that ng,co and ug comply with
(3.1.8) and that S € C?*(Q x[0,00)%; R3*3) fulfills (3.1.3) with some Sy > 0. Then there
exist r > 1 and C1 > 0 such that for all ¢ € (0,1) the solution (ne,ce,us) of (3.3.2)
satisfies

t+1
/ /|neus\r <Cp forallt>0.
t 0

If, additionally, m + 2a < 2, then there are s > 1 and Cy > 0 such that

t+1 s
/ / ‘(ns + 1)m+2a—1u€‘ < Oy
t Q

hold for each ¢ € (0,1) and all t > 0.
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Proof: For any r € (1,2) an employment of the Holder and Young inequalities shows

that
t+1 . t+1 t+1
[ [l < [T ot gy < [ el e el
t Q t t 5T (Q)

t+1 o t+1 )
< = for all t > 0.
< [ mereln b [ el forane

Thus, taking r» > 1 as provided by Lemma 3.11, the proof of the first assertion follows
immediately from combining the estimate above with Lemmata 3.11 and 3.14. In a
similar fashion we find that for s € (1,2) we have

t+1 el 1 t+1 o112 t+1 )
n +1m+ a— U S/ n +1m+ a— 2—53 +/ U
[ [Jme et < [ eyt L [ g

for all ¢+ > 0 and hence the second part of the lemma is implied by Corollary 3.12 and
Lemma 3.14. U

3.4.3 Time regularity

Having in mind an Aubin-Lions type argument to conclude the existence of limit objects
of our approximate solution (n.,c.,u:) when taking & ~\, 0, we still require regularity
estimates for the time derivatives. Relying on the bounds established in the previous sec-
tions alone does not yet yield sufficient information on terms appearing in our estimation
process.

Lemma 3.16.

Letm > 1, a > 0 be such that m+a > %, suppose that ng, co and ug comply with (3.1.8)
and assume that S € C%(Q x[0,00)%;R**3) satisfies (3.1.3) with some Sy > 0. Then
there exists C > 0 such that for all € € (0,1) the global classical solution (ne,ce,u:) of

(3.3.2) satisfies
t+1 o 9
/ / ‘V(n6 + a)m+5_1| <C
t Q

for allt > 0.

Proof: Similar to the proof of Lemma 3.10 we first assume m + « # 2, employ Lemma
3.9 for § = 1 and multiply the equality by W%l—z) to obtain upon one application of
Young’s inequality that

sgn(m + o — 2) d/ mia_1 . Mmm+a— 2\/ e+ -1
il B 3.4.16
m+a—1 dt Q(n8+6) " 2(m+§ —1)? [V (e +e)m ‘ ( )

|m+a—2/ 2(ne +e)*2
(I1+en.)

\Sa(x,ng,cg)]2|chl2
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holds on (0, 00). Noting that by S. < .S on Q x [0,00)? and (3.1.3) we have
n2(ne +¢)22 S2(ne + )™
e 7S, < 20177
(1+8n ) | (l‘ naacE)‘ — (1_'_”2)204
we integrate (3.4.16) to find that

sgn(m + a — 2) ta-1 m!m+a—2| 1 te1
a1 Q(n5+e)m°‘ (.,t+1)+2 ’Vn5+sm }

-9 S —9 t+1
< Sgn(m + o ) /(n€ + €)m+a71(‘7t) + 0|m +a | / /‘VCSP
Q 2m ¢ Jo

- m4a-1

<52 (3.4.17)

for all ¢ > 0, which proves the asserted bound for both m+«a < 2 and m+«a > 2, in light
of Lemma 3.10. For m + a = 2, however, we consider the time-evolution of anE Inn. to
obtain that

d m 1—92 5(2) 2
dt/QnElnnE—i—M/Q’V(ng—i—s) 2’ S 27’)7,/Q|VC€ (3418)

n (0,00), where we used estimations akin to those in (3.4.17) and the fact that in this
case m — 1 = 1 — a. Here, we rely on the elementary inequality slns < s”/3 for s > 0,
the Gagliardo—Nirenberg inequality and the mass conservation (3.3.3) to estimate

5

/n6 Inn. < H(ng +5)1_%H3(17§> < C’lHV Ne +€) 1_7‘}2(21 Qﬁ) +C; on (0,00),
Q

L30=9) (@)

with some C7 > 0 and a = 2152:1650;. Since, in this case, a < 1 we have ﬁ < 2 and
2

hence (after an application of Young’s inequality if necessary) there exists Cy > 0 such
that

nslmn8 +C'2/

nelnng < /|Vce\2 +Cy on (0,00).
Q

dt

Due to Lemma 3.13 and Lemma 3.10 this implies on one hand that there exists C'3 > 0
satisfying [,neInn.(-,t) < C3 for all ¢ > 0 and on the other hand, upon returning to
(3.4.18) and integrating with respect to time, that the asserted bound of the lemma
holds in light of the fact that slns > —% for all s > 0. O

Now we can rely on standard reasoning to obtain the following:

Lemma 3.17.
Let m > 1, a > 0 be such that m + a > % and assume that ng,co and ug comply with
(3.1.8) and that S € C*(Q x[0,00)% R3>*3) fulfills (3.1.3) with some Sy > 0. For every
T > 0 there exists C(T) > 0 such that for any € € (0,1) the solution (ne,cs,u:) of
(3.3.2) satisfies

Hat((ng + E)m—i-a—l) HLI((O,T);(WS’Q(Q))*) < C(T),

and

||CftHLl((QT);(Wg’Q(Q))*) < C(T)
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Proof: For fixed T > 0 we find C; > 0 such that

HQOHLOO((O,T);WLOO(Q)) < Cl”@H[,oo((o,T);Wg’ﬂ(Q)) for all p e Loo((07T)§ W(%Q(Q)):
in light of the continuous embedding of W32(Q) «— Wh°(Q). Here, noting that
Lm((O,T);Wg’Z(Q)) is the dual space of L'((0,T); (WgQ(Q))*), we fix an arbitrary

3,2 .
¢ € L>®((0,T); Wy=(2)) satisfying ”90||L°°((0,T);W§’2(Q)
equation of (3.3.2), the Cauchy—Schwarz inequality and the bound (3.1.3) to obtain

m—i—la—l‘/at((n6+€)m+a_l)90’

2|C
< m\m+g | 1/}V (ne +e)™t2 _1‘
(m+§

mCl 2(m+g_1) 5 m4+2-1|2 %
+m+‘§‘—1(/g(n€+€> 2 Q!V(ne—i-s) 2 ‘)

N |m + a — 2|SoCy (/ ng(na +e)a2
m+ 5 —1 (1+5n5)6(1+n

n2(n5+5)2 m+a—2)
+SOC1</(1+€TL5 )6(1 + /WCE|

1
Frag () /Qrvmmw—w

n (0,7) for all € € (0,1). Since (1f§r(£)ef:ﬁr1;2)2a < ((1714:5))2& < 1, multiple applications

of the Young inequality and integration over (0,7) entails the existence of Cy > 0 such

that
[ | [t versg

<Cg//}Vn€+e 1‘ +C//|Vn +5m+°‘ 1]
—i—Cg//|Vc€]2+02//(n5+5)2m+0‘_2+(3’2//\us\Q—l—Cg
0 Jo 0 Jo 0 Jo

holds for all & € (0,1) and all ¢ € L®((0,T); Wg*(€)) with el o

) < 1 and make use of the first

5= |V(ne +e) )t _1‘ /]ch\

OmwgR@) = -
Because of 2m 4+ a — 2 < 2(m + «a) — %, a combination of Lemmata 3.10, 3.11, 3.14 and
3.16 now leads to the existence of C3(T") > 0 such that for all ¢ € L>((0,T); W023(Q))

with H‘PHLoo((O,T);Wg’Q(Q)) =1

| [aine v eyeetye < oo

is satisfied. For the second part of the Lemma we follow a complementary reasoning for
the second equation. For fixed ¢ as before we obtain Cy > 0 such that
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C C
’/cmo’§01/|ch\2+01/05+01/n5+1/|u5|2+1/c§+C’4
Q Q Q Q 2 Ja 2 Jo

is valid on (0,7) for all € € (0,1). Hence, we can conclude the proof upon integration
over (0,7) in light of the bounds featured in Lemmata 3.8, 3.10 and 3.14. O

Enhancing similar arguments by known results for the Yosida approximation and the
Stokes operator, a complementary result can be established for the third solution com-
ponent.

Lemma 3.18.

Let m > 1, a > 0 be such that m + a > % and suppose that ng,co and ug fulfill (3.1.8)
and that S € C?(Q x [0, 00)%; R**3) satisfies (3.1.3) with some Sy > 0. For every T >0
there exists C(T)) > 0 such that for any ¢ € (0,1) the solution (ng,ce,us) of (3.3.2)
satisfies

T
/0 ltll 2 . < C(T)- (3.4.19)

4
Proof: Inlight of (3.4.9) from Lemma 3.11 there is C; > 0 such that ftH lIme (-, )||Z§
5

< (4 for all t > 0 and hence we can follow the proof of [88, Lemma 5.5], where the related

system with linear diffusion was discussed, to conclude the desired bound. Let us state
a brief outline of the steps involved. We multiply the third equation of (3.3.2) with a
fixed ¢ € C5°(Q;R?) satisfying V - ¢ = 0 throughout Q and employ Hélder’s inequality
to obtain

| [ 0] < 190l 196 ) + Vet ol s |96

HIVolz=@lnell g o 1¥llzse)

n (0,00) for all € € (0,1). Next, we make use of known facts for the Yosida approxi-
mation and the Stokes operator, the embedding VVO1 2(Q) < L5() and the Gagliardo—
Nirenberg inequality to obtain Cs > 0 such that

[Yeue (- )|l s ) < IVue(, )l 20
H 2 2
and  [Jue (-, 1) 73q) < C2llVue (5 )l 12 g llue (5 )l 72 (q)

hold for all ¢ > 0 and all ¢ € (0,1). Combining the estimates above with Young’s
inequality shows that with some C3 > 0 we have

4 T H r 2 3
/”ugty(s gcg/o ||Vu5||22(m+03/0 IVuel[Z2(gylluell 72y + CsT

for all T'> 0 and all € € (0,1), completing the proof in terms of Lemma 3.14. O
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3.5 Limit functions and their regularity properties

The uniform bounds prepared in the previous section enable us to derive the existence
of limit functions n, ¢, u, satisfying the regularity conditions imposed by Definition 3.5.
With the precompactness properties contained in the previous lemmata, we also imme-
diately obtain convergence properties favorable enough to pass to the limit in most of
the integrals making up the solution concepts discussed in Section 3.2. In contrast to the
scalar sensitivity case discussed in [7] and the linear diffusion case discussed in [88], the
very weak solution concept features terms combining n. + 1 and n. +¢ in a slightly more
varied way, which necessitates the preparation of additional convergence properties.

Proposition 3.19.

Letm > 1, a > 0 be such that m+a > % and suppose that no, co, ug comply with (3.1.8)
and assume that S € C*(Q x[0,00)% R3**3) fulfills (3.1.3) with some Sy > 0. Then there
ezist a sequence (g5)jen C (0,1) with €; \, 0 as j — oo and functions

n e Lif:wa)f% (Q x [0, oo)) with Vnmtel e LIQOC(Q x [0, oo);RB) ,
¢ € Ly ([0,00); WH(9)) ,
w € Lo ([0, 00); Wy *(% RY)),

such that the solutions (ng,cc,uz) of (3.3.2) satisfy

(ne )"t » pmteln L (2 x[0,00)) and a.e. in Q x (0, 00),

(3.5.1)
V(ne +e)™te -t~ vnmterl g L7 (Qx[0,00); R?), (3.5.2)
Ne +e—n in Ll20(c o) (2 x[0,00)) , (3.5.3)
ne+e—mn and n.—n in LY (Q2%[0,00)) for any p € [1,2(m + ) — 3),
(3.5.4)
e = c in L7,.(2 x[0,00)) and a.e. in Q x (0,00), ( |
3.5.5
Ve, — Ve in L, (2 x[0,00); R?) (3.5.6)
as well as
Ue — U in L, (2 x[0,00); R?) and a.e. in Q x (0, 00),
(3.5.7)
Vu: — Vu in L}, (9 x[0,00); R¥?) | (3.5.8)
Youe — u in L3, (2 x[0,00); R?) (3.5.9)
Nelle — NU in Lj,, (2 x[0,00); R?) (3.5.10)

ase =¢€5 \,0, and such thatn >0, ¢ > 0 a.e. inQ2x(0,00). If, additionally, m+2a < 2,
then there exists a further subsequence (gj, )ken C (0,1) such that (ne, ¢z, ue) also satisfy

(ne + )™t (n4+ 1)t in L7 (Q x[0,00)) (3.5.11)
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(ne + 1)l (n+ 1)l p L (9 x[0,00)), (3.5.12)

V(ne + 1)"tot = v+ 1)t in L (2 %[0, 00);R?), (3.5.13)

(ne + 1)%(ne + )™ — (n 4 1)2n™! in L%OC(Q x[0,00)), (3.5.14)
(ne + )27y, — (n+ 1) Ly in L, (2 %[0, 00)) (3.5.15)

as well as

m+2a—3

(e +1)™ 2 (ne +¢)"% Vn.—~(n+1)

m+2a—3 m—1
2

n 2 Vn in L%OC(Q x [0, oo);]R3) ,
(3.5.16)

as € = g5, \(0.

Proof: Noticing that 2(m+a—1) < 2(m+a) — %, we find that by combining Lemmata
3.10, 3.11 and 3.17 with the Aubin-Lions lemma ([74, Corollary 8.4])

{(ne + €)m+a—1}€€(0’1) is relatively compact in L, (Q2 %[0, 00))

and that hence there exists a sequence ¢; \, 0 such that (3.5.1) holds. Extracting
an additional subsequence (still denoted by ¢;), we conclude from the spatio-temporal
bounds featured in Lemma 3.10 and Lemma 3.11 that (3.5.2) and (3.5.3) hold as well.
In light of Lemma 3.11 {(n., + €;)"}jen is equi-integrable for any p < 2(m + «a) — 2
and thus we can rely on the a.e. convergence of n. + € entailed by (3.5.1) and the
Vitali convergence theorem to obtain the first part of (3.5.4), with the second part then
being an immediate consequence of the uniform convergence of ¢; to zero. Along similar
lines the Lemmata 3.10 and 3.17 together with the Aubin-Lions lemma imply that upon
extraction of another subsequence also (3.5.5) and (3.5.6) hold. Moreover, applying these
arguments once more for the third component of the approximate solutions while relying
on Lemmata 3.14 and 3.18 proves (3.5.7) and (3.5.8), whereas (3.5.9) is a consequence
of the dominated convergence theorem and the boundedness of HusH%Q(QX (0, for any
T > 0 (see e.g. [104, Lemma 4.1]). The strong convergence property of the mixed term
neUe in (3.5.10) can be concluded by combining the a.e. convergences contained in (3.5.1)
and (3.5.7) with the equi-integrability of {[n.,u.,|"}jen for some r > 1 implied by Lemma
3.15 and Vitali’s convergence theorem. The assertions for the special case of m +2a < 2
follow from identical reasoning in light of Corollary 3.12 and Lemma 3.15. To be precise,
we can conclude (upon extraction of another non-relabeled subsequence) (3.5.13) and
(3.5.16) from (3.4.10). The properties (3.5.11), (3.5.12) and (3.5.14) are a consequence of
(3.4.11), Vitali’s convergence theorem and the fact that m+2a—1 < 2(m+a—1), and
finally, combining Lemma 3.15 with Vitali’s theorem one last time shows (3.5.15). [

3.6 Solution properties of the limit functions

3.6.1 Weak solution properties of ¢ and u

Relying on the convergence properties prepared in Proposition 3.19, we can check in
a straightforward manner that the limit objects ¢ and u are weak solutions of their
corresponding equations in (3.1.4).
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Lemma 3.20.

Let m > 1, o > 0 be such that m + o > %, assume that ng,co and ug comply with
(3.1.8) and suppose that S € C*(Q2 x[0,00)%; R**3) satisfies (3.1.3) with some Sy > 0.
Furthermore, let n, c,u denote the limit functions provided by Proposition 3.19. Then

/n(-,t) = /no for a.e. t >0, (3.6.1)
Q )

and ¢ and u satisfy the weak solution properties (3.2.4) and (3.2.5), respectively, of
Definition 3.5.

Proof: The equality in (3.6.1) for almost every ¢ > 0 is a direct result of the mass con-
servation (3.3.3) from Lemma 3.8 and (3.5.4). To verify that ¢ solves its corresponding
equation in the weak sense, we multiply the second equation of (3.3.2) by an arbi-
trary test function p € L (Q x (0,00)) N L? ((O, 0); Wl’Q(Q)) with compact support in
Q0 x[0,00) and ¢; € L?(92 x (0,00)) to find that

—/OOO/QCe@t—/QCOSO(wO)
:—/OOO/QVCE-Vgo—/Ooo/szcggo—k/ooo/ﬂngso—k/ooo/ﬂca(ua'VSD)

holds for all € € (0,1). In consideration of (3.5.5), (3.5.6), (3.5.4) and (3.5.7) we may
pass to the limit in each of the integrals and conclude that (3.2.4) holds and that hence
¢ solves its equation in the weak sense. In a similar fashion, we test the third equation
of (3.3.2) by an arbitrary ¢ € C§° (Q x [0, oo);R3) satisfying V-4 =0 in Q x (0, 00) to
obtain

—/Ooo/guewt—/guow(-,0>
:_/Om/ﬂws-w+/ooo/g(nu€®ug>-V¢+/Om[2ng<V¢-¢>

for all € € (0,1). Recalling (3.5.7), (3.5.8), (3.5.9), as well as (3.5.4) and (3.1.7) we can
take € N\ 0 in all the integrals and find that u satisfies (3.2.5). O

3.6.2 Weak solution property of n for m + 2a > g

The currently known compactness properties do not allow us to take € \, 0 in some of the
integrals appearing in the equation for n. corresponding to (3.2.6) of the weak solution
concept in Definition 3.6. However, imposing the additional condition m + 2« > % we
can obtain supplementary convergence properties to the ones in Proposition 3.19, which
will allow us to pass to the limit in these crucial integrals.

Lemma 3.21.
Let m > 1, a > 0 be such that m+ 2o > %, suppose that ng,co and ug comply with
(3.1.8), and suppose that S € C?*(Q x[0,00)%;R3*3) satisfies (3.1.3) with some Sy > 0.
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Furthermore, let n,c,u denote the limit functions obtained in Proposition 3.19. Then
neL?, (Q x [0, oo)) and for any ¢ € CSO(Q x [0, oo)) the weak solution property (3.2.6)
is satisfied.

Proof: Multiplying the first equation of (3.3.2) by ¢ € C§° (Q x [0, oo)) and integrating
by parts, we find that

[ e [0

- m+a_1/ /ng—i-sl *(V(ne +e)"t*"1 - Vo) (3.6.2)

_|_/O /S)M(Ss(x,ns,cg)Vce-ch) +/0 /Qns(us'VSO)

holds for all € € (0,1), where we used (n. + &)™ 1Vn. = %V(m +e)mta=l In
light of (3.5.4) we see that

0 00
_/ /nsgpt—)—/ /mpt aS€:€j\0.
0 JQ 0 JQ

Moreover, since m + 2a > 2, we have 2(1 — ) < 2(m + «) — 3, so that (3.5.4) implies
that

(ne+e)'"* = n'™ in L7 (Qx[0,00)) as e=¢; \,0,

which together with (3.5.2) shows

_ m > 1-« m+a—1
m—l—a—l/o /Q(ng—l—s) (V(n:+e) V)

. m - l-a m+a—1 _ > m—1 )
m—i—a—l/o /Qn (Vn V) m/o /Qn (Vn - V)

2(m+a)— %

as € = g; \, 0. Additionally, since 2(1 —a) < 2(m+a«a)—3, wecan fix 2 < s <

(1—a)+
and find that

/H_l/’na x navca /t+7 SS s SS|Q‘ if o >1
14 eng)3 L+n)se = |55 [, an ofne + e)*0=2) if o € [0,1)

holds on (0, 00). Making use of the fact that s(1—a) < 2(m+a)— 3 and Lemma 3.11 we
thus obtain that {n2j Se;(x,ne;, cgj) (I4ejne;)” 6}]EN is equl—lntegrable, which together

with the a.e. convergences of S; — S and aﬁgizg)g — n in Q x (0,00) and Vitali’s

3)

theorem shows that

naSa(xa Ne, Ca)

e — nS(z,n,c) in LZQOC(Q X[O,oo))
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as € = g5 \, 0. Merging this convergence property with (3.5.6) we obtain that

//1+En5 Se(x,ne, ¢cc)Vee - Vo) — // S(z,n,c)Ve-Vy) ase=¢; \,0.

Finally, relying on (3.5.10) we see that

//n5 Vo) —>// n(u-Ve) ase=c¢g; \,0.

In conclusion, we may pass to the limit in each of the integrals in (3.6.2) and find that
(3.2.6) holds. m

Amalgamating the previous results finalizes the proof of Theorem 3.1.

Proof of Theorem 3.1: The proof is immediate after combination of Lemmata 3.20
and 3.21 with the regularity information on n, ¢ and u presented in Proposition 3.19. [

3.6.3 Very weak solution property of n in the case of m + a > %

Under the weaker assumption that only m+a > % is satisfied, the obtained limit function
n does not appear to be regular enough to conclude that the integral fooo anmAVn Vo,
appearing in (3.2.6), is finite. Weakening the solution concept appears to be the only way
to compensate the missing regularity information, which is why we will only consider
global very weak solutions as defined in Definition 3.5 for the parameter range of m > 1
and « > 0 satisfying m+a > % and m+2a < g Working under these weaker hypothesis,
however, the weak convergence statement for Vc. is insufficient to pass to the limit in
the integral containing both gradient terms. Therefore, we will have to attain a strong
convergence result for Ve, which we prepare with the following Lemma from [88].

Lemma 3.22.

Let m > 1, a > 0 be such that m 4+ o > % and assume that ng, cog and ug comply with
(3.1.8) and suppose that S € C*(Q2 x[0,00)%; R**3) satisfies (3.1.3) with some Sy > 0.
Then there exists a null set N C (0,00) such that the functions n,c and u obtained in
Proposition 3.19 satisfy

1 1 T T T
/CQ(-’T)—/C%+//’VC|2Z—//02+//710 for all T € (0,00) \ N.
2 Jo 2 Jo 0 Jo 0 Ja 0 Jo

(3.6.3)

Proof: This is precisely [88, Lemma 7.1]. The same lemma has also been used in the
setting with scalar sensitivity in [7, Lemma 6.3]. As the proof is quite technical, we will
only provide a sketch of the main steps as featured in [7] and refer the reader to [88, 101]
for an in-depth look at the details

Based on (3.5.5), we know that z(t) := [,c?(-, 1), t > 0, satisfies z € Lj,.([0, 00)). Hence,
there exists a null set N C (0, 00) such that each T € (0,00) \ N is a Lebesgue point of

z, so that
1 T+6
/ /cz(‘,t)—>/02(-,T) for all T € (0,00) \ N as 0 \,0.
dJr  Ja Q
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For given T € (0,00) \ N, § € (0,1) and r € (0,1) we now consider

1, t € [0,77,
) Ts- 5
G(t) = =t te (T, T+06), and .(s):= s * >0
0, t>T+0,

as well as

_ {c(x,t), (x,t) €  x (0,00),
cr(x,t) ==
COk(x)a (.TU,t) € QX (_170]7

for k € N, where the nonnegative sequence (cox)gen C C 1 (Q) is chosen such that cop, —
co in L*(Q) as k — oo. For h € (0,1) we then denote by
1 t
(Ahwr(ék)) (l’,t) = E h¢r(5k)(x75) ds, ($7t) €Qx [0700)7
t_

the temporal Steklov average and let
o(x,t) == sk nr(z,t) = (5(t) - (Ahi/)r(ék))(x,t), (z,t) € Q x [0,00).

It can be checked that ¢ € LS (9 x[0,00)) N L2 ((0,00); W'2(Q)), that ¢ has compact
support in Q x[0,7 + 1] and that ¢, € L?(Q x (0,00)) and therefore we may use ¢ as a
test function for (3.2.4). Inserting ¢ into (3.2.4) we obtain

—fVﬂamwm%w@mawnw—/M@mwwmumwx
0 Q

Q
_/00/ c(x’ t)C(Sh(t) [wr(ék)(:lj, t) — wr(ék)(a:, t— h)] dzdt
0 Ja
_/0 /QVc(x,t)-Cg(t)V(Ahwr(Ek))(a:,t) dx dt (3.6.4)

= [ et 060 (A @) oty dae+ | [, 01650 (Ants (@) (1) vt
0 Jo 0 Jo
+/0 /Qc(as,t)g;(t)u(x,t)-V(Ahwr(ék))(x,t) dx dt.

Noting that 9,.(¢) € L (Q x (0, T + 1)), that we have V1),.(¢) € L*(Q x (0, T+1); R?)
in light of cop, € C* (Q) and that the primitive ¥, of 1), is given by ¥, (s) : [0,00) — R,
s> Tsflnr(%m), we rely on known results for Steklov averages (see e.g. [101, Lemma A.2])

to let h (0 in (3.6.4) and obtain

— liminf /OO/ c(q:,t)gé—(t) [¢r(Ck) (@, t) — Up(Ck) (@, ¢ — h)| dzdt

h—0

\Vc (z,1)]2 o0 c(z,t)
/ /c Aoz da dt—/o /Qg;(t)lﬂc(x?t) dz dt (3.6.5)
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//Ca 1+r ddt+//C5 1+r )ddt+/ﬂmdx.

To estimate the remaining limit (compare (7.11)—(7.14) in [88, Lemma 7.1]), we make
use of the convexity of V¥,., implying

U, (¢x(z,t + h)) — Uz, b)) > (k) (z,t) (c(x,t + h) — c(x, t))

for a.e. z € Q and t € (0,7 + 1), the substitution s = ¢ + h, Young’s inequality and the
definition of (5 to find that

/ /Ca 2, t) — e (g (x,t — h)] - e(a, t) do dt
/ /C(S t—l—h Ge(z,t+h)) — (5k(x,t))] dxdt—i—;/(cgk(‘r)dx

o (14 reo(z))?

h/o /QCQ(:E,t) dxdt—i—/OOO/QC(S(t—I_h;_C(S(h)wr(ék(x,t))c(x,t) dz dt.
Combining this with (3.6.5) shows that
/ /g; )| Ve(, t)|2da:dt+1/00k( )ochJr;/Q %( )dz
//g 1+r ddt+/ /c 1-1—7’ ))d dt+/m(ﬂx
/ /(5 (el t))da:dt—k/ﬂ\lfr(ék(:z:,O))dx

for all k € N and r € (0,1). Drawing on the dominated convergence theorem, we may
next let r \, 0 and then £ — oo to arrive at

/ /45 )| Ve(z, t)!2dmdtdx+/ /C(s (z,t)dxdt
Gs(t) c(x,t)dedt > = L ez " z,t) dx dt.
oy s feborae=g [ [

Finally, recalling the Lebesgue point property of T' we make use of the dominated con-
vergence theorem once more to take 0 \, 0 and obtain (3.6.3). O

Relying on the spatio-temporal estimates of Section 3.4 and the inequality above, we
can now pass to another subsequence along which Ve, — Ve in L? (Q x (0, T );R3)
holds as & N\, 0. Similar reasoning has been employed in e.g. [107, Lemma 4.4] and [88,
Lemma 7.2].

Lemma 3.23.

Let m > 1, a > 0 be such that m + o > % and assume that ng,co and ug comply with
(3.1.8) and suppose that S € C*(Q2 x[0,00)%; R3**3) satisfies (3.1.3) with some Sy > 0.
Furthermore, denote by (¢5)jen and n,c,u the sequence and limit functions provided by
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Proposition 3.19. Then there exist a subsequence (gj, )gen and a null set N C (0, 00)
such that for each T € (0,00) \ N the classical solution (ng,ce,ue) of (3.3.2) satisfies

Ve. — Ve in LQ(QX(O,T);R3) as € =¢gj, \ 0.

Proof: With r € (1,2) as given by Lemma 3.11 we note that, due to the bounds
presented in Lemmata 3.10 and 3.11, the nonnegativity of n. and the Holder and Young
inequalities we have C' > 0 satisfying

t+1 9 _p [tl S o
'f'< -r — <C
| e <255 [ imererta 5 [ el <

for all £ > 0 and all € € (0,1). Since r > 1, we can combine the a.e. convergence of
nece — nc in Q x (0,00) as € = ¢; N\, 0, as implied by Proposition 3.19, with Vitali’s
convergence theorem, to find that for all 7' > 0

T T
//ngcgé//nc ase=r¢; \(0.
0 Ja 0 Ja

Denoting by N1 C (0,00) the null set given by Lemma 3.22 we see that by Proposi-
tion 3.19 there exists another null set N D N and a subsequence (¢, )ken such that

/c§(~,T)—>/c2(~,T) for all T € (0,00) \ Na as e =¢;, \,0.
Q Q

Hence, for any such T € (0, 00) \ N2, by testing the second equation of (3.3.2) by ¢, and
making use of Lemma 3.22 and Proposition 3.19 we obtain

//\V02>—2/ /CO //c—i—//nc
- ] 1
a ejir{llo < B 2 Q Efk »T CO naﬂk csﬂk
r 2
= 6}2%0/0 /{;‘vcé‘jk’ )

which together with the fact that the norm in L? (Q x (0,7); R3) is weakly lower semi-
continuous and the weak convergence property in (3.5.6) implies that actually Ve, — Ve
in L? (2 x (0,T);R?) as € = &5, \, 0. O

Finally, as a last step before proving Theorem 3.2, we can verify the ®-supersolution
property of Definition 3.4 for the choice of ®(s) = (s + 1)™"2%~1 whenever m > 1 and

a > 0 satisfy m + a > % and m + 2a < 2. The restriction m + 2a < 2, however,

is of no consequence for our Theorem, since for m > 1 and a > 0 with m + o > %
and m + 2« > 2, the existence of a global very weak solution is already established by

Theorem 3.1 in light of the fact that every weak solution is also a very weak solution.
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Lemma 3.24.

Let m > 1, a > 0 satisfy m + o > % and m + 2a < 2. Assume that ng, co, ug comply
with (3.1.8) and suppose that S € C?(Q x[0,00)% R3*3) fulfills (3.1.3) with some Sy >
0. Moreover, denote by n,c,u the limit functions provided by Proposition 3.19 and let
®(s) := (s + 1)™*T22=L for s > 0. Then n is a global ®-supersolution of (3.1.4) in the
sense of Definition 3.4.

Proof: Because of m + 2a < 2 we may draw on the special case convergences discussed
in Proposition 3.19, i.e. (3.5.11)—(3.5.16). With ®(s) := (s + 1)™*22~L for s > 0, we
find that the regularity requirements demanded by Definition 3.4 were already obtained
in Proposition 3.19. In particular, we find that the conditions concerning n contained in
(3.2.2) are implied by (3.5.12), (3.5.16), (3.5.13) together with (3.5.14), (3.5.15), (3.5.11)

and (3.5.13), respectively, where we also used the fact that % L7 (2 %[0, 00)).
What remains is the verification of (3.2. 3) We pick an arbitrary nonnegative test
function ¢ € C§°(Qx[0,00)) satisfying 4 “0 = 0 on 090 x(0,00) and then fix T" > 0
such that ¢ =0 in Q x (T, 00). Keeping in mlnd that m + 2a < 2, we multiply the first
equation of (3.3.2) with (m + 2a — 1)(n. + 1)™*2%"2¢ integrate by parts and rewrite

some terms to obtain that

T
/o /Q<ns+1>m“a‘1s@t A(no+1)m+2a‘1¢(-,0>

T 2a—3
:m(m+2a—1)(2—(m+2a))/0 /Q‘(TLE‘i'l)Wr

m—1
(ne + E)Tvns‘2¥7

m(m+2a—1) [T a m— mta—
(m—i-oz—l )/ /(ng+1) (ne +)™ H(V(ne + 1)1 V) (3.6.6)
m+2a —1)(2 — (m+ 2a)) n"'lal m+a—
- m—i(a—l // (1+eng) =(V(ne +1)"" 1-Sa(-,ng,cg)ch)g0

1)e— 1
+ m+2a_1 //ne+1m+a 1(n€+ ) 6(55(-,n€,c€)V05-V4,0)

(14+en.)3
n m+2a—1 Un -
+/O/Q<a+1> (uz - V)

holds for all € € (0,1). Making use of (3.1.3), we find that %S’ | < Sp for all

€ (0,1). Since moreover,

- 1 a—1 - -
Wsa(',naaca) — (n + 1)a lnS(',n, C) a.e. in 2 x (O,oo) as e\, 0
we find that

(ne + 1)a_1n8

(1+en.)? Se(-yne, cc)Vee = (n+1)*"'nS(-n,¢)Ve in L2 (Q x (0,T); R?)
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as € = g5, \, 0, in light of Lemma 3.23 and [101, Lemma A.4]. Combining this strong
convergence with (3.5.11) and (3.5.13) entails that

m a— n€+1 ¢ 1 2
//n5+1 + 1( (1+€)n) (SS('7n87C€)VC8'vS0)
T
- / /(’I’L+1)m+2a_2n(5(-,n,C)VC'Vg0)
0 JQ

and

Tr(n.+1)02"1n B
_/0 /QW(V(% + 1) S (ng, ) Ve )
€

T
a—1 m+a—1

as € = ¢j, \, 0, respectively. Moreover, relying on (3.5.12), (3.5.13), (3.5.14) and (3.5.15)
we obtain that

T T
_/ /‘(n6 + 1)m+2a71(pt N _/ /(n + 1)m+2a71(pt’
0 JQ 0 JQ

- /T/(na + 1)%(ne +)™ H(V(ne + 1)1 Vo)
0 Jo
T
— n anm—l n mta—1
= [ o e @ et v

[ [ v o o [ [ty

as € = €5, \ 0. Lastly, we depend on the lower semicontinuity of the norm in
L? (Q x (0,T); R?) with respect to weak convergence to conclude from (3.5.16) that

T
hmlnf/ /‘ ne + m+22a 3(n€+8)m21Vn5‘2<p2/ /‘(n+1)m+22a 3nm71Vn}2g0.
0 JQ

E]k

Uniting the statements above with (3.6.6) and the fact that m + 2« < 2 entails that
(e o]
_/ /(Tl + 1)m+2a7180t _ /(nO + 1)m+2a7180('70)
0 JQ Q
o0 m+42a—3 m—1
> m(m + 2a — 1)(2—(m+2a))/ /‘(n—i—l) z n o2
0 JQ

mim + 2o — 1) /Oo/(n + 1) N (V(n+ 1)t V)

Vn‘zgo

m+aoa—1
(m+2a —1)(2 — (m + 2a)) / / )°1n mta—1
e n+1 (V(n+1) S(-,n,c)Ve)p

+(m + 2a — 1)/0 /Q(n +1)™ 2972 (S(-,n,c)Ve - V) +/000/Q(n + 1)+l . Vo),
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where we used that ¢ = 0in QX (7T, 00). It can easily be checked that this is an equivalent
formulation of (3.2.3) for our choice ®(s) = (s+ 1)™*+2*~1 which thereby completes the
proof. O

The previous lemma at hand, we can conclude Theorem 3.2 in a straightforward manner.

Proof of Theorem 3.2: The existence of a global very weak solution for m > 1 and
a > 0 satisfying m + 2a > % is already established in light of Theorem 3.1, since any
global weak solution is also a global very weak solution for the choice ®(s) = s. Evidently,
we can restrict ourselves to verifying the ®—supersolution property of Definition 3.4 for
m > 1, a > 0 satisfying m + a > % and m + 2a < % In this case Lemma 3.24 is
applicable and therefore, an evident combination of Lemmata 3.20 and 3.24 with the
regularity information presented in Proposition 3.19 completes the proof. 0
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4 Eventual smoothness of generalized
solutions to a singular chemotaxis-Stokes
system in 2D

4.1 Introduction

Even among the smallest and most primitive organisms there are cases of complex and
macroscopic collective behavior, for instance bacteria of species E. coli were confirmed
to form migrating bands when subjected to a test environment featuring gradients of
nutrient concentration ([1]). Following these experimental findings, chemotaxis systems
of the form

{ ne=An — V- (nS(n,c)Ve), (4.1.1)

ct = Ac —ne,

were among the first phenomenological models proposed by Keller and Segel ([42]) to
study these processes of chemotactic migration. Herein, in contrast to the models dis-
cussed in the previous chapters, the bacteria orient their movements towards a substance
which serves as their food source and is thereby consumed in the process. In the men-
tioned reference the prototypical choice for S(n, ¢) was the singular S(n, c¢) = %, modeling
the assumption that the signal is perceived in accordance with the Weber-Fechner law
([42, 34]). An outstanding facet of this system, as already illustrated in [42], is the oc-
currence of wave-like solution behavior without any type of cell kinetics, which is known
to be vital for such effects in standard reaction-diffusion equations. For studies on exis-
tence and stability properties of traveling wave solutions of (4.1.1), see [92, 51, 65] and
references therein.

The results on global existence to systems of the form (4.1.1) are very sparse, with
widely arbitrary initial data only being treated for the one-dimensional case ([84, 50]).
In higher dimensions, the results were constrained to the Cauchy problem for (4.1.1) in
R™ with n € {2,3}, where smallness conditions on the initial data had to be imposed
to show the existence of globally defined classical solutions ([93]). Only recently ([102]),
so called global generalized solutions to (4.1.1) were constructed in the two-dimensional
case. The solutions are obtained through the study of a suitably chosen regularization,
guaranteeing that the regularized chemical concentration is strictly bounded away from
zero for all times. These generalized solutions comply with the classical solution concept
in the sense that generalized solutions which are sufficiently smooth also solve the system
in the classical sense. In a sequel to the previously mentioned work, it was furthermore
proved that if the initial mass is small, these generalized solutions eventually become
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classical solutions after some (possibly large) waiting time and that the solutions satisfy
certain kind of asymptotic properties ([103]).

Eventual regularity and fluid interaction. Our interest slightly differing from the
system proposed by Keller and Segel, we will consider the case that the bacteria may be
affected by their liquid environment. Let us first recall the prototypical model developed
in [85] to describe the experimental evidence of spontaneously emerging turbulence in
populations of aerobic bacteria suspended in sessile drops of water. The proposed system,
which not only incorporates the interaction by means of transport, but also in form of
a feedback between cells and fluid-velocity stemming from a buoyancy effect, is of the
form

ni+ w-Vn = An—V-(nVe),

a+ wu-Ve =Ac—nc,

ur+k(u-V)u = Au— VP +nVo,
V-u =0,

(4.1.2)

and has been the groundwork for many articles concerning the mathematical analysis of
chemotaxis-fluid interaction since the first analytical results asserting local existence of
weak solutions ([56]). Obtaining results concerning the global existence of solutions in
this setting, however, is far from trivial. Even in the more favorable setting with « = 0
the global existence of classical solutions is only known under a smallness condition on
the initial data ([77]), or when N = 2 (e.g. [98]). The currently known results read
similar in the case of u # 0. In the two-dimensional setting, global classical solutions
stemming from reasonably smooth initial data have also been shown to exist in [98],
whereas many results treating variants of (4.1.2) in three-dimensional frameworks are
again restricted to weak solutions emanating from small initial data (e.g. [44, 13]).
Nevertheless, even in theses cases, where global regularity is hard to prove, some results
concerning eventual regularity of solutions have been shown. In particular, for the fluid-
free case eventual smoothness of solutions was shown in [81] for N = 3 and a result
including fluid is contained in [105], where certain weak eventual energy solutions are
considered.

Similar smoothing effects can also be observed in a setting where N = 3 and logistic
growth terms of the form +pn — un? (p > 0, > 0) are included in the first equation.
In this framework it is still unclear whether global classical solutions exist for small
1 > 0 and reasonably arbitrary initial data, but weak solutions which eventually become
smooth are known to exist for any pu > 0 and possibly large initial data, as indicated by
the studies in e.g. [47].

Chemotaxis-fluid system with singular sensitivity. In light of the regularizing
effects observed in the chemotaxis and chemotaxis-fluid problems mentioned above, it
seems reasonable to assume that also in the case of singular sensitivity the smoothing
effect of the second equation will eventually result in classical solutions, even if fluid
interaction with the bacteria is present. As the construction of global weak solutions
used in [87] does not work for the full Navier—Stokes subsystem (as included in (4.1.2)),
we instead work with the simpler Stokes realization of the fluid, which was also employed
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in [87], instead. In fact we will study systems of the form

n+u-Vn=An—-V-(2Vc), z€Q, t>0,

¢+ u-Ve= Ac—nc, reN, t>0, (4.1.3)
us+ VP = Au+nVo, e, t>0, o
V-u =0, reN, t>0,
with boundary conditions
B—TL:@:O, and uw=0 forzedQ andt >0, (4.1.4)
ov v
and initial conditions
n(z,0) = no(x), c(z,0) =co(x), u(z,0)=up(x), =z (4.1.5)

Q) C R? denotes a bounded domain with smooth boundary and the gravitational potential
¢ is assumed to satisfy

¢ € C*(Q) with Ki:=||¢/lyr.e)- (4.1.6)
For the initial distributions we will prescribe the regularity assumptions

ng € C° (Q) with ng > 0 in Q and ng Z 0,
co € WH(Q) with ¢g > 0 in ©, (4.1.7)
ug € D(Af) for all r € (1,00) and some ¢ € (3, 1),

with A, denoting the Stokes operator A, := —P,A in L"(Q; Rz) with domain D (A,) =
W2 (Q;R?*) N WOI’T (Q;R?) N L5(2), where L5(Q) = {p € L"(Q;R?) | V- ¢ = 0} stands
for the solenoidal subspace of LT(Q, R2) obtained by the Helmholtz projection P;.

In this setting, building on the work [102], it was shown in [87] that for any (ng, co, uo)
satisfying (4.1.7), the system (4.1.3) possesses at least on global generalized solution (in
the sense of Definition 4.8 below). These solutions are constructed by a similar limiting
procedure as in the fluid free setting, making sure that for each of the approximate solu-
tions the quantity ¢ remains strictly positive throughout €2 for all times. In a simplified
version the result one global existence of generalized solutions and basic decay properties
of ¢ obtained in [87] can be summarized as follows:

Theorem A.

Let Q C R? be a bounded domain with smooth boundary. Then for all (ng, co,ug) satisfy-
ing (4.1.7), the problem (4.1.3)—(4.1.5) possesses at least one global generalized solution
(n,c,u) in the sense of Definition 4.8 below. For each p € [1,00) the solution has the

properties that n(-,t) € LP(Q2) and Vel ¢ L*(;R?) for a.e. t > 0. Moreover, c is

C('vt)
continuous on [0,00) as L*°(Q)-valued function with respect to the weak— topology on
L>(Q), and satisfies

c(,t) 20 in L®(Q) and c(,t) >0 in LP(Q) as t — oo.
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Main results. The existence of global generalized solutions provided by Theorem A at
hand, it is the purpose of the present chapter to study the question how far the eventual
regularity and stabilization results for small data as obtained in [103] for (4.1.1), may
be affected by the interaction of the bacteria with their liquid surroundings.

Theorem 4.1.
Let Q C R? be a bounded domain with smooth boundary. Then there exists some m, > 0
such that for any (ng, co, uo) satisfying (4.1.7) as well as

/no < my, (4.1.8)
Q

the global generalized solution of (4.1.3)—(4.1.5) from Theorem A has the property that
there exists T > 0 such that

neC*(Qx[T,0)), ceC*(Qx[T,)) and ue C* (Qx[T,00);R?), (4.1.9)
that
c(z,t) >0 forallz €Q and anyt > T, (4.1.10)

and such that (n,c,u) solve (4.1.3)—(4.1.5) classically in Q x (T, 00). Furthermore, this
solution satisfies

n(~,t)—>’Q|/Qn0 in L°(Q), c(,t) =0 in L™(Q), u(,t)—=0 inL>®(Q),
(4.1.11)
and

Ve(-,t)

D) — 0 in L®(Q;R?) (4.1.12)

ast — 00.

Our analysis will also in straightforward manner allow us to formulate a result for global
classical solutions to (4.1.3)— (4.1.5) if certain smallness conditions are fulfilled by the ini-
tial distributions. Furthermore, these global classical solutions inherit the same asymp-
totic properties stated in Theorem 4.1. In order to completely formulate this outcome,
we note that in two-dimensional domains by the Gagliardo—Nirenberg inequality and
elliptic regularity theory one can find K5 > 0 and K3 > 0 such that

lell7s0) < Kellellfpizqyllelli for all o € WH(Q) (4.1.13)
and

L Op
IVl ) < KallAplie)IVeliag) for all o € W**(Q) with 2= =0 on 0Q.
(4.1.14)

We obtain the following:
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Theorem 4.2.
Let Q € R? be a bounded domain with smooth boundary. Then there exists my, > 0 such
that for any (ng, co,ug) satisfying (4.1.7),

/no < My, and /|u0|4 < My (4.1.15)
Q Q

as well as

no 1 |V60’2 . 1 1 M‘Q’
In— + - — 4.1.16
/Qnonﬂ—l—2/Q 2 < min 1K, 8K, . ( )

for some pu > 0 and K, K3 given by (4.1.13) and (4.1.14), respectively, there exists a
triple (n,c,u) of functions, for each ¥ > 2 uniquely determined by the inclusions

n e CO(Qx[0,00)) N O (Q x(0, ) .
¢ € CO(Q %[0, 00)) N C21(Q x(0,00)) N LE ([0, 00); WH(Q))

u € C(Qx[0,00); R?) N C*1(Q x(0,00); R?)

such that n > 0 in Q x(0,00) and ¢ > 0 in Q x[0,00), and such that (n,c,u) together
with some P € C10(Q x[0,00)) solve (4.1.3)—(4.1.5) in the classical sense in Qx (0,00).
Furthermore, this solution has the convergence properties stated in Theorem 4.1.

In contrast to the known result for the system without fluid, obtained by taking v = 0 in

2
(4.1.3), where requiring only ano In % + % fQ |VCCQO| to be small was sufficient to obtain
0

global classical solutions, in this case we require additional smallness conditions in the
form of sufficiently small bounds for ng in L'(£2) and ug in L*(€2). Let us also briefly note
that the approach utilized here can not be used to prove eventual smoothness of global
generalized solutions in higher dimensions, mainly due to the Gagliardo-Nirenberg type
inequalities (4.1.13) and (4.1.14). In particular, the functional F),(n,z) := anln% +
3 JolVz|? (cf. Sections 4.2.2 and 4.4.1) has to be nonincreasing for small mass (see
Lemma 4.11 below), necessitating control on ||VzH%4(Q) by HAZH%Q(Q)HVZH%Q(Q) (c.f
(4.4.6)), which is only possible in two dimensions. Similarly, problems stemming from
dimension dependency of inequalities employed in the proofs also arise in Lemma 4.19.
Moreover, one would also have to consider additional steps in order to control |lu||z1(q)
in Lemma 4.11 as Lemma 4.4 does not hold in higher dimensions.

Throughout the chapter, in addition to the previously mentioned assumptions in (4.1.6)
and (4.1.7) for €, ¢, the initial data, the Stokes operator and its semigroup, we will
make use of the following notations. A\; > 0 will always denote the first positive eigen-
value of the Stokes operator in {2 with respect to homogeneous Dirichlet boundary data.
Since Afp,e "o and P.p are independent of r € (1,00) for ¢ € C§(Q) N LL(Q)
and ¢ € C§° (Q;RQ), we will drop the subscript whenever there is no danger of con-
fusion. Similar to denoting by L7 (£2) all divergence free functions of L"(€2), the space
of divergence free, smooth test functions with compact support in Q x (0,00) will be
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denoted by Cg%, (€2 x (0,00)). Additionally, when talking about classical solutions to
some of the featured systems in £ X (¢g, 00) for some tg > 0, we will often shorten the
notation to (n,c,u) € C%(Q x [tg,00)), when we are actually considering (n,c,u, P) €
CO(Q x [tn, 00)) x CO(Q x [to, 00)) x CO( x [tg, 00); R?) x C10(Q x[ty, 00)). The nota-
tion (n,c,u) € C*H(Q x (tg,00)) will be used in a similar fashion.

4.2 Basic properties of a family of generalized problems

The construction of the generalized solution mentioned above is based on a limit proce-
dure of solutions to regularized problems and a transformation thereof. Since the original
problem (4.1.3) and the family of approximate problems in question are quite similar,
we will first consider the even more general family of problems

ng+u-Vn=An —V- <MV0), reN, t>0

c

¢+ u-Ve=Ac— f(n)e, €N, t>0,

(4.2.1)
u+ VP = Au+nVo, e, t>0,
V-u =0, reN, t>0,
where we only require that the functions f € C3([0,00)) satisfy
f(0)=0 and 0<f <1on]|0,00). (4.2.2)

Upon proper choice of a subfamily of these functions (cf. (4.3.5) below), the system
will be regularized in a way that ensures that c is bounded away from zero, from which
one can easily obtain global and bounded solutions to the corresponding approximate
problems. These global and bounded solutions are one of the main ingredients of the
limit process involved in the construction of the generalized solution ([102, 87]).

The problems (4.2.1) will be regarded under the boundary conditions

on  Oc
w9 0, and uw=0 forzed andt € (0,Ta), (4.2.3)

and the initial conditions

n(z,0) =no(x), c(z,0) =co(x), u(x,0)=up(x), x€. (4.2.4)
For any f € C3([0,00)) satisfying the conditions above, local existence of classical so-
lutions can be obtained by well-established fixed point methods. Since the necessary

adaptions are quite straightforward, we will refer to local existence proofs in closely
related situations for details.
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Lemma 4.3.

Let Q C R? be a bounded domain with smooth boundary, ¥ > 2 and suppose that f €
C3([0,00)) satisfies (4.2.2). Then for all (ng, co, ug) satisfying (4.1.7) there exist Tynaz €
(0, 00] and uniquely determined functions

n € C%(Qx[0, Thnaz)) N C*H(Q x(0, Taz)) »
¢ € CY(Q %[0, Trnaz)) N C*H(Q % (0, Trna )) N CY[0, Trnaz); WH(Q)),
u e CO (Q X [O,Tma$)§R2) CQ 1( ( I);R2) )

which together with some P € C*0 (Qx [0, Tnaz)) solve (4.2.1)—(4.2.4) in the classical
sense and satisfy n >0 and ¢ > 0 in Q x(0, Tyaz) as well as

either Tpyay = 00, or tll/r%lnrg leelgfl c(x,t) =0, (4.2.5)

or Timsup (|n(-,)llzoe(@) + e, Dllwrs@) + 4% ( )12y ) = oo.

max

Furthermore, the solution has the properties that

/n(:[:,t) dz = /no(:c) dz  for allt € (0, Trmax) (4.2.6)
Q Q
and

c(x,t) < leoll ooy for all (z,t) € QX[0, Thnae)- (4.2.7)

Proof: Local existence, uniqueness and the blow-up criterion (4.2.5) can be obtained
by straightforward adaptation of well-known arguments as detailed in [36, 26, 25] and
[98] for related situations. Simple integration of the first equation in (4.2.1) proves
(4.2.6), whereas by the nonnegativity of f, an application of the parabolic comparison
principle to the second equation in (4.2.1), with ¢ = ||co|| () taken as supersolution,
immediately entails (4.2.7). O

4.2.1 Regularity of the Stokes subsystem

It is known that the Stokes subsystem d%u + Au =P(nVe¢) in (4.2.1) has the property
that the regularity of the spatial derivative Vu is solely reliant on the regularity of n
(since V¢ is bounded). In fact, for Stokes systems of the form

ur=Au—VP+nVeo, €, tg>0,
V-u=0, e, t9>0, (4.2.8)
u=0, x €00, tog>0,

we can obtain the following two results. The first of which is a refinement of a basic
boundedness result e.g. featured in [89, Lemma 2.4].
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Lemma 4.4.

Let ¢ € C’Q(Q). There exist constants \1 > 0 and K, > 0 such that whenever u €
C%(Q x[to, To); R*) NC*(Q x (to, Tp); R?) is a classical solution of (4.2.8) in Qx (to, Tp)
for some 0 <ty < Ty < oo andn € C’O(Q x[to,Tg)) satisfies

/|n(,t)| <L forallte (to,Tp),
Q

with some L > 0, then
[u(-, ) oy < Kue M0 Ju(- o) oy + KoL for all t € (to, Tp).

Proof: By the variation-of-constants representation for u we have
t
u(-,t) = e~ Ay (1) + / e~ E=DAP(n(. 5)Ve)ds for all t € (to, Tp).
to
Fixing any v € (%, 1) we see that
! A
(s )23y < lle™ (-, t0) || Laay + t [47e= I AATIP (-, 5) V)| 14 ds
0

holds for all ¢ € (to,7p). Now, in view of the well known regularity estimates for the
Stokes semigroup (e.g. [100, Lemma 3.1]) we find constants A\; > 0 and C; > 0 such
that

He (t=to)A u(-,to)HLfl(Q) < Cle‘h(t_t‘))llu(-,to)||L4(Q) for all ¢ > ¢,

and, since for 1 < p < ¢ < oo and v € (0,1) satisfying v > % — % it holds that

1A PellLa) < Cllelliro) for all ¢ € C5°(2R?) ([89, Lemma 2.3]), there exists
Cs > 0 such that
|AYeDAATTP(n(, 5)V) || pagy < Ca(t — 5) e M In(-, 5) V|| 11(q

for all s € (to,t), by choice of v € (3,1). Hence, relying on (4.1.6) and our assumption
for [o|n(-,t)], we may estimate

oo
o) zsqey < Cre ™D uCto) sy + CoFaL [ 077N do
0

for all ¢ > 0, which due to v < 1 concludes the proof upon obvious choice for K. O
The second lemma regarding the Stokes subsystem concerns norms of the spatial gra-

dient of u. These results are widely recognized, see e.g. [89, Lemma 2.5] and [100,
Corollary 3.4] for details.
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Lemma 4.5.
Assume ¢ € (3,1), to >0 and ¢ € C*(Q) and let p € [1,00) and r € [1,00] be such that

r < ;Tpp ifp <2,
r<oo ifp>2.
Then for any u(-,to) € D(Af) there exists a constant C = C(u( 0),¢,p,1m, L) >0 such

that whenever u € C° (Q X [to, T0); ]RQ) nc? 1(Q X (to, To); ) 18 a classical solution of
(4.2.8) in Q x (tg,Tpy) for some 0 <ty < Th < oo and n € C’O( X [to, To) ) satisfies
)

[n( ) lpy < L for all t € (to, To),
with some L > 0, then
IVu(-, )|l or(q) < Ce 70 4 OL  for all t € (to, Tp).

In particular, taking the mass conservation property of n and the Sobolev embedding
theorem into consideration, we can easily obtain bounds independent of f for the quan-
tity |lull »(q) with p < oo from the previous lemma. For these potentially better bounds
than the one provided by Lemma 4.4 however, we do not know the exact relation to

’u,(-,to).

4.2.2 Logarithmic rescaling and basic a priori information on =

Now, a quite standard change in variables transformation obtained by taking n, ¢ and
u from Lemma 4.3 and setting

z:=—1In (C) and zp:=—1In (CO> ,
llcoll Lo (02) llcoll oo (@)

will lead to the transformed systems

ne+u-Vn=An+V-(nf'(n)Vz), z€Q, t>0,
z4u-Va=Az—|Vz2+ f(n), x€Q, t>0,
ur+ VP = Au+nVo, e, t>0,

V-u =0, reQ, t>0,

(4.2.9)

building the basis for our analysis of the energy-type inequalities featured in Section 4.4.1.
This transformation has been thoroughly used in previous literature (see e.g. [93, 102,
103]) to analyze systems in similar settings. We will consider (4.2.9) along with the
boundary conditions

87”:%:0, and uw=0 forzedQ andt >0, (4.2.10)
ov  Ov

and initial conditions

n(x,0) = no(x), =2(x,0)=zy(z):=—1In <Co($)m)> . u=ug(z), =€l
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Remark 4.6.

Let f € C3([0,00)) satisfy (4.2.2). Assume that (n,z,u) € C*1(Q x(T1,T3)) is a clas-
sical solution of the boundary value problem (4.2.9),(4.2.10) in Q x (T1,T>) with some
Ty >0 and Ty € (Th,00]. Then the solution satisfies the mass conservation property

T n(-,t)=0 forallte (Th,Ts).
This reformulation of our previous systems at hand, we immediately obtain the following

basic information — not depending on f — about the transformed chemical concentration
z.

Lemma 4.7.

Let mg > 0. Suppose that for f € C3(]0,00)) satisfying (4.2.2) and tqg > 0 the triple
(n,z,u) € C*1(Q x(tp,00)) is a classical solution of (4.2.9)—(4.2.10) in Q X (to, 00) with
the properties that n > 0 in Q X (tg,00) and fQ ) < mg. Then

/z(-,t)+/t:/]Vz\2 < /z(-,to)+(t—t0)mo Jor all t > to. (4.2.11)

Proof: Integratmg the second equation of (4.2.9) with respect to space shows that

z_/Az—/\VzP /f /u Vz

holds for all t € (¢, oo). Making use of V-u = 0, the Neumann boundary conditions for
z, n > 0 and the fact that f(s) < s for all s > 0 we obtain, upon integration by parts,

that
— z+/|Vz]2 </n
Q ) Q

is valid on ¢ € (tp,00). Due to the mass conservation we have [,n(-,t) < mq for all
t > to and therefore integrating this inequality immediately establishes (4.2.11). O

4.3 Generalized solution concept and approximate solutions

Before going into more detail for our eventual smoothness result, let us briefly review
the solution concept of generalized solutions and the exact form of the approximate
problems. These were already used in [101, 102] for closely related settings without fluid
and in [87] for the system with Stokes fluid.

A global generalized solution is defined as follows (see also [101, Definition 2.1-2.3],[87,
Definition 2.1]).

Definition 4.8.

Assume that (ng, co,uo) satisfy (4.1.7). Suppose that a triple (n,c,u) of functions
ne LlOC(Q x [0, oo))
¢ € Li5, (@ x[0,00)) N L, ([0, 00); WH2()) , (4.3.1)
uc Lloc([()? OO>; VVO171 (Q7 R2))7
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satisfies
n>0, and ¢>0, and V-u=0 a.ce inx(0,00) (4.3.2)
as well as

Vin(n +1) € L, (2 x[0, 00); R?) and  Vince L7 (2 x[0,00);R?). (4.3.3)

loc loc

Then (n,c,u) will be called a global generalized solution of (4.1.3)—(4.1.5) if n satisfies
the mass conservation property

/n(:c,t) dz = /no(ac) dz  for a.e. t >0,
Q Q

if the inequality

—/Ooo/gln(n g /an(no +1)¢(-,0)

2/Oméwln(n—k1)\2<p—/OOO/QVIn(n+1)O'OVg0+/Ooo/ﬂnzlvmc-vw (4.3.4)
—/0 /Q o (Vln(n—i—l)-Vlnc)cp—i—/O /an(n—i—l)(u~Vg0)

n+1

holds for each nonnegative ¢ € C§° (Q x[0,00)), if the identity

[[fome ot foeses [ [

is wvalid for any 1 € L™ (Q x (0,00)) N L? ((O, oo);Wl’Q(Q)) compactly supported in
Q x[0,00) with vy € L? (2 x (0,00)), and if furthermore the equality

/OM/QU,WW/QUO,\I,(,,O):/OMAW,V\I,_/?/QWQMP

holds for all ¥ € C§5, (Q x [0, oo);RQ).

It can easily be verified that the supersolution property in (4.3.4) combined with the
mass conservation (4.2.6) is sufficient to obtain that sufficiently regular global generalized
solutions are also global solutions in the classical sense (see [102, Remark 2.1 ii)]), i.e.
if (n,c,u) is a global generalized solution in the sense of Definition 4.8 and satisfies
n>0and ¢ > 0in Q x[0,00) as well as (n, ¢,u) € C?(Q x[0,00)) NC*! (2 x(0,00)) then
(n,c,u) solves (4.2.1) in the classical sense.

Generalized solutions in the sense of Definition 4.8 are constructed by an approximation
procedure relying on regularizations in the form of (4.2.9) with suitably chosen f = f.
([102, 103, 87]). For this we first fix a nonincreasing cut-off function p € C*°([0, c0))
fulfilling p = 1in [0, 1] and p = 0 in [2, 00) and define the family of functions {fE}EE(O,l) C
C*°([0,00)) given by

fe(s) == /Os p(ec)do, s> 0. (4.3.5)
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Every function in this family evidently has the properties
f-(0)=0 and 0<f/<1 on]l0,00) (4.3.6)
as well as
fo(s)=s foralls€0,1] and fi(s)=0 foralls> 2
Furthermore, it holds that
f(s) s and fl(s) A1 ase N0

for each s > 0. According to this choice, we can ensure that for the local solutions to
(4.2.1)—(4.2.4) n. is bounded throughout Q x (0,7},4), and that c. is strictly positive
on  x (0, Tynaz), meaning that the most troublesome terms of the extensibility criterion
in (4.2.5) remain bounded, whence the further estimation of remaining less troublesome
terms in fact shows that the solution is actually global ([87]).

Relying on the logarithmic transformation again we obtain for this family of regularizing
functions, (4.2.9)—(4.2.10) systems of the form

Net +ue -Vn.=An. + V- (n.fl(n:)Vze), 2€Q, t>0,
Zet — Ue Ve = Aze — |V |2 + fo(ne), xeN, t>0,

Ut + VP. = Au: +n.Vo, e, t>0, (4.3.7)
V-u. =0, reQ, t>0,
with boundary conditions
On. = 9z =0, and u.=0 forzed andt >0, (4.3.8)
v v

and initial conditions

ne(z,0) =no(x), 2:(z,0) = zp(x) = —In <CO($)(Q)> , ug(z,0) =up(x), x el
(4.3.9)

As reported by [87] also these problems possess global classical solutions, with again
ne and z. being nonnegative, n. still satisfying the mass conservation property as in
Remark 4.6 and (ne, 2z, us) correspond to solutions of systems of the form (4.2.1) by

means of the substitution z. = —1In ”%Hiifoom) .
The following result summarizes the outcome on the approximation of the generalized

solutions established in [87, Lemma 2.5].

Proposition 4.9.

Let (4.1.7) hold and denote by (n,c,u) the global generalized solution of (4.1.3)-(4.1.5)
from Theorem A. Then there exists a sequence {€;}jen C (0,1) such that €; \, 0 as
j — oo and such that, for the choice of f = f. in (4.2.1), the corresponding solution
(Ne, ce,ue) of (4.2.1)-(4.2.4) satisfies

Ne — N and Ce — ¢ as well as Ue —> U a.e. in  x (0,00).

as e =¢c; \,0.
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4.4 Eventual smoothness of small-data generalized solutions

4.4.1 Nonincreasing energy for small mass

We will appropriately adjust the functional methods employed in [103] to our needs. In
fact, we will study the behavior of functionals of the form

Fu(n,z) = /nln /|v212 (4.4.1)

for p > 0,0 <n e C° (Q) and z € C! (Q) We will show that a suitably chosen condition
on the size of F,(n(-, %), 2(-, %)) for some tg > 0 implies that F), is non-increasing from
that time onward along the trajectory of classical solutions to the system (4.2.9). Since
we are working with the more generalized version of (4.3.7), almost all of the properties
of F,, also hold in the limit case f({) = &£ obtained by taking e \, 0 in (4.3.7). In
particular, this will also hold true for the conditional regularity estimates discussed in
Section 4.4.2.

We start with some basic relations between F), and the quantities appearing therein.

Lemma 4.10.

For pn > 0 let F), be given by (4.4.1). Then for all nonnegative n € CO(Q) and any
ze ! (ﬁ) we have

2|0
/n|lnn| < Fu(n,z) —|—lnu/n—|— 29 (4.4.2)
Q Q €
and
20|02
/\Vz]Q <2F,(n,z)+ ui| (4.4.3)
Q
as well as
Q
Fu(n,z) > _ue (4.4.4)
e

Proof: Making use of the facts that n is nonnegative and that —¢1né < % forall £ >0
we can see that

2|1Q2
/n\lnn\ (n,z) /|Vz]2+ln,u/n— / nlnnSFu(n,z)—i—ln,u/n—i—H
Q {n<1} 9) €

proving (4.4.2). Similarly, we may compute

1/ 9 / 1|9
= Vz|* = F,(n, z ln—<F —i——
5 |1V = Funz) = [ Ml < Fyn) B

verifying (4.4.3) and, upon reordering and dropping one term, also (4.4.4). O

The main ingredient in showing that this generalized energy is non-increasing (after
some waiting time) will be the following differential inequality.
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Lemma 4.11.

Let m > 0 and T > 0 and assume that for f € C3([0,00)) fulfilling (4.2.2) the triple
(n,z,u) € C*H(Qx(T,00)) is a classical solution of (4.2.9)-(4.2.10) in Q x (T',00)
satisfying [ou(-, T)|* < €, and [on(-,t) < m for allt > T as well asn > 0 in Qx (T, 00).
Then for all p > 0 and all t > T we have

]Vn(-,t)|2
) )

a n(,t

1 K3 2 3 1 (po—M(t=T) 2

+13 " [ Va0 KFKQ (b +m) o | 1Az(, 87 <0,
0 Q

&Fﬂ(n(-,t),z(-,t)) +

with K3 as in (4.1.14) and K,, A1 provided by Lemma 4.4.

Proof: Since n is positive in Q x (T, 00) we see by utilizing integration by parts that

d [Vn? 2 2
—F(n,z)=— | —— — [ |Az]"+ | Az|Vz]"+ | Az(u-Vz) (4.4.5)
dt Q n Q Q Q

holds for all t > T', where we used the first and second equations of (4.2.9) and V-u = 0.
By Young’s inequality and (4.1.14) we have

1 1 1 K
/Az\wy? < /mz\2+/\w|4 < {+3/|Vz]2}/Az\2 for all £ > T
Q 2 Ja 2 Ja 22 Jg Q

(4.4.6)

To estimate the last term in (4.4.5), we note that by Holder’s inequality and (4.1.14)

1
there holds [|Vz||p1q) < K3 ]Q\iHAzHLz(Q) for all t > T, which together with Lemma
4.4 implies

/Q’AZ(U -Vaz2)| < [ Azl 2@ [ull o) V2] 2a@)
Lo
< K3 1903 Azl|72 o llull o)

1
< K2 EK,|Q) (e 1) ) / |Az]* forallt>T, (4.4.7)
Q

since [,n < m in (T, 00). Combining (4.4.5)-(4.4.7) and reordering appropriately com-
pletes the proof. O

In view of the lemma aliove, we will need to depend on the nonnegativity of the term
3 - % JolVz(t)]? = KfKumﬁ(fe_)‘l(t_T) +m) in order to obtain an inequality of the
form d%FM (n(-,t),2(-,)) < 0. Most of all, this will require some large waiting time ¢y and
some small bound on an in order to treat the term fe~*(¢=T) 4 . Similarly to the
fluid-free case, we further require that the energy at a certain time is already sufficiently

small, which will provide control of the term containing [,|Vz|?.
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Lemma 4.12. ) )

Let T > 0 and (4K3§KU|Q|%> > mg > 0, with K3 and K, provided by (4.1.14) and
Lemma 4.4, respectively. Suppose that for f € C3([0,00)) satisfying (4.2.2) the triple
(n,z,u) € C*HQx(T,00)) is a classical solution of (4.2.9)-(4.2.10) in Q x (T, c0)
satisfying [olu(-, T)|* <€ and m := [on(-,T) < mq as well as n > 0 in Q x (T,00) and
z € CO([T,00); W'2(Q)). Then if there exist to > T and pu > 0 such that

1
te= 100 4y < ———— (4.4.8)
AK? K, |0/
and
1 plQ
Fﬂ(n('atO)az('7t0)) < 47[(3 - ?7 (449)
then
d
aFu(n(-,t),z(-,t)) <0 forallt>tp. (4.4.10)

Furthermore, one can find § > 0 such that

trVnl? t 1
—1-5/ / Az < —  forallt > to. 4.4.11
lo/ﬁl n to Q‘ | 4K3 ( )

Proof: First, we note that in view of Remark 4.6, the inequality in (4.4.8) implies that

1
e M) Loy < pemM 0T Ly <~ forall £ > to. (4.4.12)

AK2K,|Q3
Furthermore, recalling Lemma 4.10 we see that (4.4.9) implies

K Ksu|Q 1
5 [Tt < Kabu(nfe o), 2Ct0) + S22 < 2

Therefore, the set
K 1
S = {T' >t ‘ 73 / V(- 1) < 1 for all t € [to,T')}
Q

is not empty and Ts := sup S is a well-defined element of (g, c0]. In order to verify that
actually Ts = oo we assume T < oo and derive a contradiction. To this end, we make
use of Lemma 4.11 to obtain from the definition of T and (4.4.12) that

[Vn(, 1)

Fu(n(,t),2(-,1)) + 0 n(,t)

X + (5/ |Az(-,t)]* <0 forallt € (to,Ts), (4.4.13)
Q
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with some small § > 0. Due to the assumed W1?2(2)-valued continuity of z, the mapping
[to,00) 3 t + Fj(n(-,t),2(,t)) is continuous as well and we infer from the definition of
Ts that 52 [|Vz]? < 1 for all t € (to, Ts), but

I;B/lez(',TS)!2 = i (4.4.14)
Integrating (4.4.13) we obtain
Fu(n(-,Ts), 2(-, Ts)) < Fu(n(-,to), (-, to)),
which by Lemma 4.10 and (4.4.9) shows

[ 95T < 25,0 7)o, T) + 25 < 2, (s t0) (0 10) +

2|9 - 1
2K’

contradicting (4.4.14) and thus proving T's = oco. Therefore, the inequality (4.4.13)
actually holds for all ¢t > ¢, which firstly proves (4.4.10) and secondly, upon integration
of (4.4.13) shows (4.4.11) due to (4.4.9). O

4.4.2 Conditional regularity estimates

In this section we will establish appropriate Holder bounds for the components of our
approximate solutions under the assumption that we already have control of [,|Vz|?
for some p > 2. In fact, as we will see in Section 4.4.3, obtaining the bound assumed
throughout the section for the special value of p = 4 will only require bounds on [,n|Inn|
and fQ|Vz\2. This, at least for possibly large times, can be obtained by relying on our
analysis of F), (see Section 4.4.4). Our arguments here are inspired by an approach
illustrated in [103, Section 4.2 and 4.3].

Lemma 4.13.

Let p > 2, mg > 0, M > 0 and 7 > 0. Then there exists C = C(p,mg, M,7) > 0
such that if for f € C3([0,00)) satisfying (4.2.2) and some ty > 0 the triple (n, z,u) €
C?1(Q x(to,0)) is a classical solution of (4.2.9)~(4.2.10) in Q X (tg,00) with n >0 in
Q x (tg,00) and

/”('»to) < my (4.4.15)
Q

as well as
/|Vz(',t)|p <M forallt > tg,
Q

then

()|l o) <O for allt > to + 7. (4.4.16)
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Proof: The proof is based on arguments employed in e.g. [103, Lemma 4.4]. We let
T > tg+ 1 and define

S(T) = max{Sl, SQ(T)}

with
S1 = a t—t )| oo and So(T) := a SO peoy-
1 teﬁgﬁrl}( olln(, 1)Ly and  Sa(T) sefax 1m0 )| Lo ()
Now, in order to estimate S(7') from above, we let t1(t) := max{t — 1,#p} and for

t € (to, T) represent n(-,t) according to

n(-,t) = e"M%n( 1) +/te<t—5>A (V- (0l,9) £/ (0, 5)) V2 (-, ) = (ul-, 5) (-, 5)) | ds
=: A1) 4+ I(t1, 1), (4.4.17)

where (e72),>0 denotes the heat semigroup with Neumann boundary data in Q. Fixing
some ¢ € (2,p), we may rely on well known estimates for the heat semigroup (e.g. [97,
Lemma 1.3] and [27, Lemma 3.3]) to find C; > 0 and C3 > 0 such that for all o € (0,1)
there holds

€720 Lo () < Cro gl for all g € L'(Q) (4.4.18)
and

|72V - ollpeo() < C207 "¢l L) for all p € ct (Q2) such that ¢ -v =0 on 09,
(4.4.19)

with v := % + % < 1. In the case t € (to,to + 1], where t1(t) = tg, we thus have
He(t_tomn(', tO)HLOO(Q) < Crmo(t —to) 7L, (4.4.20)

thanks to (4.4.15) and (4.4.18). Furthermore, making use of V-u = 0, the fact that
/' <1on[0,00), and (4.4.19) we see that

t
HI(tO?t)HLOO(Q) < 02/t (t - s)_W(Hn('NS)VZ('v S)HLq(Q) + Hn(v S)u('?S)HLq(Q)) ds
0

holds for all ¢ € (¢o, tp + 1]. Herein, multiple applications of the Holder inequality show
that

[0, )20, 8)|agy < 120 8) 18 16 ) 57y V2 8) oy

< mé’“M%IIn(', 8)|7o0(qy for all s > to (4.4.21)
wi R
itha:=1-521€(0,1) and

Hn(, s)u(, S)HLQ(Q) < C3(1+ mo)m(l)_“Hn(-, S)H%OO(Q) for all s > t, (4.4.22)
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for some C3 > 0, where [[u(-,t)||Lr() < C3(1 + mo) in view of Lemma 4.5 and Sobolev
embeddings. In particular, recalling the definition of S we have

t
1 (to, )|y < CaS? / (t— ) (s —to)“ds forall t € (fo,to+1].  (4.4.23)
to
with some Cy > 0. Since for any t € (tg, to + 1]
t 1
[e=9 6w ds = -t [a- e
to 0
is finite according to the facts that v < 1 and a < 1, we consequently see that collecting
(4.4.17), (4.4.20), and (4.4.23) shows that there exists some C5 > 0 such that
(t —to)lIn(- t)l| Loy < C5 + C587  for all t € (to,to + 1],
which, due to a < 1, implies that
S1 < Cp := max {1, (205)ﬁ }. (4.4.24)

The estimation of S9(7") follows a similar path. We fix ¢t € [tg + 1,7 and obtain from
(4.4.17), (4.4.18), and (4.4.19) that

(s D)l o)
< [le*n (-t = D ooy + 11 = 1) 220

< Cylln(-t = 1) iy + Cg/tl(t — )77 (Hn(-,s)vz(-,s)||m(m+}|n(-,s)u(., s)HLq(Q))ds,

from which, again by relying on (4.4.15), (4.4.21) and (4.4.22), we infer that

t

1
()l ey < Crmo + Comb=(MF + Cs(1 + m)) / (=57, o) d

holds for all ¢t € [tp + 1,7]. By the definition of Sa(7T") we have ||n(-, s)HaLOO(Q) < S4(T)
for all s € [tp + 1,T1], so that in both of the cases t € [tg + 1,t9 + 2] and t € (tg + 2, 7]
we may estimate

t
/t (¢ =97, 95y s < S /

-1

t t

(t— $) (s — to)~* ds + SX(T) / (t— )~ ds
t—1

1

-7

with some C7 > 0. Collecting these estimates and making use of (4.4.24) we find Cg > 0

such that

< 781 + 1 S5(T).

”n(-,t)HLoo(Q) < Cg+ CgSS(T) for all t € [t() + 1,T],

which implies S3(T) < Cy := max {1, (QCg)ﬁ} for all T' > ¢y + 1. Finally, combining
both estimates for S; and S3(T') establishes (4.4.16) if we let C' := max{S, %, Co}. O
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With the improved regularity for n at hand, we can easily derive the time local Holder
continuity of n and u under the same assumptions as above.

Lemma 4.14.

Letp > 2, mg >0, M >0 and 7 > 0. Then there exist some § = 6(p) € (0,1) and
C = C(p,mo, M,7) > 0 such that if f € C3([0,00)) satisfies (4.2.2) and if for some
to > 0 the triple (n,z,u) € C*'(Q x(tg,00)) is a classical solution of (4.2.9)—(4.2.10) in
Q x (to, 00) with the properties that n > 0 in Q x (tg,00) and

/Qn(-,to) < mg (4.4.25)
as well as
/Q|Vz(~,t)|1l7 <M forallt > to, (4.4.26)
then
Il o gapapny SC 0 Nl gogg gy SC forallt2totm.

Proof: With o given by (4.1.7) we fix § € (%, g). Then we apply the fractional power
AP of the L? realization of the Stokes operator to a variation-of-constants representation
for u to achieve the identity

¢

APu(- 1) = APt Ay (. 1) +/ APe==9AD (n(. 5)Vp)ds, t>t,
t1

where t; := max{t — 1,%9}. Recalling that the positive sectorial Stokes operator A

generates the contracting semigroup (e*tA) ;>0 I L2 (Q) and the fractional powers of

the Stokes operator fulfill the decay property

HABe*tAH < CotPe ™Mt forall t > 0,

with some Cy > 0 ([72, Theorem 37.5]), we can make use of the boundedness of P in
L%(9), (4.1.6), (4.4.25), and Lemma 4.5 to obtain C; > 0 such that

t
HAﬁU('at)Hm(Q) < HAﬁei(titl)Au(‘vtl)HLz(Q) +/t HAﬁei(tis)AP (n(,5)Ve) HL?(Q) ds
1

¢
< Cy(t—t)" +C’1K1/ (t — )P ln(, )] 20y ds (4.4.27)
t1

for all t > t;. Since the assumptions (4.4.25) and (4.4.26) allow for an application
of Lemma 4.13, we can find Cy > 0 such that ||n(-,#)[|2q) < C2 for all t > #5 + 7.
Combining 3 < 1 with the fact that in both cases (t—#;)' ™% < land (t—t;) ™ < 14777
hold for t > to+7, we infer from (4.4.27) the existence of some C5 := Cs(p, mo, M, 7) > 0
such that

HAﬁu(-,t)HLQ(Q) < Cs forallt>ty+T.
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Considering that, since § € (%, 0) the domains of fractional powers of the Stokes semi-
group satisfy D(A¢) < D(AP) < C%(Q) for any 6; € (0,23 —1) ([75, Lemma II1.2.4.3]
and [23, Theorem 5.6.5]), the previous estimate entails the existence of some Cy > 0
such that

||u(~,t)”cgl<ﬁ) <(Cy forallt>ty+r.
Making use of similar arguments we can find C5 > 0 such that
HAﬁu(-,t) - Aﬁu(-,tg)HLQ(Q) < Os(t —t2)'™" for all to > to + 7 and t € [ta, ta + 1],

which together with (4.4.27) readily implies the Holder regularity of u for some 6y :=
min{l — 3,6,}. For the regularity of n we first note that by Lemma 4.13 we obtain a
constant Cg := Cg(p, mo, M, 7) > 0 such that n(z,t) < Cg for all z € Q and ¢t > 1y + 3.
Hence, the function n is a bounded distributional solution to the parabolic equation

ng — V-a(z,t,n,Vn) =0 in Q X (tg, 00),

with a(z, t, 7, Vi) := Va+n(z,t) f' (n(z,t)) Vz(z, t)—u(z, t)n(z, t) and a(z, t, 7, Vi)-v =
0 on the boundary of 2. Considering that with the arguments illustrated in the first
part of the proof, we can find C7 := C7(p,mo, M, 7) > 0 such that |u(x,t)| < C7 for
all z € Q and t > to + &, we let Yo(z,t) := n(z,t)*|Vz(z,t)]* + |u(z,t)n(z,t)[* and
P1(x,t) == Cs|Vz(x,t)| + CsC7 and then see by means of Young’s inequality and (4.2.2)
that

1
a(xz,t,n,Vi)Vn > §]Vﬁ\2 —1o and |a(x,t,n, Vi) <|Va(z,t)| + iz, t)

for all (z,t) € Q x (to + Z,00). As moreover (4.4.26) provides a bound for |Vz|? in

Loo((to,oo);L%(Q)), we obtain from a well known result in [71, Theorem 1.3] that

Inll . o3 < Cg for all t > tg + 7 with some 03(p) > 0 and Cg > 0. Pick-
73 (Qx[t,t+1])

ing 0 € (0, min{fs, 03}) the claim follows immediately. O

In order to prepare a further improvement on the regularity we will show the following:

Lemma 4.15.

Letp>2,mg>0,m1 >0, M >0 andT > 0. Then there is C = C(p,mg,my, M, T) >
0 such that if for f € C3([0,00)) satisfying (4.2.2) and to > 0 the triple (n,z,u) €
CO (2 x[to, 00))NC%1(Q x (to, 00)) is a classical solution of (4.2.9)~(4.2.10) in Qx (to, 00)
with the properties that n > 0 in X (tp,00) and

/n(~,t) <mg forallt>ty (4.4.28)
Q

and

/z(-,to) <my (4.4.29)
Q
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as well as
/|Vz(-,t)|p <M forall t > t, (4.4.30)
Q

then

z(x,t) < C  forallx € Q and t € (to,T).

2
Proof: Because of the assumption p > 2, we have W1P(Q) — C'~»(Q) and thus, there
exists some constant C7 > 0 such that for each ¢ € WHP(Q) it holds that

_2
(@) — o) < Cile =y~ 7|Vl L) forall 2,y € Q. (4.4.31)

By Lemma 4.7, Remark 4.6 and the assumptions (4.4.28) and (4.4.29) we see that
/z(-,t) < /z(-,to) +mo(t —to) < my +moT for all t € (ty,T),
Q Q

whence for any such ¢ € (to,T") we can find zo(t) € Q such that

m1 + mOT

“laoft). 1) < ™G

Therefore, (4.4.31) in conjunction with the assumption (4.4.30) shows that

2(w,t) < 2(zo(t), 1) + |2(w,t) — 2(xo(t), 1)
my + mol’ _2
s—L@fL+«Mx—muw-wv4¢wmm>
mi + moT

1
< + CoM7
it

holds for all = € €2, with Cs only depending on p and the diameter of €. O

Drawing on the time-local bound for z, we can rely on the Holder estimates for n and u
and well-known parabolic regularity theory to show the following set of further bounds.

Lemma 4.16.

Letp >2,mo > 0,m; >0,M >0,T >0 and 7 > 0. Then there exist 0 = 0(p) € (0,1)
and C = C(p,mg,m1, M, T,7) > 0 such that if for f € C3([0,00)) satisfying (4.2.2) and
to > 0 the triple (n, z,u) € C(Q x[tg, 00)) N CH(Q x(tg, 00)) is a classical solution of
(4.2.9)—(4.2.10) in Q x (tg,00) with the properties that n > 0 and z > 0 in  x (tg, 00)

and
/n(',to) < myg
Q

and

/Q 2(t0) < ma
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as well as
/]Vz(-,t)|p <M for all t > ty,
Q
then
< < <
Hn‘|02+9,1+g(§ ><[to+T,T]) < C, HZHC,2+9,1+%(§ ><[to+T,T]) <, HUH02+0,1+%(§ ><[to+T,T]) =
(4.4.32)
Proof: By Lemma 4.15 and the fact that z is nonnegative we have
0<2<Cy inx(t,T)
with some C; = Cy(p, mg, m1, M,T) > 0. Thus, letting ¢ := e~* we obtain
e <E<1 inQx(t,T). (4.4.33)

Since Lemma 4.14 entails the existence of 6 € (0,1) and Co = Co(p, mo, M, 7,T) > 0
such that

7]l + [lull < Co,

o @xltora) O (@xlto+ 1)

we find that ¢ solves the Neumann boundary value problem ¢ = Aé¢ — uVeé — f(n)é in
Q x (tp, 00) with Holder continuous coefficients. Hence, according to standard parabolic
Schauder theory ([45, II1.5.1 and IV.5.3]), there exists some 03 € (0,6;) and C3 =
Cs(p, mg, m1, M, T, 7) such that
||C||02+92’1+072(?2x[to+%,T}) =G

yielding the regularity assertion for z featured in (4.4.32) due to the lower bound for
¢ in (4.4.33). Relying on parabolic Schauder theory once more, we can conclude from
the first equation that n satisfies (4.4.32). That, moreover, u satisfies (4.4.32) can be
readily achieved by well known smoothing properties of the Stokes operator (see e.g.
[30, Theorem 2.8], [2, Theorem 1.1]) and the boundedness of n established in Lemma
4.13. O

4.4.3 Conditional estimates for [,|Vz|* and [ n?

In this section, we will focus on attaining a bound on fQ|Vz|4, which in view of Section
4.4.2 is the main requirement for the regularity estimates we will depend on later. As a
preliminary step, we derive some basic differential inequalities through standard testing
procedures.

Lemma 4.17.
Suppose that for f € C3(]0,00)) satisfying (4.2.2) and to > 0 the triple (n,z,u) €
C?H(Q x (to,00)) is a classical solution of (4.2.9)-(4.2.10) in Q x (g, 00). Then

d
- M+/Ww§/#vﬁlmmu>m (4.4.34)
dt Jg Q Q
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Proof: By simply testing the first equation of (4.2.9) with n, we can rely on integration
by parts, one application of Young’s inequality, and the fact |f'(n)| < 1 to easily arrive
at (4.4.34). 0

Lemma 4.18.

For anyn € (0, 3) there exists C > 0 such that if for f € C3([0,00)) satisfying (4.2.2) and
to > 0 the triple (n,z,u) € C*'(Q x(tg,0)) is a classical solution of (4.2.9)-(4.2.10)
in £ x (tg,00) with n >0 in Q X (ty,00), then

5 Liweite (5 -2n) [ [oiwsef
— VzlI* + [ =—2 V|IVz
g LIV (5 Q\| i

12 2
< 8/|VZ|6+/n2|VZ|2+4/|VZ|4|VU| e </|Vz|2> (4.4.35)
Q nJa Q Q

holds for all t > tg.

Proof: We differentiate the second equation of (4.2.9) with regard to space and multiply
by |V2|?Vz. In the resulting equality we can employ the identity Vz-VAz = %A]VZ\Q -
|D?2|? to obtain upon integration by parts that

d
/|VZ|4+2/\V|sz2\2+4/vz|2D2z|2
dt Jo Q Q

_ —4/\Vz|2Vz~V\Vz]2—4/]Vz\Qf(n)Az—él/f(n)V]Vz\Q-Vz
Q Q Q

20| V2|
ov

—4/|Vz|2Vz-(Vu-Vz)+2 V2| (4.4.36)
Q o0

holds for all ¢ > tg, due to the fact that u is divergence free and the assumed boundary
2
conditions. Drawing on the fact that % < C1]/Vz]? on 09 holds for some C; >

0 only depending on € ([61, Lemma 4.2]) and adapting arguments first employed in

[37, Proposition 3.2] to find that for fixed n € (0,2) there exists C > 0 such that

201H|VZ’2H%2(69) < n[\V!Vz\QH%Q(Q) + CQHVzH‘iQ(Q), we find that

0|V z|? 2
2 ywﬁﬂ < 77/ V|V ?)? +02(/yvz|2) for all t > tg. (4.4.37)
a0 ov Q Q

For the remaining integrals, we note that since f(n) < n and |Az|? < 2|D?z|? by the
Cauchy-Schwarz inequality, we can employ Young’s inequality to see that

—4/Nz\2v2-vwz|2 < ;/\V|Vz]2\2+8/Vz\6 for all t > to, (4.4.38)
Q Q Q

4
—4/Vz|2f(n)Az < n/\v2|2mz|2+/n2yw|2
Q Q nJa

4
< 277/ V22| D?2)* + /n2|vzy2 for all t > to  (4.4.39)
Q nJo
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as well as
8
—4/f(n)vwz|2-v:z < "/]VVZF\Z + /n2\Vz|2 for all t > tg. (4.4.40)
Q 2 Ja nJa

Collecting (4.4.36)—(4.4.40) yields

d
/vZ\4+ 3.3, /\va\2\2+(4_2n)/va21D2z\2

12 2
< 8/|Vz|6+/n2!Vz|2+4/|Vz|4|Vu|—I—C’2</|Vz|2>
Q nJa Q Q

for all ¢ > tg, which due to the pointwise inequality ‘V|Vz[2‘2 < 4|D?2|?|Vz|? readily
implies (4.4.35). O

The combination of the two prepared inequalities will now result in the desired bounds for
fQ|Vz|4 and anQ, if we assume that we already have suitable bounds for the quantities
JonInn and fQ|Vz]2. The bounds on these quantities will later on be acquired from the
energy functional upon the requirement that ano is small.

Lemma 4.19.

Let Ky be as in (4.1.13). Then for all mo > 0, each L > 0 and any M € (0, ﬁ) and
7 > 0 there exists C > 0 such that if for f € C3([0,00)) satisfying (4.2.2) and some
to > 0 the triple (n,z,u) € C*'(Q x(to,00)) is a classical solution of (4.2.9)-(4.2.10)
in £ X (to, 00) satisfying n > 0 in Q X (tp, 00) and

/Qn(-,to) < my (4.4.41)
as well as
/Qn(-,t) Inn(-,t)| <L and /Q]Vz(-,t)|2 <M for allt > t, (4.4.42)
then
/Qn2(-,t) <C and /Q\Vz(-,t)]4 <C forallt>ty+T. (4.4.43)

Proof: First, we note that due to M < ﬁ, by continuity, one can find some small
n € (0,1) such that

(2—2n)(1-mn)
M < T (4.4.44)

Now, assuming (4.4.41) and (4.4.42) to hold, we combine the inequalities established in
Lemma 4.17 and Lemma 4.18 to obtain

i{/gnu/ngﬁ} +/vam2+ (g —2) /Q}VIVzFI2 (4.4.45)
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12
< (1+ —) /n2|v2|2+8/|v,z\6+4/\vz|4\vu| +C1M?  for all t > tg,
n Q Q Q
with some C7 > 0. Herein, Young’s inequality provides Cs > 0 such that

12 )
<1 + ) /nz\szz < 877/ \Vz]ﬁ + Cy /n‘5 for all ¢t > tg. (4.4.46)
n Q Q Q

To further control the term containing n3, we recall that by a variant of the Gagliardo—
Nirenberg inequality (cf. [5, (22)]) and Remark 4.6 we have

@/ﬂﬁgi(/{zvm?) </Qn|lnn|>—|—03 (/Qn)3+03

1
<3 / |Vn|2 + Camd + C3  for all t > to, (4.4.47)
Q

with some C3 > 0. Returning to the analyzation of the remaining terms in (4.4.45), we
observe that by Holder’s inequality, Lemma 4.5 combined with (4.4.41), the Gagliardo—
Nirenberg inequality, and finally Young’s inequality we can find Cy4,C5,Cg > 0 such
that

4/Q|V,z|4|Vu| < APVl 5, < o1+ m)[[92] 2o

<G (/Q\V|VZ!2\2>Z (/Q\VzP)é +Cs (/Q!v,z\2>2

1
<3 / V|Vz2|* + CsM?  for all ¢ > t. (4.4.48)
Q

The estimation of the leftover term on the right in (4.4.45) is more involved. First, note
that by (4.1.13) we have

/\vzyﬁ < K, (/mv,zy?\?) </|v212) K </\Vz|4> (/yw\?) for all £ > o,
Q Q Q Q Q

where additionally by the Cauchy-Schwarz inequality

1 1
/|sz4 < (/yv,zyﬁ)Q (/WZ\2)2 for all ¢ > o,
Q Q Q

so that an application of Young’s inequality combined with our assumption (4.4.42)
implies that

K2 3
/\vzyﬁ < K, (/\vyvﬁ\?) (/|Vz]2> +n/yv2\6+2 (/Vz\2)
Q Q Q Q dn \Ja

K2M3
gKQM/|V\vz|2]2+n/\Vz|6+2 for all t > tg
Q Q
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and therefore

1 KoM 2(1 K2M3
(8 +8n) / V2|8 < 81+ ) KoM / V|V + ) KM At > to.
Q 1—n Q (1—mn)n
(4.4.49)

Collecting (4.4.46)—(4.4.49), we infer from (4.4.45) that for some Cg > 0 we have

d
— {/n2+/|v214} +C7/|vn|2+c7/vaz|2]2 < Cg forallt>ty, (4.4.50)
dt (/o Q Q Q

W} is positive due to (4.4.44). In order to con-

clude the desired bounds, we want to derive from the inequality above a differential
inequality of the form y/(t) + Cy?(t) < C, where y(t) := [on?(,t) + [o|Vz(-,t)|* and
C > 0. To this end, we still need to estimate the terms without time derivatives, arising
in (4.4.50) on the left, from below. By making use of the Gagliardo—Nirenberg inequality,
we firstly obtain upon use of the mass conservation and (4.4.41) that

</Qn2>2§C9 </Q|Vn!2> (/Qn>2+cg (/Qn>4scgmgfﬂyvn2+ggm3

for all ¢ > ¢y with some C9 > 0, and secondly, relying on (4.4.42), we find C1p > 0 such

(/QVZ|4>2 < Cyo </Q\V|v2|2\2) </Q|Vz|2)2+010 (/vaz|2>4

< CoM? / [V|V22|* + CioM*  for all ¢ > t.
Q

where C7 1= min{%,Q —2n—

Thus, letting C11 := max{2Cym3, 2C1oM?}, we see that y satisfies

y’(t) + Clng(t) < Chg for all t > ¢y,

4 4
with Cpo := 00—171 and C13 := Cg + W. By application of an ODE comparison

2

argument, we observe that g(t) := 012(%—150) + 200113 satisfies y(t) < g(t) for all t > to,
implying that

2 2C13
t) < +
ylt) < Ciat Ci2

and thus proving (4.4.43). O

forallt >ty + 7

4.4.4 Eventual smoothness for generalized solutions with small mass

For our next proof we will require the following result demonstrated in [87, Lemma 2.6],
which is based on an application of the Trudinger—Moser inequality combined with a
spatio-temporal estimate on VIn(n. + 1) in L.
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Lemma 4.20.
There exists K4 > 0 such that for all € € (0,1) the solution to (4.3.7)—(4.3.9) satisfies

/Otln{glu/g(ne(ac,s) +1)2 dm}ds
< Ky <1+/n0>t+K4 (/zo—l—/no> for all t > 0.
Q Q Q

Relying on the properties previously established for F),, we can now determine some
possibly large time t, depending on the initial data but not on ¢ € (0,1), for which
JonelInne|, [o|Vz|? and Fj(ne, 2.) are sufficiently small for all times beyond t,. This
in turn will then ensure that we can achieve the conditional estimates featured in Section
4.4.3 for times larger than .

Lemma 4.21.
Let Ko, K3 be as in (4.1.13) and (4.1.14), respectively. Then, there exist constants
My, I, M >0 and p € (0,1) such that

1 || 1
r< - B d  M<—— 4.4.51
SIK; e an <Ky ( )

and such that if the initial data (no, co,ug) satisfy (4.1.7) as well as

m = /no < My, (4.4.52)
Q

then one can find t, > 0 such that for each € € (0,1) the solution (ne, ze,us) of (4.3.7)—
(4.3.9) satisfies

Fu(ne(-t),2:(,t)) <T  forallt > t, (4.4.53)
and
1 20
Cot) Inng( 1) € — + 7 nt>t 4.4.54
[netono) < g + 22 forate =, (4.454)
as well as
/’VZE(',t)‘Q <M forallt>t,. (4.4.55)
Q

Proof: We fix M € (0, ﬁ) and afterwards choose some small p € (0,1), such that

2u[Q _ M 1 plQ

_— < = d 0< ———. 4.4.56
e 2 o < 4K3 e ( )

Upon these choices, we can pick I' > 0 fulfilling the first inequality in (4.4.51) as well as

I'<

M
T (4.4.57)
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Furthermore, letting K4 be provided by Lemma 4.20 we can find n € (0,1) such that
16K, L
n|Qe ™ < 1 (4.4.58)

Relying on the previous choices and with K3, K,, given by (4.1.14) and Lemma 4.4,
respectively, we introduce the positive number

r T 1
1°Q? 1
Alng. 8 sK2 K, |0/

m, = min ¢ 1, , (4.4.59)

where the positivity follows from the facts pu,n < 1. Now given (ng, co,up) such that
(4.1.7) and (4.4.52) hold, we find £ > 0 such that [g|uo|* < ¢, due to D(A?) — L*(Q)
([13, Lemma 2.3 iv)]). Moreover, since A\; > 0, we can easily find ¢y > 0 such that
1
le= Mt 4oy, < — (4.4.60)
AKZ K, Q)

holds. We next claim that the asserted inequalities are true if we fix some large t,
satisfying the conditions

(1 4+ m)t, 2/

zo +m, miy > /zo, and ty > 2tg, (4.4.61)
Q Q

with zp as defined in (4.3.9). To verify this claim we define the sets

Si(e) = {t € (0,4)

1n{|§12|/9(n5(-,t) + 1)2} > 8K4(1 +m)}

[zt > s}

and estimate their respective sizes. By Lemma 4.20 we know that for all € € (0,1) we
have

Ii(e) = /Ot*ln{ulu/Q(na(.,t)+1)2}dtgK4(1+m)t*+K4 </on+m>,

so that the first condition in (4.4.61) combined with our definition of S;(g) shows that

and

So(e) := {t e (0,t,)

2K4(1 + m)t* > K4(1 + m)t* + K4 (/ 2o + m) > ]1(6) > 8K4(1 + m)|51(6)|
Q
holds for all € € (0,1), meaning that

151(e)] < tz for all £ € (0, 1). (4.4.62)

88



Eventual smoothness of small-data generalized solutions

In pursuance of a similar bound for the size of |S2(¢)|, we recall that by Lemma 4.7 we

have
to
:/ /]V25]2 < /ZQ + mt, for all e € (0,1).
0 Q Q

Relying on the second inequality in (4.4.61) and the definition of Ss(¢) we infer that
i, > /on bty > D(e) > 8mlSa(e)|
holds for all € € (0,1) and hence
1S5(e)| < tz for all £ € (0, 1). (4.4.63)
Now, (4.4.62) and (4.4.63) guarantee that
10,4\ (S1(2) U Sa(2))| > % for all £ € (0, 1),

so that we conclude from the third inequality in (4.4.61) that for any € € (0,1) we can
pick some t. € (%o, t,) such that

1 _ 2 " o R < 8
ln{\ﬂl/( (o) +1) }§8K4(1+ ) d /QIV ()2 < 8m (4.4.64)

hold. Relying on the elementary estimate sln & < n(s+1)2 + sln # for all s > 0 (cf.
[103, Lemma 5.5]), we can combine the mass conservation from Remark 4.6 with (4.4.52)
and the first part of (4.4.64) to obtain that

/Qng(-,ts)lnns(;ts)ﬁ /( (o te) +1) +1n/n5 te)

< n|QeBFalirm) 4 mln—
ke

Now, recalling the first and second requirement for m, from (4.4.59) as well as (4.4.58),
we see that
r T T

ne(',te) 16K 1
o)1 Q 4 1 —<— = —.
/Qng(,a)n . n|Qe'*™* + min T t1=3

In a similar fashion, the second part of (4.4.64) in conjunction with the third inequality
contained in (4.4.59) entails that

1 I
2/QW25('J€)’2 < 3

1
) + /|v25(',t€)|2 <T.
2 Ja

and thus we obtain that

Eu(ne(-yte), 22 (- t2)) :/ﬂna(.,tg)ln ne(, e
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In accordance with (4.4.51) and (4.4.60), this allows for the application of Lemma 4.12,
implying that

Fu(ne(-t),z(-t)) <T forall t > t., (4.4.65)

which, since t. < t,, immediately establishes (4.4.53) again due to (4.4.51). Now, to
verify that also (4.4.54) and (4.4.55) hold, we recall that in view of Lemma 4.10 we have
20|

ne(-, t)Inne (-, 1)) < Fu(ne(-,t),2:(-,t)) + Inp | ne(-,t) + =

Q

Q (&
Therefore, (4.4.65), the fact p < 1 and once more (4.4.51) imply

210 1 2102
/Qna(-,t>|1nn5<~,t>rsr+ ’6'<4K3+ ’6' for all ¢ > 1.,

proving (4.4.54), because t, > t.. Similarly, again relying on Lemma 4.10 and (4.4.65),
we conclude that due to (4.4.57) and the first restriction in (4.4.56), we have

20| 21|22 M M
[ 1920 < 2B (0,2 0) + 288 < or o+ 202 < BEL BTy
Q

for all t > t., which proves (4.4.55). O

The bounds for [,n.Inn. and [|Vz|? at hand, we can first draw on the conditional
estimates on fQ|VZE|4 from Section 4.4.3 and afterwards on the conditional regularity
estimates from Section 4.4.2 to derive the following result.

Proposition 4.22.
Let m, > 0 be as provided by Lemma 4.21. Suppose that (ng,co,ug) satisfy (4.1.7) as

well as
/nO S m*7
Q

and let (n,c,u) denote the global generalized solution of (4.1.3)—(4.1.5) from Theorem
A. Then there exists T' > 0 such that

neC*HQx(T,00)), ceC*(Qx[T,00)) and ue C*(Qx[T,00);R?),
(4.4.66)

that
c(z,t) >0 forallz €Q and anyt > T,

and such that (n,c,u) solves (4.1.3)—(4.1.5) classically in 2 x (T,00). Moreover, one
can find p > 0 such that

1 |9
. . _ > 4.
Fu(n(-,t),2(-t) < e - forallt>T, (4.4.67)

with z 1= —ln(

Teoliaar)
llcollLoo () /*
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Proof: Let Ky, K3 be provided by (4.1.13) and (4.1.14), respectively. In view of Lemma

4.21 we can find p € (0,1), ' € (O,ﬁ - Mleﬂ\)’ M e (O,ﬁ), L > 0 and ¢, > 0 such

that for any choice of € € (0,1) we have

Fu(ne(-t),2(-,t)) <T forall t > t, (4.4.68)

and

/ns(-,t)llnne(-,t)] <L aswell as /yv%(.,t)\? <M forallt>t,.
Q Q

Since M < ﬁ, we may employ Lemma 4.19 to obtain C; > 0 such that for any € € (0,1)
we have

/]Vzg(-,t)4 < Cp forallt>t,+1.
Q

This bound at hand, Lemma 4.16 yields 6 € (0,1) such that for each T' > ¢, + 2 we can
pick C2(T") > 0 such that

<
||n€||02+9’1+%(ﬁ ><[t*+2,T}) + HZE||02+9,1+g(Q ><[t*+2,T]) + ||UEHCQ-‘,—0,1+%(§ ><[t*+2,T}) S CZ(T)

for alle € (0,1). In view of the Arzela-Ascoli theorem, we can find a subsequence (¢, )ken
of the sequence provided by Proposition 4.9, along which n., z. and u. are convergent
in C’l2 O’Cl (Q X [ts + 2, oo)) The respective limits of n., z. and u. must clearly coincide
with n, z and u, which ensures that n, ¢ and v have the desired regularity properties
in (4.4.66). Additionally, the continuity of z implies ¢ > 0 in Q x[T, 00) and passing to
the limit for € = €5, N\, 0 in (4.4.68), we easily obtain (4.4.67) due to I' < ﬁ - @
Letting e = e, \, 0in (4.3.7), we first conclude that (n, z, u) solves (4.2.9)-(4.2.10) with
f(&) = € classically in Q x (T, 00), which then in combination with ¢ > 0 in Q x[T, 00)
entails that (n,c, u) solve (4.1.3)—(4.1.5) classically in Q x [T, c0). O

4.4.5 Stabilization of solutions with small energy

This section discusses the last missing part for the proof of Theorem 4.1, which are the
convergence properties featured therein. Since from the last section we already know
that our generalized solutions will be classical solutions after some waiting time, we will
concern our investigation only with convergence of classical solutions to (4.2.9). Before
proving the desired large time behavior we require one additional preparation in form of
a time-independent Holder bound for Vz.

Lemma 4.23.

For all mg > 0, M > 0, 7 > 0 there exist 6 € (0,1) and C > 0 such that if for
f € C3([0,00)) satisfying (4.2.2) and to > 0 the triple (n,z,u) € C°(Q x[tg,00)) N
C?H(Q x (t,00)) is a classical solution of (4.2.9)—(4.2.10) in Q x (g, 00) satisfying

/ﬂn(',to) < mg

91



Ch.4. Ev. smooth. of gen. sol. to a singular chemotaxis-Stokes system

and
/]Vz(-,t)|4 <M forall t > ty,
Q

then

HVZ('7t)|’CQ(Q) <C forallt>ty+T. (4.4.69)

Proof: The arguments are quite similar to the ones employed in [103, Lemma 4.9] and
we will not recount all details here. First, we note that by Lemma 4.13 we can find
C1 > 0 such that

In(, 8|y < C1 - for all ¢ > fo o= to + % (4.4.70)
Now, we may choose some 3 € (0,1) close to 1 such that 8 > i and afterwards ¢ > 1

satisfying % < % < % — (. With these values fixed we will make use of several well-known
estimates for the Neumann heat semigroup (e*SB)S>O in L*(Q), where B := —A +1

(e.g. [97]). In particular, for any fixed 6 € (0,28 — %) we have that D(Bf@) — C1H9 (Q)
([32, Theorem 1.6.1]) and hence

IVelco(m) < Co||BP |11y for all ¢ € D(B?), (4.4.71)
with some C5 > 0. Letting

Sy = max (t—19)?|Va(-t 5y and So(T):= max [[Vz(,,t 5
1 te[fofo—i-l]( 0)"IVz(, )l co (@) 2(T) te%ﬂﬂll ()l oo @)

for T > to 4 1 we continue by estimating S(T') := max {S, So(T)}. Consequently, with
t1(t) ;== max{t — 1,ty} we start by representing z(-,t) according to

. t
2(5t) = 20 0) + e (L) = 2 / e e IBV (- 5)[2 ds
t1
t

¢
+/ et_se_(t_S)Bf(n(-,s)) ds—/ et 3By (L §)Va(, s)ds,  (4.4.72)

t1 t1

where p := ﬁ ngo denotes the spatial average. In the case of t — g < 1 we make use of

Young’s inequality, (4.4.71), the semigroup estimates for the Neumann heat semigroup,
and the fact that f(s) < s for all s > 0 to obtain C3 > 0 such that

192Dl

t
< Cae(t —to) P||2(- fo) — 2(- o)l La(ay +03e/t (t = 5) 7 [[[V2(, )] o g ds

0
t t
+Cae [ (6= 9Pl ds + Cae [ (t=5) P lules)Baoy s, (44.73)

to to
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holds for all ¢ < ¢ + 1, where v := 3 + % — i < 1. Herein, (4.4.70), Lemma 4.5 and the
fact that 8 < 1 imply the existence of Cy > 0 such that

t
cge/ (t— )P n( ) e ds—i—C’ge/

t

(t =) lul-, 9750 ds
t ©
0 to

<C’/t(t—s)_ﬂds< Ca
< (4 . 1.3

for all t > ¢o + 1, and the Poincaré inequality provides Cs > 0 satisfying
[2(-;8) = 2(+, 8)[|La) < C5[IV2(, 8)||La) < CsM1  for all s > 4.

Furthermore, by means of the Holder inequality we see that
4 1
[1V2(, )P (| oy < IV2C )17 IVZC 8) | Foe () < M IV2Cs9)lico ()

for all s > tg, with a := %. Hence, for all ¢ > ¢y + 1 we have

/~(t = ) IV )P oy

to
1

< M8t — E))Mﬂa/u — o) Vo P do < CeMuSa(t — )= —50,
0

where we used that fol(l —0) Yo~ P4do =: C§ is finite due to the facts that 0 < a < 1,
0 < p <1and~y<1. Accordingly, from (4.4.73) we infer that

Cy
1-p

(t =0’ V2( 1)l o) < CsCreM s + CyCe M S (t — o) 7+ 1-0)8 1
S C7 + 07511

for all t € [tg,to + 1], with some C7; > 0, which implies that S; < max{1, (207)ﬁ}.
Similarly, in the case t € [ty + 1,T] we conclude from (4.4.72) that

t t

(t—s5)7|Vz(, s)HaCQ(Q) ds + Cg/ (t— 3)*5 ds,

1
HVZ(-,t)HCQ(Q) < CgM% —i—C'qu/ .

t—1

for some Cg > 0. In both of the cases t < ty + 2 and ¢ > to + 2 we can estimate

/t (t— 5)_’YHV2(-,S)H%9(§) ds < S?/

-1 t—1

t

(t— ) (s — )P ds + sgm/ (t— )~ ds
t—1

1

1 —

with Cg as defined above. Therefore, for suitable large C9 > 0 we have

Sy(T) < Co + CoSY(T) for all T >t + 1,

< CeST + ’YSS(T)

which implies that Sy(T) < max{l,(?Cg)lia} =: Sy for all T > t5 + 1. Conse-
quently, together with the previous estimate for Si, this establishes (4.4.69) with C' :=

max{S1, %,Sg}. O
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Assuming that the energy F),(n, z) remains small for all times succeeding some waiting
T > 0, which according to Proposition 4.22 is true for the generalized solutions with
small mass, we will now show that any given solution to (4.2.9)—(4.2.10) in 2 x (T, 00)
will satisfy the asymptotic properties described in Theorem 4.1. Here we explicitly allow
T = 0 because, if the energy is already suitably small initially, we can transfer these
asymptotic properties also to the global classical solutions discussed in Section 4.4.6.

Proposition 4.24.

Assume T > 0, £ > 0 and let my, > 0 be as in Lemma 4.21. Suppose that for f €
C3([0,00)) satisfying (4.2.2) with f > 0 on (0,00) the triple (n,z,u) € C°(Q x[T, 00)) N
C?H(Q x(T,00)) is a classical solution of (4.2.9)-(4.2.10) in Q x (T, 00) satisfying z €
CO([T,00); WH2(Q)), m = [on(-,T) <my, 0 <n#0 and [olu(-, T)|* < £ as well as

ggipru(n(-,t),z(-,t)) < 41K3 — “"em (4.4.74)
for some > 0. Then
n(-,t) = ny := 512| /Qn(-,T) in L>(Q) ast— o0 (4.4.75)
and
Vz(,t) = 0 in L®(UR?)  ast— oo (4.4.76)
and
xilelgz(l',t) — 00 ast — oo (4.4.77)
as well as
u(-,t) >0 in LOO(Q;RQ) as t — oo. (4.4.78)

Proof: The convergence of n and z can be proven by relying on the methods shown
in [103, Lemma 6.1], whereas the decay of u then follows by adapting the arguments
illustrated in [100, Lemma 5.3]. For the sake of completeness we only recount the
main1 steps and refer to the mentioned sources for more details. Recalling1 that m, <
(4K2 K,|Q|7) ", we can first find to > T such that fe=100~T) 4, < (4K2 K, |Q7)
and then rely on (4.4.74) and Lemma 4.12 to see that we can pick ¢, > to > T" such that

C%Fu(n(-,t), z(-,t)) <0 forall t > ¢, (4.4.79)
and
1 Q
Fu(n(-,t),2(-,t)) < Cy = ol M’e‘ for all t > t, (4.4.80)
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and that with some ¢ > 0,

2
/t W”' +5/t /|Az\2 <Oy i= 4K (4.4.81)

Since (n, z,u) solve (4.2.9) classically in Q x (T',00) by Remark 4.6 we have
/n(‘,t) =m forallt>T, (4.4.82)
Q

and thus, making use of (4.4.2) and (4.4.80), we see that

/n(~,t)\lnn(-,t)] < Fu(n(~,t),z(~,t)) —HHM/n(-, )+ |Q’
Q Q

2|0
<Ci+mlnp+ |’

(4.4.83)

holds for all ¢ > t,. Since W11(Q) — L?(Q2), a Poincaré-Sobolev inequality implies the
existence of C3 > 0 such that

||(p - @HLQ(Q) < CgHVgOHLl(Q) for all p e Wl’l(Q). (4.4.84)

Similarly, by means of elliptic regularity theory we can find C4 > 0 satisfying

IVelr2@) < CallApl|r2)  for all ¢ € W?(Q) such that ?97 =0on 0Q. (4.4.85)

According to (4.4.84) and the Cauchy-Schwarz inequality we thus have

N nr ~ |Vn|?
/t In (-, 8) = 771220 dtgcgft 1Vl 0 dtémcg/t /Q ,

whereas (4.4.85) shows that

T o)
| IVaC ol ae < 0t [ [ as,

By combination of the two previous estimates with (4.4.81) we thereby see that

oo C 02
| (im0 =Ty + 195 Ol e < mCaCh+ L (@50

which implies that there must exist (tx)reny C (f+,00) such that ¢ — oo and such that
n(-ty) > nr in L2(Q) and Vz(,t;) =0 in L*(Q;R?) (4.4.87)

as k — oco. Relying on the convexity of 0 < & — £1n¢ and the Jensen inequality we see
that

/cplngodx > /golngo for all positive ¢ € C’O(Q) ,
Q Q
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and thus, we can make use of the mean value theorem, the Cauchy-Schwarz inequality,
(4.4.82) and the first convergence in (4.4.87) to obtain

0< /n(',tk)lnn(',tk) —/nTlnnT: /n(-,tk)(lnn(-,tk) —IDW)
Q Q Q
< / n(-,tk)(lnn(-,tk) — an)
n(-,te)>nT}
1
< %Hn(-,tk)HLg(Q)Hn(‘,tk) —nrll2) — 0 as k — oo. (4.4.88)
This, together with the definition of F), and the second convergence established in

(4.4.87), shows that Fj,(n(-,tx), 2(-,tx)) = C5 := [T In "T as k — oo, which in turn
by the monotonicity property (4.4.79) implies

E,(n(,t),2(-,t)) = Cs ast— oo.

In view of (4.4.88) this convergence actually yields

limsup/ V(- = 2lim sup {Fu(n(-,t),z(.,t)) _ /n(-,t) In n(-,t) }

t—00 t—00 0 1%

<205 — 2C5 = 0. (4.4.89)

Combining this with the bound provided by (4.4.83), we may first employ Lemma 4.19
and afterwards Lemma 4.14 and Lemma 4.23 to obtain t,, > t,, 0 € (0,1) and Cg > 0
such that

]

<Cs, |ul

C’e’%(ﬁx[t,t-i-l}) = < (Cg, and HVZ(-,t)HCQ(Q) < Cg

09»%(5 x[tt+1]) ~
(4.4.90)

for all ¢ > t.. If the asserted convergence for n in (4.4.75) was false, we could find
(tx)ken C (tx, 00) and C7 > 0 such that #; — oo as k — oo and

n(-, k) — Al () = C7 for all k €N,

implying that, due to the uniform convergence of n in Q x[t., 00) asserted by (4.4.90),
there exist (z)reny C Q, 7 > 0, and 7 > 0 such that B,(zy) C Q for all £ € N and

|n(x,t) - W‘ > % for all € B,(x;) and each t € (g, ty + 7).

Consequently, this would show that

tk-‘rT 02
[ In(-,t) —WH%Q(Q) dt > 7'Z77r7"2 for all k € N,
123

contradicting the spatial-temporal estimate (4.4.86) and thus proving (4.4.75). In a
similar fashion, assuming that (4.4.76) is false, in view of the third portion of (4.4.90),
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we could find (fx)ren C (tax, 20), (Zr)ren C Q, 7 > 0, and Cg > 0 such that £, — co as
k — oo and B, (z) C €2 for all k£ € N as well as

|Vz(z,i)| > Cg  for all x € B,.(&) and each k € N,

This implies that
/\Vz(~,fk)]2 > Cénr? for all k € N,
Q

which contradicts (4.4.89) and thereby proves (4.4.76). For (4.4.77) we make use of the
fact that (4.4.75) together with the nontriviality of n establishes the existence of some
tixx > T satisfying

n(z,t) > %‘F for all x € Q and t > t44,

whence, by relying on the nonnegativity of z, the fact that f' > 0 and parabolic com-
parison with the function Q X [t,., 00) 3 (z,t) = f(5F)(t — te), We see that

z(x,t) > f(?)(t —tuxs) forall z € Q and ¢ > tim,

ensuring (4.4.77) due to f > 0 on (0,00). In order to prove (4.4.78), we recall that
the Stokes operator A in L2((2) is positive and self-adjoint with compact inverse and
as such, there exists a complete orthonormal basis (¢x)ken of eigenfunctions of A to
positive eigenvalues Ag, k € N. Since |,y span {¢x | k < m} is dense in L2(Q), in view
of the uniform Hélder continuity of w in € X (¢, 00) from (4.4.90), we only have to show
that for each £ € N we have

/u(x,t) “p(x)de =0 ast — oo. (4.4.91)
Q

To this end we fix & € N and let y(t) := [qu(x,t) - ¢p(x)dz, t > T. From the third
equation in (4.2.9), the eigenfunction property of ¢ as well as the fact that V-4 =0
we obtain

y’(t) = - /Qu -+ /Q(TL - W)V¢ -, forallt >T. (4.4.92)

Since n — Ty in L°(Q2) as t — oo by (4.4.75), for any given real number x > 0 we can
find t, > T such that
XAk

S T fOI' all ¢ > to,

/ (n(z,t) — 7))V - hp(z) do
Q

which shows upon integration of (4.4.92) that, due to the boundedness of u in  x (7', 00),
we have

A t
y(t) < y(to)eﬂ\’“(t*to) + ’;X/ e M=)  CgeMnlt—to) 4 % for all t > t,
to
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with some Cg > 0. Now letting ts. := max {to, to + /\71,6 In %} we have

ly(t)| < x for all t > e,
yielding (4.4.91) and thus completing the proof. O

All that is left is to gather the results of our previous two propositions to conclude the
proof of Theorem 4.1.

Proof of Theorem 4.1: With m, > 0 provided by Lemma 4.21, we obtain from
Proposition 4.22 that for any initial data (ng, ¢, ug) satisfying (4.1.7) as well as (4.1.8),
there exists T' > 0 such that the solution (n,c,u) from Theorem A has the regular-
ity properties featured in (4.1.9) and the positivity of ¢ in Q x(7T,00) as claimed in
(4.1.10) are valid. Since (4.4.67) from Proposition 4.22 furthermore guarantees that

inf;sr Fu(n(-, 1), 2(, 1) < ﬁ 9 e may employ Proposition 4.24 to obtain (4.1.11)

e )

and (4.1.12). ]

4.4.6 Global classical solutions for small initial data

As mentioned in the Section 4.1, the result featured in Theorem 4.2 is a by-product of
our previous analysis. Our main tools in the proof will on one hand be the fact that
the assumed smallness conditions for the initial data, expressed in (4.1.15) and (4.1.16),
allows for the choice of t{y = 0 in Lemma 4.12, and on the other hand the uniqueness
statement from Lemma 4.3. The uniqueness statement is essential, since we can only
guarantee the global existence for our approximate solutions when f(s) = f-(s) with
fe(s) provided by (4.3.5).

Proof of Theorem 4.2: We denote by (n, ¢, u) the local classical solution from Lemma
4.3 for f(s) = s, extended to its maximal existence time Tpq € (0,00]. Then, writing

— — ] Trmax 3 — 3
z := —In (m) and 7 := min{l, 7%=} we infer that C1 := |[n|[rex(0,r) 18

finite by the continuity of n in Q X [0, Tynaz). On the other hand, let us also consider
the approximate problems (4.3.7) and denote the corresponding solutions by (n., zc, u.)
with € € (0, 1), which, according to [87, Section 2.1], are global for each ¢ € (0,1). For
these solutions and p as in (4.1.16) we have

n 1 Veol?
Fy(ne(-,0), 2(-,0)) = Cy ;:/nomoJr | 2ol

for all € € (0,1).

Furthermore, defining my, := we conclude that the inequalities contained in

(4.1.15) imply

1
/U0|4€)‘1t + /no <—3 for all t > 0.
Q Q 3
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In light of (4.2.6) and (4.1.16) we have Cy < ﬁ - “lem and Lemma 4.12 becomes
applicable, asserting that

Fu(ne(-,t),2(-,t)) <Cy forallt> 0 and each e € (0,1).

Thanks to Lemma 4.10, this implies that for any ¢ € (0, 1) we have

2|0 2|2
/ngllnng\§02+lnu/no—|—|| and /\Vzg\ng::2Cg—|—'u||
Q Q € Q
on (0,00). Herein, the second restriction on Co from (4.1.16) shows that
2 oull 20l 1
M < — = :
8K e * e 4K,
Hence, we may employ Lemma 4.19 to find C3 > 0 such that
/|Vzg(-,t)\4 < (C3 forallt> % and each ¢ € (0,1).
Q
In turn, Lemma 4.13 becomes applicable and provides C4 > 0 such that
[ne(, )| oo (@) < Cy for all t > 7 and every € € (0, 1). (4.4.93)
Now, fixing ¢ € (0,1) so small such that it satisfies ¢ < min {C%, C%;}’ we see that by

the definition of f. in (4.3.5) we have
f-(n)=n in Qx[0,7],

from which , in view of the uniqueness statement contained in Lemma 4.3 when applied
to the system (4.2.1) with f = f., we infer that

(n,z,u) = (ne, ze,ue) in Q x|[0,7]

for our fixed €. On the other hand, relying on (4.4.93) and the second restriction on
e we also have f-(n:) = ne in Q x(7,00), and (ne, 2¢, uc) actually solves (4.2.9) in  x
(1,00) with f(s) = s. Now, making use of the uniqueness result from Lemma 4.3 once
more, when applied to (4.2.1) with f(s) = s, guarantees that T),.; = oo and that
(n,z,u) = (ng, ze,ue) in Q x (0,00). The desired convergence properties easily follow

from Proposition 4.24, since Cy < ﬁ — #Ieﬂ\_ =
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5 The Stokes limit in a three-dimensional
chemotaxis-Navier—Stokes system

5.1 Introduction

The research of mathematical models which accurately describe natural phenomena
often demands large analytical efforts, and even the most thorough studies encounter
challenges for which the known mathematical tools reach their limit. In particular,
models with inherent nonlinear structure may turn out to be very problematic. This
is especially true for the models obtained by the interplay of Keller—Segel-type systems
and Navier—Stokes equations, as their individual parts, chemotaxis equations on one
hand and fluid equations on the other, each on their own feature significantly complex
behavior. We witnessed one example in the previous chapter, but additional examples
also reside in the apparently simpler consumption models of the form

n+ u-Vn :V-(D(H)Vn—nVc), reQ, t>0,

¢+ u-Ve =Ac—cn, xref, t>0,
ur+ k(u-V)u = Au— VP +nVo, reQ, t>0,
V-u =0, e, t>0,

with D = const., where in  C R? neither of the subsystems is understood completely.
For instance, working in the fluid-free three-dimensional setting, obtained upon letting
u = 0 in the system above, global bounded classical solutions were only obtained under
the assumption that the initial chemical concentration ||c(-,0)||ze(q) is small ([77]). In
contrast, for arbitrary initial data, global weak solutions have been shown to exist,
which become smooth and classical after some waiting time ([81]). On the other hand,
existence theory for the Navier—Stokes equations, which has already been garnering
lots of interest for the better part of a century, beyond mere global weak solutions
also remains dependent on various assumptions in the three-dimensional setting ([75]).
Correspondingly, the known results for the given chemotaxis-Navier—Stokes system with
arbitrary initial data also mainly cover global existence of weak solutions ([104]) and
eventual smoothing properties ([105]). Even in more favorable scenarios, where the
diffusion process is enhanced at large cell densities as e.g. incorporated by the choice
D(s) = s™! s> 0, with m > 1, only weak solutions could be established, as indicated
by the results of [63, 110] m > 2.

Neglecting the fluid convection term. In light of this difficulty, a substantial amount
of the studies dedicated to the mathematical analysis of chemotaxis-fluid interaction
mainly concentrates on systems where the fluid evolution is described by the Stokes
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equation obtained by letting x = 0, i.e.

ng+u-Vn =An— V- (nVe), ze, t>0,
¢+ u-Ve = Ac — cn, reN, t>0,
ur =Au—VP+nVe, z€Q, t>0,
V-u=0, reN, t>N0.

(Ao)

In this setting, considerably stronger results besides mere global existence ([21, 98]) have
been shown (see e.g [14, 22, 44] and [4, Section 4.1] for an additional non-exhaustive
overview). The reasoning behind the neglection of the convection term, however, mostly
originates from experimental observations indicating Reynolds numbers of order R =
10~* ([57]) for the bacteria in question. Rigorous mathematical results appear to be
mostly lacking. In fact, only recently it was shown in the two-dimensional setting that
upon taking x — 0, the global classical solution (n(“),c(“),u(“)) of the chemotaxis-
Navier—Stokes system convergences uniformly in time towards the global classical solu-
tion (n(o),c(o),u(o)) of (Ap) in the sense that there exist C' > 0 and p > 0 such that
whenever k € (—1,1),

0 0
[ 8) = 00 gy + 70 = 0D
+ (-, t) - u<0>(-,t)|ymm < Clrle™

holds for all ¢ > 0 ([91]).

Main results. Motivated by the temporally uniform convergence result for the limit
k — 0 from [91], we aspire to quantify the effect of the Stokes approximation in the more
intricate three dimensional setting beyond the expected mere time-local convergence.
Before we take a brief look at the major challenges entailed by the increased space
dimension, let us specify the framework and the main result obtained in this chapter.

Under the assumptions that  C R? is a bounded domain with smooth boundary and
that x € [—1,1] we will consider

ni+ uw-Vn =An—-V-(nVe), z€Q, t>0,
¢+ u-Ve =Ac—cn, reN, t>0,
u+k(u-Viu=Au—-VP+nVe, z€, t>0,

V-u =0, reQ, t>0,

with boundary conditions
Vn(z,t)-v=0, Ve(z,t)-v=0 and u(z,t)=0 forz € 9Q and t >0 (5.1.1)
and initial conditions
n(z,0) = no(x), c(z,0) =co(x), u(z,0)=up(z), =x€Q, (5.1.2)
where

¢ e CHP(Q)  for some 5> 0. (5.1.3)
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Moreover, we assume the initial data to satisfy

ng € CY (Q) nonnegative with ng # 0,

co€ Wh(Q)  with ¢g > 0 in €, (5.1.4)
up € D(A?) for some o € (2,1),

where A := —PA denotes the realization of the Stokes operator in L?(Q; R?) under homo-
geneous Dirichlet boundary conditions with its domain given by D(A) := W22(Q; R3) N
Wol’Q(Q; R3)NL2(Q). Herein, L2(Q) := {¢ € L*(;R?) |V - ¢ = 0} stands for the Hilbert
space of solenoidal vector fields in LQ(Q; R3), and P represents the Helmholtz projection
of L*(Q;R3) onto L2 (). Accordingly, we also abbreviate W&’f () == Wy QR N
L2(Q) and 55, (Q) == C5°(%; R3NL2(Q).

With the framework and notations clarified, we can now precisely state the main result.
Theorem 5.1.

Let Q C R? be a bounded and smooth domain and suppose that ¢ and ng, co, ug comply
with (5.1.3) and (5.1.4), respectively. Let

loc ([07 OO); WL%(Q))
x L®(Q x (0,00)) N Ly, ([0, oo)~ wh(Q))

X = L>=((0,00); L'(Q)) N L3 (2 x[0,00)) N i

loc

% L35 ([0,00); L2(9)) N LS

loc

(2 %[0, 00); R?) N L, ([0, 00); Wy ()

Then there exist a family {(n(””), c(”),u(“))}ne[_m] C X of global weak solutions, in the
sense of Definition 5.2 below, to the corresponding family of chemotaxis-Navier—Stokes
systems (Ay),(5.1.1),(5.1.2) and T, > 0 such that (n\®), c) u(K)) together with some
Pr) € CL0(Q x(Ts, 00)) solve (Ay),(5.1.1),(5.1.2) classically in Q x (T,,00). Moreover,
for any null sequence (kj)jen C [—1,1] there exist a subsequence (K, )ren and a global

weak solution (n,c,u) € X of the chemotaxis-Stokes system (Ag),(5.1.1),(5.1.2), such
that

( (Kj,) _ n) in Lpl(Q x (0, oo)) for any p1 € [1, %),
( (ki) _ n) n LPQ(Q x (0, OO);RB) for any p2 € [1, %)7

(c (3.) —¢) =0 in L(Q x (0,00)) for any q1 € [1,00), (5.1.5)
(Vc Ri) — Vc) in LqQ(Q x (0, oo);Rg) for any g2 € [1,4),

( (ki) _ u) in L™ (Q X (0, OO);RS) for any r1 € [1, 13*0),

(Vu(’i]k) —Vu) =0 in L™(Q x (0, oo);]Rgxg) for any r2 € [1,2)
as kj, — 0, and such that (n,c,u) together with some P € 01,0(() X(To,oo)) solve
(Ao),(5.1.1),(5.1.2) classically in Q x (T, 00).

Mathematical challenges and the approach. In the two-dimensional setting investi-
gated in [91], it is known that (A,) already emits a classical solution on €2 x (0, c0), which
in turn allows for testing procedures immediately targeting the quasi-energy functional

/ ) Inp) 4 = /}Vc —i—n/‘u
Q 2

103



Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

for large n > 0 independent of x € [—1,1] to derive, after some bootstrapping, -
independent bounds in C*! (Q) x C? (Q) X D(A?) uniform in time. These bounds, when
combined with decay properties of (Ay), then become the driving force of the exponen-
tial stabilization featured in [91]. In stark contrast, in the current three-dimensional
framework we cannot utilize a corresponding quasi-energy functional immediately, as
for (A,) only the global existence of a weak solution obtained by a limiting procedure
from approximating systems is known ([104]). To transfer any reasonable information
to this weak solution, however, we have to ensure that the precompactness properties
used in the limit procedure are independent of k. Even though the methods behind the
derivation of the corresponding bounds are known (the same quasi-energy as above is
exploited for the approximate system), their possible dependence on k has not yet been
ruled out and will be inspected in Sections 5.2 and 5.3. While the strong convergence
properties entailed by these bounds (due to the independence of k) would also entail a
time-local convergence in certain LP spaces in the limit k — 0, we strive for a stronger
convergence result global in time. To expand the knowledge, however, we will need to
meticulously adjust the analytic machinery behind the eventual smoothness results of
[105, 47] in order to be able to carefully track the possible k-dependence in the eventual
smallness of oxygen, the eventual regularity estimates for né”) and cgi) and their even-
tual stabilization properties presented in Sections 5.4 — 5.6. We can then utilize maximal
Sobolev regularity estimates for the Stokes and Neumann heat semigroups to obtain an
eventual smoothing time 7T, > 0, which does not depend on k, ensuring that the triple
(n(“), c(“),u(”)), obtained in the limit € — 0, solves (Ay) classically on Q x (T, 00) (Sec-
tion 5.7). Section 5.8 will then be devoted to gain insight in exponential decay estimates
valid starting from the smoothing time 7, > 0 and finally in Section 5.9, we will take
k — 0 to obtain Theorem 5.1.

5.2 Preliminaries. Weak solutions and a priori information for a
family of approximating systems

Before we start with our detailed analysis, let us also briefly specify what constitutes a
weak solution as mentioned in Theorem 5.1. In the following definition, adapted from
[104], we merely prescribe the weakest regularity necessary to ensure that all integrals
in the equalities below are well defined. The solutions constructed later, however, will
satisfy considerably stronger regularity assumptions.

Definition 5.2.
For k € [-1,1] a triple (n®), ¢ w9 of functions

n®) e LL.([0,00); WHH(Q)),
® e L} (10,00); WHL(Q)
u™ € L}, ([0, 00); Wy (4 R?)),

satisfying n) >0, %) >0 and V- u®) =0 a.e. in Q x[0,00) as well as the properties
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n®elr) e L},.(2x[0,00)) and k™ @ ult) e L, (Q2x[0, 00); R¥*3)
with
nWve®  p®Wy®) and Dy belonging to L. (9 x[0,00); R?),

will be called a weak solution of the system (Ay), (5.1.1) and (5.1.2), if the equality

—/ /n(”)w—/now(-,O)
0 Q Q
_ / / MONCI / / V) . Vo + / / DY) T
0 Q 0 Q 0 Q

holds for each ¢ € C§° (2 x[0,00)), if moreover

/OOO/QC(”)% /QCOTXJ(‘aO)
=/000/Qc<“>u<“>-w—/ooo/gvc<ﬂ> .W_/Om/ﬂn(n)cmw

is fulfilled for every ¢ € C§° (2 x[0,00)) and if finally

_/ /u(”)~\I/t—/u0~\I/(-,O)
0 Q Q
=—/ /Vu(“)-V\IJ+/£/ /u(”)@)u(”)-V\If—i-/ /nW\If-ws
0 Q 0 Q 0 Q

is valid for all ¥ € C§° (Q x [0, 00); R?’) satisfying V - ¥ = 0.

Weak solutions to (Ay), in the sense above, will be constructed as limit objects from a
family of appropriately regularized systems. The regularization we incorporate for our
problem has previously (and in a more general fashion) been employed in [47, 104, 105].
To be precise, for € € (0,1) and k € [—1, 1] we will consider

ng:) +u vl = Al — v (1_?5:(@ chn)>, xre, t>0,
Cg) + UE:K) ‘chﬁ) = Acgn) — éln (1 + ;néﬁ))cgﬁ)7 x €, t >0,
w4k (Voul™ - V)l = Au — v P 40, €0, t>0,
V-u:):0, reQ, t>0,
g, =0, B, =0, ul™ =0, r€edN, t>0,

ngﬂ) (x,0) = np(x), cé”) (2,0) = co(x), uﬁ“) (2,0) = up(x), x€Q,

(Acs)
where for € € (0,1), Y denotes the standard Yosida approximation ([60, 75]) given by

Yop = (1+cA)lp, for e LZ(Q).
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Let us also note that
1 1
§min{s, 1} <-In(l4+es)<s forall s >0andallee(0,1), (5.2.1)
€

which, due to the nonnegativity of ngn) we will establish later, are two useful estimates

for one of the terms appearing in the second equation of (A ,) and will be used on
multiple occasions throughout the chapter.

Now, let us start our analysis by gathering basic results for the family of approximating
systems, most of which has already been discussed in works with fixed x = 1 and can
be obtained in well-known manner. Nevertheless, we have to ascertain that all of these
familiar properties are k-independent and therefore we will take a closer look at some
(parts) of the proofs involved.

Lemma 5.3.
Let ¢ > 3. For any € € (0,1) and k € [—1,1] there exist Téfa)xyg € (0,00] and a unique

triplet (ngﬁ), cg'{), ué”)) of functions satisfying

n{F) e COQ %[0, ") )N C*HQ x

» “max, e

e O x[0, 7). )N C*H(Q x

’ “max, e

ul™ e C0Q %[0, 7% ): R N CPL Q% (0, T );RY),

’ “max, e ’ “max, e

0,7%) 1)),

» fmax, e

0,T4), ) N L2((0, T, ) Wha()),

» fmax, e s fmax, e

—~~

which together with some P e CHO(Q x (O,T,gffa)x,g)) solves (Ac ) classically in € x
(O,T,%KG)LE). In addition, if T,SZBLE < 00, then

& () ooy + 14 (5 D) lwage + 1A% ()| 20y = 00 ast A TR,

for all o€ (%, 1). The triplet (ngﬂ),cgﬂ),ugﬂ)) moreover satisfies né”) >0 and cgﬂ) >0

in Q X[O,T,gfgx,s) as well as
/Q (1) = /Q no and [, 8)| sy < leolleqy for allt € 0,7, ) (5.2.2)

and the mapping t — Hcgﬁ)(',t)HLoo(Q) is nonincreasing on (0, 00).

Proof: The proof of this local existence result draws on a standard reasoning involv-
ing semigroup estimates, Banach’s fixed point theorem employed to a closed subset of
L ((0,T); C°(Q) x Wh4(Q) x D(A?)) and parabolic regularity theory. We refer the
reader to [98, Lemma 2.1] for a detailed proof of the existence of a unique local solution,
the extensibility criterion and the nonnegativity and positivity properties in a closely
related setting. The conservation of mass angﬁ) = Jqno on (0,7 T(,fa)xg) then follows di-
rectly from integrating the first equation of (A, ), whereas the nonincreasing property of

t Hc;)(-, t) HLOO(Q) on (0, 00) and bound for Hcg are an immediate consequence

8l
L= ()
of the parabolic comparison principle employed to the second equation of (A. ). O
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Since  only impacts the third equation of (A, ) directly, we can, without any necessary
change, adopt the results from [47, Lemmata 2.6 and 2.8] and [104, Lemma 3.4] to obtain
the following:

Lemma 5.4.
There ea:ists KQ > 0 such that for all ¢ € (0,1) and all k € [—1,1] the solution

(ntgn)ac‘(? 7u6 )Of( 5/4) satisﬁes
(k)2
d 1 }Vcs ‘
d () 1) 4 L
dt </Qn5 e +2/Q i )
1 ’vngﬁ)‘Q ‘D2 W (k)2
T\, o T < Ko [ |[Vul?] + Ko
K() Q nsﬁ 0

on (0, T7(rfa)x7g).

Proof: Since the well-established testing procedures used to derive this inequality do
not depend on k in any way, we refer the reader to the detailed proofs in [47, Lem-
mata 2.6 and 2.8] (with = 1) and [104, Lemma 3.4] (in convex domains with k = 1). [

(%)

Moreover, due to us ’ being divergence free, testing the third equation against ugﬁ) itself
also removes any dependence on x and hence we readily transfer the result from [47,
Lemma 2.9] to our setting.

Lemma 5.5.
For any € € (0,1) and k € [—1,1] the solution (ng ), cé“),ugm)) of (M) satisfies

4 v :/gmv_gn)
th/‘u‘ /‘u Qn ¢-u

Proof: Since V - ugﬁ) = 0 on Q x (O,Tr(,fa)x,g) also implies that V - Yaugﬁ) =0 on Q x
(0, TT(,'fa)z,E), we have

li/(Yaug'{)-V)ug) ul® ——&/V Yu(” ) —/Yu - Vul “)|
Q

on 2 x (0, T,(,fax’e). Thus, we find that by multiplying the third equation of (A.,) by
(%)

ue ~ and integrating by parts

L [ = s

is valid on (0, Ty <). 0

on (0, Tr(nna)%e).

A combination of the previous two lemmata now yields uniform a priori estimates which
will be the basis for the remainder of our regularity analysis.
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Lemma 5.6.
Let Ko > 0 be provided by Lemma 5.4. There exists K1 > 0 such that for all e € (0,1)

and each k € [—1,1] the solution (ng ),05 Jul ) of (Ac k) satisfies

/ lnn /’VCg +K0/|u(n)| < Ky
Q

on (O,Téfa)mﬁ) and
t+7 ‘vnaﬁ) |2 t+7 ‘DQCgﬁ) {2 t+7 }vcgﬁ) ‘4
CE CH 3
t Ja ng t Ja e i Ja o )

t+T1 9 t+71 4
+/ /|vuy~>} +/ /\vc@\ < Ky
t Q t Q

for all t € (O,Téfax,g — 1), where T := min {1 1T,§fa)x 5}

Proof: We replicate and adjust the steps of [47, Lemmata 2.10 and 2.11] and [104,
Lemmata 3.6 and 3.8]. Adding up suitable multiples of the differential inequalities from
Lemma 5.4 and Lemma 5.5 we find that for any € € (0,1), k € [—1,1]

(H
d(/ () 1n /\V K /|u(n )+K0/Wu )| (5.2.3)
&\ Jg

( ‘v (n |D2 ‘ ‘VC K)‘
KQ

o pi ) 0 c§”)3

> < QKO/nSf)V¢> . Ug‘i) + KO
Q

holds on (0, Tf(:a)%g). To estimate the right-hand side further, we make use of the bound-
edness of V¢ and Holder’s inequality, the embedding WO1 2(Q) < L5(Q) and the Poincaré

inequality to obtain Cy > 0 such that for each e € (0,1), k € [-1,1] and all ¢ € (0, Tn(fch,s)
we have

[7996 -4 < 196l 0 I 1

< G190 19

Here, we employ Young’s inequality to find that

K
2K /Q IV - ul < Z2{|Vul|[o ) + 2K0CTIVHIE ey [ 6 (5.2.4)

5(9)

n (0,7, ,Sf,l)x@). According to the Gagliardo—Nirenberg inequality there is some Cy > 0
such that

01112 g < CallVeollzain 9130 + Callelay
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holds for all ¢ € WH2(Q2) and hence, in light of the mass conservation fﬂn§”> = Jono

for any € € (0,1), k € [-1,1] and all ¢ € (O,T,Sfa)x,a) from Lemma 5.3, there exists some
C3 > 0 such that for each £(0,1) and x € [-1,1]

K K 3 4 K 3 K K
1712 8 0y = 172132,y < ol T | gy 1% [y + Colln 2

1
< Cs]| Vnl? | oy + Cs
is valid on (0, Ty(f(zmy ). Employing Young’s inequality once more in (5.2.4), we thereby

obtain C4 > 0 such that for any ¢ € (0,1), k € [—1,1] and all ¢ € (O,Téfa)m,g) the
inequality

(w)2
K 1 [|Vn|
() .(n><0/ (k) |2 e
QKO/QTLE Vo u < 3 | Va4 o= | MO

holds. Plugging this into (5.2.3) we find C5 := max{Cy + Ko, %,2](0} > 0 such that
for each e € (0,1), k € [-1,1] and all ¢t € (O,Tr(rfa)xvg) the functions

(x) (%) I (%) Wcsﬁ) [ ()
Y (t) ::/Q(nE Inn! )(-,t)+2 NG —G—Ko/}u
vl D2 (-t vt (1)
and h( )( t) == ‘ n(i) )’ + ‘ Ce /‘ /‘V’Ugﬁ)(',t)F
Q@ ngl(t) Q 5t Q
satisfy the differential inequality
Eyg (1) + —h< )(t) < Cs. (5.2.5)
dt Cs ¢

Invoking the Poinc%ré inequality, Young’s inequality, the boundedness of cgﬁ), the in-
equality zlnz < %25 for z > 0 and the Gagliardo—Nirenberg inequality, it can be easily
checked that there is some Cg > 0 (independent of € and k) such that

y ) (8) < Ch)(t) + Cg  for all t € (0,T%) ).

) -max,e

And hence (5.2.5) takes the form

d 1
L)+ L pe
b ()+205 (t) +

e 1
2ccyé )()SCE)_'_TC%, for a11t6(07T7(rzzz)ms)

which on the one hand implies for any € € (0,1), x € [—1,1] and all ¢ € (0, T,Sfjw,e) that

Y (1) < C7 := max {/

1 [|Veol?
nolnn0—|—/|CO|—|—K0/|U0|2,2C'5206+06},
Q 2Ja < Q
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

and, on the other hand, shows upon integration that for each ¢ € (0,1), k € [—1, 1]

1 t+1 1 1
— (%) < (H) — < -
/t R (t) dt <y (0) + (Cs + 05)7 C7+C5+2C5 Cs

is valid for all t € (0, TT%)I’E — 7) with 7 := min{1, %Téfa)xg} Moreover, drawing on the

boundedness of cgﬁ) obtained in Lemma 5.3, we find that

t+T1 t+1 VC(”)|4
v (n 300 / ‘ €
/ / | )< SEStU;S-T] HC )HL @) t Q Cg"i)g

t+71
<ol [ K dt < 205Cullcolee

is valid for each ¢ € (0,1), k € [-1,1] and all ¢ € (O,T,(,fa)x,g — 7), completing the proof
upon obvious choice of K7 > 0. O

Assuming a finite maximal existence time, we can now make use of the bounds from the
previous lemma to derive a contradiction to the extensibility criterion featured in the
local existence result.

Lemma 5.7.

Foralle € (0,1) and k € [—1,1] the solution to (Ac ) is global in time, i.e. Téﬂx,e = 0.
Proof: Assuming Tr(nﬁa)xﬁ to be finite we will derive a contradiction to the extensibility
criterion presented in Lemma 5.3. Reasoning along these lines is common in many
related works and can e.g. be found in [104]. For the sake of completeness, we sketch

the main parts of the proof. We first note that, due to T,E{i)x,g < 00, Lemma 5.6 provides
the existence of C > 0 satisfying

/ i, / Vet < Cr and /|u <0 forallte (0,74, ). (5.2.6)

Testing the first equation of (A;,) against (ng{))?’, we find upon integrating by parts,

utilizing the fact that < é for all s > 0 and invoking Young’s inequality that

1+€

K 2 k) |2 4
4dt/( +3/ ey S/ fone \+/\v ‘+6454 &

on (0, Ty(,fa)xys), implying that there is some Co > 0 (possibly depending on ¢) such that
fQ(ngm))‘l(-,t) < (C5 holds for all t € (O,T,gf”a)zﬁ), according to (5.2.6). Furthermore, in
light of the embedding D(1 + cA) = W22(Q;R?) N Wy2(Q) < L=(2%R?) and (5.2.6)
we obtain C3, Cy > 0 satisfying

Vel (O gy = 10+ )l D) o
SC?)Hugﬁ)( t) <Cy forallte (0,7 ).

HLQ(Q) » Lmax,e
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Existence of a limit solution family when £ \, 0

Hence, testing u( ) + Au( K — P( — /@(Ysu:) 'V) uﬁ") + n§“)v¢) against Aug{) we obtain
some C5 > 0 such that

L [ [ [ (et for)

n (O,T#ﬁz)%g), in light of Young’s inequality, (5.1.3) and the facts that || < 1 and
. 1
IPellrz) < lellrzq) for all ¢ € LA R?). Since [o|AZy] = [|Ve|* for ¢ € D(A),
we thereby find Cg > 0 fulfilling
(k) 2 (%)
/ [Vul® (- 1)|” < Cs for all t € (0, T3, .)-
Q

Combining these bounds with well-known properties of the Stokes semigroup (see e.g.
[29, p.201]) first provides a bound on HAQua HL2 for all ¢ € (0, T, .e), where p
is as in (5.1.4). By our choice of g, the embeddlng D(A@) — L>®(;R?) also readily
entails an L° bound on the third component. Secondly, combining these bounds with
semigroup estimates for the Neumann heat semigroup (e g. [97, Lemma 1.3]), (5.2.1),
(5.2.2) and (5.2.6), implies the boundedness of HVcE : HL4 for all ¢ € (0, i), ),
which upon final combination with Neumann heat semigroup estlmates with previous

bounds also yields a bound on Hnﬁf")( t for all ¢t € (0, Ty(,fa)%s)7 contradicting the

M=)
extensibility criterion from Lemma 5.3, and hence we conclude TT(,Z)%E = 00. O

In a straightforward manner, we can also draw on the Gagliardo—Nirenberg and Holder
inequalities to refine the spatio-temporal bounds on the gradient terms in Lemma 5.6
into slightly improved bounds for né ©) , Vng *) and uéﬁ). The following lemma will play
an important role in deriving the necessary precompactness properties to verify that the
objects obtained from the limiting procedure actually constitute a weak solution of our
system.

Lemma 5.8.

For every T > 0 there exz'sts C(T) > 0 such that for any € € (0,1) and all k € [-1,1]
(k)

the solution (ng" ,cg ,uE ) of (Acx) satisfies

T 5 T 5 T 10
Joe e et [ e
0 JQ 0 JQ 0 JQ

Proof: These spatio-temporal bounds are an immediate consequence of the Gagliardo—
Nirenberg and Holder inequalities along with the bounds prepared in Lemma 5.6. Details
on the steps involved are found in [104, Lemma 3.10]. O

5.3 Existence of a limit solution family when ¢ X\ 0

In preparation of an Aubin—Lions type argument, which is the starting point for our
convergence result, we will require information on the regularity of the time derivatives
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

of our solution components. Again, taking care that our estimates do neither depend on
€ nor on K, these bounds on the time derivative will not only be useful for the e-limit,
but also for the k—limit discussed in Section 5.9.

Lemma 5.9.
For any T > 0 there exists C > 0 such that for each ¢ € (0,1) and k € [—1,1] the

solution (ng ),cg ,uE ) of (Acy) satisfies

5
J ey RV PR A

Proof: The proof is basically contained in [104, Lemma 3.11] (where xk = 1 was treated).
To ensure that the constant does not depend on k, we will illustrate the steps involved for
the fluid component. For details regarding the other two estimation procedures (which
work along similar lines), we refer the reader to the work mentioned above. Given any
fixed p € CF5, (), we test the third equation of (A:) against ¢ and employ Hélder’s
inequality to obtain that, due to |x| < 1,

[ !
_ ] / V1) Vo= (V) ul) (1) Vot [ 0,0V w‘
Q Q

(ng O gt 1l @0 g o [0 0V8] 5 ) 190l

IN

is valid for all ¢ > 0. In light of (5.1.3) we can find C; > 0 such that ||[V¢| ) < C1
and hence Young’s inequality entails that, with Cy := ﬁ(l + C1) > 0, we have

/ Hu e WlS(Q) dt
< Cg/ /\vug +02/ /\Yu ) @ ul®|1 +c2// ()4 (5.3.1)
OT Q ; ) T s
< 02/ /\vu@\ +02/ /yYau§“>| +02/ /\u§“>\3 +02/ /n§“>3 +205|QT
0 JQ 0 JQ 0 JQ 0 JQ

for all T > 0. Drawing on the fact that || Yzv||2(q) < [Jv]|12(q) holds for all v € L2 (Q) we

10
3

may employ Young’s inequality once more to estimate fo fQ‘Y uaﬁ | < fo fQ’ ’ +
|Q|T" and thus conclude the asserted bound from (5.3.1) in light of Lemmata 5.6 and
5.8. O

With the uniform bounds from Lemmata 5.3, 5.6, 5.8 and 5.9 we are now in the position
to obtain limit functions n(®), ¢(®) and u(®), which fulfill the regularity assumptions and
integral equations required for the weak solution formulation of (Ay).
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Existence of a limit solution family when £ \, 0

Proposition 5.10.
There exists a sequence (g5)jen C (0,1) with €5 \, 0 as j — oo with the property that
for any Kk € [—1,1] one can find functions

5 _
n*) e L} .(2x[0,00))  with vnlr) e Lﬁ)c(ﬂ [0, oo);R3) ,
%) e L®(Q x (0,00))  with Ve e L} (Qx[0,00); R?)

u) € L3, ([0,00); Wy 2(9)),

such that the solution (ng ),cg , 5 ) of (Ag ) satisfies

ng") i Lfoc(Q x [0, oo)) for any p € [1, g) and a.e. in  x (0,00), (5.3.2)
Vnl®) v in Lﬁ;c(ﬁ [0, 00); R?) (5.3.3)
ng”‘) n) i Lf’oc(ﬁ x [0, oo)), (5.3.4)
an) B ) B, Lil”oc(ﬁ )) for any p € [1,00) and a.e. in Q x (0,00), (5.3.5)
) Ak L % ( )), (5.3.6)
Vel ~vel in Lf(Q %[0, 00); RY) (5.3.7)
ug””) —u® p Lloc(ﬁ x[0,00); R ) and a.e. in  x (0,00), (5.3.8)
10

ul® —~u®) L2 (9 x[0,00);R?), (5.3.9)
Vul® = vu in L2, (Q %[0, 00); R3*3) | (5.3.10)
as € = ¢j \y 0. Moreover, the triple (n(”),c(”),u(”)) is a global weak solution of

(Ak),(5.1.1),(5.1.2) in the sense of Definition 5.2.

Proof: Combining the bounds of Lemmata 5.8 and 5.9 with an Aubin—Lions type lemma
([74, Corollary 8.4]), we obtain that for any x € [—1,1]

5
{ng{)}se(ﬂ,l) is relatively compact in L (€2 x[0,00))

and that hence there is some sequence () en with £; N\, 0 as j — oo such that ngn) —

n(®) in Ll%oc (2 %[0,00)) and a.e. in ©x (0, 00). According to the spatio-temporal bounds
in Lemma 5.8, we can furthermore conclude (5.3.3) and (5.3.4) along a subsequence
(which we still denote by ¢;). Moreover, also by Lemma 5.8, {(ngn))p}ee(o’l) is equi-
integrable for any p < % and therefore the a.e. convergence of né’*) together with Vitali’s
convergence theorem entails the strong convergence in (5.3.2). In a similar fashion we
can make use of the bounds for cf(;'i) in Lemmata 5.3, 5.6 and 5.9 to obtain (5.3.5)—

(5.3.7) and the bounds for u{® from Lemmata 5.6, 5.8 and 5.9 to verify (5.3.8)~(5.3.10)
upon extraction of another subsequence. That (n(®) ¢ 4()) solves (A,) weakly in
Q x (0,00) is then a straightforward consequence of the regularity and convergence
properties we established just now, as these allow us to pass to the limit in all integrals

113



Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

making up the weak formulation of a solution, where we note that in particular (5.3.2)

and (5.3.9) entail that for ¥ € C5°(Q x[0, 00) );R3) fo fQ 5 U f f (5) (%) . @
and that (5 3. 8) and the dominated convergence theorem unply that Ygug ® s ) in

5.4 Eventual smallness of oxygen concentration with waiting
times independent of ¢ and &k

The main objective of this section will be to establish several eventual smallness results
for the chemical concentration, where, most importantly, the necessary waiting time of
each estimate is independent of € € (0,1) and x € [—1,1]. While it is known that these
stabilizations occur in the setting with fixed x = 1 ([105]), the methods behind these
results cannot be transferred directly if we want to maintain independence of the waiting
time from the parameters € and x. We start with two rather mild eventual smallness
properties akin to [105, Lemma 4.2].

Lemma 5.11.

For all § > 0 there exists T > 0 such that for each € € (0,1) and k € [—1, 1] the solution

(ngﬁ)70§ 7u5 )Of( EH) SatiSﬁGS

t+1
inf / /111 1+5n(”)) %) < 6,

t€[0,T]

t+1 9
inf / / |Ve|® <o
t€[0,T] J¢ 0

Proof: Given § > 0 we pick T' € N satisfying (||co||zo(q) + HCOH%M(Q))M\&_l <T.
Then, utilizing the second and fourth equations of (A. ) and the prescribed boundary
conditions, we find that for all € € (0,1) and all k € [—1, 1] the equality

st —/Ac / n (1+ sng"))cg“) - /ug”“) V) = / 5 In (1+ enlt ))c(”)
Q Q

is valid on (0, 00). Integration over (0,7) thus shows

as well as

/ /ln + enf ))cg’{) < /co for all e € (0,1), x € [-1,1], (5.4.1)
¢ Q

due to cg *) being nonnegative. Similarly, considering 35 dt Q(cé'ﬁ))2 and making use of the

fact that 1In(1+es) > 0 for all € € (0,1) and s > 0, we find that
r 2
/ / (Ve |” < /cg for all e € (0,1), & € [-1,1]. (5.4.2)
0o Ja Q
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Ev. smallness of oxygen conc. with waiting times independent of € and &

From (5.4.1), (5.4.2) and Lemma 5.3, we first obtain that for all e € (0,1) and x € [—1, 1]
we have

T-1 t4-1 1 t+1 9
S ([ [imasa)ds [ / Vel]?)
QE
/ /Q Ll (14 ent) el 4 / / Ve | < (llcoll oy + ol 2o ) 192 =

and infer from this that for all ¢ € (0,1) and xk € [—1, 1] there exists some ¢y € [0,T]

satisfying
to+1 to+1
/ /ln —|—sn§"‘))c§“) / /‘Vc(" < % J.

In conclusion, for all § > 0 one can find 7' > 0 such that for all e € (0,1) and x € [-1,1]

t+1
inf / /ln 1+€n ”)—F/ /‘Vc
t€(0,17] Q€

which clearly implies the assertion of the lemma. O

Making use of the uniform bounds from the previous sections and the lemma above, we
can also derive an additional eventual smallness property, which resembles the result of
[105, Lemma 4.4].

Lemma 5.12.
For all § > O there exists T > 0 such that for any € € (0,1) and Kk € [—1, 1] the solution

(né’ﬁ),c‘E Ll ) of (M) satisfies

t+1
inf / /c@ < 0.
tel0,T] J¢ Q

Proof: As previously employed in the proof of Lemma 5.6, we first note that the
Gagliardo—Nirenberg inequality provides C'y > 0 such that

Il 32 ) < CullVollzzin @13 + Crlleliay (543

holds for all ¢ € W12(Q). Moreover, the embedding W12(Q) < L(Q), together with
the Poincaré inequality, entails the existence of Cy > 0 satisfying

e = Bllrs < CallVell2q) for all ¢ € WH(), (5.4.4)

where here and below we denote by © := ﬁ fﬂgo the spatial average. Preparing later

estimates, we abbreviate m := [,ng and set C3 := $min {|Q[,m} and given any § > 0

we then fix

30 C26°
) 1
2108 gopeyc2ms (K2 +m?)

0 < Jp < min , (5.4.5)

115



Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

where K7 > 0 is the constant obtained in Lemma 5.6. According to Lemma 5.11, one
can find 7' > 0 such that for any fixed ¢ € (0,1) and x € [—1, 1] there is some tg € [0, 7]
satisfying

to+1 to+1 9
/ /111 + eng )) " < 5y and / ’Vcﬁ”)} < dp. (5.4.6)
Q

to

To show that in fact this 7' > 0 already fulfills the asserted property, we continue by
recalling that %ln (14 es) > L min{s, 1} for all e € (0,1) and s > 0 and then estimate

to+1 to+1
/ / In (1 + enl" / / In (1 +en™) () — ) (5.4.7)
to+1 1 to+1 to+1
_ <»e>/1 14 en(® >/ (n)/ IR / (w)
C n En min 7’L
[ [Cmeet) = [ [ Smin {nf1y = 2

Making use of the Holder inequality twice and drawing on (5.4.4) as well as the fact that
I1In(1+es) < sforalle € (0,1) and s > 0, we see that

to+1
/ /lnl—l—sn”))(()—cg“))

o : 3ot o2 3
(k- ([ )
to+1 3/ rto+l 3
o ([T M) ([ s )

Plugging this into (5.4.7) and combining with (5.4.6) therefore implies that

1 1
/toﬂ [ < 0%, 101w, /““HMH% :
to Cg to ¢ LS(Q) ’

To further estimate the remaining term, we make use of (5.4.3), the Cauchy—Schwarz
inequality and Lemma 5.6 to find that

to+1 to+1 1 3 to+1 nl
LIl = [ 1m0 gy < ComE [ [T+ Com?
0 0

1
to+
< C’lm% (/ HVTL HL2 > +Cim? <C’1m%( 1%+m%),
to

IN

IN

with K; > 0 provided by Lemma 5.6. This, in light of (5.4.5), establishes that

1 3, 1 1
/toﬂ / |mao Q07 Comt (KF +m2)% 1
to 03 0 ’
and thereby completes the proof. O
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Finally, augmenting the arguments of [47, Lemma 3.4] to cover our setting, we obtain
the eventual smallness of the L norm of the oxygen concentration with waiting time
uniform in € and k.

Lemma 5.13.
For all 6 > 0 there exists T > 0 such that for each € € (0,1), k € [-1,1] and all t > T

the solution (ng ),cg ,ug ) of (Ac ) satisfies

e (-,¢) <4

HLoo(Q)

Proof: Similar to before, we first note that by the Gagliardo—Nirenberg inequality, we
can find C7 > 0 such that

el < CilI Vel le! B tClele foralpeWH(Q).  (5.48)

Moreover, according to Lemma 5.6 there is K; > 0 such that
t+1 A
/ Ve | < Ky (5.4.9)
t Q

is valid for all ¢ > 0, ¢ € (0,1) and k € [—1,1]. Now, given 6 > 0 we fix 0 < Jp <
§13

min {2%‘1’ W} and note that in light of Lemma 5.12, we thus find Ty > 0 such that
1 1
for any fixed € € (0,1) and x € [—1,1] there is to € [0, Tp] satisfying

to+1
/ / () < &. (5.4.10)
to

From a combination of (5.4.8) with two applications of Hélder’s inequality, (5.4.9) and
(5.4.10) we can directly conclude

[

e |l oo (o)

Y CIR LT AT 13 o
<O [ 19 M) " ([ 1 )+ [ 1 g

) 0 0
3 1
< C1K % 4y* + Choo,

which, by choice of §y implies

o o)
L ey <&
0

This entails that for all § > 0 there exists Ty > 0 such that for all € € (0,1) and
€ [—1,1] one can find ¢y € [0, Tp] such that

. (k) ot (%)
te[ttr,g)ﬂl Hcg ('J)HLOO(Q) = /to HCE HLOO(Q) <0

which, by recalling that ¢ — Hcgﬂ)( t)H Loo(Q) is nonincreasing, immediately implies the
assertion of the lemma with T > Ty + 1. O
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5.5 Eventual L? regularity estimates independent of ¢ and « as
consequence of small oxygen concentration

The uniform waiting time for smallness of cgn) in L>(Q) will be the key ingredient in

obtaining additional regularity estimates for né’” and ué"“). We start by deriving a differ-

ential inequality for ngn) valid for all times after the chemical concentration has decayed
below some threshold number 7 which, in a second step, together with Lemma 5.13 will
then show that the norm of nén) in LP(Q) is nonincreasing beyond some waiting time.
A functional of similar form to the one we use in Lemma 5.14 to derive the differential
inequality has previously been successfully employed in e.g. [99, Lemma 5.1] and [47,
Lemma 3.5].

Lemma 5.14.
Let T > 0 >1,0>0andn >0, ¢ € (0,1) and k € [—1,1]. If the solution
(n&, el o )Of( cx) satisfies

(%)

Hcs ("t)HLOO(Q)

<n forallt>T,

then

IA
\
=
is
\
S
—~
[\~
z
~—
>
<
S
D)
2
T

p(p—1) B 2p0 o (Tl 7l
+/ <(1+5n5 )( )9 (25 — ¢t (r ))9+1> (V ver)  (5.5.1)
)

0(0+1 po (K)P | (k) |2
- / (( (’i)) - (1 —|—€n£.”))(277 — c&“))@H n Ve

n (T,0).

Proof: First, we note that, due to Hcgﬁ)( t < n for all ¢ > T, the mapping

M @)
= Jq 2(”5 (N) ))9 is well-defined on (T, 00) and then a straightforward computation,
(2n—ce

utlhzmg 1ntegrat10n by parts, shows

d/”E
3 Jo (o~ )
(m)P~ 1 ()
- e (%) e k) (8) 4, (%)
—p/ - <An -V Ve - Vnl -u )
Q( —Cg))e : <1+6n5) ) ) : :

(k)P 1
#0 (8 = (1 )l - vl k)
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(KP 2o, (k) WP~ o (k) (k)
e ‘Vne Ne (Vns -Vee )
< —plp— 1)/ - p9/ (5.5.2)
Q . Q an))GJrl

(2n -
(x) (%) K)
\Y% Ve \Y%
+p(p - 1)/ - ((n) (Z) )9 +p‘9/ En) Ve ’(n) 41
Q(1+en™)(2n— ) Q(1+en”)(2n— )

€

WP o (k) o (k) (K)P o (k)2
o [T g [T
Q — cgﬁ)) Q (27] — cgﬁ))

(2n
()
Vn P K K K - K
_/%.up_/ng P9 (2 — )
Q(2n —c”) Q

for all ¢ > T', where we also made use of the fact that %ln(l +es) > 0 for s > 0. Herein,
we have

vy / (r)P TN / nl” ()
— | ———=— uwf — [ nV(2n — cuf = — [ V(——m———=) - v =0,
/9(277—02'{))0 ‘ 0 - ( 7 : ) c Q <(277—c§'€)) ) €

(k

due to the imposed boundary conditions and ue ) being divergence-free. Therefore,
rearranging the terms of (5.5.2) appropriately, we can immediately conclude (5.5.1). [

(

Waiting long enough for c;) to decay past a certain threshold now entails the following:

Lemma 5.15.

For all p > 1 there exist Ko >0 and T > 0 such that for any € € (0,1), k € [-1,1] and

every [t1,t2) C [T, 00) the solution (ng ),cg ,u€ ) of (Ag ) satisfies

to
/ P ( 1) / / (r)P—2 Clk <K2/ WP ().
t1 Q

Proof: Given p > 1 we first fix § € (0,p — 1) and then pick some 7 > 0 satisfying

041 \/9(9+1—pp19)

2p p(p—1)

7 < min (5.5.3)

For these choices of parameters, in light of Lemma 5.13, we find some T = T'(p) > 0
such that for all € € (0,1) and k € [—1, 1] we have

<n forallt>T.

1€ C5 )] ey

Hence, the requirements of Lemma 5.14 are met and the inequality (5.5.1) is valid on

9+1 (k) ()

(T, 00). Moreover, by choice of n < and nonnegativity of ns "’ and ¢z’ we have

(20— _ 2mp
(1+en)(0+1) ~ 0+1

<1 on[T,)
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

and hence
pb - 6 +1)
(1 + Enen)) (277 . Céﬁ))@—&-l (2?7 . an))9+2

forall t > T.

Therefore, we can cancel out the term containing }chﬁ)F in (5.5.1). In fact, an em-
ployment of Young’s inequality in (5.5.1) shows that for all € € (0,1) and x € [—1,1] we
have

(k)P
d/ Ne /( p(p_ 1) 1 (k) (k) ) (H)p—Q (k) |2
dt Jo(an — ) =~ P IR ) \V4 5.5.4
dt 9(277—02'{))0 - Ja (2n—c§”))9 4 (ne, ) | |Vn{| ( )

for all t > T, with

(I+eo)(2n—-6)7 — (2n—¢€)
0(0+1) B pl ’
@n—§)7F2 — (I+eo)(2n—§)7T1

p(p—1) 2p0 )2
0+1

H(o,¢) := ( for o > 0 and £ € [0, 27).

To verify that (p2(5—_51))9 - %H(a, &) >0 for 0 >0 and ¢ € [0,2n), we first write

plp—1)(2n—=8)?  4pf(2n—¢) + 4p6?

H(o,8)(2n — 5)6 _ (1+e0)? T+eo =1 _ Hy(o,€)
Ap(p— 1) 46(0 + 1) — 241~ Hy(0,¢)

and note that by the nonnegativity of o and £ and latter part of (5.5.3) we have
4
H1(0,€) = Ha(0,€) < plp = D + 67 = 46(6 +1) < 0.

Since, due to (5.5.3), we have Hy(0,&) > 46(6 + 1) — 8pfn > 0 for 0 > 0 and £ € [0, 27),
this implies

H(O’,&)(27’] - 5)9 — 14+ Hl(O',é') - H2(O-7§)
4p(p — 1) Ho (ngﬁ),cg{))
p(p — 1)dn* + S2;6% — 46(0 + 1)

460(0 4+ 1) — 8pbn

<1+

for all o > 0 and £ € [0,27), from which we infer that

p(p—1)
(2n —¢€)f

p(p—1)

(2n —€)°

p(p—1)n?+ L5 0°—0(0+1)
0(0+1)—2pno

1
—EH(U,g)ng >0 forallo >0, ¢el0,2n),

with C3 1= — > 0. Hence, we conclude from (5.5.4) that

—2
nFP (k)P

d ¢ / Ne (k) |2
Sl S LS (S ) o Nl R v <0 forallt>T,
dt /Q (277 . an))O p(p ) 3 0 (217 _ an))e } > { or a
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Ev. LP regularity estimates indep. of € as consequence of small oxygen concentration

which for any [¢1,t2) C [T, 00), upon integration with respect to time, shows that

né’i t2 o
/(277—05 /tl/ {vn )’
")

= mm{l p( -1 03}/ 277—C€ )( 7t1))6’

completing the proof, after taking into account that n? < (2n — cgn))o < (2n)? on Q x
[T, 0). O

Making use of an inductive argument as exercised in [105, Lemma 6.3], we can get rid
of the time dependence present in the right-hand side of the inequality provided by
Lemma 5.15 entailing the eventual uniform LP regularity of ngn) required for further
analysis.

Lemma 5.16.
For all p > 1 there exist T > 0 and Kz = K3(p ) > 0 such that for each e € (0,1),

€ [-1,1] and all t > T, the solution (ng ),cgﬁ ,u6 ) of (M) satisfies

/W’( t)< K3 and // v“\ < K.

Proof: Preparing an inductive argument, we first assume that there exist pg > 1, Cy > 0
and Tp > 0 such that for all € € (0,1), k € [-1,1] and ¢ > Ty we have

t+1
/t Hngn)HLpo(Q) < Co. (5.5.5)

In light of Lemma 5.15 we find for each ¢ € (1, pg] corresponding 77 = T1(q) > 0 and
Ky = Ks(q) > 0 with the property that for all e € (0,1), k € [-1,1] and [t1,t) C [T, 00)

the inequality
t —
/WW@+/ﬁ@”WWWsm/WWm> (5.5.6)
Q t1JQ Q

is valid. Letting T := max{Ty, T} } we see that in view of (5.5.5) there exists C7 > 0
such that for any ¢ € (0,1) and x € [—1,1] we can find ¢, € [T,T + 1] such that

Hné“)(-, to)|lLa() < C1. Plugging this into (5.5.6) with t; = ¢, we obtain for all ¢ > T'+1
and any ¢ € (0,1) and k € [—1,1] that

t
[ o+ [ [l et
Q T4+1JQ
t
< /né”)q(-,tH/ /n§“>qQ\vngﬁ>\2 gf@/ngﬂ)q(-,t*) < KOy, (5.5.7)
Q te JQ Q

proving that under the assumption (5.5.5) the asserted bounds are valid for p € (1, po].
Moreover, due to the embedding W12(Q) = L5(2) and Holder’s inequality, there is
some Cy = C(pg) > 0 such that for all t > T + 1
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

t+1 Do
([ 1 o)

IN
F
=
ms/-\
2
[ V)
~
2
=

IA
3
—

2

_E
a
?

Po
oy + 0 F 22 )

2 t+1
< Cipo/ /ngn)po—2‘vngﬂ)}2+02mpo
t Q

S 01024]:{2])%

+ C2mp0 ,

where we also made use of anéﬁ)(-,t) = Jono =: m for all ¢ > 0 and (5.5.7). Drawing
on these calculations, the step from pg to 3pg is possible and we only have to ensure that
indeed the assumption (5.5.5) is fulfilled for some py > 1. Now, in a similar fashion the
embedding W12(Q) — L%(Q) and Lemma 5.6 provide C3 > 0 and K; > 0 such that for
alle € (0,1), k € [-1,1] and t > 0 we have

AR o (k)3 (|2 OHIE
/t Hns HL3(Q) §C3/ (ans ”L2(9)+Hns HL2(Q))
t41 41
<O IR [ e <R
Q nE 4

which shows that (5.5.7) is valid for pg = 3 and thereby concludes the proof. O

An immediate consequence is the eventual boundedness of the forcing term in the third
equation of (A ), from which we extract new information on the gradient of ug[”).
Lemma 5.17.

There exist T > 0 cmd C > 0 such that for each e € (0,1), k € [-1,1] and all t > T the

solution (né ) )yl ) of (Aeyx) satisfies

/‘Vué”)(-,t)‘Q <C.
Q

Proof: Recalling that P denotes the Helmholtz projection from LQ(Q; ]R3) to L2() and
A := —PA the Stokes operator in L? (Q;R3) under homogeneous Dirichlet boundary

conditions, we find that testing the projected third equation of (A. ) by Augﬁ) implies

in view of Young’s inequality that

2dt/‘A2uﬁ){ +/‘Au T
/‘A (” ‘ ‘/’Yu

is valid for all ¢ > 0, where we also made use of the facts that HA2u‘E

+1/‘n£”)V¢‘2 (5.5.8)
2 Ja

HL2 Q) -
HVUE'{)HLQ(Q) and [Pellr2i) < llellrzq) for all ¢ € L*(Q;R?). Moreover, since we
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Ev. LP regularity estimates indep. of € as consequence of small oxygen concentration

have D(1+eA) = W22(Q; R3)N Wolf(Q) — L™ (Q;R?), we see that there exists C; > 0
such that for any € € (0,1), k € [-1,1

—1,1] and all ¢ > 0 we have
Youl®) (. e (%) (. ¢ <o o
H Ue HL 1Hua ('7 )HLZ( 1 KO 25
where Ky, K1 > 0 are the constants obtained in Lemma 5.4 and Lemma 5.6, respectively.
In particular, we obtain from a combination with (5.5.8) and the fact that || <1 that

d
4 / [Vl < Co [ [Vl + Vol [ [P
Q Q Q

n (0,00). Letting y(¢ fQ\Vug 1))? and h(t) = HV(bHLN(Q fQ]ng (-,)|* we find
that by Lemma 5.16 there exist T > 0 and C'3 > 0 such that for any € € (0,1), k € [-1,1]
and all ¢ > T we have h(t) < C3, and hence

y'(t) < Coy(t) + C3 for all t > T. (5.5.9)

Recalling that for any ¢ € (0,1), k € [—1,1] and all ¢ > 0 we moreover have

t+1 9
/ /‘vugﬂ)\ < K,
t Q

with K1 > 0 provided by Lemma 5.6, we infer that for any fixed ¢ > T 4+ 1 and each
€ (0,1) and k € [—1, 1] there exists some t, € (¢t — 1,t) such that

/‘Vué”)(‘,t*)|2 < Kj,
Q

which upon integrating the differential inequality (5.5.9) over (t.,t) shows that

t
y(t) < y(t)e® ) 4 [ O3e@70) < K19 4 O3,
[

completing the proof. O

As last step in this section, we also lift the regularity of the signal gradient for times
beyond the waiting times from the previous lemmata.

Lemma 5.18.

There exist T > 0 and C > 0 such that for each e € (0,1), k € [-1,1] and all t > T the

solution (néﬁ),cgﬁ),ug ) of (Acx) satisfies

/]vcgﬂ)(.,t)\“ <C.
Q

Proof: We work along similar lines as in the proof of Lemma 5.17 by first establishing
a differential inequality for the quantity fQ|Vc§R)(-, t)’4. A standard testing procedure
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

utilizing the pointwise identity chk”) . VACEN) = %A‘Vcémf — ‘D26§N)|2, the fact that
V-ul™ =0o0n Qx (0,00) and the upper estimate of (5.2.1) shows that

(n
4dt/\vc
< /}vc PV ? —/}v 2 D2t \2_/;vcgﬂ>\2vcy~> (V) - Te)
Q
—i—/‘Vc(ﬁ‘ |Aca”‘ ‘né” ) +2/|Vc§’“‘) : (DQCg’{)-ch’“‘))ng’“‘)cg'{)‘ (5.5.10)
Q Q

holds for all ¢ > 0. To further estimate the first term on the right we draw on arguments

employed in [37, Proposition 3.2]. Let us recall that there exists C; > 0 such that for any
— 2

¢ € C%(Q) with g—f = 0 on 092 we have % < C1|Vp|? on 99 (cf. [611, Lemma 4.2]).

Moreover, by utilizing the fact that for r € (0,3) WH(Q) —— W"22(Q) — LY(Q)

([18]), Ehrling’s lemma as well as trace embddings (e.g. [31, Thm. 4.24, Prop. 4.22])

we obtain for every fixed 7 > 0 some C3 > 0 such that [[¢¥[[1290) < nvaHLz +
Coll9l| 1 () holds for any ¢ € W 2(Q). Hence, drawing on Lemmata 5.3 and 5 6 to

estimate fQ|Vce'i > < 2Ki|eol|poe () =: C3, we find that for any € € (0,1), x € [~1,1]
and all £ > 0

} [JvePalwef =<} ffoteo s} [ o TL
< —Q/MVCJ\ \ /’v\vc )| ‘ + G /\vc
Q

< CyC3.

Combining this with (5.5.10), multiple employments of Young’s inequality show that
A
- [ vet) \D%W + / Ve[ [Vl + 35 [ [V
b3 [ 9P 4 L [[DIPIDA +4 [ [Tl 1 0o

is valid on (0, 00). In light of the pointwise estimate ‘ACEH) |2 < 3‘chgn) ‘2 and Holder’s
inequality, this implies that

4dt/\v ol /\V (2| D2l (5.5.11)

1 1
< /‘ch")’ 2 /|Vu£.”)} )2 +7(/n§”)4c£”)4)2 (/ {Vcé“)‘4)2 + CyC5
Q Q Q Q

for all £ > 0. Making use of the Gagliardo—Nirenberg inequality we obtain C4 > 0 such
that for each ¢ € (0,1), k € [-1,1] and all ¢t > 0

124
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([1ver)! =|rweop;

L4(Q)
i 2
(%) (k) |2||5 (k)|2
<C4HVWC ‘ (Q)HWC8 | Ll(ﬂ)jLC‘lHWC8 |HL1(Q)
9
< 0,05 ||w| v ? ;m) +CyC3

9
< 0,05 (4 /Q \vc§”>|2\p2c§“>\2) Y 4 Cy0s.

Therefore, again by using Young’s inequality, we infer from (5.5.11) that there is C5 > 0
such that for each € € (0,1), k € [-1,1] and all ¢ > 0

)2\ 2 (m)]2) 2

4dt/|v §C5(/Q‘Vu5 ) —|—C4C’3</Q]Vu5 ?)
+7/n§“)4c§“)4+7/‘ch’i)‘4+c2c§,

Q 4 Ja

which in light of Lemmata 5.3, 5.16 and 5.17 entails that there are 7' > 0 and Cg > 0
such that for each e € (0,1), K € [-1,1] and all ¢ > T the function y(t) := fQ‘chm)(-,t)rl
satisfies the differential inequality

y'(t) < Ty(t) + Ce. (5.5.12)

Now, according to Lemmata 5.3 and 5.6 for any ¢ € (0,1), k € [-1,1] and all ¢ > 0 we
can estimate

t+1 \V ”)‘ X
/ /\VC”)! <HCoHLoo(n/ / JE < lleol[ze @) K1,

and hence for any fixed t > T+1 and each € € (0,1) and k € [—1,1] we find ¢, € (t—1,1)
such that

4
LIV 0] < ool oy 1 = .
which upon integrating (5.5.12) over (t.,t) entails that

y(t) < Cre” + Cge”

as desired. O

5.6 Uniform eventual stabilization of n\” and "

spaces

in some [P

Eventual decay of the signal component and uniform regularity estimates at hand, we
can now turn towards obtaining eventual stabilization properties of the two remaining
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Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

solution components. These will be an important cornerstone of the maximal Sobolev
regularity type arguments we employ in Section 5.7 to obtain uniform bounds in Holder

(~)

spaces. We start with an eventual smallness result for a mixed quantity of ns”’ and
chﬂ).

Lemma 5.19.
For all § > 0 there exists T > 0 such that for any e € (0,1) and k € [-1,1] and allt > T
the solution (ng Ry ) of (Acx) satisfies

t+
/t [nITe|2, g < 6.

Proof: According to Lemma 5.6, there is K7 > 0 such that for each e € (0,1), k € [—1,1]

and all ¢ > 0 we have
t+1 ‘VC
/ / m>5 = K.
Q

Similarly, drawing on Lemma 5.16, we find K3 > 0 and 7} > 0 such that for any
€ (0,1), k € [-1,1] and all ¢ > T; the estimate

I8¢ < K3

DIz

is valid. Now, given any ¢ > 0 we fix

1) )
5 v
0< 0<mm{2Kl Kg}

and, according to Lemma 5.13, obtain a corresponding 75 > 0 such that for each ¢ €
(0,1), k € [-1,1] and all t > T3

HC(H)( < 50

€ "t)HLOO(Q)

is satisfied. Hence, by making use of the estimates above as well as Holder’s and Young’s
inequalities, we achieve for any € € (0,1), x € [—1,1] and all ¢ > max{T1,T2} that

t+ (%) t+1 () |12 )12 t+1 % ()12
[T ey < [ I |9y < [ 19
1
t+1 4 ol chfﬂ)‘l 2
< [ e (U5
t Q!

t+1 t+1 (k)4
(8) (|2 (%) WCE ‘
A A Y

< Kg(sg + K169 < 6,

completing the proof. O

126



Uniform eventual stabilization of né“) and ué“) in some LP spaces

(%) (%)

In order to successfully extract a uniform stabilization for ns” and ue’ in certain LP
spaces we will require the following auxiliary lemma for ODEs, which we have taken
from [91, Lemma 4.3].

Lemma 5.20.
Let I be any set and X\ > 0, and for each v € I let y, € C°(]0,00)) N C*((0,0)) and
f. € C°((0,0)) be nonnegative and such that

Y () + M (t) < fi(t) forallt>0

and
supy,(0) < oo as well as  sup || f,|| Loo((0,00)) < ©
el el
and
t+1
sup fi(s)ds =0 ast— oo
el
hold. Then

supy,(t) =0 ast — oo.
el

Tracking the time evolution of yé”) (t) :== / (ng"“) (-,t) —%)2 and shifting the time appro-
Q

priately, we can make use of the statement above to attain a uniform eventual smallness

of yﬁ“) .

Lemma 5.21.
For all § > 0 there exists T > 0 such that for any ¢ € (0,1), k € [-1,1] and all t > T

he solution (né ),cﬁ” , u) ) of (Ac k) satisfies
. 2
Hng )(-,t) — nOHL2(Q) < 0.

Furthermore, for all p > 2 and &' > 0 there is T' > 0 such that for each € € (0,1),
€ [-1,1] and all t > T" the solution satisfies

t+1 » ,
[ ) =m0 < 8-

Proof: We start with the case p = 2. Due to the Young and Poincaré inequalities we
obtain C > 0 fulfilling

d—dt (né”“)—no) /Wn(”‘ +/|n ”)Vc(“
0

< _Cl/ () —75)° + [ Vel|[35 ) for all £ > 0,
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where we also made use of the fact that V- u” = 0 in Q x (0,00). Moreover, as

[(nEIVED) )| 7o < |8t

HL?(Q)— e\ )H;(Q)Hch")

t)H;(Q) for all ¢ > 0,

in light of Lemmata 5.16, 5.18 and 5.19, we find that there exists some T; > 0 such that

YU (1) = /Q(ng’“)(t - T) —7’T0)2

sgtisﬁes the conditions of Lemma 5.20. Hence, we conclude tﬁhat for all & > 0 there exists
T > T such that for any € € (0,1), x € [—1,1] and all ¢ > T we have

289, 8) = [z < &

which, in particular, also immediately implies the second claim for p = 2. For p > 2 we
let K3 := K3(2p) > 0 and T > 0 be given by Lemma 5.16 and then, in consideration of
(5.1.4), obtain Cy > 0 such that for each € € (0,1), x € [-1,1] and all ¢t > T we have

p(p—2) p(p—2)

Hné"”(-,) nOHLQP(Q) (K3 + M0l L2r()) »7 < Coa.

Therefore, by means of Holder interpolation and Holder’s inequality we find that for any
€ (0,1), k e [-1,1] and all t > T

t+1 » t+1 p(p—2) _p_
K s K —_— —1 K — || p—1
/t Iné — nOHLP(Q) = /t Il — nOHLgP(Q)Hng /- ol 720 (5.6.1)

t+1 () 7%1 t+1 (%) 19 ﬁ
<Gl g < Ca [ I 7))

is valid, due to p%l < 2. Finally, for given § > 0 we let 0 < 6y < C% and then conclude
the proof by making use of the first part of this Lemma to estimate the remaining term
in (5.6.1) by dp for t > T3 large enough. O

The second conclusion we can draw from the Lemma 5.20 concerns the gradient of the
fluid-velocity field and, by Sobolev embeddings, the fluid-velocity itself.

Lemma 5.22.
For all 6 > 0 there e:m'sts T > 0 such that for each € € (0,1), k € [-1,1] and all t > T

the solution (ng ),c6 ,us ) of (Ac ) satisfies

t+1 9
/ /{Vugﬂ < 4. (5.6.2)
t Q

Moreover, for all p € [1,6] and all 8" > 0 there exists T' > 0 such that for each e € (0,1),
€[-1,1] and all t > T’

t+1 112 /
/t a2, < 6 (5.6.3)

holds.
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Proof: Making use of Lemma 5.5 and the divergence-free property of ugn), we first find
that for each € € (0,1), kK € [-1,1] and all ¢ > 0 we have

Ty Ry (T

Here, the Poincaré inequality provides C; > 0 such that for each € € (0,1), k € [—1,1]
we have Hug{)H%Q(Q) < C'1||Vu§”)\|%2(9), which entails upon an application of Young’s
inequality that for any € € (0,1), k € [-1,1] and all ¢ > 0

Ci||Ve|
Yy Ly
Q

is valid on (0, 00). Since the Poincaré inequality moreover implies that for any ¢ € (0, 1),
€[-1,1]and all t >0

/! O +/!u“>! < C1[| Vel o /( ) — )"

holds, we find that in light of Lemmata 5.21, 5.6, 5.16 and (5.1.3), there exists some
T7 > 0 such that the function
:/\ug@(t—:ﬁl)}z
Q

satisfies the conditions of Lemma 5.20. Hence, we find that for all dg > 0 there is some
T > Ty such that for any € € (0,1), k € [-1,1] and all t > T

[, DIy < 0

holds. Now, by making use of the first part of the proof and Lemma 5.21, given any
d >0, we find T > 0 such that for any € € (0,1), k € [-1,1] and all ¢t > Ty

5 t+1 K}
B (. H)112 h / (k) _ 7= R
ud (-, t < and ng n <
[Jug"™( )HL2(Q) 9 , H 0HL2(Q) 201HV¢H200(Q)

Therefore, for ¢ > T5 integrating (5.6.4) with respect to time shows

t+1 t+1 ) 5
[ 196 < [l +ailvoling [ [ 0 -m) < 5 +5 =5

proving (5.6.2). Finally, (5.6.3) is an immediate consequence of (5.6.2) and Wol’2(Q) —
L5(9). O

Making use of semigroup estimates for the Stokes equation we can further refine the
smallness results of the previous lemmata.
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Lemma 5.23.
For all 6 > 0 and any p > 3 there exists T > 0 such that for each ¢ € (0,1), k € [—1,1]

and all t > T the solution (n[(f), cé”),ué“)) of (Aex) satisfies
Hugﬁ)(~,s)||m(m <4 foranysé€ltt+1].

Proof: This is a consequence of Lemmata 5.21, 5.22 and a fixed point argument relying
on the regularizing effects of the Stokes semigroup. The proof we give here is based on
[105, Lemma 7.5] and [47, Lemma 3.8]. We fix some pg € (3,p) satisfying pp < 6 and
then let v := %(p% — %) We note that by these choices v fulfills v € (0, 1 — 237)) and hence
the constant

! _1_3
4 ::/ (1—0) 2 2e D do
0

is finite. Moreover, according to the well known smoothing properties of the Stokes
operator ([29]), there exist Co, C3,Cy > 0 such that

le™*Pelliaa) < Cot liellpme  for all p € LP(R?) and all £ >0,
le™ 4Pl Loy < Call@llro for all p € LP(R?) and all £ > 0, (5.6.5)
[PV - elluia) < Cat = Il g for all p € LE(QR?) and all £ > 0.

Now, given ¢ > 0 we next fix g € (0, ) such that

1_3_ 1
(503é 231’ 7C1C4 < §

and then, in light of Lemma 5.22, Lemma 5.21 and (5.1.3), pick Ty > 0 such that for
any € € (0,1), k € [-1,1] and all t > Ty

41 . 5 t+3 " — o
/t [t HLpo(g)<@ and /t |né _nOHLP(Q)<31+703||V¢HL00(Q)’

which in particular also entails that for any fixed t; > Tp, each € € (0,1) and x € [—1, 1]
there exists ¢, € (¢1,t1 + 1) such that Hue'{)(-,t*)HLpo(Q) < 3‘%02 holds. Letting

Xim {p Qx (tate+3) > B [[ollx = swp (¢t o, 9)ley < 0
SE(Lw,tx+3)

we now consider the map ¥ acting on the closed subset S := {¢ € X ||¢llx < do}
defined by

t
V0 = ) + [P (T (@ 9)(6) + (6 V0) do

2
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Drawing on (5.6.5), the contraction property of Y. and the Cauchy-Schwarz inequality,
we find that

1_

¢ _1_3
H\If(so)(-,t)HLp(Q)§Cz(t—t*)‘”Hug“)(-,t*)HL,,O(Q)+04/t(t—s) 273 |2, g ds
t
+03||V¢|!Loo(9)/t H%Wwﬂ—%”mm ds (5.6.6)

for all ¢t € (t4,t, + 3). In light of our choice for dp, the definition of S and the fact that
[t —t.| <3, (5.6.6) implies that

(= )7 (P) (5 D)l e

< Oa[ul (-t S3(t —t)7C. tt— “3 (s —t,)"0d
> LU, y bx Lpo(Q)+ O( *) 4 t( 5) (5 *) S

R
+3’YC3||V¢HL°°(Q)/ Hngﬁ)(',t) —WOHLp(Q) ds

T
1
_____ 1)
<§O+5§(t—t*)7 2% oy [ (1-0) 2 %0 27da+§°
0
) 1_3 _ )
< 50 + 5o (5035 2 70104) + 50 < bo, (5.6.7)

and hence ¥ maps S onto itself. Now, taking into account that for any ¢, € LP (Q; RS)
[Yep @ = Yo @ ¢||L§(Q) < (lellry + 10l Lr@)lle — Yl L)

we find that for any o, € S
t 1.3
10(6) = W@y < Co [ (6= ) Flpwio—vm ]y, ds
tx
t
< 200Calle — vllx / (t—s) 8 (s — )2 ds om (tts +3),
tx

so that

1_3
(=t (W) = ¥(W)(, )l Le(e) < 20032720 "C1Cullp —Pllx for all t € (¢t + 3),

1 3
with 26032 2 7C 10y < % Thus, ¥ : S — S is a contracting map and therefore, there

exists a unique fixed point of ¥ on S, which has to coincide with u;(f) on (ty,tx + 3)
([75, Theorem V.2.5.1]) and we conclude from (5.6.7) and the fact that (1 +2,¢; +3) C
(t« + 1,t, + 3) that for any ¢ € (0,1), k € [-1,1]

Hugﬁ) <6 forallte (t1+2,t1+3),

() t)HLP(Q)

completing the proof. O
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5.7 Uniform eventual smoothness estimates

In order to obtain an improvement on the regularity of our solution components, we will
incorporate arguments shown in [47, Lemmata 3.9, 3.10 and 3.11]. For this to work,
however, we will require the following cut-off functions (cf. [105] and [47]).

Definition 5.24.
Given any monotonically increasing function & € C*°(R) satisfying

0<&<1lonR, & =0o0n(—00,0] and & =1 on (1,00)

and some ty > 0 we set

&o(t) ==&t —to), tER.

Relying on well known maximal Sobolev estimates for the Stokes equation we can es-

(%)

tablish a uniform bound for ue "’ in certain Holder spaces.

Lemma 5.25.
There exist v € (0,1), T >0 cmd C > 0 such that for any € € (0,1), k € [-1,1] and all

t > T the solution (ng ),cg ,u8 ) of (Ag ) satisfies

e

HCH%%(Q x[t,t+1]) = (5.7.1)

Proof: The proof follows the approach undertaken in [47, Lemma 3.9], which relies on
maximal Sobolev regularity properties of the Stokes equation and the uniform bounds
already prepared.

Let us first fix the following parameters. Let s > 3, r > 1 and then we pick s; > 2s and
s} such that i + é = 1. Then according to Lemma 5.16 we can find 7 > 0 and C; > 0
such that for any € € (0,1), k € [-1,1] and all ¢t > T"

t+1
[ e
t

holds. Moreover, drawing on Lemmata 5.22 and 5.23 we can fix T' > T’ such that for
any € € (0,1), k € [-1,1] and all ¢ > T we also have

< (5.7.2)

Lo(Q) —

< (1, Hug") < (Cy, Hu R)H < (.

Loo((4,44+2):L°1(Q)) =
(5.7.3)

[ P limtecsansri

Now, for ¢y > T we let £ := &, denote the cut-off function given by Definition 5.24 and
find that & fulfills

(§ul?), = Algul™) = m(Yeul? - V)€ul? = V(EP) +€nlIV6 + €ul in Q x (to, 00),
V- (€u)) = 0 in Q x (to, 00),
with (ﬁug"))(~,t0) =0in Q and (gug’“)) =0 on 090 x(tg, 00).
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Uniform eventual smoothness estimates

Thus, the maximal Sobolev regularity estimate for the Stokes semigroup ([30]) provides

Cy > 0 such that for all € € (0,1) and k € [—1,1]

to+2 ) to+2 ) (%)
L+ [ 1P

to+2
<02-0+02/ [P ((Yeul) - V)eu
to

to+2 s
0 [PV
(5.7.4)

I

s

to+2
+C [P 5 0
to
According to (5.7.2) and (5.7.3) we obtain C3 > 0 such that for any ¢ € (0,1) and

to+
vt [ IPEO g <0 579)
0
€[-1,1] and all to > T

k € [—1,1] we may estimate

[ IPtenvo)

Moreover, we can find C4 > 0 such that for any ¢ € (0 1), k
L3(9) = C4HY“(
<Gﬂﬂv@umﬂ

) HV(SU(H))} L51(Q)

L51(Q)
holds

[P((Yeul - V) €ul)
<lell 4 q

on (tg, to+2), due to Holder’s inequality and the fact that || Yz¢||

for all p € L* (Q R?’) Employing the Gagliardo—Nirenberg inequahty we then obtaln
[—1,1] and all tg > T

x)||(1—a)s

L5 (Q) Hfu( | LT (Q)

C5 > 0 such that for any € € (0,1),
< C5C4C5 || D2 (ul™) ||
Le(©)

)5“ ) ()
< C5C1OP || D (gul) |92

1). Hence, upon integration with respect to

1P ((veul”

+1
1+1€(

holds on (¢, to+2), where a =
time, an application of Young’s 1nzzquahty provides C > 0 such that for any € € (0,1),

s 1 [tot
L@ S / |D? (€ul?) ||+ () + 2C5Co
2 to

H\H

ol

w\m

€[-1,1] and all to > T
L ()

to+2
@/ [P (v )eut)

to
which combined with (5.7.4) and (5.7.5) shows that for any € € (0,1) [—1,1] and

< 2CsCy + C3C%.

all tg > T we have
s 1 [tot2 ) (1[5
w3 [ I ) i <

to+2 (%)
K
/to H(f“s )t’LS(Q) o
Due to £ =1 on (tp+ 1,t9+2), this readily implies that for any s > 1 there exist C7 > 0

[—1,1] and all t > T

and T > 0 such that for any € € (0, 1),
) t+1
Ls(Q) ""/t H HWQé(Q) < Cr,
i .7.1). O

t+1
[ 1)
t

and in light of known embedding results (e.g. [2, Theorem 1.1]) entails (5.7.1)
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Arguments along the same lines of the previous lemma (and previously also employed in
[47, Lemmata 3.10 and 3.11]), this time drawing on maximal Sobolev estimates for the
Neumann heat semigroup also help us derive Hélder bounds for the remaining compo-
nents. We proceed with proving a corresponding bound for the signal chemical.

Lemma 5.26.
For any p € (1,00) there exist T > 0 and C > 0 such that for each e € (0,1), k € [-1,1]

and all t > T the solution (ng ),cg , ul ) of (Acy) satisfies

t+1 ") t+1
L1+ [ 16 ey <
t t

Furthermore, there exist v € (0,1), T > 0 and C' > 0 such that for each € € (0,1),
€[-1,1 and allt > T

Hcén H01+%%(ﬁ ><[t,t+1]) S C/- (576)

Proof: Given an arbitrary p € (1,00) we first fix ¢ € (1,p). Now, according to Lem-
mata 5.25 and 5.16 we can pick 77 > 0 and C; > 0 such that for all ¢ € (0,1) and
k € [—1,1] we have

”ugﬁ)HLN(QX(T’,oo)) + Hnén)HLN((T’,oo);LP(Q)) < Cr.

Then, for any tg > T we denote by £ := &, a temporal cutoff function as given by
Defintion 5.24 and observe that fcg{) then satisfies

(fcg'{))t + fug{) . ch“) (fc ”)) + fc ) In (1 +en ”)) +¢ c on Q X (tg,00)

(%)
with 6(%;) = 0 on 09 x(tg,00) and §c§'i)(-,t0) = 0 in Q. In light of the maximal
Sobolev regularity estimates for the Neumann heat semigroup ([30]), (5.2.1) and (5.2.2),
this implies the existence of Cy > 0 such that for all ¢ € (0,1) and x € [—1,1]

to+2 to+2
RGN AN R INC T
to+2 to+2 to+2
< Cof0+ [ el Vel gy + [ e n gy + [ € )
O 0 0
to+
< CoCY / IV () 11 + 26 lcolle ) + 2Callco o g IE oy (5-77)
0

holds. Since the Gagliardo—Nirenberg inequality entails the existence of C'5 > 0 such
that for all € € (0,1), x € [-1,1] and t > t( we have

[V (&) )y < Call M) 0Ty e C ) Lasy + CllEet (1) [ e
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[

1 1

= 7+,
witha = 324
-1+1

Holder’s me(;u;lity and (5.2.2) provides Cy > 0 such that for all € € (0,1), x € [—1,1]
and any to > T" the inequality from (5.7.7) reads like

to+2 to+2 »
LI ey + 5 [ 1A e

< [l€o[1F oo ) (2Ca + 2C3C2CF + 2C2C + 20 |€'[[] oo -

satisfying a € (%, 1), an employment of Young’s inequality together with

Since £ = 1 on (tp + 1,tp + 2), this shows that for any p > 1 one can find C5 > 0 and
T :=T +1 > 0 such that for any ¢t > T and all € € (0,1), x € [-1,1] we have

t+1
L1 eyt [ 1l < €5
t

The asserted Holder regularity finally results from an application of an embedding result
e.g. presented in [2, Theorem 1.1] by taking p large enough. O

A final iteration of similar arguments entails a uniform Holder bound for the first solution
component.

Lemma 5.27.

There ezist v € (0,1), T > 0 and C > 0 such that for each € € (0,1), k € [-1,1] and all

t > T the solution (ngﬁ),cg ),ug ) of (Ac k) satisfies

[ (5.7.8)

C””*%(ﬁ x[t,t+1]) <

Proof: We work along similar lines as in the previous lemma. First, given any p > 1 we
pick ¢ € (1,p) and, in light of Lemmata 5.16, 5.25 and 5.26, can then find 77 > 0 and
C1 > 0 such that for any € € (0,1), x € [—1,1] we have

Hngﬁ)HLw((T’,oo);Lp(ﬂ)) + angH)HLw((T’,oo);Lq(Q)) + Hngﬂ)HLw((T/,oo);L?P( Q) = Cr,

and Cy,C3 > 0 such that for any € € (0,1), each k € [—1,1] and all ¢ > T” the estimates
t+

HVC HLoo @x(tt42)) = O /t HAC HLQP(Q < (3, and Hugﬁ)HLW(Qx(t,tJrZ)) <G

hold. Now, for tg > T’ we once more denote by & := &, the cutoff function from

Definition 5.24 and the maximal Sobolev regularity estimates ([30]) then again entail
the existence of Cy > 0 such that for all ¢ € (0,1) and k € [—1,1]

to+2 to+2 »
PRGN A A INCHC (579
0 0
a2 |
304/t Jue - Vg ”LP(QWHW(MW& >H + e
0 ENe Lr(Q)

135



Ch.5. The Stokes limit in a three-dimensional chemotaxis-Navier—Stokes system

(%)
£V - (nf)vc H))
1+ en”

p

oM~

+ 2CTC|€' || Loo(m)
Lr(Q)

to+2
<ot el 0 [
to to

Next, to estimate mixed derivative term, we note that by the bounds prepared at the
start of the lemma

(%) (%)
Hgv. (”vc(m) g ’ Ul Vel e ME A () !
1+ enl™ Lr(Q) (I+ene™)? 1+ enl™ Lr(Q)
< 22C8||V (én! )H o+ 27C%|| Act) ||L2p (5.7.10)

is valid on (tg, to+2). Moreover, the Gagliardo-Nirenberg inequality implies the existence
of C'5 > 0 such that

ap l—a)p
IVl 0 < Col AR o @l e + 0l aqy  for all @ € W2P(),

[
S =
Q|

where again a = € (%, 1), and hence we infer from Young’s inequality that there

-
is Cg > 0 such that

[
SIS
+
< |

Ca(C5 +2°C5) Vel q) *HA<PH ) T Cellel]eq) forall p € WP(Q). (5.7.11)

Thus, collecting (5.7.9)—(5.7.11), we conclude for all € € (0,1) and k € [—1, 1]

to+2 to+2 »
/| ler i+ L IaE)

to+ to+
< Cu(CY +2°C8) / 19 (en&) 5,0 +2C2 / A2y + 2C7ClE e
t t,
1 o2 0 P P 0 P
< 2/ |A(Ent)|?, vy T 2C6CT + 2PCTCs + 20T Cull€|| Le(w)
to

which, due to £ =1 on (t9 + 1,tp + 2) implies the existence of C7 > 0 such that for any
€ (0,1),ke[-1,1] and all t > T :=T" 4+ 1 we have

t+1 »
[ ey 5 [ 180N <
t t

Taking p large enough, the desired Holder regularity is again an immediate consequence
of the embedding result in e.g. [2, Theorem 1.1]. O

In light of standard parabolic theory and the Arzela—Ascoli theorem, we can make use
of the uniform estimates from the previous three lemmata to conclude that, after an
eventual smoothing time T;, > 0, the solution obtained in Proposition 5.10 is actually a
classical solution.
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Lemma 5.28.
There exist v € (0,1) and Ty > 0 such that for each kv € [—1,1] the weak solution
(n), %) w%)) of (A,) obtained in Proposition 5.10 satisfies

n® cF) ¢ gHrlts (Qx[T,,00)) and u®) e ¥ty (Q x[T,, 00); R?) .

In particular, (™), ") w9 together with some P e 10 (Q x (T3, 00)) solves (Ax)
classically in Q x (T, 00). Moreover, there exists C > 0 such that for all k € [-1,1] and
allt > T,

H"(”)('at)HcHw%(ﬁ Kt T HC(H)("t)HC”“*%@ x[tt+1])

+ Hu(ﬁ)(.7t)HCQ+%1+%@ car <€ (5.7.12)

Proof: We employ standard parabolic regularity theory in a similar fashion as e.g.
displayed in [47, Lemma 3.12]. Drawing on Lemmata 5.25, 5.26 and 5.27, we can pick
somey € (0,1), 7 > 0 and C > 0such that (5.7.1), (5.7.6) and (5.7.8) hold for any ¢t > T,
each ¢ € (0,1) and every x € [—1,1]. Accordingly, by making use of the Arzela—Ascoli
theorem we find that for some ' € (0,7) we have

G B N I OAn - (Qx[t,t+1])
and

u o) in T (Q x[t, t + 1];R%)
along a subsequence of the sequence (g;);jen obtained in Proposition 5.10, the members of
which, for convenience, we still label €;. Now, letting £ := &7 be given by Definition 5.24
we note that &c¢(®) solves

Oc

e =A0Ac+g, ¢T)=0, @‘69 =

0,

in the weak sense with g = —&n(®Welr) — gu(WVelk) 4 W ¢ C'V/%,(Q x (T, oo)) In
light of standard parabolic theory (e.g. [45, Theorems IV.5.3 and II1.5.1]), we can hence
conclude that for some 1 € (0,7) ¢®) € C2HmA+% (2 x[T 4 1,00)) and that for v <
there is C} > 0 such that for any x € [—1, 1] (5.7.12) is true for ¢*). In a similar fashion,
we observe that £n(®) is a solution of

on

ne=An—a-Vn+b, n(T)=0, 5}89:

0,
with @ = Vel + 4 and b = —&n(® Ac + nW¢’ both being of class cnE (Q x (T, oo))

and employing parabolic regularity theory (e.g. [45, Theorems IV.5.3 and III.5.1]) once
more, we find 45 € (0,7;) such that n(®) ¢ CrtltF (Qx[T +1,00)) and that for
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v < 9 there is Co > 0 such that (5.7.12) is valid for n(®). Lastly, since £ul®) solves

up = Au+ h:= P(f'u(”) — k€W V)ul)) + §n(”)V¢),

Vou=0, u(T—-1)=0, ul,,=0,

where h is again Holder continuous due to the bounds from Lemmata 5.25, 5.26, 5.27 and
(5.1.3). Hence, Schauder theory for Stokes equation (e.g. [76, Theorem 1.1]) combined
with the uniqueness property ([75, V.1.5.1]) entails that for some 73 € (0,72) we have
u®) e o2t ([T +1,00); R?) and that for v < 43 (5.7.12) is also valid for u(%).
Letting v := 3 we obtain the inclusion in the asserted function spaces, whereas the
existence of a corresponding P*) € C10(Q x(T,,,00)) such that (n(), c(®), 4 P
solves (A,) classically in © x (T,,00) is an immediate consequence of these regularity
properties ([75]). O

5.8 Uniform exponential decay after the smoothing time

For the remainder of the chapter we will denote by T, > 0 the smoothing time obtained
in Lemma 5.28. Employing a second Aubin—Lions type argument for taking x — 0,
we are still left with the obstacle that this limit procedure will only yield convergence
on compact subsets of 2 x[0,00). In order to extend the convergence beyond compact
subsets, our next objective will be to improve the previously obtained stabilization prop-
erties to a more detailed decay including an exponential rate of convergence, which, on
the one hand, will still be independent of k € [—1,1] and, on the other, will be valid for
all ¢t > T,. We start with supplementing our decay results by the following lemma.

Lemma 5.29.
For all 6 > 0 one can find T > T, such that for each k € [—1,1] and all t > T the
solution (n(), ) u(®) of (A,) satisfies

[, 1) <.

_TTOHLOO(Q)

Proof: According to the Gagliardo—Nirenberg inequality there is C; > 0 such that for
any k € [—1,1] and all t > T,

20 =751y < 10 Tl I )~ Ty 681

Moreover, by (5.7.12) and (5.1.4) we can find Cy > 0 such that for any « € [—1, 1] and
t>1T,

C1[[n ), 8) = 1.y < CLl[P ) | gy + Il @) < Cos (5:82)

due to mg being spatially homogeneous. Then, given § > 0 we set &g := g—z and rely on

Lemma 5.21 to find T > T, such that for any x € [-1,1] and t > T

Hn(n)(vt) _niOHQL2(Q) < 60-
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A combination of this with (5.8.1) and (5.8.2) yields that for any x € [—1,1] and all
t>T

[nt (1) = 70| oo ) < (Cado)? =4
holds, finalizing the proof. O

Combining the previous lemma with the fact that (n(), ¢ u(*)) solves (A,) classically
on Q x (T, 00), we can improve the eventual decay of the oxygen, which in Lemma 5.13
was still of a quite general nature, to a decay with exponential rate.

Lemma 5.30.

There exist u > 0 and C > 0 such that for each k € [—1,1] and all t > 0 the solution
(n), %) w®)) of (A,) satisfies

[ESue < Ce M, (5.8.3)

)| oo

Moreover, for any p > 1 there exist ' > 0 and C' > 0 such that for each k € [—1,1] and
allt > T,

|60 gy < CTe . (5.8.4)

Proof: We follow the reasoning of [91, Lemmata 4.5 and 4.6]. Drawing on the k-
independent stabilization property obtained in Lemma 5.29, we can fix T' > T, such
that

n®) >y = % in Q x (T, 00),

where C is positive due to (5.1.4). Noting that (n(®), ¢, u(%)) is a classical solution of
(Ag) on Q x (T,,0), we can make use of the second equation of (A) to find that

Cgﬁ) < Ac® — 8 v cre®in Q x (T, ),
and therefore, the comparison principle combined with (5.2.2) implies that
) < D] ey T < Dleoll ooy T forall ¢ > T

Relying once more on (5.2.2), we find that (5.8.3) also holds for 0 < ¢t < T by letting

C:= ||CO||LOO(Q)€CIT and p := 2. As for the decay involving the gradient, we note that,
assuming p > 3, the Gagliardo—Nirenberg inequality provides Cy > 0 such that
(x) W% (|2
K K K
e ("t)HWLP(Q) < Chle (-7t)||c§@)||c (”t)HLopo(Q)
is valid for all ¢ > T, which according to (5.8.3) and (5.7.12) implies (5.8.4). O

With the previous result at hand, we cannot only transfer the exponential rate of con-
vergence to the first solution component, but also establish this decay starting from the
smoothing time T, clarifying the convergence statement from Lemma 5.29.
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Lemma 5.31.
There exist p > 0 and C > 0 such that for each k € [—1,1] and all t > Ty, the solution
(nt), %) u®)) of (A,) satisfies

[ (-, 8) = 76| oy < Ce™" (5.8.5)

Moreover, for any p > 1 there exist i’ > 0 and C' > 0 such that for each k € [—1,1] and
all t > T,

“n(N)(7t) - WO“WI,;)(Q) S Cle_ult.

Proof: We adjust the arguments of [91, Lemma 4.7] to our setting and start by working
along similar lines as in Lemma 5.21, while this time making sure we keep the L?(Q)
norm of chn) to make full use of the exponential decay established in Lemma 5.30.
In fact, drawing on the first equation in (A,) as well as integration by parts, Young’s
inequality and the Poincaré inequality we obtain C; > 0 such that for any « € [—1,1]

and all ¢t > T,

d
dt Jq

(n™) — 70)2 < - / (n™) —TTo)z + sup Hn(’”‘,)
Q K'€[—1,1]

) (2
LOO(QX(TQ,oo))/Q‘VC( )|

holds. Hence, according to (5.7.12) and Lemma 5.30, we can fix p; > 0 with C% >
p1 such that for any x € [—1,1] the function y*)(t) = fﬂ(n(”)(-,t) — 7ip)? satisfies
Ay () + C%y(’"‘) (t) < Coe 1 for all t > T, which implies

C1Cs

(K)t< -
V90 < (ot oG

> etTee=rmt  for all t > T,

with O3 := sup,.c_11] [o () (-, Ty) —TTO)Q being finite, again due to (5.7.12) and (5.1.4).
Interpolation using the Gagliardo—Nirenberg inequality and, once more, (5.7.12) finally
extends to (5.8.5) upon appropriately adjusting the constants. For the decay of the
Sobolev norm, we assume, again without loss of generality, that p > 3 and draw on the
Gagliardo—Nirenberg inequality to find Cy > 0 such that

p=3 p+3
12 C8) =715y, < Calln® (1) = 7570 g |21 () = 70| 2

< ([l oy + Il ey) ™ 100 =T 2

for all t > Ty, because 7g is constant in space. Hence, the claimed exponential decay is
a consequence of (5.8.5), (5.1.4) and Lemma 5.28. O

In the final part of this section, we extend the exponential stabilization of the first
component to the fluid-velocity field.
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Lemma 5.32.
There exist p > 0 and C > 0 such that for each k € [—1,1] and all t > T, the solution
(n), %) u®)) of (A,) satisfies

™) (- < CeH, (5.8.6)

| o)
Moreover, for any p > 1 there exists C' > 0 such that for each k € [—1,1] and allt > T,

Hu(”)(', t) < Cle i,

o)

Proof: Similar to the previous two lemmata and inspired by [91, Lemma 4.8], we proceed
to derive an exponential decay estimate for the fluid-velocity. Due to V - u(®) = 0 in
Q x (0,00) and u® = 0 on 9N x(0,00), we obtain upon testing the third equation of
(A,) against u®) and employing Hélder’s inequality that for any x € [—1,1] and all
t>1T,

2dt/| “F +/W“H)\ /( ) —mg) Vo - ul (5.8.7)

s\ﬂﬁﬂvmuwmﬂM“’—ﬁa&wmAW“W&am

The Poincaré inequality provides C7 > 0 such that for any x € [—1,1] and all ¢ > T,

C1/|u(“)|2 g/\vu“ﬂ)]z
Q Q

holds, and hence we can rely on Young’s inequality to conclude from (5.8.7) that for any
€[-1,1]and all t > T,

(n
e AL AT R Al

<m

< L0l [0 = 0] 0 [9
K P 1 K
< Calln® [}y + 5 [ T
12V o

where Cy := — g Thus, making use of the decay estimate from Lemma 5.31,
we can find p; € (0,C1) and C3 > 0 such that y f ‘u | , t > T, satisfies

i“W%umwwg@aw for all t > T,

implying that for any x € [—1,1] and all t > T,
C
y " (1) < (y(”) (Ts) + C’1—3> eCrlogmt —. Cyett (5.8.8)
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where Cy = (y")(T5,) + 0103#1) e“1Te does not depend on x and is finite due to (5.7.12).

Now, with ¢ € (4, 1) given by (5.1.4) and according to [32, Theorem 1.4.4], there are
C5,Cg > 0 such that for any k € [—1,1] and each ¢t > Ty,
| 42ut( < Cs[|4ut (D) 72 HU(“) ][

< CGHU R)

Dl 20y

e

Dl 470 2oy

and drawing once more on (5.7.12) and (5.8.8) together with the embedding D(A?) —
L™ (Q;]R3) ([32, Theorem 1.6.1]) provides C7 > 0 such that for any x € [—1, 1] and all

n1(1—o)t

[u®(, <Cre” 2

Ol o )

holds and hence proves (5.8.6). Employing the Gagliardo—Nirenberg inequality in a
similar fashion as in the proofs of the previous two lemmata finally entails the exponential
decay of the desired Sobolev norms. O

5.9 The second limit. Taking x — 0

The uniform exponential decay starting from the smoothing time T, was the last missing
ingredient for proving our theorem. Before we give the proof of the theorem however,
we first collect many of the prepared estimates for the following second limit procedure.
Proposition 5.33.

Given any null sequence (kj)jen C [—1,1] one can find a subsequence (kj, )ren and
functions

neli (@x[0,00) with Ve Li (Qx]0,00);R?),
ce L (Qx(0,00)) with Vce LlOC(Q x [0, oo);]R3) ’

u € L, ([0, 00); Wy 2(2)),

such that the global weak solution (n), ™) u(®) of (Ax),(5.1.1),(5.1.2) satisfies

nt) = n in L?OC(Q 00)) for any p € [1,2) and a.e. in Q x (0,00),
v ~Vn in Ll“oc(ﬁ 00); R%)

nlF) —~n in Lf;c(ﬁ 00)),

e in LY (2x[0,00)) for any p € [1,00) and a.e. in Q x (0,00),

2o i Ie(0 < ).
Ve ~vVe in LZOC(Q %10, 00) ]R?’)

ul® = in Lloc(ﬁ x[0,00);R*) and a.e. in Q x (0,0),

u® —~qy in ngc(ﬁ x [0, 00) ]Rg)
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The second limit. Taking k — 0

Vul® ~Vu in L7, (9 %[0, 00); R*?) |

as k = kj, — 0. The triple (n,c,u) is a global weak solution of the chemotaxis-
Stokes system (Ag),(5.1.1),(5.1.2) in the sense of Definition 5.2, and one can find P €
CH(Q x(T:,,00)) such that (n,c,u, P) are a classical solution of (Ag),(5.1.1),(5.1.2) in
Q x (T, 00). Moreover, there exist 1 > 0 and C' > 0 such that for all t > Ty,

In(-,t) = ol oo () + e, E) | Lo () + 1wl 8)] ooy < Ce™ (5.9.1)
and for any p > 1 there are y/ > 0 and C' > 0 such that
In(-t) = T llwrw) + el Ollwre@y + w8 lwieg) < Ce (5.9.2)
1s valid for all t > Ti.

Proof: As the bounds in Lemmata 5.6, 5.8 and 5.9 are independent of ¢ € (0,1) and
k € [~1,1], they are inherited by the limit functions n(®), c*) and u(*) obtained in
Proposition 5.10. Hence, an identical reasoning, drawing on the Aubin—Lions Lemma [74,
Corollary 8.4] and Vitali’s theorem, as previously done in Proposition 5.10, establishes
the asserted convergence properties and weak solution properties of the limit functions
n,c and u. That there exists some P € C1.0 (Q X (T, oo)), which together with (n, ¢, u)
solves (Ag) classically in Qx (T, 00) is then a consequence of Lemma 5.28 and the Arzela—
Ascoli theorem. The exponential decay estimates for times larger than the smoothing
time T, as stated in (5.9.1) and (5.9.2), are a consequence of Lemmata 5.30, 5.31 and
9.32. O

With the limit objects and local convergence properties prepared by the previous lemma,
we can finally draw on the uniform exponential decay for large times established in
Section 5.8 to extend the local convergence to convergence beyond compact subsets of
Q) x[0,00), as claimed in the main theorem.

Proof of Theorem 5.1: The existence, the regularity and the solution properties of
the claimed functions were already established in Propositions 5.10 and 5.33. We are left
with verifying the convergence with respect to the desired norms as in (5.1.5). According
to Lemma 5.31 and (5.9.1), given any p; € [1,2) we can fix 4 > 0 and C; > 0 such that
for any k € [—1,1]

Hn(ﬁ)('yt) - TTOHFLle o T In(,t) — WOWEM(Q) < Cre M (5.9.3)

holds for all ¢ > T,. Now, given § > 0 we pick T, > maX{To, ﬁl (2p;+;§1)} and

obtain from (5.9.3) that
1 = |7,
LP1((Ty,00),LP1(82))

(oo}
S21011/T Hn“(.jt)—nOHLpl )dt+2p11/ Hn(-,t)—%\&l(mdt

*
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D1
2 Cl e_plﬂT* < é

o <3 (5.9.4)

[e.e]
< 2Py / e Pt 4p —
for any x € [—1,1]. Next, given a null sequence (kj)jen C [—1,1] and denoting by
(Kj,, )ken the subsequence from Proposition 5.33, we can conclude from the convergence
statements in Proposition 5.33, the uniform bound in Lemma 5.8 and the Vitali theorem
that due to p; < % actually

(kj,.) D1
n\"k/ —mn in Lloc

([0,00), LP1(Q2)) as kj, — 0.

Hence, for the given § > 0 there is some kg € N such that

. 5 . .
Hn( i) —n|"! Lo (0TL]Le1 (@) S 5 s valid for all k > k. (5.9.5)

Combination of (5.9.4) and (5.9.5) shows that for all £ > ko we have

[[nla) —nlf}; LP1([0,00);LP1 ()

<é

= H” k) nHLm ([0,7.];LP1 () +H” i) _nHLm ((Ty,00),LP1(Q)) = 05

from which we conclude the first part of (5.1.5). Similarly, drawing on Lemma 5.31 and
(5.9.2), for given py € [1, 2) we can fix 4/ > 0 and Cy > 0 such that for any x € [—1,1]

[0 G 8) = 5[, )+ 1) = TGN ) < Cae™

holds for all ¢ > T, from which we once again conclude that for the given § > 0 we can

pick T} > max{T,, 11[1(21;;;#1,502 )} such that

1
pap’

(e %)

an( VnHLpz( o) LP2(Q)) S 5 for any k € [—1,1]. (5.9.6)

Since we know from Lemma 5.33 that

Vnlin) v in LP?

loc

([0,00); LP2(Q2))  as kj, — 0,

we can make use of the fact that py < g to employ Vitali’s theorem in combination with
the uniform bounds presented in Lemma 5.8 to find that actually

vnlin) 5 Vi in LP?

loc

([0,00); LP2(Q2))  as kj, — 0.

From this we conclude that there is some k{ € N such that

]
[Vn3) — a7, 0 e @) < 5 holds for all k > k, (5.9.7)
so that a combination of (5.9.6) and (5.9.7) again entails the convergence in the de-
sired topology. Analogous arguments drawing on Lemma 5.30, Lemma 5.32, (5.9.1),
(5.9.2) and the uniform bounds in the Lemmata 5.6 and 5.8 finally entail the remaining
properties listed in (5.1.5), completing the proof. O
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