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Abstract

This thesis considers the realization of distributed data structures and the construction
of distributed protocols for self-stabilizing overlay networks.

In the first part of this thesis, we provide distributed protocols for queues, stacks and
priority queues that serve the insertion and deletion of elements within a logarithmic
amount of rounds. Our protocols respect semantic constraints such as sequential
consistency or serializability and the individual semantic constraints given by the
type (queue, stack, priority queue) of the data structure. We furthermore provide a
protocol that handles joining and leaving nodes. As an important side product, we
present a novel protocol solving the distributed k-selection problem in a logarithmic
amount of rounds, that is, to find the k-smallest elements among a polynomial
number of elements spread among n nodes.

The second part of this thesis is devoted to the construction of protocols for
self-stabilizing overlay networks, i.e., distributed protocols that transform an overlay
network from any initial (potentially illegitimate) state into a legitimate state in
finite time. We present protocols for self-stabilizing generalized De Bruijn graphs,
self-stabilizing quadtrees and self-stabilizing supervised skip rings. Each of those
protocols comes with unique properties that makes it interesting for certain distributed
applications. Generalized De Bruijn networks provide routing within a constant
amount of hops, thus serving the interest in networks that require a low latency
for requests. The protocol for the quadtree guarantees monotonic searchability as
well as a geometric variant of monotonic searchability, making it interesting for
wireless networks or applications needed in the area of computational geometry. The
supervised skip ring can be used to construct a self-stabilizing publish-subscribe
system.
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Zusammenfassung

Diese Dissertation befasst sich mit der Realisierung von verteilten Datenstrukturen
und der Konstruktion von selbststabilisierenden Overlaynetzen.

Im ersten Teil dieser Dissertation présentieren wir verteilte Protokolle fiir Queues,
Stacks und Priority Queues, welche Elemente innerhalb einer logarithmischen Anzahl
an Runden einfiigen bzw. entfernen kénnen. Zusatzlich respektieren unsere Protokolle
neben Semantiken wie sequentielle Konsistenz oder Serialisierbarkeit auch Semantiken
welche vom Typ (Queue, Stack, Priority Queue) der Datenstruktur abhingen. Wir
stellen ebenfalls ein Protokoll vor, welches das Einfiigen und Entfernen neuer Knoten
realisiert. Ein wichtiges Nebenprodukt stellt ein neues Protokoll dar, welches die
verteilte k-Selektion innerhalb einer logarithmischen Anzahl an Runden 16st, d.h. es
findet das k-kleinste Element unter einer polynomiellen Anzahl von Elementen, die
auf n Knoten verteilt sind.

Der zweite Teil dieser Dissertation befasst sich mit der Konstuktion von Protokollen
fiir selbststabilisierende Overlaynetze, d.h. verteilte Protokolle, welche ein Overlaynetz
in endlicher Zeit von einem beliebigen initialen Zustand (der potentiell nicht legitim
sein muss) in einen legitimen Zustand transformiert. Wir présentieren Protokolle fiir
selbststabilisierende generalisierte De Bruijn Graphen, selbststabilisierende Quadtrees
und selbststabilisierende {iberwachte Skip-Ringe. Jedes dieser Protokolle ist aufgrund
seiner Eigenschaften interessant fiir spezifische verteilte Anwendungen. Generalisierte
De Bruijn Netzwerke erlauben Routing mit einer konstanten Anzahl an Hops und
sind daher interessant fiir Anwendungen bei welchen eine geringe Latenz erforder-
lich ist. Das Protokoll fiir Quadtrees erfiillt die monotone Suchbarkeit sowie dessen
geometrische Variante und ist daher interessant fiir Dratlosnetzwerke oder Anwendun-
gen aus dem Bereich der Computational Geometry. Der iiberwachte Skipring kann
zur Konstruktion eines selbststabilisierenden Publish-Subscribe Systems verwendet
werden.
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CHAPTER 1 -

Introduction

Ever since the invention of the internet, distributed computing has become more
and more relevant to our society and continues to do so. Important applications are,
for example, social media networks, streaming platforms, online games and many
more. A distributed system is the union of multiple computers (or processes) that
communicate via message-passing in order to solve a problem or to achieve a common
goal. As the size of distributed systems increases, allowing even multiple millions
of processes to participate, algorithms need to scale efficiently w.r.t. the number of
participants in order to remain practically relevant. Another important feature of a
distributed system is its robustness, i.e., its ability to cope with (external) faults like
message loss or adversarial attacks.

The theory of distributed computing provides the groundwork for many of the above
mentioned applications. Research areas range from classical distributed problems
such as routing, coloring, maximum independent set and maximal matching to more
recent ones like blockchains and hybrid networks. From a theoretical perspective, a
distributed system is usually abstracted via an overlay network, i.e., a graph indicating
the connections between the participants of the system. Using this abstraction yields
a precise way to describe distributed protocols. One key property of overlay networks
is that they are dynamic by nature, meaning that not only the participants of the
system can change over the course of time, but also distributed protocols on overlay
networks are capable of modifying the connections between the participants.

In this thesis, we present solutions to problems of two different (but close) research
areas within the theory of distributed computing, both of them relying on the
capabilities of overlay networks.

In the first part we investigate distributed data structures. We consider fundamental
data structures (queues, stacks and priority queues) and present algorithms for
implementing these data structures in a distributed setting. The elements of the
data structures are distributed equally among the nodes of the overlay network
such that no single node has direct access to all elements. There are a multitude of
problems that one needs to solve in order to come up with not only efficient but also
semantically correct solutions. Areas of applications for distributed data structures
include, among others, scheduling, distributed counting or distributed sorting.

In the second part of this thesis, we then study self-stabilizing overlay networks.
These are overlay networks that are able to recover their topology only by allowing
communication between the nodes and without external intervention. Such systems
are particularly useful for increasing the robustness against failures (like message loss
or a blackout of nodes) or adversarial attacks. We investigate self-stabilizing protocols
for specific topologies (generalized De Bruijn graphs, quadtrees and supervised skip
rings), each having its own unique application area.



Chapter 1. Introduction

Thesis Overview

This thesis is split into two separate parts: The first part is dedicated to the study of
distributed data structures, while the second part deals with self-stabilizing overlay
networks. The first part starts with a chapter that introduces the model and some
well-known techniques (see Chapter 2).

Distributed Queues and Stacks. In Chapter 3 we propose distributed protocols for
queues and stacks that perform well even when having to deal with a large amount of
requests; i.e., we can avoid bottlenecks in high-throughput scenarios when using these
protocols. More specifically, our protocols can serve requests on the data structure in
O(logn) rounds w.h.p.!, independent of the rate at which new requests are injected
into the system. Our protocols work in asynchronous settings and not only provide
strong semantics like sequential consistency, but also satisfy semantic constraints
specifically tailored to the FIFO/LIFO properties of queues and stacks. To do so, we
use an aggregation tree to aggregate batches of requests, ensuring that our protocols
scale even for a high rate of incoming requests. For the stack we are also able to
show that by using a technique called local combining, we can reduce the worst-case
bound on the message size. Finally, we also introduce protocols for dealing with node
dynamics, i.e., handling joining and leaving nodes. Here we show that a joining node
is allowed to start generating requests on the data structure after O(logn) rounds
w.h.p. A node that wants to leave the system can do so after only O(1) rounds in
case no conflicts with other leaving nodes have to be resolved.
Chapter 3 is based on the following publication:

M. Feldmann, C. Scheideler and A. Setzer. “Skueue: A Scalable
and Sequentially Consistent Distributed Queue”. In: Proceed-
ings of the 2018 IEEFE International Parallel and Distributed
Processing Symposium (IPDPS), 2018, cf. [FSS18a].

The protocol for the distributed stack (Section 3.4) is based on the full version of the
paper above:

M. Feldmann, C. Scheideler and A. Setzer. “Skueue: A Scal-
able and Sequentially Consistent Distributed Queue”, CoRR,
abs/1802.07504, 2018, cf. [FSS18b].

Distributed Priority Queues and k-Selection. In Chapter 4 we investigate another
fundamental data structure in the distributed setting, namely distributed priority
queues. Here we present two different protocols: The first realizes a distributed
priority queue for a constant amount of priorities, while the second works for an
arbitrary amount. Similar to our distributed implementations for queues and stacks,
these protocols work in asynchronous settings and satisfy semantic constraints
specifically tailored to mimic the behavior of priority queues in the sequential setting.
Both protocols use the same aggregation tree as the protocols for queues and stacks

! An event holds with high probability (w.h.p.), if it holds with probability at least 1 — 1/n° where
the constant ¢ can be made arbitrarily large.



from the previous chapter. For part of the protocol for arbitrarily many priorities we

provide a novel distributed protocol for the k-selection problem that runs in O(logn)

rounds w.h.p., which is of independent interest. Our protocols serve requests on

the data structure in O(logn) rounds w.h.p. and also work together well with the

protocol from the previous chapter that handles joining and leaving nodes.
Chapter 4 is based on the following publication:

M. Feldmann and C. Scheideler. “Skeap & Seap: Scalable Dis-
tributed Priority Queues for Constant and Arbitrary Priorities”.

In: Proceedings of the 31st ACM on Symposium on Parallelism
in Algorithms and Architectures (SPAA), 2019, cf. [FS19].

We conclude the first part of the thesis in Chapter 5.
The first chapter of the second part (Chapter 6) presents our model alongside with
related work and the well-known protocols for self-stabilizing sorted lists and rings.

Self-Stabilizing Generalized De Bruijn Graphs. In Chapter 7 we present a novel
protocol BuildGDB, which is able to build a generalized De Bruijn graph out of
every initially weakly connected graph in a self-stabilizing manner. The resulting
structure has a diameter of d for some constant d > 2, while the outdegree of
nodes is only O(/n). This tradeoff between degree and diameter is asymptotically
optimal. Our protocol works in a bottom-up manner, by first arranging the nodes
in a sorted list, then expanding the neighborhood in the list so that we arrive at
a sorted /n-connected list. Finally, we use the ¢n-connected list to generate De
Bruijn connections that are used for the routing protocol.

We also present a routing protocol for this network that is able to route any
message from any source node s to any target node t in exactly d hops w.h.p. Finally,
we show that once new nodes join the system, the amount of work for old nodes is
within ©(¥n), which is asymptotically optimal. More precisely, each old node only
has to build or redirect O(/n) edges w.h.p. once the number of nodes in the system
increases by a factor of 2¢.

Chapter 7 is based on the following publication:

M. Feldmann and C. Scheideler. “A Self-stabilizing General
De Bruijn Graph”. In: Proceedings of the 19th International

Symposium on Stabilization, Safety, and Security of Distributed
Systems (SSS), 2017, cf. [FS17].

Self-Stabilizing Quad Trees. In Chapter 8 we investigate monotonic searchability in
a geometric setting; i.e., nodes are now spread on a 2-dimensional plane. We present
a novel self-stabilizing protocol BuildQT that arranges all nodes in a quadtree, which
is a data structure that is frequently used in the area of computational geometry.
The protocol can easily be generalized to higher dimensional settings, realizing the
first self-stabilizing protocol for octrees. We also give a routing protocol SearchQT
by which messages are routed among the nodes in a quadtree-like fashion. This
means that if the Euclidean distance between any two nodes is at least 1/n, then any
message routed between any two nodes in the quadtree arrives at its destination after
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O(logn) hops. Interestingly, SearchQT is defined such that monotonic searchability
is satisfied; i.e., once a search request generated by a node u successfully reaches its
target node v, any search request for v initiated by u thereafter reaches v as well.
We show that in our geometric setting SearchQT satisfies an even stronger notion of
monotonic searchability, which preserves monotonicity not only for existing target
nodes but also for any target coordinate in the 2-dimensional plane. We call this
property geographic monotonic searchability.
Chapter 8 is based on the following publication:

M. Feldmann, C. Kolb, and C. Scheideler. “Self-stabilizing
Overlays for High-Dimensional Monotonic Searchability”. In:
Proceedings of the 20th International Symposium on Stabiliza-
tion, Safety, and Security of Distributed Systems (SSS), 2018,
cf. [FKS18].

Self-Stabilizing Publish-Subscribe Systems. In Chapter 9 we present two major
results. First we describe a novel protocol for a supervised skip ring. In a skip ring
the nodes form a sorted ring with additional shortcuts, such that the diameter of the
network is only [logn], while the degree of each node is O(logn) in the worst case
and constant on average. The protocol relies on the help of a gateway (the supervisor)
that is commonly known among all nodes. We show that the communication work of
the supervisor is low in our protocol.

For the second result we extend the self-stabilizing supervised skip ring to a (topic-
based) self-stabilizing publish-subscribe system. Here we are primarily concerned
with the self-stabilizing delivery of all publications to all subscribers of a specific topic.
We store publications at each node in a Patricia trie and provide a self-stabilizing
protocol that guarantees that all Patricia tries converge to the unique Patricia trie
that stores all publications. This means that each node that subscribes to some topic
t will eventually receive all publications for ¢, even if the node has subscribed to the
topic after some publications have already been delivered.

Chapter 9 is based on the following publication:

M. Feldmann, C. Kolb, C. Scheideler, and T. Strothmann. “Self-
Stabilizing Supervised Publish-Subscribe Systems”. In: Proceed-
ings of the 2018 IFEE International Parallel and Distributed
Processing Symposium (IPDPS), 2018, cf. [Fel+18].

We conclude the second part in Chapter 10.

List of Own Publications

Below 1 state a list of all publications that I co-authored during my time at Paderborn
University. Some of these publications do not directly serve as a basis for this disser-
tation, particularly the work on discrete clock synchronization [FKS20], congestion
control [FGS19] and hybrid network algorithms [FHS20]. Those publications are
however by no means thematically disjoint with the topics of this dissertation. I also



co-authored a survey on algorithms for self-stabilizing overlay networks [FSS20]. The
publications are listed in chronological order.

2017:

M. Feldmann and C. Scheideler. “A Self-stabilizing General
De Bruijn Graph”. In: Proceedings of the 19th International

Symposium on Stabilization, Safety, and Security of Distributed
Systems (SSS), 2017, cf. [FS17].

2018:

M. Feldmann, C. Kolb, C. Scheideler, and T. Strothmann. “Self-
Stabilizing Supervised Publish-Subscribe Systems”. In: Proceed-
ings of the 2018 IFEE International Parallel and Distributed
Processing Symposium (IPDPS), 2018, cf. [Fel+18].

M. Feldmann, C. Scheideler and A. Setzer. “Skueue: A Scalable
and Sequentially Consistent Distributed Queue”. In: Proceed-
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CHAPTER 2 -

Preliminaries

Like in sequential environments, efficient distributed data structures are important
in order to realize efficient distributed applications. The most prominent type of
distributed data structure is the distributed hash table (DHT). Many distributed
data stores employ some form of DHT for lookups. Important applications include
file sharing (e.g., BitTorrent), distributed file systems (e.g., PAST), publish-subscribe
systems (e.g., SCRIBE), and distributed databases (e.g., Apache Cassandra). Other
distributed forms of well-known data structures, such as queues, stacks, and priority
queues, have been given much less attention, however, although they have a number
of interesting applications as well:

o A distributed queue is used to come up with a unique ordering of messages,
transactions, or jobs, and it can be used to realize fair work stealing [BL99]
since tasks available in the system may be fetched in FIFO order. Other appli-
cations are distributed mutual exclusion, distributed counting, or distributed
implementations of synchronization primitives. Server-based approaches of
realizing a queue in a distributed system already exist, like Apache ActiveMQ),
IBM MQ, or JMS queues. However, none of these implementations provide a
queue that allows massively parallel accesses while keeping the amount of work
for each participant balanced.

o A distributed stack is used in LIFO-based scheduling, which is useful in applica-
tions where scheduled tasks do not depend on each other. The major advantage
of a stack in the distributed setting is that by local combining (an insertion
request ins can be matched to a deletion request del if both are generated by the
same node) one can potentially speed up the scheduling process in comparison
to a distributed queue.

e Distributed priority queues are useful in the area of scheduling, in case the
inserted tasks have been assigned priorities and in case workers preferably want
to get assigned to the most prioritized tasks first. Another application for a
distributed priority queue is distributed sorting.

The major problem of coming up with a fully distributed version of these data
structures is that their semantics are inherently sequential. In this thesis, we
present distributed protocols for queues, stacks and priority queues for a constant
amount of priorities. Our protocols ensure sequential consistency, fairly distribute
the communication and storage load among all members of the distributed system,
and efficiently process even massive amounts of requests. By slightly weakening the
semantic constraints, we present a protocol for a distributed priority queue that
works for an arbitrary amount of priorities and ensures serializability. We also offer
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protocols that allow to let new processes join or old processes leave the system safely
without violating any semantic constraints or losing important data along the way.
All our protocols work in the asynchronous message passing model and can also
handle massive amounts of join and leave requests efficiently. We are not aware of
any distributed data structure with comparable performance.

In general, the problem we solve in the first part of this thesis is how to provide
distributed protocols that let multiple processes insert elements into and delete
elements from the system. By doing so, the system behaves like a sequential data
structure from the perspective of each individual process.

Outline of This Chapter. In this chapter, we introduce our model alongside some
techniques that will be used by the distributed protocols for queues, stacks (Chapter 3)
and priority queues (Chapter 4). We first present our model in Section 2.1. Afterwards,
we define the aggregation tree as a subgraph of the Linearized De Bruijn Graph
(LDB), which represents the network topology formed by the processes (Section 2.2).
The LDB is also used to embed distributed hash tables (DHT'), which we describe in
Section 2.3. We finish this chapter by stating the well-known Chernoff bounds in
Section 2.4, which will prove to be useful throughout the entire thesis.

2.1. Model

Network Model. We study distributed data structures consisting of multiple
processes that are interconnected by an overlay network.

Definition 2.1. The overlay network is given by an undirected graph G = (V, E) of
n nodes with the following properties:

(a) Each node u € V represents a single process and is identified by a unique
O(logn)-bit identifier id(u) € N.

(b) If there is an edge {u,v} € E, then u can send messages to v and vice versa.

There is no global (shared) memory, so nodes perform computation exclusively on
the basis of their local storage. We allow O(poly(n)) many entries of O(logn) bits
for each node’s local storage, so overall, each node’s storage consists of O(poly(n))
bits. Define the neighbors of node u by N(u) = {v € V' | {u,v} € E}.

Communication Model. In order to provide a clean presentation and analysis of
our algorithms, we consider a variant of the asynchronous message passing model.
Nodes can be activated at arbitrary points in time. Upon activation of node u, u
performs the following steps:

(i) Receive all messages that were sent to u after its previous activation.
(ii) Perform local computation.

(iii) Send a message to each neighbor v € N(u).

10



2.1. Model

We view node activations as atomic steps, meaning that we do not allow activations
of multiple nodes to overlap. Processing activation a; and then going to activation
a;11 is considered a step. The order in which nodes are activated is chosen by an
adversary. However, we assume that the activation of nodes is fair, meaning that at
any point in time each node is activated after a finite amount of steps.

Definition 2.2 (Round, Computation). Let A = (a1,...,an) be the sequence of
activations for which the system is active. A subsequence R = (a;,...,a;) of A where
each node is activated in R at least once is denoted a round. A computation C' is a
partition of A into disjoint rounds Ry, ..., Rp. We denote the lifetime of C' by T'.

We will analyze the runtime of our algorithms by the number of rounds needed in
a given computation. We assume that the system is active for a polynomial number
of rounds, i.e., T' € O(poly(n)). During the execution of our algorithms we assume
that no faults occur; i.e., nodes do not crash or act maliciously and messages are
neither lost nor corrupted.

An important criterion to measure the load of the system is its congestion:

Definition 2.3 (Congestion). The congestion of the system (under all fair activa-
tions) is the mazimum number of messages that need to be processed by a single node
during one activation.

Data Structure Requests. Nodes may generate insertion and/or deletion requests
on the data structure at any point in time.

An insertion request issued by some node u generates an O(logn)-bit element e
from a universe £ that has to be delivered to some node v € V responsible for e.

A deletion request issued by some node u demands to be matched to an element
e that is currently stored in the data structure by some node v € V; i.e., u has to
receive e from v. The element e is identified by the semantics of the data structures,
which differ for queues, stacks and priority queues (see Section 3.1 for queue- and
stack-semantics and Section 4.1 for priority queue-semantics). If the data structure
contains no elements, then the deletion request has to be matched to the empty
element, denoted by 1. Once a deletion request is matched to some element e, both
the request and e are removed from the data structure. If a deletion request got
matched to L, then just the request is removed from the data structure.

Definition 2.4 (Injection Rate). The injection rate of a node u is denoted by
Au) € N and represents the maximum number of insertion and/or deletion requests
that u s able to generate in each round. Denote the maximum injection rate by

A = maxyey {A(u)}.

The time at which a node generates requests and the amount of generated requests
is determined by an adversary, which respects the injection rate of the node. We
assume that A(u) € O(poly(n)) for each node u € V and thus A € O(poly(n)). Denote
by m the number of elements stored by the data structure. As the system is active
for at most O(poly(n)) rounds and A € O(poly(n)), we have that m € O(poly(n)) at
any point in time.
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2.2. Aggregation Tree

In this section we introduce the topology that is formed by the participating nodes
of the data structure. It is based on the classical d-dimensional De Bruijn graph [De
46], which we introduce in the following:

Definition 2.5 (De Bruijn Graph). Let d € N. The (d-dimensional) De Bruijn graph
consists of nodes (x1,...,x4) € {0,1} and edges (x1,...,24) = (j,x1,...,2q-1) for
all j € {0,1}.

One can route a message via bit shifting from any source s € {0,1}% to any target
t € {0, 1}d by following exactly d edges. For example, for d = 3 we may route
from s = (s1,82,53) € {0,1}® to t = (t1,t2,t3) € {0,1}3 via the path ((s1, s2, s3),
(t3, S1, 82), (tg, t3, 81), (tl, tQ, tg)).

For our network topology we adapt a dynamic version of the De Bruijn graph,
called the Linearized De Bruijn Graph (LDB), which is based on the distance-halving
network from [NWO7]:

Definition 2.6 (Linearized De Bruijn Graph). Let V' be a set of n nodes with unique
identifiers in N and let h : N — [0, 1) be a publicly known pseudorandom hash function.
The Linearized De Bruijn Graph (LDB) is the graph G= (‘N/, E) with the following
properties:

(a) For each node u € V, there are 3 virtual nodes I(u), m(u),r(u) € V that are
emulated by u. Denote l(u) the left virtual node of u, m(u) the middle virtual
node of u and r(u) the right virtual node of u. No other nodes are contained
nV.

(b) Each middle virtual node m(u) € V has a label label(m(u)) = h(id(u)). Define
the labels for l(u) and r(u) by label(l(u)) = W and label(r(u)) = w,
respectively. We may indistinctively use l(u), m(u) or r(u) to denote a virtual
node or its corresponding label, when clear from the context.

(c) Let (v1,...,v3n) be the total order of all virtual nodes according to their labels.
FE consists of linear edges Ej;, and virtual edges F;-, where

Elm = {{vi,viH} | 1 E€ {1, Lo, 3n — 1}} U {Ugn,vl}

and
Eyir = {{1(u), m(u)}, {m(u),r(u)} | weV}.

Intuitively, the linear edges arrange all virtual nodes in a sorted ring ordered by
their node labels, whereas the virtual edges can be seen as local edges between the
virtual nodes of a single process u. The virtual edges are used to emulate the edges
of the classical De Bruijn graph from Definition 2.5.

We say that a virtual node u € V is right to a node v € V if the label of u is
greater than the label of v, meaning that v > v. Similarly, u is left to v if u < v.
We can break ties between virtual node labels by comparing the unique identifiers
of their corresponding nodes in V, as no two virtual nodes emulated by the same
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node u € V can have the same label. If u,v,w € V are consecutive in the linear
ordering with u < v < w (i.e., there exist linear edges {u, v}, {v,w} in é), we say
that w is v’s successor (denoted by succ(v)) and that u is v’s predecessor (denoted
by pred(v)). As a special case we define pred(vpm) = Vmaz and succ(Vimaz) = Vmin,
where v,,;, = v1 is the node with minimal label value and v,,4; = v3, is the node
with maximal label value. This guarantees that each virtual node has a well-defined
predecessor and a well-defined successor on the sorted ring. Moreover, each node u
maintains two variables pred(u) and succ(u) for storing its predecessor and successor.
We assume that u knows whether pred(u) and succ(u) is a left, middle or right
virtual node. Otherwise, u could easily determine this within at most two rounds by
directly asking pred(u) if it is a left, middle or right virtual node, for example.

By adopting the result from [RSS11, Theorem 1], one can show that the LDB can
emulate the routing in the classical De Bruijn graph with d = [logn]:

Lemma 2.7. For any p € [0,1), routing a message from a source node s € V to
the node t = argminvef/’vgp{p —v} €V can be done in the LDB in O(logn) rounds
w.h.p.

Intuitively, this means that we can route a message from any source node s to
the node t that is closest from below to p in O(logn) rounds, w.h.p. In the analysis
of [RSS11, Theorem 1], it is shown that the message can only fall behind by at most
O(logn) hops compared to its position in the d-dimensional De Bruijn graph, w.h.p.
As an implication of the fact that the maximum distance between two consecutive
middle virtual nodes is ©(logn/n) w.h.p. (see [NW07, Lemma 4.1]), it holds that
a node in the LDB is responsible for the emulation of up to O(logn) nodes in the
d-dimensional De Bruijn graph, w.h.p. This holds due to the following argumentation:
Map the label label(u) of a virtual node u to the binary string (z1,...,x4) such that

G|
label(u) = Z:c, b
i=1

If the distance between two consecutive middle virtual nodes is in ©(logn/n), then
their binary strings differ only in the last ©(loglogn) bits, meaning that there exist
at most O(2'°81°8") = O(logn) binary strings of nodes in the classical De Bruijn
graph between the two middle virtual nodes.

The following lemma summarizes the discussion above:

Lemma 2.8. Any routing schedule with dilation’ D and congestion C in the d-
dimensional De Bruijn graph can be emulated by the LDB with n > 2 nodes with
dilation O(D +logn) and congestion O(C) w.h.p.”

We are now ready to define the aggregation tree as a subgraph of G.

Definition 2.9 (Aggregation Tree). Let V be a set of n nodes and let G = (‘Z, E)
be the corresponding LDB according to Definition 2.6. The aggregation tree T' (G) =
(V, Er) with root node vy, is a subgraph of G with the following properties:

The dilation of a routing schedule denotes the maximum number of hops that a packet has to
travel.

*We use 6() to hide polylogarithmic factors, i.e., (5(f(n)) = O(f(n) - polylog(n)).
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(a) For each virtual node u € V, define the parent p(u) of u as follows:
e Ifu is a middle virtual node, then p(u) = l(u).

e Ifu is a left virtual node, then p(u) = pred(u), except for the case when
U = Upin, where we set p(u) =L.

e Ifu is a right virtual node, then p(u) = m(u).

(b) For each virtual node u € V, define the child nodes C(u) of u as follows:

e Ifu is a middle virtual node, then either C(u) = {r(u), succ(u)} (if succ(u)
is a left virtual node) or C(u) = {r(u)} (otherwise).

e Ifu is a left virtual node, then either C(u) = {m(u), succ(u)} (if succ(u)
is a left virtual node) or C(u) = {m(u)} (otherwise).

e Ifu is a right virtual node, then C(u) = (.
The set Ep C E is then defined by
Er = {(pw),u) | we V,pu) L} U{(u,c) | ueV,ce Cu)}.

Observe that a virtual node can have at most 2 child nodes. Also, note that
each virtual node u is able to locally detect its parent and its child nodes in the
aggregation tree depending on whether w is a left, middle or right virtual node. As
for each directed edge (u,v) € Ep, there exists a directed edge (v,u) € Erp, we simply
view T(G) as an undirected graph.

An example of an LDB network with 4 nodes u,v,w,x € V and its corresponding
aggregation tree is given in Figure 2.1.

From Lemma 2.7, we directly obtain the upper bound for the height of the
aggregation tree:

Corollary 2.10. The aggregation tree T(G) of G has the height O(logn) w.h.p.

Denote the root node vy, of T(G) as the anchor. The aggregation tree can be
used to aggregate certain values to the anchor. We call this process an aggregation
phase. Values are combined with other values at each node.

Example 2.11 (Aggregation Phase). To determine the number of nodes 3n that
participate in T(é), each node u € V initially holds the value 1. We start at the leaf
nodes of T(é), which send their value to their parent nodes upon activation. Once
an inner node v € V has received all values ki,..., ke € N from its ¢ child nodes,
upon activation it combines these by adding them to its own value, i.e., by computing
14354 ki. Afterwards, v sends the result to its parent node p(v). Once the anchor

has combined the values of its child nodes with its own value it knows 3n.

We make heavy use of aggregation phases in our protocols. Due to Corollary 2.10
it is easy to see that an aggregation phase finishes after O(logn) rounds w.h.p.

In order to ease the presentation of the algorithms that handle data structure
requests, we just assume that the aggregation tree is a binary tree formed by all
nodes in V that has the properties of Lemma 2.7, Lemma 2.8 and Corollary 2.10;
i.e., we just neglect the fact that there is an underlying LDB network. However, in
Section 3.5 we make use of the fact that the virtual nodes of the LDB network form
a sorted ring, so we will reconsider the underlying LDB network specifically in this
section.
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I(x)=0.05

m(w)=0.8
I(v)=0.15

r(u)=0.75 I(u)=0.25

r(v)=0.65 m(v)=0.3

r(x)=0.55 I(w)=0.4

m(u)=0.5

(a)

Figure 2.1.: (a) A linearized De Bruijn graph for nodes u, v, w,x € V with m(u) = 0.5,
m(v) = 0.3, m(w) = 0.8 and m(z) = 0.1. Black edges represent linear
edges and blue edges represent virtual edges. (b) The corresponding
aggregation tree of the LDB network.

2.3. Distributed Hash Tables

In order to store the elements of the data structure in a distributed fashion, we use a
distributed hash table (DHT) that makes use of consistent hashing: Elements e € £
that should be stored in the DHT will be assigned a unique key from some universe iC,
denoted by k(e) € K. The domain of K may vary depending on the actual algorithm.

This key is then hashed to a real-valued position in [0,1) via a publicly known
pseudorandom hash function h : K — [0,1). A virtual node u is responsible for
storing all elements whose positions are within the interval [u, succ(u)). Thus, if we
want to insert (resp. delete) an element e € £, we only have to search for the virtual
node u € V with u < h(k(e)) < succ(u) and tell u to store e. The search for u can
be performed in O(logn) rounds w.h.p. according to Lemma 2.7.

Note that in the special case u = V44, We define the the union of the two intervals
[u,1) and [0, v, ) as the interval w is responsible for. So in case the label of h(k(e))
is strictly smaller than v,,;,, we just deliver e to v, first and then delegate it to
Umaz Within one additional round as {Vmin, Vmaz} € E.

We will use the following DHT requests in our algorithms:

o Put(e, k(e)) Inserts the element e € £ with the key k € K into the DHT.

o Get(k, v): Removes the element with the key k& € I from the DHT and delivers
it to the initiator v € V of the request.

With the arguments from above, we can easily derive the following lemma on the
runtime of DHT requests:
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Lemma 2.12. A Put or a Get request on the DHT can be processed by the underlying
LDB in O(logn) rounds w.h.p.

It is well-known that consistent hashing is fair, meaning that each node stores
the same number of elements for the DHT on expectation. From the fact that the
expected distance between two consecutive virtual nodes is 1/3n, we can conclude
the following:

Corollary 2.13. Let V be a set of n nodes and let G= (f/,E) be the corresponding
LDB according to Definition 2.6. Embedding a DHT with m elements into G implies
that each virtual node v € V stores m/3n elements on expectation. Consequently,
each node uw € V' stores m/n elements on expectation.

Therefore, the DHT embedded into the LDB also possesses the fairness property.

Finally, we note that the nodes are able to maintain multiple distributed hash
tables at once, when using different hash functions for each DHT and assuming a
unique identifier for each hash table that is assigned to each element stored by a node
alongside its key. Looking at each DHT individually, the statements of Lemma 2.12
and Corollary 2.13 obviously still hold.

2.4. General Notions from Probability Theory

We assume that the reader of this thesis is familiar with the concepts of random vari-
ables and their expected values. For a random variable X, we denote by E[X] the ex-
pected value of X. We make use of the following well-known Chernoff bounds [Che52],
which we use to bound the probability for an algorithm to fail. Throughout this
thesis we use the notation exp(z) instead of e*.

Theorem 2.14 (Chernoff Bounds). Let X1,..., X, be a set of independent binary
random variables. Let X = > 1 X; and p = E[X]. Then it holds that:

(a) Forany0<¢§<1:

PriX > (1+6)u] <exp (—(?j,u) .

(b) For any0 <6 <1:

Pr[X < (1-6)pu] <exp <_(;2M) :
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CHAPTER

Distributed Queues and Stacks

In this chapter we study the first two of the three mentioned fundamental distributed
data structures: distributed queues and stacks. As already discussed in the previous
chapter, there are some interesting applications where such distributed queues and
stacks may be useful.

The first challenge one has to overcome when constructing distributed protocols
for these data structures is to define precise semantic constraints that basically make
the system look like a queue or a stack from the perspective of a single node. Another
task is to cope with the large amount of requests potentially generated by the nodes
over the data structure’s lifetime. We want to use the full power of our system and
spread the work to process all of these requests uniformly among all nodes such that
there is no bottleneck. This also means that the elements stored in the distributed
data structure should be divided onto the local storage of all nodes such that no
node has to store significantly more elements than other nodes.

Another issue that specifically relates to the distributed setting is that distributed
systems are dynamic by nature, meaning that the set of participants may vary over
the lifetime of the system. This is why we also have to come up with distributed
protocols dedicated to safely include joining nodes into the system or exclude nodes
from the system that want to leave. When including new nodes into the system, we
have to make sure to provide them their share of the data and also to have them
work on future requests on the data structure. Excluding a node from the system
has to be performed in such a manner that the node leaving the system delegates
the elements it holds for the data structure to other (non-leaving) nodes.

Underlying Publications. This chapter is based on the following publication:

M. Feldmann, C. Scheideler and A. Setzer. “Skueue: A Scalable
and Sequentially Consistent Distributed Queue”. In: Proceed-
ings of the 2018 IEEFE International Parallel and Distributed
Processing Symposium (IPDPS), 2018, cf. [FSS18a].

The protocol for the distributed stack (Section 3.4) is based on the full version of
the paper above:
M. Feldmann, C. Scheideler and A. Setzer. “Skueue: A Scal-
able and Sequentially Consistent Distributed Queue”, CoRR,
abs/1802.07504, 2018, cf. [FSS18b].

Outline of This Chapter. First we introduce some basic notation and define semantic
constraints specifically tailored to distributed queues and stacks (Section 3.1). We
then give an overview of related work in Section 3.2 and present and analyze our
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protocol for the distributed queue in Section 3.3. We proceed with our protocol
for the distributed stack (Section 3.4). Finally, in Section 3.5, we investigate node
dynamics; i.e., we present protocols that are able to include new nodes into the
system, or exclude nodes from the system — both without violating any semantic
constraints of the data structure.

3.1. Basic Notation and Semantics

Before we describe the actual protocols for distributed queues and stacks, we have
to define the semantics of the insertion and deletion requests that can be invoked
on the data structure by the nodes. Among other things, we make sure that the
distributed queue guarantees the distributed variant of the FIFO property (First In —
First Out) and that the distributed stack guarantees the distributed variant of the
LIFO property (Last In — First Out).

Recall that the system consists of n nodes and £ is the universe of all elements
that may be inserted into the data structure. A protocol for the distributed queue
has to specify the following two requests that can be generated by a node u € V:

o Enqueue(e): Adds the element e € £ to the distributed queue.

o Dequeue(): Removes an element e € £ from the distributed queue such that
the FIFO property is guaranteed and delivers e to u. If the queue contains no
elements, 1 is returned to u.

Similarly, we have the following two requests that can be invoked on the distributed
stack by a node u € V:

o Push(e): Adds the element e € £ to the distributed stack.

o Pop(): Removes an element e € £ from the distributed stack such that the
LIFO property is guaranteed and delivers e to u. If the stack contains no
elements, 1 is returned to u.

While in standard sequential data structures it is very easy to guarantee certain
properties like FIFO or LIFO, it is much harder to guarantee FIFO or LIFO in
a distributed system. This is due to messages potentially being delayed or nodes
not having access to a local or global clock, which are standard assumptions in the
asynchronous message passing model.

For example, consider two nodes u,v € V and assume that v and v generate
Enqueue requests for elements e, and e, at times t,, and t,, respectively, such that
t, < ty holds. Once another node, say w, wants to take an element out of the queue
via a Dequeue request, w cannot decide if according to the FIFO rule e, or e, has
to be delivered to w as it does not know the times ¢, or ¢, by default. Even worse,
neither u nor v can decide this for w as well, since there is no global clock that the
nodes have access to. More precisely, even if both v and v may have access to a
local clock and thus know the times ¢, and %, at which they generated their requests,
they are not able to decide if t,, < t, holds, as the local clocks are not assumed to be
perfectly in sync.
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As a consequence, we want to establish a global serialization of the requests ensuring
some well-defined semantics that mimic the FIFO/LIFO rules in the sequential
setting. This has to be done without creating bottlenecks in the system, even when
the maximum injection rate A is high. In order to properly define how such a global
serialization looks, we introduce some notation first. For a node u € V', let op(u, 1)
denote the i-th request (either an insertion or a deletion request) generated by u
and denote by Ar(u) € O(T - A(u)) the number of requests generated by u over the
lifetime T' € O(poly(n)) of the data structure. Further, let

Ar(u)
S = U op(u,i) |lueV
i=1

be the set of all requests issued by all nodes over the lifetime of the data structure.
We are now ready to provide formal definitions for some standard consistency models
considered in the area of parallel and distributed computing, namely serializability,
local consistency and sequential consistency:

Definition 3.1. Let DS be a distributed data structure formed by a set V of nodes.

(a) DS is serializable if and only if there exists an ordering < on the set S so that
the distributed execution of all requests in S on the data structure is equivalent
to the serial execution w.r.t. <.

(b) DS is locally consistent if and only if there exists an ordering < on the set S
so that for alluw € V and i € N it holds that op(u,i) < op(u,i + 1).

(¢) DS is sequentially consistent if and only if it is serializable and locally consistent
w.r.t. the same ordering <.

A distributed data structure that is serializable provides a global ordering < on
its requests, which will be helpful to satisfy FIFO and LIFO constraints required by
queues and stacks, respectively. Sequential consistency is even stricter in a sense that
it satisfies local consistency in addition to serializability. Local consistency intuitively
means that for each single node u, the requests issued by u have to come up in the
global ordering < in the order they were generated by w.

In order for our distributed data structure to resemble a queue or a stack, we
need to introduce additional constraints. Let ins(u) be an insertion request (either
Enqueue or Push, depending on whether we are dealing with a queue or a stack)
generated by node u € V. Similarly, let del(u) be a deletion request (either Dequeue
or Pop) generated by node u € V.

Definition 3.2. A pair (ins(u), del(v)) is matched if del(v) returns the element to v
that has been inserted into the data structure by u via ins(u). Define M to be the set
of all matched requests generated over the data structure’s lifetime.

Note that not every request r has to be matched (think of an insertion request on
an empty queue) and thus r is not necessarily part of some pair contained in M —
we denote this by r & M.

For the distributed queue, we introduce the following queue semantics:
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Definition 3.3 (Queue Semantics). Let u,v,w,z € V and let M be a matching as
defined above. A protocol for the distributed queue with requests Enqueue and Dequeue
is queue consistent if and only if there is an ordering < on the set S such that M
satisfies the following properties:

(a) V(ins(u), del(v)) € M : ins(u) < del(v),
(b) Vins(u), del(v) ¢ M : del(v) < ins(u),
(c) V(ins(u), del(v)), (ins(w), del(z)) € M with del(v) < del(x) :

ins(u) < ins(w).

Intuitively, the three properties have the following meaning. The first property
means that an element has to be inserted into the queue before it can be deleted
from the queue. The second property means that a Dequeue request returning 1
does so because the queue is empty at the time where the request is processed. The
third property makes sure that the distributed queue behaves in a FIFO manner
similar to a sequential queue.

By tweaking Definition 3.3(c) to make sure the data structure behaves in a LIFO
manner, we derive the following stack semantics from Definition 3.3:

Definition 3.4 (Stack Semantics). Let u,v,w,x € V and let M be a matching as
defined above. A protocol for the distributed stack with requests Push and Pop is stack
consistent if and only if there is an ordering < on the set S such that M satisfies
the following properties:

(a) V(ins(u), del(v)) € M : ins(u) < del(v),
(b) Vins(u), del(v) & M : del(v) < ins(u),
(c) V(ins(u), del(v)), (ins(w), del(x)) € M with del(v) < del(x) :

ins(w) < ins(w).

Note that if the system consists only of a single node (n = 1), then the insertion and
deletion requests on the distributed data structures have exactly the same semantics
as in their corresponding sequential versions.

Our goal is to provide distributed protocols for queues and stacks that satisfy
sequential consistency and queue/stack consistency, while still being scalable, meaning
that each insertion and deletion request is processed in O(logn) rounds w.h.p. We
also want the overall load on the network (i.e., the number of messages that have to
be sent and received) to be spread equally among all nodes, meaning that there is no
bottleneck that has to deal with more messages than other nodes.
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3.2. Related Work

Distributed Hash Tables. The most prominent type of data structure for dis-
tributed applications is the distributed hash table, for which the seminal work
has been done by Karger et al. [Kar+97], who also introduced consistent hashing.
Since then, distributed hash tables have been used by a wide range of practical
applications, such as Chord [Sto+01], Pastry [RD01], Tapestry [Zha+04] or Cas-
sandra [LMO09]. Important aspects in studying distributed hash tables are, among
others, routing [Bal+03; Gum+-03], load balancing [Fel+14], heterogeneity [SS05] or
security-related topics [SM02; DS07] concerning different attacks on a distributed
hash table.

As distributed hash tables do not support range queries (that is, searching for
all keys that are contained in some specific interval), distributed trees have been
proposed [KW94; SSW02; SSW03; AGT10] that organize the elements of the hash
table in a search tree split among all nodes.

Concurrent Queues and Stacks. There is a wealth of literature on concurrent data
structures. In concurrent data structures, multiple processes/threads maintain and
send requests to a data structure that is stored in shared memory. All of these
concurrent data structures are not fully decentralized like ours, as elements of the
data structure are stored in shared memory. The shared memory can be directly
modified by all threads. A nice survey on many concurrent data structures (shared
counters, queues, stacks, pools, linked lists, hash tables, search trees and priority
queues) is written by Moir and Shavit [MS04].

As concurrent data structures share some similarities to distributed data structures,
we want to give a brief overview of some related literature. Generally, one distinguishes
between blocking and nonblocking implementations.

Blocking data structures have the property that a delayed thread may cause the
delay of other threads as well. This usually occurs when using locks, which make
sure that a certain part of the shared memory can only be accessed by one single
thread (the one that ’holds’ the lock) at any point in time. These implementations
are specifically vulnerable to memory contention, which means that multiple threads
are competing for the same location in memory with only one thread being allowed to
access the location at any point in time. Consider, for example, [MS96] for blocking
concurrent queues and [MS98; SZ00] for blocking concurrent stacks.

Nonblocking implementations are usually more expensive and complex as they are
not allowed to use locks. Some common techniques here involve more sophisticated
hardware operations like compare-and-swap and load-linked/store-conditional. Also,
nonblocking data structures do not scale well when imposing strict progress conditions,
which is why people came up with weaker progress conditions such as wait-freedom
(meaning that every single operation will be completed in a finite number of steps
independent from any other thread that is currently performing a requests) or lock-
freedom (meaning that at least one of the threads currently performing an operation
on the data structure completes the operation within a finite amount of time).
Consider, for example, [HW90] for lock-free concurrent queues and [HSY10; GCO7]
for lock-free concurrent stacks. Shavit and Taubenfeld formulated some (relaxed)
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semantics for wait-free concurrent queues and stacks in [ST16a].

In our distributed data structures, we use some techniques similar to the ones used
in concurrent data structures: Hendler et al. [Hen+10] present a scalable synchronous
concurrent queue, where they used a parallel flat-combining algorithm to combine
requests (similar to the aggregation technique used by our data structure). A single
‘combiner’ thread gets to know requests of other threads and then executes these
requests on the queue. However, they do not provide any guarantees on the semantics,
meaning that it does not impose an order on the servicing of requests and is thus
violating semantics like serializability and queue consistency.

Our distributed implementation for the stack makes use of local combining of Push-
and Pop-requests at nodes, which is based on the elimination technique introduced
by Shavit and Touitou [ST97].

Standard Consistency Models. Consistency models have been introduced in the
scope of shared memory systems and define how the output of a system is allowed
to look when getting some input. In our scenario, the input is represented by
the insertion and deletion requests generated by the nodes, whereas the output is
represented by the elements that are returned to the nodes answering their deletion
requests.

There exists a large variety of consistency models, so we only briefly discuss the
ones that are most relevant to this thesis. Sequential consistency (Definition 3.1(c))
was originally defined by Lamport [Lam79]. Informally speaking, it makes the
whole system look like a uniprocessor system to any outsider using it. Therefore,
sequential consistency is considered to be one of the strongest consistency models
in multiprocessor systems. This, however, is not always advantageous, as it is
generally quite costly to implement sequential consistency for a system. Note that
Linearizability [HW90] is close, but slightly stronger than sequential consistency as
it preserves real-time ordering of requests [AW94]. It is noted in [SNO04] that even
though linearizability is stronger, sequential consistency is the strongest consistency
model used in practice.

Serializability [BSW79] (Definition 3.1(a)), although being weaker than sequential
consistency, is an important criterion to check the correctness of a system, as it
allows for a non-overlapping ordering of the requests. On the other hand, local
consistency [BB98| (Definition 3.1(b)) refers to the weakest consistency model for
shared memory as noted in [SN04]. Other consistency models that go beyond the
scope of this thesis can be found in works such as [Mos93; AG96].

Distributed Queuing. Plenty of work has also been done on distributed queuing
such as the arrow protocol [DH98; HTWO01] and its follow-up works (e.g., [THO6;
SB15; KW19]), but the problem considered in this research area is quite different
from ours. Distributed queuing is all about the participants of the system forming a
queue: Every node introduces itself to its predecessor and (depending on its position)
knows its successor in the queue. It is not about inserting elements into a distributed
data structure that is maintained by multiple nodes generating requests to the data
structure. However, there are some important applications for distributed queuing
protocols, such as coordinating the mutual exclusive access to some shared object.
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3.3. Distributed Queue

Our first protocol considers the distributed queue, more specifically, the handling
of Enqueue and Dequeue requests, which we will call queue requests in the following.
The main challenge to guarantee sequential consistency (Definition 3.1(c)) lies in
the fact that messages may outrun each other, since we assume an asynchronous
environment with non-FIFO message delivery. In a synchronous environment this
would be of no concern.

Another problem we have to solve is that the rate at which nodes issue queue
requests may be very high. As long as we process each single request one by one,
scalability cannot be guaranteed. Recall that the nodes form an aggregation tree
into which a distributed hash table (DHT) is embedded.

3.3.1. Enqueue and Dequeue

The protocol proceeds in 4 phases. First, we aggregate batches of queue requests
to the anchor of the aggregation tree. The anchor then assigns a unique key to
each queue request and spreads all keys for the queue requests over the aggregation
tree such that sequential consistency is fulfilled and each node receives the keys
corresponding to its own generated queue request. Using those keys, nodes in the
aggregation tree then generate Put and Get requests for the DHT. The following lines
provide a more detailed description of this approach.

Whenever a node initiates a queue request, it stores the request in a local queue
that acts as a buffer. We are going to represent a snapshot of the sequence of buffered
queue requests by a batch:

Definition 3.5 (Batch). A batch B is a sequence (opy,...,op;) € N for which
it holds that for all odd i, 1 <1 < k, op; represents op; many successive Enqueue
requests. For all even i, 2 < 1 < k, op; represents op; many successive Dequeue
requests.

Two batches By = (op1,...,0px) and By = (op),...,op,) can be combined by
computing B = (opf,...,opl) with op] = op; + op}; and m = max{k,l} (set op; =0
if i > k and op; = 0 if ¢ > [). If a batch B is the combination of batches By, ..., By,
then we denote By, ..., By as sub-batches of B.

Algorithm 1 describes the phases of our protocol.

Phase 1: Aggregating Batches. At the beginning of the first phase each node
u generates a snapshot of the contents of its local queue and represents it as a
batch u.B. For example, a snapshot consisting of requests Enqueue(e;), Enqueue(es),
Dequeue(), Enqueue(es) and Dequeue() (in that specific order) is represented by the
batch (2,1,1,1). The batch u.B respects the local order in which queue requests are
generated by u, which is important for guaranteeing sequential consistency.

We aggregate batches of all nodes up to the anchor via an aggregation phase
(similar to Example 2.11). For this, each node u waits until it has received all batches
from its child nodes v € C'(u) and then combines those batches together with its own
batch u.B upon activation. The resulting batch, denote it by w.B™, is then sent to
the parent p(u) of u in the aggregation tree. In addition, u memorizes the sub-batches
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Algorithm 1 Handling Enqueue & Dequeue Requests in the Distributed Queue
Phase 1 (Executed at each node u)

L: Create batch u.B
2: Wait until v has received v.B from all v € C(u)
3: Combine batches v.B, v € C(u), with v.B to a batch u.B™
4: Send u.B™ to p(u)
Phase 2 (Local computation at the anchor )
5: Let vg.B™ = (op1,. . .,o0px) be the combined batch from Phase 1
6: fori=1,...,k do
T: if 7 is odd then
8: (@i, yi] < [vo.last + 1, vg.last + op;]
9: vg.last < vy.last + op;
10: else
11: [xi, yi] < [vo.first, min{vg.first + op; — 1,vg.last}]
12: vo.first < min{vg.first + op;, vo.last + 1}
Phase 3 (Executed at each node u)
13: Wait until w has received intervals I = ([x1,v1], ..., [Tk, yx]) from p(u)
14: Decompose I into intervals I,, and intervals I, for each v € C'(u)
15: for all v € C(u) do
16: Send I, to v
Phase 4 (Executed at each node u)
17: Let I, = ([z1,v1]s - - [Tk, Yk))
18: fori=1,...,k do
19: if z; <y; then
20: if ¢ is odd then
21: Generate requests Put(e, z;), ..., Put(e’, y;)
22: else
23: Generate requests Get(x;, u), ..., Get(y;, u)

it received from its child nodes (these sub-batches will be of use in Phase 3). At the
end of the first phase, the anchor vy of the aggregation tree owns a batch vg.BT that
is the combination of all sub-batches u.B of all nodes v € V.

Phase 2: Assigning Keys. We only perform a local computation at the anchor
vo in this phase. vy maintains two variables vg.first € N and vg.last € Ny, such
that the invariant vg.first < vg.last + 1 holds at any time. Upon initialization of
the queue, vy.first is set to 1 and vg.last is set to 0. The interval [vg.first, vg.last] of
integers represents the keys that are currently occupied by elements of the queue,
which implies that the current number of elements contained in the queue is equal to
vg.last — vg.first + 1.

Now we describe how the anchor computes intervals of keys from the combined
batch vo.BT = (opy, ..., 0p;) of the previous phase. On the basis of its variables
vo.first and vg.last, vg computes intervals [z1,y1], ..., [Tk, yx] by processing integers
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op; in vg.BT in ascending order of their indices i.

If 7 is odd, then vy sets the interval [x;, y;] to [vg.last + 1, vg.last 4 op;] and increases
vg.last by op; afterwards. This indicates that op; new elements are inserted into the
queue. Similarly, if ¢ is even, then vy sets the interval [z;, y;] to [vo.first, min{vg.first +
op; — 1,vp.last}] and updates vy.first to min{vg.first + op;,vo.last + 1} afterwards.
This indicates that op; elements are removed from the queue. Note that in case the
queue is either empty or does not hold sufficiently many elements in order to serve all
op; Dequeue requests: either x; = y; + 1 (if the queue is empty) or y; + 1 — z; < op;
holds for the computed interval [z;, y;].

By doing so, we implicitly assigned an interval to each sequence op; of queue
requests, and thus we can assign either a key or L (in case some Dequeue requests
are invoked on an empty queue) to each single queue request of such a sequence. We
use this assignment in the next phase.

Phase 3: Decomposing Key Intervals. Once vy has computed all required intervals
of keys [x1,y1],...,[xk, yk] for a batch, we start broadcasting these intervals over
the aggregation tree in the following recursive manner: When a node u in the tree
receives a collection [x1,y1],..., [k, yk] of intervals, it decomposes these intervals
with respect to each sub-batch By, ..., B; of u.B™ (recall that v has memorized the
composition of u.BT in Phase 1). Consider a sub-batch B; = (opy, ..., 0pnm) of u.BT.
We describe how w is able to assign a (sub-)interval of keys to each op;. Assume
i is odd for op; (corresponding to op; many Enqueue requests). Then u assigns
the (sub-)interval [z;, x; + op; — 1] to op;. Afterwards, v updates [z;,y;] by setting
[, yi] = [zi + opi, yi]. Therefore, every Enqueue request is assigned a unique key.

Now assume i is even for op; (corresponding to op; many Dequeue requests). Then
u assigns the (sub-)interval [z;, min{z; + op; — 1,y;}] to op;. Afterwards, u sets
[, yi] = [min{x; + op;,y; + 1}, y;]. This implies that Dequeue requests are either
assigned a unique key or immediately return L in case the interval is not large enough
to assign a key to all Dequeue requests.

Once each sub-batch of v.BT has been assigned to a collection of (sub-)intervals,
we send out these intervals to the corresponding child nodes in C'(v). Applying this
procedure in a recursive manner down the aggregation tree yields an assignment of a
key to all Enqueue and Dequeue requests.

Figure 3.1 illustrates an example for the first 3 phases.

Phase 4: Updating the DHT. Now that a node u knows the key k € Ny for each of
its queue requests, it starts generating Put and Get requests. For a request Enqueue(e)
with key k € N, u issues a Put(e, k) request to insert e into the DHT, meaning that e
is then stored at the node v responsible for the key k (see Section 2.3). This finishes
the Enqueue(e) request of u.

For a Dequeue request with key k, u issues a Get(k, u) request. Since in the
asynchronous message passing model it may happen that a Get(k, u) request arrives
at the node v responsible for the key k in the DHT before the corresponding Put(e, k)
request, each Get request waits at v until the corresponding Put request has arrived.
This is guaranteed to happen, as we do not consider message loss. Once a node has
sent out all its DHT requests, it switches back to the first phase in order to process
the next batch of queue requests.
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(1,1) (4,6,1) [1,1],01,1]

(1,2) (0,1,1) (3,4) (0,1,1) [2,2],[2,3] [5,4N5,4],[5,5]
(2) 0,2)  (0) (2) (0,2)  (0) (3,41 [54][4,4 [54]
(a) After Line 1 (b) Before Phase 2 (c) After Phase 3

Figure 3.1.: Example for the computations done in the aggregation tree for the first
3 phases. The variables u.first and u.last of the anchor u are initially set
to 1 and 0, respectively. The vectors in (a) represent the batches u.B of
the snapshots for all nodes u. The vectors in (b) represent the combined
batches u.B™ for all nodes u. The intervals in (c) represent the actual
keys corresponding to the batches in (a) that nodes got assigned to their
queue requests.

3.3.2. Analysis

In this section we analyze the distributed queue implemented by Algorithm 1 for its
semantics, the runtime for queue requests, its congestion and the maximum size of a
single message generated by the algorithm. We start with the semantics.

Lemma 3.6. The distributed queue satisfies sequential consistency.

Proof. We define a total order < on all queue requests and show that < satisfies
the properties required in Definition 3.1. In order to define <, we want to assign a
unique virtual value to each queue request op, indicated by ¢(op) € N. Informally,
¢(op) indicates the number of requests that the anchor has ever processed in Phase 2
of Algorithm 1 up to (and including) op. More formally, for a node u that generates
a queue request op, let u.B = (op1,...,0py) be the batch representing the snapshot
of u’s local queue right before the creation of op. We initialize the virtual value for
op as follows:

S(op) opr + 1 if (k is odd and op=Enqueue) or (k is even and op=Dequeue)
(o) =
P 1 otherwise.

In the first case we say that op belongs to B at index k. In the second, op belongs to
B at index k + 1.

Assume for simplicity that all batches that are created in the first phase of
Algorithm 1 are of the same length k. Recall that in an aggregation tree, inner
nodes have at most 2 child nodes due to the way we defined the linearized De Bruijn
network (Definition 2.6).

Whenever a node u combines the batches v1.B, ve.B of its child nodes vy, vy € C(u)
with its own batch w.B (Line 3), it first specifies an order <p on the batches:
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ie., it sets u.B <p v1.B <p v9.B. According to this order, u first combines
w.B = (0pui,.-.,0puk) With vi.B = (0py,.1,...,0py k) and then combines the
resulting batch with v9.B in order to get the batch u.BT. For a request op that
belongs to v1.B at index i, we then update ¢(op) < ¢(op) + opy,; after combining
u.B and vy.B. Similarly, for a request op that belongs to vy.B at index ¢, we update
od(op) < ¢(op) + opu,i + opy,,; after combining ve.B with the already combined
batches u.B and vy.B. Proceed in this way for every combination of batches up to
the anchor.

We let the anchor maintain a (virtual) counter ¢ € Ny, which initially is set to
0. Every time the anchor processes a batch BT = (opy,...,opx) in Phase 2, we
update the value for each request op that belongs to BT at index i to ¢(op) «+
o(op) +c+ Z;;ll opj. Once we have done this for each queue request represented by
the batch BT, we update ¢ in preparation for the next incoming batch: i.e., we set
cc+F op.

Intuitively, imagine that the anchor processes every single queue request individually.
The anchor would first consider all op; Enqueue requests, then all ops Dequeue requests,
and so on. The order in which u then obtains the intervals I,,, I, and I, in Phase 3
is the same as in the first phase; i.e., u first obtains intervals I,,, then intervals I,
and, at last, intervals I,,,.

Notice that this approach leads to each queue request getting assigned to a unique
virtual value in N. Therefore, we define op; < op, if and only if ¢(op;) < ¢(ops)
for two queue requests op;,op,. By definition of our protocol, < resembles the
exact order in which the anchor vy processes each single queue request in vg.B*.
Consequently, as the key for each request is determined at the anchor in Phase 2 and
the order in which the intervals are decomposed in Phase 3 is the same as the order
in which batches are combined in Phase 1, the distributed execution of all requests
on the queue is the same as the serial execution of all requests according to <. This
implies that the distributed queue satisfies serializability (Definition 3.1(a)).

We now show that our protocol also satisfies local consistency (Definition 3.1(b)):
Let op(u,i) be the i-th queue request and op(u, 7+ 1) be the (i + 1)-th queue request
generated by node u.

If both op(u, i) and op(u,i+1) belong to the same index i in u. B, then ¢(op(u,i)) <
o(op(u,i+ 1)) before the aggregation of batches up to the anchor starts. Once u.B
is combined with another batch, the virtual values of op(u,i) and op(u,i+ 1) always
increase by the same amount (they never belong to different indices in the combined
batch), so ¢(op(u,i)) < ¢(op(u,i+ 1)) also holds at the beginning of Phase 2.

In case op(u,i) and op(u,i + 1) belong to different indices in u.B, say k1 and ko
respectively, then it holds that ks = k1 + 1. Upon aggregating the batch u.B up to
the anchor in the aggregation tree, ¢(op(u,i)) and ¢(op(u,i+ 1)) are incremented by
different values, such that it still holds that ¢(op(u,)) < opg, and ¢(op(u,i+ 1)) <
opy, for the combined batch. However, once the anchor has received the combined
batch Bt we update ¢(op(u,i)) < ¢(op(u,i)) + ¢+ 251:—11 opj with

k1—1 k1—1
p(op(u,i)) +c+ > opj < opr, +c+ Y op;
j=1 j=1
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and, consequently, update ¢(op(u,i+ 1)) < ¢(op(u,i+1)) +c+ 252:_11 op; with
kz—l kl
¢lop(u,i+ 1)) +c+ Y opj = dlop(u,i+1))+c+) op;
j=1 j=1
ki—1
= ¢(op(u,i+1)) +c+ opg, + Z opj
j=1

> ¢(op(u,i+1)) + ¢(op(u, 7).

As per definition ¢(op) > 1 holds for any queue request op, so it follows that
p(op(u, i+ 1)) > ¢(op(u,i)).

By the definition of <, we immediately obtain op(u,i) < op(u,i + 1) in both
scenarios, so local consistency is satisfied.

Serializability and local consistency imply that the distributed queue satisfies
sequential consistency by Definition 3.1(c). O

Lemma 3.7. The distributed queue satisfies queue consistency.

Proof. We show that the total order < as defined in the proof of Lemma 3.6 satisfies
all conditions of Definition 3.3. Let enq(u) be an Enqueue request and deq(u) be
a Dequeue request generated by node u. Let M be the set of all matched pairs of
Enqueue and Dequeue requests as defined in Definition 3.2. Observe that two queue
requests enq(u),deq(v) are in M if and only if the anchor assigned the same key to
them in Phase 2 of our protocol. Also, assume for convenience that the anchor vg
processes each queue request individually in Phase 2 in the order given by < (it is
easy to see that this is equivalent to processing each op; € N of the batch vg.B™).

To show the first property (Definition 3.3(a)), assume that (enq(u), deq(v)) € M
holds. By the above observation, it follows for the keys of these requests that
k(enq(u)) = k(deq(v)). In order for the key of deq(v) to be equal to the key of enq(u),
it has to hold that k(deq(v)) = vg.first < vg.last at the time the anchor vy assigns
a key to deq(v). Therefore the key k(deq(v)) has already been assigned to enq(u)
beforehand, so it follows that enq(u) < deq(v) and Definition 3.3(a) is satisfied.

For the second property let enq(u), deq(v) ¢ M be two arbitrary unmatched queue
requests. As deq(v) € M it follows that deq(v) returns L to the generator of the
request. By definition of our protocol, this implies that vg.first = vg.last at the time
deq(v) is processed at the anchor. Therefore, it has to hold for all Enqueue requests
enq(w) < deq(v) (if there are any) that k(enq(w)) has already been assigned to a
Dequeue request different from deq(v) and therefore enq(w) € M. Since enq(u) & M,
it has to hold that deq(v) < enqg(u), so Definition 3.3(b) is satisfied as well.

To show Definition 3.3(c) let (enq(u),deq(v)), (enq(w), deq(z)) € M with deq(v)
< deq(x) and assume to the contrary that enq(u) > enq(w). By definition of our
protocol this implies that k(enq(u)) > k(enq(w)). However, since (enq(u), deq(v)),
(enq(w),deq(x)) € M with deq(v) < deq(z) it follows that

k(enq(u)) = k(deq(v)) < k(deq(z)) = k(enq(w)),

which implies enq(u) < enq(w), which is a contradiction. O
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Next, we consider the runtime of queue requests.
Lemma 3.8. Each queue request is finished after at most O(logn) rounds w.h.p.

Proof. Consider an arbitrary queue request op generated by some node u € V. By
Corollary 2.10 we need O(logn) rounds w.h.p. to transfer op to the anchor (Phase 1)
as part of a batch. Assigning a key to op in Phase 2 only takes one single round, as
it is only a local computation at the anchor. Delivering the key of op to u in Phase 3
takes O(logn) rounds w.h.p., again due to Corollary 2.10. Issuing the corresponding
DHT request for op takes O(logn) rounds w.h.p., due to Lemma 2.12. Summing
everything up, we need O(logn) number of rounds w.h.p. O

We measure the congestion (Definition 2.3) of the distributed queue in the next
lemma. Recall that A € O(poly(n)) is the maximum injection rate (Definition 2.4).

Lemma 3.9. The distributed queue has congestion O(A).

Proof. At the beginning of Phase 1, each node u has at most A(u)-O(logn) = O(A(u))
queue requests buffered, since the previous execution of Algorithm 1 lasted for O(logn)
rounds (Lemma 3.8) and u generates at most A(u) requests per round. For each of
those requests, u generates a single DHT request (either Put or Get), resulting in u
having to process (5(/\(u)) requests in one activation. Since each DHT request needs
O(logn) rounds w.h.p. (Lemma 2.12) to finish and the aggregation tree only generates
congestion up to a polylogarithmic factor (Lemma 2.8), the lemma follows. O

Finally, we analyze the message size in our distributed queue.

Lemma 3.10. Messages generated in the distributed queue consist of O(A log? n)
bits.

Proof. In one round each node u may generate up to A new queue requests. In
the worst case, these requests alternate between Enqueue and Dequeue requests.
Thus, the corresponding batch consists of O(A) bits. Due to Lemma 3.8, each node
may repeat the above procedure for O(logn) rounds until the previous execution of
Algorithm 1 has been finished. Thus, when combining all batches of all nodes in the
next execution of Algorithm 1, the resulting batch vy.B™ at the anchor vy consists
of O(Alog?n) bits (the batch contains O(A logn) entries op;, each entry is a number
in O(n), so it can be encoded via O(logn) bits). O

The following theorem summarizes the results obtained in this section. Note that
Theorem 3.11(e) is a direct implication of Corollary 2.13.

Theorem 3.11. Algorithm 1 implements a distributed queue with the following
properties:

(a) The distributed queue satisfies sequential consistency and queue consistency.
(b
(c
(d
(e

) Each queue request is finished after at most O(logn) rounds w.h.p.

) The distributed queue has congestion O(A).

) Messages generated in the distributed queue consist of O(Alog?n) bits.

) If the distributed queue contains m elements, each node stores m/n elements
on expectation.
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3.4. Distributed Stack

In this section we show how to adapt the protocol for the distributed queue from
Section 3.3 in order to work as a distributed stack with the same properties as
in Theorem 3.11 (with stack consistency instead of queue consistency). Our new
protocol considers Push and Pop requests, to be called stack requests, instead of the
queue requests Enqueue and Dequeue.

3.4.1. Push and Pop

Algorithm 2 states the pseudocode for the distributed stack protocol.

Algorithm 2 Handling Push & Pop Requests in the Distributed Stack
Phase 1 (Executed at each node u)

1: Perform local combining for stack requests at each node u
2: Create batch u.B > u.B = (op1, op2)
3: Wait until v has received v.B from all v € C(u)
4: Combine batches v.B, v € C(u), with u.B to a batch u.B*
5: Send u.B™ to p(u)

Phase 2 (Local computation at the anchor vy)
6: Let vg.BT = (op1, 0p2) be the combined batch from Phase 1
7: [x1,y1] < [max{1,vg.last — op; + 1}, vg.last] > Interval for Pop requests
8: t1 < vg.ticket > Ticket for Pop requests
9: vo.last + max{0,vg.last — op; }
10: [x2,y2] < [vo.last + 1,vg.last + ops] > Interval for Push requests
11: [ta, th] < [vo.ticket + 1, vg.ticket + ops) > Tickets for Push requests
12: vg.last < vy.last + ops
13: vg.ticket < vg.ticket + opa > Update ticket variable

Phase 3 (Executed at each node u)
14: Wait until u has received I = {[z1,y1],t1, [z2, y2], [t2, 5]} from p(u)

15: Decompose I into intervals I,, and intervals I, for each v € C'(u)
16: for all v € C(u) do
17: Send I, to v

Phase 4 (Executed at each node u)
18: Let I, = {[z1,y1], t1, [z2, y2], [t2, 5] }

19: if 1 < Y1 then
20: Generate requests Put(e, (z1,t1)), ..., Put(e/, (y1,t1))
21: if 29 < Y2 then
22: Generate requests Get((zo,t2),u),. .., Get((ya,th), u)

23: Wait until all of the DHT requests generated above have been finished

In comparison to the distributed queue, we change the way in which the anchor
computes the key intervals for Pop requests (see Phase 2 in Algorithm 2) when
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processing the combined batch vg.BT = (opy, ..., opx). Recall that in the distributed
queue the anchor vy computes the interval [vg.first, min{vg.first + op; — 1,vg.last}]
in case there are op; consecutive Dequeue requests. For op; consecutive Pop requests,
we want the anchor to return the interval [max{1,vg.last — op; + 1}, vg.last] instead
and update vg.last to max{0,vg.last — op;} afterwards. Therefore, we do not need
the variable vg.first anymore. Nodes decomposing their key intervals in Phase 3 now
have to take out the maximum key in the interval first.

Unfortunately, this modification does not suffice on its own in order for the stack
to work correctly, because the assigned keys for inserted elements are not unique
anymore: For a sequence (Push(x), Pop(), Push(y)) of requests, both Push requests
will be assigned to the same key by the anchor, leading to potential conflicts in
the underlying DHT. We therefore have to make sure that the key under which
elements are inserted into the DHT is unique. We introduce an additional variable
vg.ticket € N at the anchor, which is increased by ¢ every time vg.last is increased
by ¢, but is never decreased: i.e., vg.ticket is monotonically increasing. Intuitively,
vg.ticket represents the number of Push requests processed at the anchor over the
entire lifetime of the distributed stack, whereas vg.last represents the current size of
the stack. A request is now assigned a pair (k,t) € N x N instead of just a single
key. For such a pair (k,t) that is assigned to a Push(z) request, we store (k,t) and x
at the node that is responsible for position h(k) € [0,1) in the DHT. A Pop request
that is assigned to the pair (k,t) searches the DHT for the node u that is responsible
for position h(k) € [0,1). After arrival at u, we remove the element with ticket ¢’ <t
from u and return it to the initiator of the Pop request. As we will see later, this
element is uniquely defined.

To enhance the performance and reduce the message size of the distributed stack
protocol, we let nodes locally combine generated stack requests in order to answer
them immediately. If a node u generates k Push requests push(u,1),..., push(u, k)
followed by k Pop requests pop(u,1),...,pop(u, k), then u can process all of these
requests immediately by assigning the (k — ¢ 4+ 1)-st Push request to the i-th Pop
request for all 7 € {1,...,k}. This is particularly advantageous in scenarios where the
rate at which nodes generate requests is very high. Furthermore, it follows that all
batches that are sent upwards the aggregation tree have the form B = (op1, op2) with
op1 € Ny representing Pop operations and ops € Ny representing Push operations.

Since we consider the asynchronous message passing model, all that is left is to
prevent the following scenario from happening: Consider a sequence (a,b,c,d) of
stack requests that is processed by the anchor in Phase 2 with a = Push(z), b = Pop(),
¢ = Push(y) and d = Pop(). Note that multiple executions of Phase 2 are necessary
to process this sequence, as a single batch may only consist of op; Pop requests,
followed by op2 Push requests. Then the anchor assigns the pair (k,t) to a, (k,t) to
b, (k,t 4+ 1) to c and (k,t+ 1) to d. Due to asynchronous behavior in our system,
the DHT requests representing a,b,c and d may arrive in the order (a,d,c,b) at
the node responsible for position h(k). Thus, d returns the element z, as the ticket
value t for a is smaller than the ticket value ¢t + 1 for d. This leads to request b
not finding an element with ticket value smaller or equal than its own, violating
sequential consistency.

In order to fix this, we force all nodes u to wait in Phase 4 before switching to
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Phase 1 again, until all DHT requests that u has generated in Phase 4 have been
finished. This can easily be implemented by having the nodes participate in a separate
aggregation phase of acknowledgments, where a leaf node sends an acknowledgment
to its parent once all its DHT requests have been finished! and an inner node u sends
an acknowledgement to its parent once all its DHT requests have been finished and it
has received acknowledgments from all of its child nodes. As soon as the anchor has
finished its DHT requests and received acknowledgments from all of its child nodes,
we know that all DHT requests have finished. The anchor then just announces the
start of the next execution of Algorithm 2 for all nodes via the aggregation tree.

Reconsidering the above example, it follows that the order of arrival of the DHT
requests will be either (a, b,c,d) or (a,c,b,d), because only b and ¢ can be together
in one single batch, implying that a and d are guaranteed to be in different batches
when combining requests as described above.

3.4.2. Analysis

We analyze our protocol for the distributed stack in the same manner as for the
distributed queue. In this section we focus on the correctness of the semantics and
the message size, as the proofs for the runtime of stack requests and the upper bound
on the congestion follow directly from Lemmas 3.8 and 3.9, respectively.

Lemma 3.12. The distributed stack satisfies sequential consistency.

Proof. Similarly to the proof of Lemma 3.6 we specify an algorithm that assigns each
stack request op a unique virtual value ¢(op) € N and then define < accordingly.
For the first step, we consider the stack requests that are not part of the local
combining, i.e., requests that are aggregated to the anchor in Phase 1. For each
of those requests op, define ¢(op) analogously to the way we defined ¢(op) for the
queue requests in the proof of Lemma 3.6. For each node w, consider the sequence of
stack requests (op(u,1),...,0p(u, k)) generated by u, where op(u, i) is the i-th stack
request generated by u. We can divide the requests in such a sequence into requests
that are not combined locally (and thus already got assigned to some virtual value by
the first step) and pairs of requests (op(u,),0p(u,i + 1)) that got combined locally.

Now we do the following: For a node u € V' consider the pair (op(u,),op(u,i+1))
of locally combined requests op(u,i) and op(u,? + 1), which did not receive a virtual
value yet and for which ¢ is minimized. Let op(u,i — 1) be u’s stack request that
is generated immediately before op(u,i). For ¢ > 2 such a request exists and we
then set ¢(op(u,i)) + ¢(op(u,i — 1)) + 1 and ¢(op(u,i+ 1)) + ¢(op(u,i — 1)) + 2.
Afterwards, we increase the virtual values of all requests op(v, j) by 2 for all nodes
v for which ¢(op(v,j)) > ¢(op(u,i)) holds. We repeat this process iteratively until
there is no stack request left without a virtual value and define op; < opy if and only
if ¢(op1) < ¢(opy).

By definition of the above algorithm, each stack request receives a unique virtual
value this way. Applying the same argumentation as in the proof of Lemma 3.6,
we know that the distributed execution of all requests that did not get combined

We have to extend the Put(e, k(e)) request to Put(e, k(e), u) to make sure an acknowledgment is
sent back to u after e has been received by the node responsible for the position h(k(e)).
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locally is the same as the serial execution of these requests according to <. Observe
that the pairs of locally combined requests do not influence the outcome of other
stack requests and therefore serializability is satisfied. Also, it is easy to see that <
respects the local order of stack requests at each node and thus local consistency is
satisfied. This finishes the proof. O

Lemma 3.13. The distributed stack satisfies stack consistency.

Proof. We show Definition 3.4 for the total order < defined in the proof of Lemma 3.12.
The proof works analogously to the proof of Lemma 3.7 for requests that are matched
by getting assigned the same keys in Phase 2. Therefore, we need to make sure that
Definitions 3.4(a) and 3.4(c) are satisfied for requests (push(u), pop(v)) € M that are
matched due to local combining. Observe that by the definition of < it follows that

¢(push(u)) < ¢(pop(v)) = ¢(push(u)) + 1.

Using this observation, Definition 3.4(a) follows trivially. Definition 3.4(c) follows
as well when considering the fact that the virtual values ¢(op) are unique after the
algorithm described in the proof of Lemma 3.12 has finished. O

Lemma 3.14. Each stack request is finished after at most O(logn) rounds w.h.p.

Proof. The proof follows from Lemma 3.8 and the fact that the number of rounds
the nodes have to wait for their generated DHT-requests to finish is O(logn) w.h.p.
(Lemma 2.12). O

From Lemma 3.9 we directly obtain the bound on the congestion of the distributed
stack.

Corollary 3.15. The distributed stack has congestion O(A).

In comparison to the distributed queue protocol, we obtain a reduction in the size
of a message from O(Alog?n) bits to O(logn) bits:

Lemma 3.16. Messages generated in the distributed stack consist of O(logn) bits.

Proof. Due to the local combining technique we can reduce the size of a batch
in the stack to two numbers op1,op2 € Ng. As A € O(poly(n)) it follows that
op1,0p2 € O(poly(n)) as well. Therefore op; and ops can be encoded by O(logn)
bits. O

The following theorem summarizes our results for the distributed stack. Again,
note that Theorem 3.17(e) is a direct implication of Corollary 2.13, since we spread
elements pushed on the stack equally among all nodes.

Theorem 3.17. Algorithm 2 implements a distributed stack with the following
properties:

(a) The distributed stack satisfies sequential consistency and stack consistency.

(b) Each stack request is finished after at most O(logn) rounds w.h.p.
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(c) The distributed stack has congestion O(A).
(d) Messages generated in the distributed stack consist of O(logn) bits.

(e) If the distributed stack contains m elements, each node stores m/n elements
on expectation.

3.5. Node Dynamics

In the previous sections we assumed that the set of nodes is always static. Now
we also want to support dynamic node sets, so in this section we extend the set of
requests on a distributed data structure by Join and Leave requests.

o Join(): The node v issuing this request wants to join the system.

o Leave(): The node v issuing this request wants to leave the system.

When a node joins or leaves the system, this entails several changes to the system
in order to get into the state assumed in the previous sections. The DHT has to
be updated, which includes movement of data to joining or from leaving nodes, the
LDB has to be updated and meanwhile the aggregation tree changes. To prevent
chaos caused by the latter, we handle Join and Leave requests lazily. This means
that a node v joining or leaving the network will be assigned a node u responsible
for v. u then acts as a representative for v, meaning that u takes over v’s DHT data,
emulates v in the case of v being a leaving node, or relays v’s insertion or deletion
requests in the case of v being a joining node. Only after a sufficiently large number
of nodes has requested to join or leave the system (which is counted at the anchor),
the system enters a special state in which no further batches are sent out. During
this state, joining nodes are fully integrated into the system (meaning they no longer
need a node responsible for them) and nodes that left can end being emulated. In
the following, we will specify the details of this. Keep in mind that a node that
requested to join the system and that is not yet fully integrated into the system is
called a joining node and a node that requested to leave the system and that has not
yet left is called a leaving node.

Note that if a node v wants to join or leave the network, we have to integrate
or disconnect the three virtual nodes [(v), m(v),r(v) € V into or from the system.
Therefore, we generate a Join or Leave request for each of these three nodes separately.
In the following we describe how each of these requests is handled. To provide a
cleaner presentation, we consider these protocols to be executed by the distributed
queue.

3.5.1. Join

Algorithm 3 summarizes the protocol for handling joining nodes, dividing it into a
setup phase and an update phase.

Setup Phase. Assume a node v wants to join the system and further assume v > vy
for now, with vy being the anchor (we will consider the other case separately below).
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Algorithm 3 Handling Join Requests

Setup Phase (for a joining node v)

1: Delegate v to the node u with u < v < suce(u) or suce(u) < u <wv
2: Introduce u to v and move DHT data from u to v

Trigger the Start of the Update Phase
3: Aggregate #Join requests to the anchor (extend Phase 1 of Algorithm 1)
4: Start update phase once #Join requests > n

Update Phase (performed by node u, responsible for joining nodes vy, ..., vg)
5. Pow(u) < p(u)
6: Cold(u) — C’(u)
7: Integrate vy, ..., vy into the LDB > Potentially changes p(u) and/or C(u)
8: Wait for all acknowledgments from nodes in Cyq(u)
9: Send an acknowledgments to pyq(u)

10: Wait for confirmation from p(u) that the update phase has ended
11: Send confirmation that the update phase has ended to all C(u)

Then it sends a Join() request to a node w, where w is an arbitrary node in the
system. If v wants to join the system via Join() at node w, we route v from w
to the node w such that either u < v < succ(u) or succ(u) < u < v (in case the
edge (u, succ(u)) closes the cycle) holds. We define u to be responsible for v’s Join
request. More precisely, u has the following tasks. First, once it has received v’s
reference, it introduces itself to v. Second, it hands over to v all DHT data whose
positions are in v’s interval. From then on, v will forward any Put or Get requests
for data with positions in this interval to v. Third, u considers v to be a child in
its aggregation tree, meaning that v is able to send queue requests via u. Fourth, u
notifies the anchor that there is an additional node that has joined the system. For
this, we extend the notion of a batch B from Definition 3.5, such that it stores an
additional number B.j € Ny representing the number of Join requests that the node
u is responsible for.

Node u proceeds in the same manner as for queue requests. It first buffers the
Join request in its local storage and once a new batch u.B is created, u forwards
u.B up in the aggregation tree. Any intermediate node v, when combining batches
Bi, ... By, calculates the sum of the B;.j values for the combined batch v.B*. By
doing so, the anchor learns a lower bound on the total number of joining nodes (note
that additional nodes may have requested to join but knowledge of this has not yet
reached the anchor).

Note that a node u may become responsible for several joining nodes vy, ...vg. In
this case, all of the above still holds with one exception: Assume w is responsible
for nodes vy, ..., v, and becomes responsible for an additional node v’ such that a
node v; is the closest predecessor of v/. Then u does not transfer the DHT data from
itself to v’ but issues v; to transfer the DHT data to v’ and sends a reference of v’ to
v;. Using this reference, v; can forward any Put or Get requests that fall within the
remit of v'.
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Update Phase. If the anchor vg observes that the number of joining nodes exceeds
the number of successfully integrated nodes when processing a batch, it sends the
computed intervals down the aggregation tree as usual (c.f. Phase 3 of Algorithm 1),
but attaches a flag to the message indicating that the update phase should be entered
(thus informing all nodes of this). In this phase, every node will not send out a
new batch until it has been informed that the update phase is over. Instead, nodes
responsible for other nodes will fully integrate these nodes into the system. This
works in the following way: When a node u # vg in the aggregation tree receives the
intervals from its parent node in Phase 3, it proceeds as described in Section 3.3; i.e.,
it decomposes the intervals, forwards intervals to its children and possibly generates
Put and Get requests in Phase 4 of Algorithm 1. Additionally, u stores its parent p(u)
in the aggregation tree in the variable p,q(u) all children C(u) in the variable Cyq(u).
This is required because in the update phase the aggregation tree may change, but
the acknowledgments that the joining nodes have been integrated successfully need
to be aggregated via the old aggregation tree. That means that as soon as u has
integrated all nodes it is responsible for (if any) and received acknowledgments from
all nodes in Cyg(u) (if any), it sends an acknowledgment to pyq(u) and forgets
Coig(u) and pyg(u). The anchor vy behaves similarly to any other node wu; i.e., it
also stores its old children, processes Put and Get requests and also starts integrating
nodes it is responsible for. However, when it has finished doing so and has received
all acknowledgments from the nodes in Cy4(vp), it propagates a message down in the
new aggregation tree indicating that the update phase is over (recall that we consider
the case of a joining node that has to become the new anchor below). This is safe
because it can be shown by induction that when vy has received acknowledgments
from all its children, every node in the tree has finished integrating at least all joining
nodes that were joining when the anchor entered the update phase. Once a node
has received an indication that the update phase is over, it starts aggregating and
sending out batches again via Algorithm 1.

Integrating a Joining Node. We now describe how integrating a joining node works
(Line 7 of Algorithm 3).

Consider a node u that is responsible for vy,...,v;. W.l.o.g., we assume u <
v] < ... < v < succ(u). Node u introduces v; to v;+1 and vice versa for all
i€ {l,...,k—1} and introduces succ(u) to vy and vice versa. Finally, v drops its
connections to ve, ..., v and succ(u) and sets succ(u) to v1. Consider Figure 3.2 for
an illustration of these introduction rules.

Note that the nodes v; already stored their corresponding DHT data from the
point when u became responsible for them. Due to changes in the LDB, it may
happen that Put or Get requests do not need to be routed to the same target as
before. However, if a Put(e, k) request is at a node v that is not responsible for
storing the element e, v must have a neighbor that is closer to the node responsible
for storing e. This is because whenever v removes an edge to a neighbor during the
update phase, it has learned to know a closer one in the same direction before. Thus,
v can simply forward the Put request into the correct direction. Similarly, if a Get(k)
request is at a node v that does not store the desired element e with key k, v waits
until it either stores e or it has learned to know a node that is closer to the target
than itself. Since eventually our procedure forms the correct LDB topology again,
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u v=succ(u)

Vi \Z] V3 vy=succ(u) v, V3

(a) Before the update phase (b) Upon integrating vy, va, v3 (c) After integrating vy, va, v3

Figure 3.2.: Introduction rules upon processing Join requests of v1,vs and v3 at node
u. Dashed edges are generated by messages that u sends out to vy, ve, v3
and v = succ(u).

one of the above cases will eventually occur, so the Get requests will be answered.

Updating the Anchor. We now consider the special case, where at least one new
node v’s label is smaller than the label of the current anchor vg. Then the node
responsible for v is the node u with maximum label, i.e., u = pred(vp). In general, u
behaves as described before. However, when vy has received all acknowledgments
from its children and integrated the nodes it is responsible for, it does not send out
the message indicating that the update phase is over (note that vy can determine that
a node v < vg has joined because its neighborhood to the left has changed). Instead,
vo first searches for the leftmost node v and then transfers its interval [vg.first, vg.last]
to v. From that point on, v will be the new anchor and send the message indicating
that the update phase is over down in the new aggregation tree.

3.5.2. Leave

Algorithm 4 summarizes the protocol for handling leaving nodes, again dividing it
into a setup phase and an update phase.

Setup Phase. The general strategy for handling Leave requests is the following. For
each leaving node v, the node emulating the left neighbor u of v in the LDB creates
a virtual node v’ that acts as a replacement for v: i.e., v will store v’s DHT data,
be responsible for the nodes v was responsible for and have the same connections
as v had. As soon as this replacement has been created, the corresponding edges
have been established, the edges to v have been removed, and all messages on their
way to v have been delivered and successfully forwarded from v (we explain how to
check this below), v is safe to leave the system and does so. The challenge is to deal
with neighboring leaving nodes: If v has a neighbor that is also leaving, then this
neighbor does not want to establish a new edge, which might result in a deadlock
situation. Thus, we have to prioritize leaves. Whenever two neighboring nodes u
and v determine that they both want to leave, the one with the higher identifier
postpones its attempt to leave until the other one has exited the system. Since in
any case there is a unique leftmost leaving node, there will always be a node that can
leave the system, which inductively yields that all nodes eventually leave. To enable
this, each node that calls Leave first asks all its left neighbors if it is allowed to do so.
Only if all of them acknowledge does it start the actual procedure to leave. Note
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Algorithm 4 Handling Leave Requests

Setup Phase (for a leaving node v)
Let u be the left neighbor of v in the LDB
u creates a virtual node v’ to emulate v
Transfer data from v to v’ via u
Wait until v has received all messages sent to it
Disconnect v from the LDB
v may now exit the system

Trigger the Start of the Update Phase
Aggregate #Leave requests to the anchor (extend Phase 1 of Algorithm 1)
Start update phase once #Leave requests > n/2

Update Phase (performed by node u, responsible for emulating nodes vy, . . ., vg)
9:  poa(u) < p(u)
10: Cold(u) — C(u)
11: Exclude vy, ..., v from the LDB > Potentially changes p(u) and/or C(u)
12: Wait for all acknowledgments from nodes in Cyq(u)
13: Send an acknowledgments to p,q(u)
14: Wait for confirmation from p(u) that the update phase has ended
15: Send confirmation that the update phase has ended to all C(u)

that a node u that acknowledged a right neighbor v that it may leave and becomes
leaving afterwards has to wait with actually executing Leave until v has left (i.e., v
was successfully replaced by a virtual node v’ that is now emulated by u).

One may ask how a leaving node v can determine that it has received and suc-
cessfully forwarded all messages sent to it to v’. To do so, we additionally assume
that for each message sent through an edge in the system, an acknowledgment is
sent back to the sending node (except for acknowledgments, for obvious reasons).
Each node then stores, for each edge, the number of acknowledgments it is still
waiting for. Next, v asks all its neighbors to inform v once they have received all
acknowledgments for messages sent to v. Once v has received all responses, it knows
that it does not receive any more messages. After forwarding the received messages
to v/ and receiving all acknowledgments for those, it knows it is safe to leave.

A left node u that created a replacement v’ for its right neighbor v is called the
node responsible for v'. Note that v/ may receive an additional Leave request from
a node w. In this case, the node emulating u would spawn an additional node w’
and everything is carried out as though v’ were a normal node. However, we say
that u is also responsible for w’. This way we make sure that only non-leaving nodes
are responsible for leaving nodes. Similar to the handling of Join requests, a node u
responsible for at least one leaving node sends an additional number B.l € Ny in the
batch u.B it sends out in Phase 1 of Algorithm 1, representing the number of Leave
requests that u has become responsible for since the last execution of Algorithm 1.

Update Phase. The update phase is analogous to the update phase of Algorithm 3.
As soon as the number of leaving nodes becomes larger than n/2, the anchor
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initiates the update phase during which each node u responsible for a set of virtual
nodes w1, ..., v; deletes these nodes and updates the LDB accordingly. Once all
acknowledgments for this have been propagated up in the aggregation tree, vg
broadcasts to all nodes in the aggregation tree that the update phase has ended.
Note that both joins and leaves may be handled in the same update phase.

On a side note, one may ask what happens if a joining node v joins at some node
w that is currently in the process of leaving. While w has not yet exited the system
and still has edges to some non-leaving nodes, w can forward v such that v stays
in the system. However, once w has exited the system and is not alive anymore, v
cannot join the system through w. Still, v can detect if w is not active anymore and
then try joining the system from another node.

Updating the Anchor. When vy wants to leave, we proceed similarly as for the join
case: pred(vg) will become the node responsible for vy and perform the duties of the
anchor. At the very end of the update phase, the anchor’s information is transferred
to the node v that then has the minimum identifier, making v the new anchor.

3.5.3. Analysis

We analyze the runtime of Join and Leave requests, splitting them up into the setup
phase and the update phase. Note that a joining node is already allowed to generate
queue requests after the corresponding setup phase has finished. Similarly, a leaving
node has exited the system after its corresponding setup phase has finished; i.e., the
update phase only gets rid of the virtual nodes emulating nodes that already left the
system.

Theorem 3.18. The setup phase for a joining node v is finished after O(logn)
rounds w.h.p.; i.e., v’s Join request finishes after O(logn) rounds w.h.p.

Proof. Delegating v to the node u that is responsible for it takes O(logn) rounds
w.h.p. due to Lemma 2.7. Introducing u to v can be done in 2 rounds (when assuming
that v acknowledges the introduction to w). O

Theorem 3.19. Assume that v is the only node in the system issuing a Leave request.
Then the setup phase for v is finished after O(1) rounds; i.e., v’s Leave request finishes
after O(1) rounds.

Proof. First note that acknowledgments for each message only increase the runtime
by an additional round. Creating a virtual node v’ to emulate v can therefore be
done in 2 rounds, as well as the transfer of data from v to v'. Waiting until v
has received all messages sent to it only takes a constant amount of rounds, as all
acknowledgments sent to v in a round r arrive at v no later than at the beginning of
round 7 + 1. Disconnecting v from the LDB can also be done within O(1) rounds,
because each (virtual) node in the LDB has only a constant degree and the virtual
nodes form a line. O

Note that in the case where multiple (potentially connected) nodes want to leave
the system, the worst-case time for such a node to be allowed to exit the system
increases to O(L), where L is the maximum size of a connected component consisting
only of leaving nodes.
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Theorem 3.20. The update phase finishes after O(logn) rounds w.h.p.

Proof. By Corollary 2.10, we need O(logn) rounds w.h.p. to propagate the start of
the update phase to all nodes in the aggregation tree. It is easy to see that a node u
responsible for multiple joining or leaving nodes v can include/exclude them into the
LDB within a constant amount of rounds at the start of the update phase. Sending
out acknowledgments and broadcasting the end of the update phase can be done
in O(logn) rounds w.h.p., again due to Corollary 2.10. Finally, the time it takes
the (old) anchor to determine the new anchor is also O(logn) rounds w.h.p., as once
the LDB has been updated, there it contains at most 2n (real) nodes and thus 6n
virtual nodes, so searching for the virtual node with minimum position can be done
in O(logn) rounds w.h.p. due to Lemma 2.7. O

Having the update phase run for only O(logn) rounds w.h.p. implies that it does
not impact the worst-case time for insertion and deletion requests on the distributed
data structure, as these also take only O(logn) rounds w.h.p. to finish.
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We continue our study of distributed data structures by looking at the distributed
priority queue. As opposed to a standard queue, elements that are inserted into a
priority queue come with a priority. The way elements are taken out of the priority
queue does not depend on the order they have been inserted into it, but on the
priority; i.e., we always take out the most prioritized element. This bears some
additional challenges for the distributed setting, as we need a way to quickly find
out at which node the most prioritized element is stored. Another factor to take into
consideration will be the number of available priorities, i.e., the cardinality of the
universe of available priorities.

If there is only a constant amount of priorities available, then we are able to
provide a distributed protocol for a priority queue by extending the protocol for the
distributed queue from the previous chapter. Simply running one distributed queue
for each priority will suffice. The protocol then comes with the same properties as
the protocol for the distributed queue.

If the amount of priorities is arbitrary, then we have to come up with more
sophisticated techniques. To find out the set of elements that have to be removed
from the priority queue when processing k deletion requests at once, we use a novel
protocol that solves the distributed k-selection problem. The protocol runs in O(logn)
rounds w.h.p. and is of independent interest. Using this protocol, we are able to
construct a distributed priority queue for an arbitrary amount of priorities that
processes requests in O(logn) rounds w.h.p. and provides serializability.

Note that the protocol for supporting Join and Leave requests from Section 3.5 can
trivially be applied to both of our distributed priority queues, hence we only focus
on insertion and deletion requests in this chapter.

Underlying Publication. This chapter is based on the following publication:

M. Feldmann and C. Scheideler. “Skeap & Seap: Scalable Dis-
tributed Priority Queues for Constant and Arbitrary Priorities”.
In: Proceedings of the 31st ACM on Symposium on Parallelism
in Algorithms and Architectures (SPAA), 2019, cf. [FS19].

Outline of This Chapter. First we introduce some basic notation and define the
semantics that we want our distributed priority queue to fulfill (Section 4.1). We then
give an overview of related work in Section 3.2 and follow by presenting and analyzing
our protocol for priority queues with a constant amount of priorities (Section 4.3). We
proceed with the presentation of the protocol that solves the distributed k-selection
problem (Section 4.4) and then use this protocol to obtain a distributed priority
queue that works for an arbitrary amount of priorities (Section 4.5).

41



Chapter 4. Distributed Priority Queues and k-Selection

4.1. Basic Notation and Semantics

Similarly to Section 3.1, we start by introducing some basic notation and defining
the semantics for a distributed priority queue.

As in the previous chapter, the system consists of n nodes and £ is the universe of
all elements that may be inserted into the priority queue. In addition, each element
e € £ is assigned a unique priority from a universe P. Denote e’s priority by P(e).
We allow different elements to be assigned to the same priority. Priorities in P can
be totally ordered via <. Using a tiebreaker to break ties between elements having
the same priority, we get a total order on all elements in .

A protocol for the distributed priority queue has to specify the following two
requests that can be generated by a node u € V:

o Insert(e): Adds the element e € £ to the distributed priority queue.

o DeleteMin(): Removes the element e € £ with minimum priority from the
distributed priority queue and delivers it to u. If the priority queue contains
no elements, L is returned to u.

As in the previous chapter, we want to define the semantic constraints that we will
be dealing with in our implementation for the distributed priority queues. For a node
u €V, let op(u,?) denote the i-th request (either an Insert request or a DeleteMin
request) generated by u and let Ap(u) € O(T - A(u)) be the number of requests
generated by u over the lifetime T € O(poly(n)) of the data structure. Let

Ar(u)
S = U op(u,i) |lueV
i=1

be the set of all requests issued by all nodes over the lifetime of the data structure. We
use Definition 3.1 to define serializability, local consistency and sequential consistency.

Let ins(u) be an Insert request generated by node u € V' and let P(ins(u)) be equal
to the priority of the element inserted via the ins(u) request. Similarly, let del(u)
be a DeleteMin request generated by node u € V. We denote a pair (ins(u), del(v))
to be matched, if del(v) returns the element to node v that was inserted into the
data structure by node u via ins(u). Define M to be the set of all matched requests
generated over the data structure’s lifetime. Note that not every request r has to be
matched and, thus, not every r is necessarily part of some pair contained in M — we
denote this by r & M.

For the distributed priority queue, we introduce the following queue semantics,
similar to Definitions 3.3 and 3.4.

Definition 4.1 (Priority Queue Semantics). Let u,v,w,x € V and let M be a
matching as defined above. A protocol for the distributed priority queue with requests
Insert and DeleteMin is priority queue consistent if and only if there is an ordering
< on the set S such that M satisfies the following properties:

(a) V(ins(u), del(v)) € M : ins(u) < del(v),
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(b) Vins(u), del(v) € M : del(v) < ins(u).
(c) Y(ins(u),del(v)) € M there is no ins(w) ¢ M such that

ins(w) < del(v) A P(ins(w)) < P(ins(u)).

Intuitively, the three properties have the following meaning. The first property
means that an element has to be inserted into the priority queue before it can be
deleted. The second property means that a DeleteMin request returning 1 does so
because the priority queue is empty at the time where the request is processed. The
third property makes sure that the distributed priority queue removes elements in
a manner similar to a sequential priority queue: i.e., out of all elements that are
contained in the queue, we remove the element with minimum priority. Note that
Definition 4.1(c) can be modified such that the priority queue takes out the element
with maximum priority instead, hence supporting DeleteMax requests instead of
DeleteMin requests.

4.2. Related Work

As we already have presented the most important related work for distributed data
structures in Section 3.2, we only mention additional related work specifically relevant
to priority queues in this section as well as related work on distributed k-selection.

Priority Queues. Many priority queue algorithms can be found in the area of parallel
computing. They mostly revolve around organizing the elements in a certain topology,
for example in heaps [Aya90; Hun+96], B*-trees [Joh94], or skip lists [ST05].

In [SZ99], the authors focus on a fixed range of priorities and come up with a
technique that is based on combining trees [Got+98; GVW89], which are similar to
the aggregation tree in our work. However, there still is a bottleneck, as the node
that is responsible for a combined set of operations has to process them all by itself
on the shared memory. The authors of [SL00] propose a concurrent priority queue for
an arbitrary amount of priorities, where elements are sorted in a skip list. Their data
structure satisfies linearizability but the realization of DeleteMin generates memory
contention, as multiple nodes may compete for the same smallest element with only
one node being allowed to actually delete it from the priority queue.

Maintaining the elements in one of the above topologies can be costly for the nodes
in our distributed system, as this would mean that additional data have to be stored
for each element stored by a process. For example, when embedding a skip list into
our system, a node storing an element e of this skip list also has to store references to
the nodes that store the neighbors of e. This comes at the cost of storage overhead
and the problem that the skip list has to be updated every time a batch of priority
queue requests has been processed, which is generally more costly than just storing
the elements in a DHT.

A scalable distributed priority queue called SHELL has been presented by Scheideler
and Schmid in [SS09]. SHELL’s topology resembles the De Bruijn graph and is
shown to be very resilient against Sybil attacks. However, SHELL is concerned with
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the participants of the system forming a heap and not a distributed data structure
that maintains elements (cf. the paragraph on distributed queuing in Section 3.2).

Distributed k-Selection. k-selection is a classical problem that has been studied
for various settings, see for example [KP91; Man+93; KNR96; RS97]. The problem
has also been studied in the distributed setting for various types of data structures
like cliques [RSS86], rings, meshes or binary trees [Fre83|.

Kuhn et al. [KLWO07] showed a lower bound of ©Q(Dlogpn) on the runtime for
any generic distributed selection algorithm, where D is the diameter of the network
topology. By ’generic’ they mean that the only purpose to access an element is for
comparison. However, they assume the network topology to be static, which does
not hold for our protocol, since we are allowed to create additional temporary edges
by forwarding node identifiers via messages. This comes with the advantage that the
runtime of our algorithm is only logarithmic in the number of nodes n.

Haeupler et al. [HMS18] came up with an algorithm that solves the distributed
k-selection problem in O(logn) rounds w.h.p. in the uniform gossip model using
O(log n)-bit messages. This matches our result for distributed k-selection in both time
and message complexity. The idea of their algorithm is to compute an approximation
for the k-th smallest element through sampling and then use this algorithm several
times to come up with an exact solution. While our algorithm for distributed k-
selection shares some ideas regarding the sampling technique, we are able to find
the k-th smallest element among m = poly(n) elements distributed over n nodes,
whereas the algorithm from [HMS18] works only on n elements to the best of our
knowledge.

4.3. Constant Priorities

The first protocol for a distributed priority queue works for a constant amount of
priorities. Formally, this means that we assume that P = {1,...,c} for a constant
c € N. The actual protocol is an extension of our protocol for distributed queues
(Section 3.3) and is able to achieve the same runtimes for its requests as well as
satisfying sequential consistency and priority queue consistency. Throughout the rest
of this chapter, a priority queue request, or simply request, is either an Insert or a
DeleteMin request.

4.3.1. Insert and DeleteMin

The idea of the protocol is to maintain a distributed queue for each priority p € P.
As the number of priorities is only a constant, the overall overhead is a constant as
well. A DeleteMin request is then processed on the non-empty queue with minimal
priority. In order to support individual queues for the priorities, we extend the notion
of a batch from Definition 3.5.

Definition 4.2 (Priority Queue Batch). A priority queue batch is a sequence
(ins1, dely, ..., insa_1, delyy), where each ins; is a sequence (ins1,...,ins; p|) €

Nlopl representing the number of Insert requests for elements with priority p € P and
each del; € Ny represents the length of the i-th DeleteMin sequence.
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We will simply refer to a priority queue batch as a batch in the following. Two
batches By = (insi, dela, ..., insog—_1, delyy) and By = (ins), dely, ..., insh,_q, dely;,)
can be combined by computing

B = (insy + ins}, dely + delyy, . .., insop_1 + insh,_q, deloy, + delby,)

where insy + ins| = (insi1 + insjy, ..., ins;|p| + ins; p|)-

Algorithm 5 describes the phases of our protocol. The protocol consists of 4 phases
that work similarly to the phases in the distributed queue (Algorithm 1), so in the
following we only describe the points at which we have to make changes.

In the first phase, the nodes have to take the priorities of the elements that should
be inserted into account when creating the snapshot of its local buffer and representing
it as a batch. For example, a snapshot consisting of requests Insert(eq), Insert(es),
DeleteMin(), Insert(ez) and DeleteMin() (in that specific order) with P(e;) = 1,
P(e2) =1 and P(e3) = 2 is represented by the batch ((2,0),1,(0,1),1). By doing so,
the batch u.B respects the local order in which requests are generated by u, which is
important for guaranteeing sequential consistency.

In the second phase, we extend the set of variables that are maintained at the anchor
vo: Instead of two variables vg.first € N, vg.last € Ny, vg now maintains variables
vo.first, € N, vg.last, € Ng for each priority p € P. Upon initialization of the
queue, each vy.first, is set to 1 and wvo.last, is set to 0. The pair (vo.first,, vo.lasty)
is representing the keys that are currently occupied by elements with priority p.
Consequently, when the anchor processes a sequence ins; = (ins;1, ..., ins;p|) of
Insert requests, it processes each (sub-)sequence ins; , using the pair (vo. first,, vo.lasty)
in the same manner as shown before on the distributed queue. When processing
a sequence del; of DeleteMin requests, the anchor first looks for the minimum
priority p € P for which the corresponding queue is non-empty, i.e., for which
vo.first,, < vg.last) holds. It then removes up to del; elements from this queue in
the same manner as in Phase 2 of Algorithm 1. If the queue contains less than del;
elements, say d < del;, all d elements are removed from the queue and the anchor
proceeds removing the remaining del; — d elements from the next non-empty queue
with minimum priority until del; elements have overall been removed, or all of the
queues are empty.

In the third phase, the intervals I that have to be decomposed are now of the form
I'=(Ii,...,Iy) with I; = ([zi1,¥i1], - - - [ p|» ¥, 1p|]), which basically represents
the keys the anchor assigned to all Insert requests for all priorities and all DeleteMin
requests. The universe K of keys now contains pairs (k,p), with k € Nand p € P
instead of just single numbers, so we can avoid the case where the anchor hands out
the same key for two requests of different priorities.

Finally, in Phase 4 of Algorithm 5 the nodes generate the DHT requests in the
same manner as in Phase 4 of Algorithm 1, with the exception that they now have
to consider each of the priorities individually. Once a node has sent out all its DHT
requests, it switches back to the first phase in order to process the next batch of
queue requests.
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Algorithm 5 Insert & DeleteMin Requests in the Distributed Priority Queue
Phase 1 (Executed at each node u)

1: Create batch u.B
2: Wait until v has received v.B from all v € C(u)
3: Combine batches v.B, v € C(u), with v.B to a batch u.B™
4: Send u.B™ to p(u)
Phase 2 (Local computation at the anchor)
5: Let vg.BT = (insy, dela, . .., inssy,_1, delgy) be the combined batch
6: fori=1,...,2k do
T: if 7 is odd then
8: Let ins; = (ins; 1, ..., insi7|p‘)
9: forpe {1,...,|P|} do
10: [T4.p, Yip)  [vo.last, + 1, vo.last, + ins; )
11: vo.lastp < vo.lastp + Z'TLSLP
12: else
13: d <+ del; > Remaining number of elements to remove
14: while d >0 A dp € P : vg.first, < vg.last, do
15: Let p € P be the minimum priority such that vg.first, < vo.last,
16: [Tips Yip] < [vo-first,, min{vg.first, + d — 1,vg.lasty}]
17: vo.first, < min{vg.first, + d,vo.last, + 1}
18: d<+d— (ym, — Tijp+ 1)
Phase 3 (Executed at each node )
19: Wait until u has received intervals I from p(u)
20: Decompose I into intervals I, and intervals I, for each v € C(u)
21: for all v € C(u) do
22: Send I, to v

Phase 4 (Executed at each node u)
23 Let I, = (I,..., Io) with I; = ([zi1,vi1], - - -, [%,1p)s Yo ])
24: fori=1,...,k do

25: if 7 is odd then

26: forp=1,...,|P| do

27: if Tip < Yip then

28: Generate requests Put(e, (z;p,p)), - .., Put(€e/, (yip, p))
29: else

30: forp=1,...,|P| do

31: if z;, < y;p then

32: Generate requests Get((x; p,p),u), ..., Get((Yip,p), u)

4.3.2. Analysis

We analyze our protocol for the same properties as we did for the distributed queue
and the distributed stack in the previous chapter. The proofs for the runtime of
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requests and the upper bound on the congestion follow directly from Lemmas 3.8
and 3.9, respectively.

Lemma 4.3. The distributed priority queue with |P| € O(1) satisfies sequential
consistency.

Proof. For a batch B = (insy, dela, ..., insyy_1, delay) with ins; = (ins;1,.. ., ins; p|)
replace ins; by setting ins; = Zﬁ'l ins; ;. Then apply the same algorithm as described
in the proof of Lemma 3.12 in order to assign a unique virtual value ¢(op) to each
priority queue request op.

The rest of the proof is analogous to the proof of Lemma 3.12, except for one minor
point: For two Insert requests ins(u, 7), ins(u, 7+ 1) generated by the same node u with
ins(u,?) < ins(u,i + 1), it does not necessarily hold that both requests are processed
in the order induced by < at the anchor in Phase 2 of our protocol, in case they have
different priorities. One could assume that this would violate serializability. However,
this only holds for Insert requests that are represented by the same value ins; of the
batch u.B, so there is no DeleteMin request del with ins(u,i) < del < ins(u,i + 1).
The distributed execution of all priority queue requests is therefore still equivalent to
the serial execution w.r.t. <. O

Lemma 4.4. The distributed priority queue with |P| € O(1) satisfies priority queue
consistency.

Proof. The properties defined in Definitions 4.1(a) and 4.1(b) follow from the proof
of Lemma 3.7. For the third property, note that the anchor always removes elements
first from the queue with minimum priority that is non-empty. Therefore, there
cannot exist an Insert request ins(w) that has been processed by the anchor before
some DeleteMin request del(v) that got matched to an Insert request ins(u) with
P(ins(w)) < P(ins(u)). Hence Definition 4.1(c) is satisfied as well. O

Lemma 4.5. Messages generated in the distributed priority queue with |P| € O(1)
consist of O(Alog?n) bits.

Proof. The proof follows directly from Lemma 3.10 when keeping the fact in mind
that the number of priorities |P| is only constant and thus the number of bits by
which a batch can be stored only multiplies by a constant factor, in comparison to
batches in the distributed queue. O

The following theorem summarizes the results obtained in this section. Again,
note that Theorem 4.6(e) is a direct implication of Corollary 2.13.

Theorem 4.6. Algorithm 5 implements a distributed priority queue for a constant
amount of priorities with the following properties:

(a) The distributed priority queue satisfies sequential consistency and priority queue
consistency.

(b) Each priority queue request is finished after at most O(logn) rounds w.h.p.

(¢) The distributed priority queue has congestion O(A).
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(d) Messages generated in the distributed priority queue consist of O(Alog®n) bits.

(e) If the distributed priority queue contains m elements, each node stores m/n
elements on expectation.

4.4. Distributed k-Selection

In this section we present a novel protocol that solves the distributed k-selection
problem in O(logn) rounds. We will use this protocol in Section 4.5 in order to
construct a priority queue with arbitrarily many priorities. The protocol that we
propose in this section might be of independent interest. Throughout this section we
are given an aggregation tree of n nodes with m € N elements distributed uniformly
among all nodes; i.e., each node u stores m/n elements on expectation. Denote by
u.F the set of elements stored at node u. Recall that the storage capacity of each
node is polynomial in n, so m € O(poly(n)): i.e., m < n? for a constant ¢ € N.
Consider the ordering e; < ... < e, of all elements stored in the priority queue
according to their priorities P(e;). We denote the rank of an element e; in this
ordering by rank(e;) =i. As we will use distributed k-selection for a priority queue
with arbitrarily many priorities, we assume that the set of priorities is larger than
some constant now, i.e., P = {1,...,n?}. Also, we may assume for convenience
that each element has a unique priority, otherwise one could just use a tiebreaker to
determine the rank of two elements with the same priority.

Definition 4.7. Given a value k € N, the distributed k-selection problem s the
problem of determining the k-th smallest element out of a set of m = O(poly(n))
elements, i.e., the element e € £ with rank(e) = k.

For scalability reasons we allow nodes to send messages of at most O(logn) bits
only.

Each node u maintains a set u.C' C u.E that represents the remaining candidates
for the k-th smallest element at u. Denote the set of all candidates by C' = ¢y u.C
and the number of remaining candidates by N = |C/|. Initially each node u sets u.C
to u.F, which leads to N = m. We assume that the anchor initially knows the values
n and m (and thus also knows an appropriate value for ¢) as these can easily be
computed via a single aggregation phase. The anchor vg keeps track of values N and
k throughout all phases of our protocol via variables vy.IN and vg.k. Note that once
we are able to reduce N, we also have to update the value for k, because removing a
single candidate with a rank less than k implies that we only have to search for the
(k — 1)-th smallest element for the remaining candidates.

We dedicate this section to the proof of the following theorem:

Theorem 4.8. There exists a protocol that solves the distributed k-selection problem
in O(logn) rounds and congestion O(1) w.h.p., using O(logn)-bit messages.

The protocol (Algorithm 6) works in three phases. In the first phase we perform
a series of log(q) + 1 aggregation phases in order to reduce the number of possible
candidates from n? to O(n%? - logn) elements. The second phase further reduces
this number to O(y/n) candidates via aggregating /n sample elements in parallel.
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In the last phase we directly compute the k-th smallest element out of the remaining
O(y/n) candidates.

Algorithm 6 Protocol for Distributed k-Selection
Input: n, m =n4, k
Output: e € £ with rank(ey) =k

Initialization
vo.N +—m
Uo.k‘ — k

N =

Phase 1 (Repeat log(q) + 1 times)
Propagate n, vg.k to all nodes
Compute u.Ppin, 4. Pra: € P at each node u € V
Compute Py = mingey {u.Ppin} and Ppae = maxyey {u.Phpog}
Remove candidates with priorities not in [Ppin, Phas]
Update vg.k, vg.IN

Phase 2 (Repeat until vg.N < y/n)

8: Propagate n, vg.N to all nodes

: For each e € C: Include e into C’ with probability \/n/N
10: Sort candidates e1,...,e, € C’ based on their priority
11:  Fix ¢ € ©(y/logn - ¥n)
12: Determine e;, e, € C' with [ = | ”W/ — (] and r = [k”ﬁl + (]
13: Remove candidates with priorities not in [P(e;), P(ey)]
14: Update vg.k, vo.N

Phase 3
15: Sort remaining candidates based on their priority
16: return e

4.4.1. Phase 1: Sampling

The first phase involves log(q) + 1 iterations. At the start of each iteration, the anchor
propagates the values of k and n to all nodes via an aggregation phase. Then each
node u computes the priorities of the |k/n|-th and the [k/n]-th smallest candidates
of u.C'. Let these priorities be denoted by u.P;, and u.Pp.;- The nodes then
aggregate these priorities up to the anchor, such that in the end the anchor receives
priorities Py, = mingey{u.Ppin} and Ppas = maxyey {u.Ppgg - The anchor then
instructs all nodes w in the aggregation tree to remove all candidates from w.C' with
a priority less than P, or larger than P,,,;. Afterwards, the nodes aggregate the
number of candidates removed this way up to the anchor. Let k,; denote the
number of removed candidates with a priority less than P,,;, and let k., be the
number of removed candidates with a priority larger than P,,.,. The anchor updates
vo.IN and vg.k by setting vg.N < v9.N — (kmin + Kkmaz) and vo.k < vo.k — Kumin.
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We obtain the following two lemmas which basically show that once the first phase
has finished we are left with O(n3/2 -logn) candidates, one of them being the k-th
smallest element.

Lemma 4.9. Let e, € C be the element with rank k. Then Py < Per) < Pras-

Proof. We first show Pp,;, < P(eg). Assume to the contrary that P, > P(eg).
Then each node u € V' has chosen u.P,,;;, with w.Py; > P(ex). Thus, the |k/n]|-th
element of any node u has a priority strictly larger than P(ey). It follows that u has
stored at most |k/n| — 1 elements with priorities at most P(ex). This implies that
the number of elements with rank less that or equal to k is at most

(lk/n]—1)-n < (k/n—1)-n
= k—n
< k-1,

which is a contradiction.

Now assume to the contrary that P.; < P(ex). Then each node u € V has
chosen w. P,y With w.Ppe, < P(eg). Thus, the [k/n]-th element of any node u has
a priority strictly less than P(eg). It follows that u has stored at most |u.C| — [k/n]
elements with priorities greater than or equal to P(eg). This implies that the number
of elements with rank greater than or equal to k is at most

> (ju.Cl = [k/n]) (Z IU-C|> —n-[k/n]

ueV ueV
= N-—n-[k/n]
< N-n-k/n
= N —k,
which is a contradiction. O

Lemma 4.10. After log(q) + 1 iterations of Phase 1, N € O(n®? -logn) w.h.p.

Proof. First we want to compute how many candidates are left in variables u.C
after a single iteration of Phase 1. Let X; be the event that the candidate ¢; with
rank(c;) = i is stored at node u for a fixed v € V. Then Pr[X; = 1] = 1/n. Let
X =% | X;. Then E[X] = k/n. X denotes the number of candidates stored at u
with rank within [1, k]. We show that the rank of the |k/n]-th smallest candidate
in u.C' deviates from k by only O(yv/nklogn) w.h.p. When using Chernoff bounds
(Theorem 2.14(b)) we get that

Pr [X <(1- 5)]{/} < exp <—522k> <n ¢
n n

for e = y/(clogn) - 2n/k and a constant c. So with high probability, each node u has
at least (1 —¢) - £ candidates with rank within [1, k] stored in u.C. It follows that

the rank of the |k/n]-th smallest candidate chosen by u is at least (1 —¢) - k£ w.h.p.
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By the union bound we know that w.h.p. the rank of the candidate with priority
Prin is at least (1 —¢) - k, so it deviates from k by at most

k-e=k-y/(clogn)- 2n/k = O(y/nklogn).

We want to remark that we are only allowed to apply the Chernoff bounds (Theo-
rem 2.14(b)) in case k > clogn-2n. In case that k < clogn-2n, the rank of the candi-
date with priority P,,;, deviates from k by at most k—1 < clogn-2n € O(n3/2 logn).

Using Theorem 2.14(a), we can analogously show that the rank of the candidate
with priority Pp,q, deviates from k& by no more than O(y/nklogn) w.h.p.

So the number of candidates left after the first iteration of Phase 1 is at most
O(v/nklogn) w.h.p. As we perform Phase 1 on the remaining candidates recursively
for log(q) + 1 iterations, we get the following function 7" for the number of remaining
candidates after ¢ > 1 iterations of Phase 1:

T'(k) = (ﬁ 2%) k- (ﬁ 2\j/logn) :

J=1

Thus, for i =log(q) + 1 iterations we obtain

log(q)+1 . [losla)+1
Tlos @+ (k) = H n | k2. %/logn

j=1 j=1
log(q)+1 o —j 1 log(q)+1 o5—j
. 2=3 L ‘ 277
= nZFl - k24 - (log n)zﬂ:l
1—L 1 1—L
= n 2-k%-(logn) 2
k<n? _1 _1
< n'"2.yn-(logn) 2
< n¥2. log n,

so at the beginning of the second phase (’)(n3/ 2 .logn) candidates are left w.h.p. [

4.4.2. Phase 2: Reducing Candidates to \/n

In the next phase we are going to further reduce the size N of C to O(y/n). The idea is
to let the second phase run in a constant amount of iterations, each of them reducing
the size of the remaining candidates by factor © (410%), where ¢ € O(y/logn - /n).
We will then show that only 5 iterations of the second phase are needed to reduce N
to some value in O(y/n), w.h.p.

One iteration of the second phase is divided into 3 sub-phases 2a, 2b and 2¢. In
Phase 2a, we sample a set of O(y/n) candidates, which will then be sorted by their
ranks in Phase 2b. We then use this sorting in Phase 2¢c where we choose two of
these sampled candidates whose priorities form an interval that contains the k-th
smallest element w.h.p. At the end of Phase 2¢ we remove all remaining candidates
whose priorities are not contained in that interval.
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Phase 2a: Choosing Representatives

We first sample a set C' = {e1,...,e,} C C of n’ candidates uniformly at random.
To do this, the anchor propagates n and N to all nodes via the aggregation tree.
Then each node u decides for each of its candidates e € u.C' to be contained in the
set C" with probability \/n/N. We aggregate the number n’ of chosen candidates to
the anchor afterwards. Following this approach, we can show that n’ € ©(y/n) w.h.p.
due to Chernoff bounds.

Lemma 4.11. After sampling has been done in Phase 2a, n' € ©(y/n) w.h.p.

Proof. We show that n’ does not significantly deviate from its expected value with
the help of Chernoff bounds. For this, we show that n’ is upper bounded by a
constant factor of y/n (the proof that n’ is lower bounded by a constant fraction of
v/n works analogously). For each candidate e € C' let X, be the event that e has been
sampled to be in C’. We have that Pr[X. = 1] = Y% For the sum X = >eco Xe
of these events we have that E[X] =3 ¢ % = \/n, so the size n’ of the set C’ is
equal to \/n on expectation. Now choose 6 = 7&11?" for a constant c. For n high
enough it holds that 6 < 1. By Theorem 2.14(a) it follows that

_(\/W>2.\/ﬁ

Pr[X > (14 0)E[X]] < exp %3

= exp(—clogn)

< n ¢

Therefore, w.h.p., n’ is upper bounded by 2+/n. O

Phase 2b: Distributed Sorting

Our next goal is to compute the order of each candidate in C’ when sorting them by
their priorities (see Algorithm 7): For this we let the anchor assign a unique position
pos(e;) € {1,...,n'} to each candidate e¢; € C’" via decomposition of the interval
[1,n'] over the aggregation tree (similar to Phase 3 of Algorithm 5).

Every node routes each of its chosen e; € C’ to the node v; responsible for position
pos(c;) in the DHT (similar to Phase 4 of Algorithm 5). Then each node v; generates
n/ copies of e; and distributes them to n’ other nodes in the following way: Let
b(vi) = (vin,...,viq) be the first d = logn’ bits of v;’s unique bit string according
to the classical De Bruijn graph (recall that the aggregation tree is able to emulate
routing in the classical de Bruijn graph due to Lemma 2.7). Node v; stores a pair
([n'/2,n'/2], €;) for itself and sends a pair ([1,n'/2 —1],e;) to the node with bit string
(0,v3,1,...,viq—1) and another pair ([n'/2 + 1,7],€;) to the node with bit string
(L,vi1,...,vi4-1). Repeating this process recursively until a node receives a pair
([a,b], e;) with a = b guarantees that n’ nodes now hold a copy of e;. Observe that
this approach induces a (unique) tree T'(v;) with root v; and a height of at most
logn’ = ©(log /n) = ©(logn) when nodes remember the sender on receipt of a copy
of e;. Furthermore, there is no node serving as a bottleneck, which means that the
number of trees that a node participates in is only constant on expectation:
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Algorithm 7 Distributed Sorting

Input: e1,...,e, € C’
Output: Order for each ey, ..., e, based on priorities

Algorithm (executed for each e;)
Assign a unique position pos(e;) € {1,...,n'} to ¢;
Route ¢; to the node v; € V' responsible for pos(e;)
Distribute n' copies €1, ..., €, of €; over v 1,..., v € T(v;)
Route copy e; ;j to w; ; € V responsible for h(i,j) > e;; and e;j; meet at w; ;
if P(ei,j) > P(ej,i) then
Send (1,0) to v; 5, send (0,1) to v,
else
Send (0,1) to v; 5, send (1,0) to vj;
Aggregate & combine vectors to the root node v; € T'(v;)
to obtain the order of e;

Lemma 4.12. Let T'(v1),...,T(vy) be the unique trees as defined above and let
X ={T(vi) | we T(vi)}|. Then for all w € V it holds that E[X,)] = ©(1).

Proof. Having N remaining candidates eq, ..., ey, there exist N unique trees T'(v1),
..., T'(vn) out of which we select n' uniformly at random, i.e.,

Pr[Tree T'(v;) is selected] = n'/N = ©(y/n/N).
As each tree has height at most logn/, the number of nodes in each tree is equal to

logn’ logn/+1

.1 —2log ,
> Ql:ﬁzz.?‘)g" —1=2n —1.
i=0 B

Observe that since the root nodes of each tree are selected uniformly and independently
at random and the tree height is only logn/, all nodes in the trees are determined
uniformly and independently at random. Thus, the probability that a node w is part
of some tree T' is equal to 22=L = ©(1/y/n). We can therefore compute the expected

n

number of trees that w is part of: i.e., for X, = [{T'(vi) | w € T(v;)}| we get

E[X,] = N-© (}f) 0 (%) — 1),

O]

Denote the element e; ; as the j-th copy of e;, meaning that e; ; is the candidate e;
that is passed as part of the pair ([7, j], e;) previously. Let v; ; be the node in T'(v;) that
received e; ;. Then v; ; uses the pseudorandom hash function h : {1,...,n/}? — [0,1)
with h(i,j) = h(j,7) for any i,j € {1,...,n'} to route ¢; ; to the node w; ; in the
DHT maintaining the key h(i, j). Node v; ; also sends a reference to itself along with
e;.j. Once we have done this for all copies on all n’ aggregation trees, a node w; ; has
now received the following data: The copy e; ; along with the node v; ; and the copy
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e;,i along with the node v;;. Thus, w; ; can compare the priorities P(e; ;) and P(e; ;)
of e; j and e;;. Based on the result of the comparison, w; ; sends a vector (1,0) to
v;,; and a vector (0,1) to v;; (in case P(e; ;) > P(ejq)) or a vector (0,1) to v; ; and
a vector (1,0) to v;; (in case P(e; ;) < P(eji)). When v; ; receives a vector (1,0)
this means that there is one node in C’ that has a smaller priority than e;. Next, we
aggregate and combine all these vectors to the root of each tree T'(v;), using standard
vector addition for combining. This results in v; knowing the order of candidate e;
in C”: If the combined vector at v; is a vector (L, R) € N2, then the order of e; is
equal to L + 1.

Phase 2c: Reducing Candidates

In the next step, the anchor computes two candidates e; and e, such that we can
guarantee w.h.p. that the element of rank k lies between the ranks of those candidates.
For this, we consider the candidate e;, € C’ for which the rank is closest to k on
expectation, i.e., the candidate e, with order k - "W/ Due to the way we computed the
order of candidates in Phase 2b, there exists only one such element e, € C'. Now
we move ¢ candidates to the left/right of ej in the ordering of candidates in C’. Let
e; € C' be the candidate whose order is equal to [ = |k - ”W/ — (| and e, € C’ be the
candidate whose order is equal to r = [k - "Nl + (]. In case [ < 1 we just consider e,
and in case r > n/ we just consider ¢;. For now, we just assume [ > 1 and r < n/.
We delegate e; and e, up to the anchor in the aggregation tree.

Once the anchor knows ¢; and e,, it sends them to all nodes in the aggregation tree.
Now we compute the exact ranks of e; and e, in C via another aggregation phase. Each
node u computes a vector (I, 7,) € N2, where [, represents the number of candidates
in u.C' with a smaller priority than e; and r, represents the number of candidates
in u.C' with a smaller priority than e,.. This results in the aggregation of a vector
(L, R) € N? when using standard vector addition at each node in the aggregation
tree. Once (L, R) has arrived at the anchor, it knows that rank(e;) = L + 1 and
rank(e,) = R+ 1. To finish the iteration, the anchor updates vg.k to vo.k — rank(e;)
and tells all nodes u in another aggregation phase to remove all candidates e € u.C
with rank(e) < rank(e;) or rank(e) > rank(e,) and to aggregate the overall number
k' of those candidates up to the anchor, such that it can update vg.N. Then the
anchor starts the next iteration (in case vo.IN > /vg.n) or switches to the last phase
of the protocol (in case vg.N < /vp.1).

We now show that this approach further reduces the number of candidates. First
we want to compute the necessary number of shifts § such that rank(e;) < k for ¢
and rank(e,) > k for e, holds w.h.p., as this impacts the number of candidates that
are left for the next iteration of the second phase. For this we need the following
technical lemma:

Lemma 4.13. If ¢ € O(y/logn - ¥/n), then w.h.p. rank(e;) < k and rank(e,) > k.

Proof. We just show rank(e;) < k, as the proof for rank(e,) > k works analogously.
Let ex € C be the element with rank(ex) = k. Let X; = 1, if the candidate e; € C
with rank(e;) = i has been chosen to be in €’ in Phase 2a. Let X = 3% | X; be the
number of elements with rank less than or equal to k that are chosen to be in C’.
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Then E[X]| = k- % < y/n. The probability that too few candidates with rank smaller
than k have been chosen to be in C’ should be negligible, i.e., Pr[X < E[X]|—-(] <n~ ¢
for some constant ¢, where § denotes the number of steps that we have to go to the
left from the candidate with order k - % In order to apply Chernoff bounds, we
first compute & > 0 such that Pr[X < (1 —¢)E[X]] = Pr[X < E[X] — ¢]. Solving the
equation (1 — ¢)E[X] = E[X] — ( for € yields ¢ = (/E[X]. Using Chernoff bounds
(Theorem 2.14(b)) on Pr[X < (1 — ¢)E[X]] results in

Pr[X < (1 — )E[X]] < exp(—£’E[X]/2) < n~¢

for 2¢2E[X] = clogn, ¢ constant. Solving this equation for ¢ leads to ¢ = gllao[ng]L
By solving the equation ﬁ = ;E‘%‘ for ¢ we get

C:\/;ClognE[X]Sm:@(m%)

This means that choosing ¢ € O(y/logn - ¥/n) suffices to guarantee that rank(e;) <
rank(ex) holds w.h..p. O

Using Lemma 4.13 we are now ready to show that only 5 iterations of Phase 2
suffice until the remaining number of candidates is within O(y/n).

Lemma 4.14. After 5 iterations of the second phase, N € O(y/n) w.h.p.

Proof. Recall that by Lemma 4.10, we have N = O(n3/2 -logn) after the first phase.
Consider the candidates e; and e, as determined by the anchor. Due to Lemma 4.13
it holds that rank(e;) < k < rank(e,) and there are ¢ € O(y/logn - \/n) candidates
lying between e; and e, that are contained in C’; i.e., we consider the ordered sequence
€1, €141, €r_1, 6 of candidates in C’. We compute the number 3 of candidates
that lie between two consecutive candidates e;, e;11 € C’ such that the probability
that all 8 candidates have not been chosen in Phase 2a becomes negligible, yielding
an upper bound for the number of candidates lying between e; and e;11. Recall that
the probability that a candidate is chosen to be in C” is /n/N.

Pr[3 candidates between e; and e;41 are not chosen] = (1 —+/n/N)"
Vn
< _vT.
< exp ( N P
= n—C

for g =c- % -lInn=N-0 <k’%) and a constant c. Overall, it follows that N is
reduced by factor © (Cl\j‘%n) in each iteration of the second phase w.h.p. After five

iterations of the second phase N is reduced to

Clogn>5 Lemma 410 379 (logn)B
N ( T = n logn T
= log®(n) - vlogn - ¥/n
- o).
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Note that in case | < 1 (analogously r > n’), the set {e1,...,e,} C C’ contains at
most ¢ € O(y/logn - ¥/n) candidates, so Lemma 4.14 still holds.

4.4.3. Phase 3: Exact Computation

The third and last phase computes the exact k-th smallest element out of the
remaining candidates. This phase is basically just a single iteration of the second
phase, with the exception that each remaining candidate is now chosen to be in C’ in
Phase 2a, leading to each candidate being compared with each remaining candidate.
This immediately gives us the exact rank of each remaining candidate, as it is now
equal to the determined order, so we are able to send the candidate that is the k-th
smallest element to the anchor.
We are now ready to show Theorem 4.8:

Proof of Theorem 4.8. It is easy to see that in all three phases we perform a constant
amount of aggregation phases for a constant amount of iterations. Note that in
the second and third phase the time for a DHT-insert is O(logn) w.h.p. due to
Lemma 2.12. Also note that we perform the actions that have to be done in each of the
generated n' = O(y/n) trees in parallel, resulting in a logarithmic number of rounds
until the order of each chosen candidate is determined. As a single aggregation phase
takes O(logn) rounds w.h.p., we end up with an overall running time of O(logn)
w.h.p. for Algorithm 6.

For the congestion bound, note that the only time we generate more than a
constant amount of congestion at nodes is in the second phase when routing the
chosen candidates e; € C’ to the node v; responsible for pos(e;) in O(logn) rounds
w.h.p. Thus, as each node chooses % : % = ? = O(1) of its candidates to be in
C' on expectation, one can easily verify via Chernoff bounds and Lemma 2.8 that
this generates a congestion of (5(1) w.h.p. With the same argumentation in mind,
observe that the congestion generated for nodes that are part of at least one tree
T'(v;) is constant w.h.p., because each node participates in only two such trees on
expectation (Lemma 4.12). Participation of node u in one of these trees means that
u has to perform only one single comparison of priorities, leaving the congestion
constant.

Finally, one can easily see that the message size is O(logn) bits, because messages
in our protocol contain only a constant amount of elements, where each element can
be encoded by O(logn) bits due to its priority being within {1,...,n%}. O

4.5. Arbitrary Priorities

We are now ready to demonstrate how to use the protocol for distributed k-selection
from the previous section in order to implement a distributed priority queue for arbi-
trarily many priorities, i.e., for P = {1,...,n%}, ¢ € N constant. In order to provide
a scalable solution, we give up on the local consistency semantic (Definition 3.1(b)),
which makes our protocol serializable instead of sequentially consistent.
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4.5.1. Insert and DeleteMin

The general idea for processing requests is roughly the same as for the protocol with
constant priorities. We first aggregate batches in the aggregation tree to the anchor,
but instead of a batch representing both Insert and DeleteMin requests, we only
aggregate the overall number of Insert requests or the overall number of DeleteMin
requests. Consequently, we distinguish between separate Insert Phases and DeleteMin
Phases. Algorithm 8 summarizes our protocol.

Algorithm 8 Distributed Priority Queue for an Arbitrary Amount of Priorities

Insert Phase
Aggregate the number I € N of insertions to the anchor
vo.m — vog.m + 1
Broadcast the start of insertions over the tree
Store elements at random nodes

DeleteMin Phase
Aggregate the number D € N of deletions to the anchor
Determine the element with rank D using Algorithm 6
Assign a unique key k € {1,..., D} to the D most prioritized elements
Store these elements at the node maintaining the position h(k)
Assign a unique sub-interval [a,b] C [1, k] to each node
that has to execute b — a + 1 DeleteMin requests
10: Fetch the elements stored at positions {a,...,b}

Insert Phase. At the beginning of the Insert phase each node u generates a snapshot
of the number of Insert operations stored in its local buffer and stores it in a variable
u.I. Then the nodes aggregate all u.I’s to the anchor, using simple addition to
combine two numbers u.] and «’.I. When the anchor vy receives the aggregated
value vo.IT =Y,y u.] at the end of the first phase, it updates vy.m and announces
over the aggregation tree that nodes are now allowed to process Put requests on the
DHT. For each element e that some node u wants to store in the DHT it assigns
a key k(e) € N generated uniformly at random and sends e to the node v that is
responsible for k(e) in the DHT. Once v has received e, it sends a confirmation
message back to u. Upon receiving all confirmations for all its elements u switches
to the DeleteMin phase.

DeleteMin Phase. Aggregation of DeleteMin requests works analogously to the Insert
phase. At the end of the aggregation, the anchor vy receives a value D representing
the number of DeleteMin requests to be processed. Now we use Algorithm 6 to find
the element e with rank(e) = D. In order to assign a unique key k € {1,...,D} to
the D most prioritized elements, we proceed analogously as in Phase 3 of Algorithm 5
by decomposing the interval [1, D] into sub-intervals. Each node u assigns such a key
to all its stored elements that have a rank less than D. This can be determined by
sending the priority of the k-th smallest element along with each sub-interval. The
decomposition approach from Phase 3 of Algorithm 5 is also used to assign a unique
sub-interval [a,b] C [1, D] to each node that wants to execute b — a + 1 DeleteMin
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requests. For the last step of our algorithm consider a node u that wants to issue
d DeleteMin requests on the priority queue and consequently got assigned to the
sub-interval [a, b] such that d = b — a + 1. Then u generates a Get(h(k), u) request
for each key k € {a,...,b} to fetch the element that previously got stored in the
DHT at that specific position. This way, each DeleteMin request got a value returned
so nodes can then proceed with the Insert phase afterwards.

4.5.2. Analysis

The following analysis of the distributed priority protocol for arbitrarily many
priorities follows the same structure as the previous ones.

Lemma 4.15. The distributed priority queue with |P| € O(poly(n)) satisfies serial-
1zability.

Proof. To show serializability, we define the total order < for all priority queue
requests, whose serial execution is equivalent to the distributed execution of requests
in Algorithm 8. Recall that S is the set of all requests to be issued on the priority
queue. In order to define < we assign a unique virtual value to each request op via
the function ¢ : S — N. We divide S into pairs (S, Sg), where S? contains all Insert
requests processed in the i-th Insert phase and S% contains all DeleteMin requests
processed in the i-th DeleteMin phase. Obviously, UZT:1 S} U SiD = S where T denotes
the overall number of Insert and DeleteMin phases during the lifetime of the priority
queue.

For a subset S% containing k Insert requests we fix a randomly chosen permutation

of the requests (i.e., St = (insy,...,insx)) and set ¢(ins;) =i-j for all 1 < j < k. For
the corresponding set Sfj = {dely,...,del;} containing ! DeleteMin requests note that
each request gets assigned a unique key out of {1,...,1} by the anchor in case the

priority queue contains at least [ elements. Assume that the request del; got assigned
the key j by the anchor. Then we set ¢(del;) = j+i- k. In case the priority queue
contains less than [ elements, say only I’ elements, we order the requests in S%, such
that the first I’ requests got assigned a key by the anchor, while the other requests
did not get assigned a key (and thus return L). Afterwards, we set ¢(del;) =j+i-k
for all j < accordingly.

The total order < is then defined by the total order of all requests induced by ¢,
i.e., op; < op; if and only if ¢(op; < ¢(op;). This is in accordance with our protocol
because we handle Insert and DeleteMin requests in separate phases, which means
that we wait until all Insert requests have been processed before we start processing
all DeleteMin requests. Hence, our protocol satisfies serializability. ]

Lemma 4.16. The distributed priority queue with |P| € O(poly(n)) satisfies priority
queue consistency.

Proof. We prove each property of Definition 4.1 separately using the total order <
as defined in the proof of Lemma 4.15.

(a) Let (ins(u),del(v)) € M. Then the Insert phase where ins(u) got inserted in
the priority queue occurred before the DeleteMin phase where del(v)) has been
processed, so it follows ins(u) < del(v).
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(b) Let del(u),ins(v) € M and assume to the contrary that ins(v) < del(u). Again,
by definition of <, the Insert phase where ins(v) got inserted in the priority queue
occurred before the DeleteMin phase where del(u)) has been processed. Since
ins(v) is not matched, the element e inserted via this request is still contained
in the priority queue at the time where del(u)) is processed. Therefore del(u))
has to get matched to ins(v), which is a contradiction.

(c) Let (ins(u),del(v)) € M and assume that there exists ins(w) ¢ M such that
ins(w) < del(v) and P(ins(w)) < P(ins(u)). Since ins(w) < del(v) holds, the
elements inserted via ins(u) and ins(w) are still contained in the priority queue
once del(v) is processed in the subsequent DeleteMin phase. Thus, the element
inserted via ins(w) should have been taken out of the priority queue first since
P(ins(w)) < P(ins(u)) holds. This implies that ins(w) gets matched (either
to del(v) or some other DeleteMin request), which is a contradiction to our
assumption that ins(w) ¢ M.

This concludes the proof of the lemma. O

The next lemma serves as a proof for the number of rounds needed to process
priority queue requests successfully:

Lemma 4.17. The Insert phase and the DeleteMin phase finish after O(logn) rounds
w.h.p.

Proof. The runtime of the Insert phase follows from Corollary 2.10 and Lemma 2.12.
We argue that each step in the DeleteMin phase listed in Algorithm 8 takes at most
O(logn) rounds w.h.p. Aggregating the number D of deletions to the anchor can
be done in a single aggregation phase. Determining the element with rank D takes
O(logn) rounds w.h.p. due to Theorem 4.8. Assigning keys to the elements that have
to be removed is done via a broadcast down the aggregation tree, so it takes O(logn)
rounds w.h.p. (Corollary 2.10). Delivering these elements to the node responsible for
the corresponding key takes O(logn) rounds w.h.p. (Lemma 2.7). Decomposing the
interval [a, b] into sub-intervals and assigning these sub-intervals to all nodes again is
done via a broadcast down the aggregation tree, so it takes O(logn) rounds w.h.p.
Finally, fetching the elements stored at the corresponding positions in the DHT is
equivalent to issuing Get requests on the DHT, so it takes O(logn) rounds w.h.p.
(Lemma 2.12). O

Lemma 4.18. The distributed priority queue with |P| € O(poly(n)) has congestion
O(A).

Proof. At the beginning an Insert phase, each node u has at most A(u) - O(logn) =
O(A(u)) Insert requests buffered, since the previous phase lasted for O(logn) rounds
(Lemma 4.17) and u could have generated at most A(u) requests per round. For
each of those requests, u delegates the element to a randomly chosen node, resulting
in u having to process @(A(u)) requests at once. Since each of these delegations
needs O(logn) rounds w.h.p. (Corollary 2.10) to finish and the aggregation tree only
generates congestion up to a polylogarithmic factor (Lemma 2.8), the lemma follows
for the Insert phase.

59



Chapter 4. Distributed Priority Queues and k-Selection

For the DeleteMin phase, the steps of Algorithm 8 where we use the aggregation
tree have no impact on the upper bound for the congestion. For selecting the element
with rank D, the congestion is (’5(1) due to Theorem 4.8. In the last step at which
nodes fetch data from the DHT we can use the same argumentation as for the Insert
phase, so the lemma follows. ]

Lemma 4.19. Messages generated in the distributed priority queue with |P| €
O(poly(n)) consist of O(logn) bits.

Proof. First note that the number of priority queue requests can only be polynomial
in n. Due to Lemma 4.17 each node may generate up to A € O(poly(n)) new requests
for logn rounds until the next phase is started. Thus, aggregating the number of
priority queue requests to the anchor yields a message size of O(logn). Note that
in order to decompose and assign (sub-)intervals to all nodes we only need to store
a single interval in each message (similar to Phase 3 of Algorithm 5). Keeping this
argumentation in mind and the fact that our protocol for distributed k-selection uses
only O(logn)-bit messages (Theorem 4.8), one can easily see that Algorithm 8 uses
only O(logn)-bit messages. O

The following theorem summarizes the results obtained in this section.

Theorem 4.20. Algorithm 8 implements a distributed priority queue for an arbitrary
amount of priorities with the following properties:

(a) The distributed priority queue satisfies serializability and priority queue consis-
tency.

FEach priority queue request is finished after at most O(logn) rounds w.h.p.

)

(¢) The distributed priority queue has congestion O(A).
) Messages generated in the distributed priority queue consist of O(logn) bits.
)

If the distributed priority queue contains m elements, each node stores m/n
elements on expectation.
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CHAPTER 5 -

Conclusion and Outlook of Part |

To conclude the first part of this thesis, we sum up our results on distributed data
structures and give some more details regarding further properties and potential
future work in this area.

Conclusion

Table 5.1 summarizes the most important properties of all the distributed data
structures presented in the first part of this thesis. Note that all of these data
structures also support fairness due to the underlying distributed hash table, so all
nodes store the same amount of elements on expectation. Furthermore, all of our
protocols support Join requests in O(logn) rounds and Leave requests in O(1) rounds
due to Theorems 3.18 and 3.19.

Data Structure Semantics | Requests | Congestion | Message Size
Queue SC+QC | O(logn) O(A) O(Alog®n)
Stack SC+StC | O(logn) O(A) O(logn)
P-Queue, |P| € O(1) SC+PQC | O(logn) O(A) O(Alog?n)
P-Queue, |P| € O(poly(n)) | S+PQC | O(logn) O(A) O(logn)

Table 5.1.: Table for all distributed data structures and their properties (semantical
guarantees, runtime for requests, congestion and maximum message size
in bits) obtained via Theorems 3.11, 3.17, 4.6 and 4.20. In the semantics
column, SC stands for sequential consistency, QC for queue consistency,
StC for stack consistency, PQC for priority queue consistency and S for
serializability. All bounds on the runtime hold with high probability.

In scenarios where the rate A in which requests on the data structure are generated
is very high, the distributed stack and the priority queue for arbitrarily many priorities
perform very well, since the size of messages does not depend on A but only on n.
The reason why the size of messages in the distributed queue protocol is higher than
just O(logn) is that the queue satisfies local consistency in addition to serializability,
so when aggregating batches to the anchor, we have to respect the local order in
which requests are generated by the nodes. One way to reduce the size of messages to
O(logn) in the distributed queue would therefore be to give up on local consistency
and only require serializability. Our protocol can easily be modified to work this
way, as one only has to set up separate Enqueue and Dequeue phases in the same
manner as we did for the distributed priority queue with arbitrarily many priorities.
The same strategy could be applied to the priority queue with a constant amount of
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priorities, by which we obtain the same properties as for the priority queue for an
arbitrary amount of priorities. While we believe that both, Algorithms 5 and 8 are
viable in practice with the above modifications, we recommend running Algorithm 5
when there is only a constant amount of priorities as the protocol for distributed
k-selection induces a higher constant factor behind the O(logn) runtime bound.
However, as soon as we need a priority queue with more than a constant amount of
priorities, we recommend running Algorithm 8.

Aside from the above argumentation, improving any of the protocols from Table 5.1
probably requires different techniques than we used in this thesis, potentially requiring
a different network topology of the processes. This then comes with the problem of
having to adjust the protocols for Join and Leave as they rely on the LDB network
structure and abuse the fact that the (virtual) nodes only form a simple ring, which
makes updating the topology fairly easy compared to other graphs where the degree
of nodes is larger than 2.

Outlook

Heterogeneous Distributed Data Structures. So far, we assumed homogeneity,
i.e., we assumed that all processes have the same capabilities, for example, regarding
their storage and their bandwidth. An interesting direction for future research could
be to assume heterogeneity. Here, one could assume that processes now have different
capabilities in terms of storage space and/or bandwidth.

Processes with a higher storage capability are able to store more elements of the
data structure. As a consequence, one could aim to let a process u, whose storage
capability is p% of the total storage, receive p% of the elements of the data structure
(this would replace the fairness definition used in this thesis). As a starting point,
one could have a look at already existing versions for heterogeneous distributed hash
tables like [KKS13].

The bandwidth of a processes is an indicator on how many messages the process
can send and receive within a specific amount of time. One could try to have processes
with a higher bandwidth take more responsibility in the distributed protocol, for
example by choosing a different network topology. Combined with a suitable protocol,
this could result in a potential speedup in the worst-case runtime for data structure
requests.

Further Distributed Data Structures. While queues, stacks and priority queues
are fundamental data structures, there are many other data structures that could
require effective distributed implementations. The most relevant example right now is
probably the distributed ledger that is often used in blockchain protocols. Blockchain
protocols are able to provide a total order on transactions issued by all the nodes,
mostly via the use of expensive distributed consensus protocols. We believe that
using the distributed queue could potentially be helpful to establish such a global
transaction in a more cost-efficient manner.

Further data structures for which there exist concurrent algorithms already could
also ask for distributed implementations. Consider, for example, search trees [AS16]
or pools [AHS94].
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Fault-Tolerant Distributed Data Structures. Another potentially interesting di-
rection for future research is to investigate if one can make our distributed protocols
fault tolerant. Here one could investigate if there are possibilities to cope with
byzantine nodes that could maliciously work against other honest nodes, for example
by flooding the system with a large amount of corrupted requests or by sending wrong
batches to disrupt the protocols. A possible approach to tackle the latter problem
could be to form a committee of nodes that try to reach consensus on the correct
batch that arrives at the anchor. One has to make sure that the number of honest
nodes outnumber the byzantine nodes in the committee the data structure. Similar
strategies (called sharding) are also used to perform tasks such as improving the
performance and scalability of distributed ledgers, see for example Elastico [Luu+16]
or OmniLedger [Kok+18].

Making our data structures self-stabilizing could also be another possibility in order
to automatically repair the system without having to rely on external intervention.
In the second part of this thesis we present self-stabilizing protocols that are able to
automatically repair the network topology that is formed by the processes. Similar
techniques have to be applied to our distributed data structures (in fact, the linearized
De Bruijn network has already been made self-stabilizing [RSS11]) — not only to
repair the topology (i.e., the LDB network) but also to make sure that elements of
the data structure are stored by the correct node and that one can detect whether
insertion and deletion requests are processed correctly on the correct data set all
the time. A similar problem has already been investigated in [KS18] where the
authors presented a self-stabilizing protocol for the embedding of a Patricia trie
into a distributed system. This makes us confident that one is able to construct
self-stabilizing protocols for our distributed data structures in a similar manner.
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Self-Stabilizing Overlay Networks
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CHAPTER

Preliminaries

In the second part of this thesis we study self-stabilizing overlay networks. An overlay
network is a virtual network that is built on top of the physical network. A single
edge in an overlay network may correspond to a path in the underlying physical
network. Overlay networks are used in distributed systems, especially in peer-to-peer
networks of client-server applications. As the underlying physical network may not
be coordinated (i.e., the edges do not resemble a certain class of graph topologies),
overlay networks improve the coordination among the nodes. Depending on the
application, different topologies have to be considered. For example, to provide short
routing paths, a network with a low diameter would be preferable, such as a clique.
In case the location of the nodes plays a role, such as in wireless networks, we could
use Delaunay graphs, unit disk graphs or quadtrees. Finally, overlay networks can
also be used to support distributed applications such as publish-subscribe systems.

In this part of the thesis, we are specifically concerned with making the overlay
networks self-stabilizing, meaning that we require the network to repair itself once it
does not form the desired topology anymore due to the results of faults or adversarial
attacks. These kinds of errors are common in distributed systems. The repair
process should be done only by the participants of the network and without external
intervention. More specifically, when the system starts in any arbitrary initial state,
we want the system to arrive in a legitimate state within a finite amount of time.
Also, once the system has reached a legitimate state, it should stay in legitimate
states thereafter in case the set of nodes remains static and no faults (for example,
blackout of nodes or message loss) occur.

In this thesis we present novel distributed algorithms for repairing overlay networks
and build them into specific topologies that serve one of the above mentioned
applications. Specifically, we show how one can manipulate the edges of the overlay
network in order to build generalized De Bruijn graphs, quadtrees and supervised
publish-subscribe systems in a self-stabilizing manner. Such algorithms fall in the
category of topological self-stabilization. Our protocols rely on some well-known
primitives for the manipulation of overlay edges, as well as on self-stabilizing protocols
for sorted lists and rings, which we are going to introduce in this chapter.

Outline of This Chapter. We first state the model in Section 6.1. Then we
give a precise definition for self-stabilization and also introduce the four universal
primitives (Introduce, Forward, Merge and Fusion) for manipulating overlay networks
(Section 6.2). Afterwards, we give an overview of related work on self-stabilization and,
more specifically, topological self-stabilization (Section 6.3). We finish this chapter
by presenting the well-known protocol for self-stabilizing sorted lists (Section 6.4)
and its extension to self-stabilizing sorted rings (Section 6.5). These protocols serve
as a base for the protocols in the next chapters.
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6.1.

Model

We first define the overlay network similar to Definition 2.1 from the first part of
this thesis.

Definition 6.1. The overlay network is a directed graph G = (V, E) for a fized set
of n nodes with the following properties:

(a)

(b)

Each node uw € V represents a single process and is identified by a unique
identifier, or short ID, denoted by id(u) € N.

FEach node uw € V. maintains local protocol-based variables and has a channel
u.Ch, which is a system-based variable that contains incoming messages. A
channel may store any finite number of messages. Messages are never duplicated
nor do they get lost in the channel.

If a node u has the reference of some other node v stored in one of its local
variables, u can send a message m to v by putting m into v.Ch. There is a
directed edge (u,v) € E whenever u stores a reference of v in one of its local
variables or there exists a message in u.Ch carrying the reference of v. In the
former case, we call that edge explicit (drawn solid in figures) and in the latter
case we call that edge implicit (drawn dashed).

Nodes may execute actions, which we define in the following:

Definition 6.2. A node may execute the following types of actions:

(a) The first type is of the form

(label)({parameters)) : (command),

where label is the name of that action, parameters defines the set of parameters
and command defines the statements that are executed when calling that action.

(b) The second type for an action is of the form

(label) : {guard) — (command),

where label and command are defined the same as above and guard is a predicate
over local variables. Such an action may be executed only if its guard is true.

Actions of the first type may be initiated locally or remotely; i.e., every message
that is sent to a node has the form (label)((parameters))!. When a node u executes
the action represented by the message m, it removes m from u.Ch. An action whose
guard is simply true is called Timeout and is executed periodically by each node.

Definition 6.3. The system state is an assignment of values to every node’s variables
and messages to each channel.

'Having a node u send a message of the form (label)((parameters)) to some node v is denoted by
v < (label) ((parameters)) in the pseudocode for the node wu.
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If an action can be executed by some node u (meaning that either there is a
message in u.Ch that requests to call that action, or its guard is true), we call that
action enabled for wu.

Definition 6.4. A computation is an infinite sequence (s, s1,...) of system states,
where the state s;1 is reached from its previous state s; by executing an action that
is enabled in s;. A state s' is reachable from some state s if we end up in state s
via a sequence of action executions when starting in state s. We call the first state sg
of a given computation the initial state.

We assume fair message receipt, meaning that every message that is contained in
some channel is eventually processed and thus its corresponding action is executed
eventually. Furthermore, we assume weakly fair action execution, so if an action is
enabled in all but finitely many states of a computation, then this action is executed
infinitely often. Consider the Timeout action as an example for this; i.e., Timeout is
executed periodically by each node. We place no bounds on message propagation
delay or relative node execution speed, which means that we allow fully asynchronous
computations and non-FIFO message delivery.

Our protocols do not manipulate node identifiers and thus operate on them only in
compare-store-send mode: i.e., the nodes are only allowed to compare node identifiers,
store them in their local memory or send them in a message. We assume that there
are no corrupted node identifiers (i.e., IDs of unavailable nodes) in the initial state of
the system. Identifying corrupted IDs requires failure detectors, which is not within
the scope of this thesis. Since our self-stabilizing protocols just deal with IDs in a
compare-store-send manner, this implies that node IDs have to be non-corrupted for
all computations, as has been shown in [NNS13, Theorem 2]. Nevertheless, the node
channels may initially contain an arbitrary finite number of messages containing false
information. We call these messages corrupted, and we will argue that eventually
the system reaches a state without corrupted messages when starting at some initial
state.

6.2. Self-Stabilization and Primitives for Overlay Networks
We are now ready to precisely define the notion of self-stabilization.

Definition 6.5 (Self-Stabilization). A protocol is self-stabilizing w.r.t. a set of
legitimate states if it satisfies the following two properties:

(a) Convergence: Starting from an arbitrary system state, the protocol is guaranteed
to reach a legitimate state.

(b) Closure: Starting from a legitimate state, the protocol remains in legitimate
states thereafter.

In order for our distributed algorithms to work, we require the directed graph G
containing all explicit and implicit edges to stay at least weakly connected at every
point in time. A directed graph G = (V, E) is weakly connected if the undirected
version of G is connected; i.e., for two nodes u,v € V there is a path from u to
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v in the undirected version of G. Once G consists of multiple weakly connected
components, they cannot be connected to each other anymore as it has been shown
in [NNS13, Theorem 1] for compare-store-send protocols. The self-stabilizing protocol
will work on each connected component individually instead.

Defining the set of legitimate states is crucial in order to prove for a protocol that
it is self-stabilizing. As we are dealing with topological self-stabilization in this thesis
for most of the time, the legitimate state is usually defined by the graph induced by
the explicit edges, which means that our goal is to transform any initially weakly
connected graph to a graph where the explicit edges form some desired topology. We
give precise definitions for the set of legitimate states for all of our protocols in the
corresponding chapters.

In order to manipulate the edges of the network, we rely on four simple primitives,
which we present in the following.

Definition 6.6. The following primitives are allowed to manipulate the edges of the
graph G = (V, E):
(a) Introduce: If a node u has references to nodes v and w, then u may introduce

w to v by sending a message containing the reference of w to v. For the special
case that u = w, we say that u introduces itself to v.

(b) Forward: If a node u has references to nodes v and w with v # w, then u
may forward w to v by sending a message containing the reference of w to v.
Afterwards, u removes the reference to w from its local storage. We may also
say that u forwards its edge to w to the node v.

(¢) Merge: If a node u has references to nodes v and w such that v = w, then u
may merge these references by keeping only one in its local storage and deleting
the other.

(d) Invert: If a node u has a reference to some node v, then u may reverse the
connection to v by sending a message containing its own reference to v and
deleting the reference to v from its local storage afterwards.

Consider Figure 6.1 for an illustration of the primitives. Intuitively, the roles of
these primitives is that Introduce is used to increase the number of edges, Forward is
used to separate two nodes from each other, Merge is used to reduce the number of
edges and Invert is used to make a node unreachable.

It is easy to see that these four primitives preserve the weak connectivity of the
graph at any point in time. Also, as shown in [KSS17], these primitives together are
known to be universal:

Theorem 6.7 (Universality, [KSS17]). The primitives Introduce, Forward, Merge
and Invert are universal: They can turn any weakly connected graph G = (V, E) into
any other weakly connected graph G' = (V, E').

Note that in order to construct any strongly connected graph, the primitives
Introduce, Forward and Merge already suffice. Finally, it has also been shown in [KSS17]
that the four primitives are needed in order to provide universality.

Theorem 6.8 (Necessity, [KSS17]). Introduce, Forward, Merge and Invert are neces-
sary for universality.
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o
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Figure 6.1.: Illustration of the four primitives. Straight lines indicate explicit edges,
dashed lines indicate implicit edges.

6.3. Related Work

We cover related work from the area of self-stabilization and, more specifically, from
the area of topological self-stabilization. Further related work that is more relevant
to the protocols in the following chapters will be covered in separate sections.

Self-Stabilization. The concept of self-stabilizing algorithms for distributed sys-
tems goes back to the year 1974, when E. W. Dijkstra introduced the idea of self-
stabilization in a token-based ring [Dij74]. This seminal work marked the beginning
of a whole new research area. Researchers started to create self-stabilizing protocols
for various settings, including (but not limited to) classical problems in distributed
computing such as maximal matching [HH92; Man+09; Coh+16], coloring [GK93;
SS93; LC10; LL14] or clock synchronization [DW04; BDHO08; KL.19; FKS20]. There-
fore it is not surprising that Dijkstra’s seminal work on self-stabilization has been
referred to as “his most brilliant work” by Leslie Lamport in his ACM PODC keynote
address [Lam85]. For a survey on self-stabilizing algorithms consider the book by
Dolev [Dol00].

Topological Self-Stabilization. The first topologies that were investigated have
been self-stabilizing sorted lists [ORS07; Gal+14] and rings [SR05; CF05]. One
fundamental technique that lays the foundation for many other works in this area
(including the ones presented in this thesis) is linearization. The idea is that a
node always keeps the nodes that are closest to it (w.r.t. to some total order of the
nodes) from its local point of view and forwards all other edges away, such that in a
legitimate state each node only knows its closest left and right neighbor. Using this
technique, one is able to sort the nodes in a self-stabilizing manner and thus arrange
all nodes in a sorted list (see the next section for more details).

Self-stabilizing protocols that rely on sorted lists or rings are, for example, chord
graphs [KKS14; Ben+13] and small-world networks [KKS12].

Much work has also been done on trees [AK93; Hér+-06; Clé+08; DK08; AWO07],
but the scenario here is that the network graph is static and a self-stabilizing solution
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computes a set out of these static edges that together form a (spanning-) tree. A
topologically self-stabilizing solution is presented by Goétte et al. [GSS18]. They show
how to compute a minimum spanning tree when given an overlay network as an
initially weakly connected graph G = (V, E) and a tree metric d : V2 — R* that
assigns a weight to each edge that can possibly exist in the overlay network. The
idea here is similar to the linearization technique, as each node forwards an edge
that can be replaced by a more light-weight edge. This makes the protocol locally
checkable, meaning that each node is able to check if its own state is illegal from its
local point of view. Note that nodes cannot locally decide if the entire system is in
a legitimate state. However, local checkability comes with the advantage that we
do not need to invest global communication to check if the system is in a legitimate
state — the system is in a legitimate state once all nodes are in a legitimate state
from their local point of view.

There exist self-stabilizing protocols for skip lists and skip graphs [NNS13; CNS12].
Unfortunately, skip graphs cannot be checked locally for correctness, as nodes are not
able to deduce whether the skip graph is in a correct state based only on their local
neighborhood. Nevertheless, Jacob et al. [Jac+14] came up with a self-stabilizing
protocol for a SKIP™ graph that extends the skip graph by additional edges that
allow for local checkability. The protocol also relies on a sorted list that is built at
each of the O(logn) levels of the skip graph.

A self-stabilizing clique has been proposed in [KKS15]. The idea of the protocol is
to first collect the references of all nodes at the node with maximum identifier and
then broadcast this information via a sorted list.

Having access to a clique can also be useful when constructing self-stabilizing
protocols for any desired topology, as has been demonstrated by Berns et al. [BGP13]
in their Transitive Closure Framework. Here the idea is to construct a clique once
at least one node found out that it is not in a legitimate state. Once the clique has
been constructed, each node is able to compute its correct set of neighbors locally
and thus remove all other edges via the Forward primitive. Since such a protocol
lets the degree of nodes become quite large temporarily, the AVATAR-framework has
been proposed [Ber15], which is also able to create different families of graphs while
bounding the amount by which the degree of nodes increases to a polylogarithmic
factor on expectation only.

Another important aspect in topological self-stabilization includes investigating
the leave problematic, where one asks for self-stabilizing protocols that are able to
safely exclude nodes that want to leave the system. It is important to note that nodes
cannot simply leave the system on their own, as such an action may disconnect the
graph. Therefore, one may ask if there exist self-stabilizing protocols that are able
to exclude leaving nodes from the system. Here it has been shown that in general it
is impossible for local control protocols to solve this problem reliably [For+14], so
one has to make use of oracles. However, if nodes that want to leave are just allowed
to be put into a sleeping state while still remaining in the system, one can construct
a self-stabilizing protocol that guaranteed that all leaving nodes are in the sleeping
state once the system reaches a legitimate state [KSS17].

For more insights on the techniques used in topological self-stabilization, we
recommend our survey on algorithms for self-stabilizing overlay networks [FSS20].
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6.4. Self-Stabilizing Sorted Lists

In this section we describe the well-known protocol for the self-stabilizing sorted list,
called BuildList.

Given an initially weakly connected directed graph G' = (V| F) and a total order
< on the nodes, the goal of BuildList is to transform G into a line graph G’ = (V, E’)
such that the explicit edges in E’ form a sorted list.

In this section we define u < v if and only if id(u) < id(v). We want to emphasize
that < may be defined differently in the following chapters, but this does not impact
the BuildList protocol as it works on any predefined total order. The following
definition introduces some additional terminology:

Definition 6.9. A node u € V is left to v € V, if u < v, otherwise u is right to v.
The closest left neighbor of some node uw € V' is the node v such that

v<uAVw#v,w<u:w=<uv.
Similarly, the closest right neighbor of some node uw € V' is the node v such that
u<vAYw#v,u<w:v<w.

Before we describe BuildList, we state the variables that have to be maintained by
each node u € V:

Definition 6.10. For the BuildList protocol, each node u € V maintains the following
variables:

(a) u.left € V.U{L}: Stores u’s current left neighbor in the sorted list.
(b) w.right € V.U {L}: Stores u’s current right neighbor in the sorted list.

On the basis of the above variables, we define the legitimate state that has to be
reached by BuildList:

Definition 6.11 (Legitimate State for BuildList). The system is in a legitimate state
for BuildList if the following properties hold for each node u € V :

(a) u.left stores the closest left neighbor of u or L if there exists no node that is
left to u.

(b) w.right stores the closest right neighbor of u or L if there exists no node that is
right to u.

Figure 6.2 illustrates a possible legitimate state for the sorted list.

The idea of BuildList is that each node w keeps its closest left and right neighbors
on the basis of its local information. All other node references to nodes v should
be forwarded by u to either wu.left or u.right, depending on whether u < v or v < u
holds. Since u knows the reference of v, it also knows id(v), so it is able to compare
id(v) to its own ID.

BuildList (Algorithm 9) consists of the actions Timeout and Linearize(v). Timeout is
executed periodically at each node and Linearize(v) can be called locally or remotely.
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- -

R

Figure 6.2.: Possible legitimate state for BuildList. Note that a legitimate state only
requires the explicit edges (straight edges) to form a sorted list.

Algorithm 9 The BuildList Protocol (executed by each node u € V)

1: Timeout: true —

2 if u < u.left then
3 Linearize(u.left)
4 u.left + 1

5: if u.right < u then
6

7

8

9

Linearize(u.right)
w.right <1
u.left <— Linearize(u)
u.right < Linearize(u)

10: Linearize(v):
11: if v < u.left then

12: u.left < Linearize(v)
13: if u.left < v < u then
14: v < Linearize(u.left)
15: u.left < v

16: if u < v < u.right then
17: v < Linearize(u.right)
18: w.right < v

19: if u.right < v then

20: u.right < Linearize(v)

In Timeout a node u first performs a consistency check for its variables w.left
and wu.right. In case u < wu.left holds, u forwards w.left by locally calling the action
Linearize(u.left) and then setting u.left <—_L. Analogously, u performs the consistency
check with its variable u.right. After the consistency checks, u introduces itself to its
left and right neighbor by calling the action Linearize(u) on them.

Upon executing Linearize(v) at u for some node v < u, u proceeds based on one of
the following two cases:

(i) If v < w.left, then u just forwards v to w.left.

(ii) If u.left < v < u, then u has found a new closest left neighbor: Consequently,
u forwards u.left to v and stores v in w.left afterwards.

In case u < v, u proceeds analogously using its variable u.right in this case. Consider
Figure 6.3 for an illustration of the Timeout and Linearize action.
From [ORS07] we derive the following theorem:
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-———— ————-—

() u.left ( )u.right ( ) » u.left u.right

(a) Timeout executed at wu.

-————— - ———— -—--
- - - ~

@ O u.left @\ * é CD‘ﬁ@

——_————

3 OO = & 00

) Linearize(v) executed at u for the cases v < w.left and u.left < v < w.

Figure 6.3.: Illustration of the actions Timeout and Linearize (for u’s left neighbor).

Theorem 6.12. BuildList is self-stabilizing with regard to the legitimate state from
Definition 6.11.

Proof (Sketch). In order to show convergence, consider a pair of nodes (u,v) with
u < v that is adjacent in legitimate states. As the graph G is weakly connected,
there exists an undirected path P from u and v. Let Py, (u,v) = argmin,, cp id(w)
be the node with minimum identifier among all nodes on the path from v to v.
Similarly, let Ppqq(u,v) = argmax,,cp id(w) be the node with maximum identifier
among all nodes on the path from u to v. Define the potential function ®(u,v) =
Praz(u,v) — Ppin(u,v). One can show via case distinction that ® monotonically
decreases over time until it holds that ® = id(v) — id(u). This corresponds to (u,v)
being directly connected, which implies convergence.

For closure, we argue that an explicit edge (u,v) is only forwarded, if u gets to
know a closer neighboring node than v. However, this is not possible as the nodes
already form a sorted list, so closure holds. O

6.5. Self-Stabilizing Sorted Rings

We extend BuildList to a (also well-known) protocol for a sorted ring, called BuildRing.
To do so, each node v maintains an additional variable u.ring € VU{_L}. In BuildRing
we distinguish between list edges (represented by wu.left and u.right) and ring edges
(represented by wu.ring).

Definition 6.13 (Legitimate State for BuildRing). The system is in a legitimate
state for BuildRing if the following properties hold for each node u € V:

(a) The explicit list edges represented by u.left and w.right are in a legitimate state
according to Definition 6.11.

(b) Let vy, € V' be the node that is minimal w.r.t. < and let Ve, € V' be the
node that is mazximal w.r.t. <. If u = Vs, then w.ring = Umae. Stmilarly, if
U = Umagz, then w.ring = Vmim- If Umin # U # Umag, then u.ring =1,
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—————-—

Figure 6.4.: Illustration of the additional actions of BuildRing. Red edges denote ring
edges, black edges denote list edges.

List edges are handled by the BuildList protocol as usual. We introduce an extension
to the Timeout action of BuildList and a new action IntroduceRing, the latter being
responsible for forwarding ring edges. Intuitively, we let nodes u that do not have
a left (or right) neighbor create new implicit ring edges to themselves in Timeout.
These ring edges are then forwarded along the sorted line via IntroduceRing until
they reach the node that is furthest away from u. We describe these extensions in
more detail now for each node u € V' (see also Figure 6.4 for an illustration):

(i) If in Timeout, u does not have a ring edge and does not have a left (or right) list
neighbor, then u creates a ring edge to itself and forwards that edge to u.left
(or w.right) by calling the action IntroduceRing(u) on w.right (or on wu.left).

(i) If u.left #L (or u.right #<) and u.ring #L with u < w.ring (or u.ring < u)
in Timeout, then u forwards w.ring to u.left (or u.right) by calling the action
IntroduceRing(u.ring) on u.left (or on w.right).

(iii) If v has a ring edge that cannot be forwarded via the action (ii), then u
introduces itself to u.ring in Timeout by calling IntroduceRing(u) on wu.ring,
generating the implicit edge (u.ring, u).

(iv) If u has an explicit ring edge (u,v) and receives an implicit ring edge to some
node w via IntroduceRing(w), then u keeps the node stored in w.ring that
is further away from u according to <. The other edge, say (u,v), is then
forwarded to the BuildList protocol; i.e., it is transformed into a list edge. u
also introduces v to w via the Linearize action of the BuildList protocol.
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Algorithm 10 The BuildRing Protocol (executed by each node u € V)

1: Timeout: true —

2 if u.ring =1 then

3 if w.left =1 Au.right #1 then
4: u.right < IntroduceRing(u)

5: if w.left #1 Au.right =1 then
6: u.left < IntroduceRing(u)

7 else

8 if u.left A1 Au < u.ring then

9 u.left <— IntroduceRing(u.ring)

10: u.Ting <L

11: if w.right #1 Au.ring < u then

12: u.right < IntroduceRing(u.ring)

13: u.ring <1

14: if (u.left =L Au < u.ring) V (u.right =L Au.ring < u) then
15: u.ring < IntroduceRing(u)

16: Call Timeout from Algorithm 9

17: IntroduceRing(v):
18: if u.ring =1 then

19: if (v<uAwuright=1)V (u<vAu.left =1) then

20: U.TING <— v

21: if v < u A u.right #1 then

22: u.right < IntroduceRing(v)

23: if u < v Auleft #1 then

24: u.left < IntroduceRing(v)

25: else

26: if v < u Awu.ring < u then

27: Let w € {v,u.ring} be the node that is further away from u
28: Let w" € {v,u.ring} be the other node

29: U.TING — W

30: u < Linearize(w’) > Action Linearize from Algorithm 9
31: w <« Linearize(w’)

32: else if (v < u < w.ring) V (u.ring < v < v) then

33: u < Linearize(v)

34: u < Linearize(u.ring)

35: u.Ting <1

From [KKS14] we derive the following theorem:

Theorem 6.14. BuildRing is self-stabilizing with regard to the legitimate state from
Definition 6.13.

Proof (Sketch). Via case distinction, one can show that for each ring edge that

connects two connected components, BuildRing eventually generates a corresponding
list edge. Therefore, it follows that the subgraph of G induced by the list edges
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eventually becomes weakly connected. Applying Theorem 6.12 implies that the
sorted list converges. Now, once the nodes have already formed a sorted list, one can
show that eventually all ring edges vanish, except the ring edges between the nodes
Umin, Umaz With minimum and maximum identifier (such that Definition 6.13(b) is
satisfied). For this, notice that according to our rules, ring edges are always forwarded
in the sorted list via the action IntroduceRing until they reach vy, (Or Vmges). Upon
receiving an implicit ring edge e t0 U4z, the node vy, transforms e into an explicit
ring edge by storing v,,4; i Vpin.ring. In its Timeout action, v,,;, then introduces
itself to vpqy via the rule (iii), such that an explicit ring edge (Vmaz, Vmin) is created
by vmaz. Therefore, BuildRing converges.

The closure property follows from the closure of BuildList (Theorem 6.12) and
the fact that BuildRing does not create any additional explicit ring edges but only
implicit edges (Vimins Vmaz)s (Vmazs Umin), which are immediately merged with their
corresponding explicit edges. O

Whenever we want to make use of a self-stabilizing sorted ring, we use the BuildRing
protocol. However, in order to provide a clean presentation of our algorithms, we
omit the variable u.ring and instead just assume that each node u has stored its left
and right ring neighbors in the variables u.left and w.right, respectively. This means
that in legitimate states, the node v, stores the node v, in its variable v, left
and, analogously, Ve, stores vy, in its variable v,,q..Tight.
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CHAPTER 7 -

Self-Stabilizing Generalized De Bruijn Graphs

In this first technical chapter of the second part, we investigate self-stabilizing overlay
networks that are able to route messages with as few hops as possible. Such networks
are useful for tasks such as in real-time applications like search engines, multiplayer
games or social media networks, as the performance of these kinds of systems benefits
from a low latency/delay. For example, experiments in [Bru09] show that users issue
fewer search requests when the latency on Google web servers is increased by only
100 ms. For many systems there are hard deadlines on the delay that is acceptable:
Multiplayer games often require server-side delays of at most 10 ms.

To keep the delay low, we require an overlay network to form a topology with a
low diameter in legitimate states such that requests can be delivered quickly to the
correct entity. We are interested in self-stabilizing systems that are able to route
requests to their target as fast as possible even under a large number of participants.
For example, routing in a simple line structure takes ©(n) hops, whereas routing in
a De Bruijn graph can be done in O(logn) hops. Both of these structures have only
a constant node degree. If the degree of the nodes is much higher (i.e., in a clique),
routing can be done way more effectively. We can send requests to their destination
in only one hop, since every node is connected to every other node in the system.
The drawback here is that nodes have to maintain a large number of outgoing edges,
which may be very costly w.r.t. storage space.

Our goal is to develop a self-stabilizing protocol for a network in which the node
degree is lower than the node degree in the clique, but still enables to route requests
to their destination in a constant number of hops w.h.p. Given a constant d > 2,
our network has a diameter of d (w.h.p.) in every legitimate state. As a network
topology, we use the generalization of the standard d-dimensional De Bruijn graph,
called a generalized De Bruijn graph.

The self-stabilizing protocol consists of a combination of sub-protocols. We rely
on a sorted list onto which we build additional connections, resulting in a sorted
n-connected list. We use this topology to establish De Bruijn edges for log(#/n)
levels, such that each node has an outdegree of ©(/n) in the resulting structure. By
doing so, we achieve an asymptotically optimal balance between the degree of nodes
and the diameter of the network.

Underlying Publication. This chapter is based on the following publication:

M. Feldmann and C. Scheideler. “A Self-stabilizing General
De Bruijn Graph”. In: Proceedings of the 19th International

Symposium on Stabilization, Safety, and Security of Distributed
Systems (SSS), 2017, cf. [FS17].
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Outline of This Chapter. We first extend the classical definition for the De Bruijn
graph to the generalized version (Section 7.1). Then we provide some additional
related work in Section 7.2. We introduce the generalized De Bruijn network, the
goal of stabilization, along with a constant-hop routing algorithm for that network
in Section 7.3. Finally, in Section 7.4 we present and analyze our self-stabilizing
protocol for the generalized De Bruijn network.

7.1. Generalized De Bruijn Graphs

Recall from Definition 2.5 that the standard (d-dimensional) De Bruijn graph consists
of nodes with labels (z1,...,zq) € {0,1}% and edges (21,...,24) = (j, 71, .., 2T4_1)
for all j € {0,1}. In order to get from any source node s = (s1,...,s4) € {0,1}% to
any target node t = (t1,...,t4) € {0,1}¢, one can shift the bits of ¢ one by one to
the left of s, resulting in the routing path

((81, . .,Sd), (td,sl, .. .,Sdfl), (tdfl,td,sl, .. .,Sdfg), ey (tl, e ,td)).

The d-dimensional De Bruijn graph therefore has a diameter of d. We call one single
bit shift a De Bruijn hop.

If we assume d to be a constant, then the number of hops needed to route a message
from any source node s to any target node t is constant. However, for a fixed value
of d, the standard De Bruijn graph has a fixed number of nodes, that is, n = 2¢.
Since we want to allow an arbitrary number of nodes in the system, the standard De
Bruijn graph does not fit this purpose. Therefore, we extend the standard De Bruijn
graph to the generalized De Bruijn graph by allowing nodes to use more digits for
their labels than just from the set {0, 1}.

Definition 7.1. Let q,d € N. The generalized (g-ary, d-dimensional) De Bruijn
graph consists of nodes with labels (x1,...,x4) € {0,...,q — 1}* and edges

(ZL’l,...,l'd) — (j,:vl,...,xd_l)
forall j €{0,...,q—1}.

Consider Figure 7.1 for an illustration of a standard De Bruijn graph and a
generalized De Bruijn graph.

The diameter of the generalized De Bruijn graph is d, so we are still able to route
search requests in d hops by performing exactly d bit shifts. Now we can fix d to
some constant and obtain constant-hop routing paths for any message, while being
able to allow an arbitrary number of nodes in the system by allowing the parameter
q to be dynamic. In fact, it holds that n = ¢ and thus each node has a degree of
q = n. Thus, the degree of the generalized De Bruijn graph is minimal with regard
to its diameter.

Fact 7.2. Every graph with n nodes and diameter d must have a degree of at least

[V/n].
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(a) Standard De Bruijn graph. (b) Generalized De Bruijn graph.

Figure 7.1.: llustration of a standard De Bruijn graph (n = 8,d = 3) and a general-
ized De Bruijn graph (n =9,¢ = 3,d = 2).

Proof. Assume to the contrary for a graph with n nodes and diameter d that no
node has a degree higher than |¢/n] — 1. Fix a node u and construct the BFS
tree starting at u until level d. The number of leaf nodes in this tree is equal to
(| ¢/n] —1)? < (| ¥n])? < n, which implies that there exists a node that cannot be
reached from w within exactly d hops, which is a contradiction. ]

7.2. Related Work

In addition to Section 6.3 we give an overview on further related work specifically
relevant to generalized De Bruijn graphs and overlay networks with a constant
diameter.

Generalized De Bruijn Graphs. The standard De Bruijn graph is due to Nicolas
G. De Bruijn [De 46] and its generalized version has been presented by Imase and
Ito [II81] and by Reddy, Pradhan and Kuhl [RPKS80]. Since then, several follow-up
works have been published regarding graph-theoretical properties of the generalized
De Bruijn graph [LZ91; Mau92; SSO94; GW94; KF12; OL13].

There already exists a self-stabilizing protocol by Richa et al. [RSS11] for the
standard De Bruijn graph. The authors let each real node emulate 3 virtual nodes.
By arranging those virtual nodes in a sorted list, one is able to emulate a De Bruijn
hop by going from a real node to one of its virtual nodes and then searching in the
sorted list for the next real node. Routing between any pair of nodes is then realized
in O(logn) hops w.h.p. by performing O(logn) De Bruijn hops. Unfortunately, this
approach cannot be trivially extended for generalized De Bruijn graphs as it would
require each real node to emulate O(/n) virtual nodes. While we could potentially
emulate a De Bruijn hop in the generalized De Bruijn graph by locally forwarding
the packet from a real node to a virtual node, the number of hops that are needed in
order to find the next real node in the sorted list grows up to O(/n).
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Constant-Diameter Overlay Networks. Peer-to-peer overlays that are able to route
requests to the target in one hop [GLRO03; RLS02], two hops [GLRO04] or a constant
amount of hops [Gup+03] have already been proposed. Another protocol that
provides fast but sometimes suboptimal routing as well as a handling of path outages,
is the Resilient Overlay Network (RON) [And+02]. However, neither of the above
protocols are truly self-stabilizing. There exists a self-stabilizing clique [KKS14] that
provides routing within only one hop, but the node degree is n for each node in
legitimate states, which may limit the scalability of the system when n gets large.

7.3. Network Topology and Routing

In this section we present the topology that we want nodes to form when being in a
legitimate state. Afterwards, we present a routing algorithm for routing any message
from any source node s to any target node ¢ within a constant amounts of hops in
this topology.

7.3.1. Network Topology

Given a set V of n nodes, we first hash the identifier id(u) of each node u € V
to the [0, 1)-interval uniformly at random, using the pseudorandom hash function
h:N —[0,1). Define < to be the total order on all nodes in V" on the [0, 1)-interval:
i.e., for two nodes u,v € V it holds that v < v if and only if h(id(u)) < h(id(v)). If
clear from the context, we just use u or h(u) instead of h(id(u)). Recall Definition 6.9
for notation on left, right, closest left and closest right neighbors. We introduce some
additional notation here:

Definition 7.3. Let u,v,w € V.. We say that u is closer to v than w if and only
if lu—wv|] < |v—w|. A node u is closest to some point p € [0,1) if and only if
|lu —p| < |v—p| for all nodes v # wu.

The network we introduce in the following definition has a diameter of d w.h.p.,
which makes routing possible in a constant number of hops:

Definition 7.4 (Network Topology). Let V be a set of n nodes, d > 2, > 4 be
fized constants, ¢ = In and < be a total order on all nodes in V. The general De
Bruijn network (GDB) is a directed graph G = (V, EL, UEgU Epp) with the following
properties:

(a) (u,v) € EL & u is the closest left neighbor of v.
(b) (u,v) € Eg & veE [u—%-%,qH_%.%}

(c) Vie{1,...,log(q)} Vj € {0,...,2" =1} : (u,v) € Epp & v is closest to the

point “;] )

Call edges in Ey, list edges, edges in FE¢q g-neighborhood edges and edges in Epp De
Bruijn edges.
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For an edge (u,v) € Epp where v is closest to the point “;;j, denote the edge
(u,v) as a De Bruijn edge on level i, i € {1,...,log(q)}. In case i = 1, such an edge

resembles a standard De Bruijn edge from Definition 2.5; for ¢ = loggq, the edge
resembles a generalized De Bruijn edge from Definition 7.1. Note that we include De
Bruijn edges on levels 2,...,logg — 1 to facilitate the self-stabilization process. If we
forward a message via a De Bruijn edge on level 7 we denote this as a De Bruijn hop.
For i > 1, we denote this as a general De Bruijn hop and for ¢ = 1, we denote this as
a standard De Bruijn hop. By writing u — p for a node w € V' and a point p € [0, 1),
we mean that u has an edge to the node v € V' that is closest to p; i.e., u stores the
reference of v in its local memory. We define the labels of the nodes such that they
correspond to the node labels of the standard De Bruijn graph (see Definition 2.5).

Definition 7.5. Let u € V with h(id(u)) € [0,1). Define the label of u by label(u) =
(1,...,2m) € {0,1}™ such that

hid(u) = 3" 2 2%
k=1

We are now ready to show that the edges Epp in the GDB emulate the edges of

the standard De Bruijn graph and the generalized De Bruijn graph correctly. Here
we assume for simplicity that for a De Bruijn hop via u — “;-] there exists a node v

with h(id(v)) = “;j . As it will turn out, having no node with a hash value of exactly

X3

“;Zj is no problem when constructing a d-hop routing algorithm for the GDB.

Lemma 7.6. Let u € V and fiz values i € {1,...,log(q)}, j € {0,.. ,20—1}. A De
Bruijn hop via u — “;ZJ is equivalent to appending i bits yi_1,vi—2,--.,%0 € {0, 1} to
the left of label(u). For the appended bit string (yi—1,vi—2,-..,%0) € {0,1}" it holds

that

Y1 27 by 0 27y 20 =5

Proof. W.l.o.g. assume that there exists a node v with h(id(v)) = u;;] We have

ut+j U J
21 i 9
Y e
= T T
m .
1 J
I T Tm ]
= ol+i + 92+ +.F om+i +§'

Bits of label(u) shifted ¢ positions to the right

We know that j € {0,...,2" — 1}, so we can write j as a binary string (y;_1,...,%0) €
(0,1} with

i—1
F= k2 =y 2 oy 2y 20
k=0
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Plugging the representation for j into the equation above we get

vti % 1
= wt o gm
S0k 2" &
- Dau? S
k=1
i—1 m 1
o
- S St
k=0 k=1
_ Yi-1 | Yi-2 Yo z1 T2 Tm
- 2 + 4 +...+§ —"_ F+W+"‘+2l+m'
i bits defined by j appended to the left — Bits of label(u) shifted ¢ positions to the right
Therefore, we have label(v) = (yi—1,Yi—2,--->Y0, X1, - - -, Tm), Which corresponds to

appending ¢ bits y;_1,¥i—2, ..., yo to the left of label(u). This proves the lemma. [

Since j € {0,...,2" — 1}, we are able to append any arbitrary bit string of length
i to the label of any node u via a De Bruijn hop. So for i = log(q), we are able to
append log(q) = log(¥/n) = élog(n) arbitrary bits at once per general De Bruijn
hop.

7.3.2. Routing

Now we present a routing algorithm DBSearch that routes a message from any source
node s € V to any target node t € V' within d hops in the GDB. In order to provide
a clean presentation of the routing algorithm, we assume that the label of each node
consists of at least logn bits.

DBSearch (Algorithm 11) proceeds in two phases. In the first phase, we perform
d —1 general De Bruijn hops to append the most significant [d%dl logn| bits of label(t)
to the left of label(s). In the second phase, we greedily search for ¢ via g-neighborhood
edges.

At the source node s, DBSearch is initialized with the identifier id(¢) of the target
node t and a variable ¢ = d — 1 that counts the remaining number of De Bruijn
hops to be executed in the first phase. DBSearch determines for each node u on the
routing path to ¢ the next node v on that path and forwards the message to v. Once
the message has arrived at ¢, the algorithm outputs Success if there does not exist
any node with identifier id(t).

Phase 1: General De Bruijn Hops. The first phase consists of d — 1 general De
Bruijn hops. At the beginning of the first phase, we compute the label label(t) of ¢.
Consider the most significant m = (% logn] bits t1,...,t, of label(t). For the i-th
general De Bruijn hop we consider the bits ¢(;_1).10g g+1; ---tilogq and compute

i-logq

i= > 2k

k=(i—1)-log g+1

Observe that j € {0,...,q — 1}. We then perform a general De Bruijn hop via the

edge u — %.
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Algorithm 11 The routing algorithm DBSearch, executed by node u € V

1. DBSearch(id(t), i)

2 if id(u) = id(t) then

3 output Success

4: if ¢ > 0 then

5: Let label(t) = (t1,...,tm) € {0,1}™
6 Compute j = Zzlzo(gﬂl).log gr1th 2k

7 W <= argmin, ey, (u0)cEpy v — %\

8 w <DBSearch(id(t), i — 1)

9 else

10: w <= argmin, ey, (y )k, [V — h(1d(1))]
11: if |w — h(id(t))| < |u— h(id(t))| then
12: w <—DBSearch(id(t), 0)

13: else

14: output Failure

Phase 2: Greedy Search. In the second phase, we greedily search for the target
node t by delegating the message via edges in F;. We do this until ¢ has been found,
or until the message arrives at a node v € V,id(v) # id(t) from which it cannot be
forwarded to a node that is closer to h(id(t)) than v. In both cases, the algorithm
terminates, resulting in a successful delivery of the message in the first case or a
failed delivery in the second case since no node with ID id(t) exists in the system.
This phase is equivalent to fixing the remaining bits of label(t), which can be done
via a single hop until the request arrives at the target node.

We rely on [NWO07, Lemma 4.1] for parts of the analysis. The lemma gives upper
and lower bounds for the the distance between to consecutive nodes in the sorted list
and is stated in the following;:

Lemma 7.7 ([INWOT7]). After inserting n random points on the [0, 1)-interval the
length of the longest segment is w.h.p © (%) With high probability there is no

segment which is shorter than © (n—12>

Lemma 7.7 implies that a single De Bruijn hop imposes an additive error of at

most © (k’%) w.h.p., i.e., the node w that is closest to the point p = %j is at most

C) (bin) units away from p.
The following theorem yields the desired bound on the number of hops for DBSearch:

Theorem 7.8. The number of hops required to send a message from a source node
s €V to a target node t € V via DBSearch is d w.h.p.

Proof. Let label(t) = (t1,...,tm) € {0,1}™ be the label of t. In the first phase of
DBSearch, we perform d — 1 general De Bruijn hops. Lemma 7.6 implies that we
arrive at some node v with the label (vy,...,v), and

’Ui—t,;ViG{1,...,[d;110g(n)—‘}.

85



Chapter 7. Self-Stabilizing Generalized De Bruijn Graphs

Assume m = k for convenience. At this point, i = 0, so DBSearch switches to

Phase 2. The remaining bits that need to be fixed are the bits t’—d—l log(n)]+17 " * s tm,

keeping an additive error of at most (d — 1)%%8™ w. h.p. in mind for some constant
¢ > 0 (Lemma 7.7). We show that these bits can be fixed in one single hop via the
g-neighborhood, because in the worst case it holds that

Ui;étiViG{{d_llog(n)—‘+1,...,m},

so the maximum distance between h(id(v)) and h(id(t)) on the [0, 1)-interval is equal
to

A

clogn k 1 clogn L
d—1 — d—1) —
@y L +(23)

i=1
————
<1 for k—o0

clogn 1

< (d-1 —
< )=+ =
_ - 1>clogn Vn
n n
1
- 1)0 ogn ¢
n n
¢ q
< 2 n
for ¢ > 4 and n high enough. Therefore, it holds that (v,t) € Eg, so we are able
directly go from v to ¢ via one single hop. O

Notice that Theorem 7.8 still holds when ¢ is not exactly accurate but only a
value in ©({/n) that is at least as large as n. This is important because the
self-stabilizing protocol presented in the next section uses an approximation of g with
the above properties.

7.4. Protocol BuildGDB

In this section we describe our self-stabilizing protocol for the generalized De Bruijn
graph, called BuildGDB. We construct the protocol from sub-protocols for each type
of edges mentioned in Definition 7.4.

7.4.1. Protocol Description

We first give an overview of the variables of each node. Throughout the rest of this
chapter, we assume that all nodes are aware of the constants d > 2 and ¢ > 8 (for
technical reasons that will become clear in the analysis, we choose ( > 8 as opposed
to ¢ > 4 from Definition 7.4).

Definition 7.9. For the BuildGDB protocol, each node u € V- maintains the following
variables:
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(a) Variables u.left,u.right € V.U {L} storing u’s left and right list neighbor.
(b) Variables u.q;, u.q, € {2% | ke No} storing estimates of (:T\/ﬁ'

(¢) A setu.Qq CV storing all nodes in the interval [u — 2u.q] and a set u.Q, C'V
storing all nodes in the interval [u,u + 2u.q].

(d) Variables u.db(i,j) € VU{L}, foralli € {1,...,[log(/n)]}, 7 € {0,...,2'—1}
representing u’s De Bruijn edges. u.db(i, j) stores the node that is closest to
the point “;J. Denote the union of u’s De Bruijn edges by the set u.db =

Ui j w-db(i, j).

Observe that u.db(1,0) and u.db(1, 1) represent u’s standard De Bruijn edges. If
BuildGDB has to call an action on a node stored in variable u, it executes this call
only if u # 1. BuildGDB consists of three sub-protocols: one for list edges, one for
g-neighborhood edges, and one for De Bruijn edges. Each of these sub-protocols
comes with a dedicated Timeout action as well as other protocol-specific actions. We
describe each sub-protocol individually in the following subsections.

List Edges

The base of our self-stabilizing protocol consists of a sorted list for all nodes u € V.
For this we define the total order < as already mentioned in Section 7.3. For two
nodes u,v € V it holds that u < v if and only if h(id(u)) < h(id(v)). We use the
BuildList protocol from Section 6.4, using the variables u.left and u.right.
Unfortunately, we cannot simply apply Theorem 6.12 to guarantee convergence
for the sorted list in BuildGDB because we only require G = (V, E, U Eg U Eppg) to
be weakly connected. Therefore, we downgrade (non-list) edges represented by sets
u.Qp, u.Qr and u.db. Downgrading some node v € u.Q; U u.Q, U u.db at node u is
done in a round-robin fashion in the Timeout action of each sub-protocol other than
BuildList, by locally calling Linearize(v). This creates an implicit list edge (u,v).

Q-Neighborhood

Next, we describe how nodes are able to establish and maintain connections to
their closest ©(/n) neighbors (called g-neighborhood for ¢ = {/n) along with an
approximation for the value ©(/n). Algorithm 12 states the pseudocode for the
g-neighborhood protocol.

Every node u € V aims to keep edges to all nodes in the interval [u — %%, u+
%{i/ﬂ. Since u is not able to determine the exact value of ¢/n locally, it stores an

approximation of % in its variables u.q;, u.q, for its left and right side, respectively,
and aims to establish connections in u.Q, u.Q), to all nodes that are contained in the
interval [u—2u.q;, u+2u.q,|. As it will turn out, this results in |u.Qp|+|u.Q.| € O(/n)
w.h.p. in legitimate states. Next, we describe how BuildGDB updates u.Q) and how

d
% is approximated.

Maintaining u.Q; and u.Q).. We just describe the algorithm for maintaining the sets
u.QQ; and u.Q), for the set u.Q), as the algorithm for u.Q; works analogously. Assume
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Algorithm 12 The g-neighborhood sub-protocol of BuildGDB, executed by node u

1: Timeout — true

2 Remove and downgrade nodes v € u.Q; Uu.Q, if v & [u — 2u.q;, u + 2u.q;]
3 if u.left & u.Q; N u.left € [u — 2u.q;, u] then

4: w.Qp +— u.QUu.left

5: if w.right & u.Q, A\ u.right € [u,u + 2u.q] then

6 u.Qr +— u.Qr U u.right

7 Pick v; € u.Q; Uu.Q, in a round-robin fashion

8 Linearize(v;)

9 if v; # wu.left A v; # u.right then

10: v; < Introduce(v;_1,u)
11: else
12: v; < Introduce(u, u)

13: EstimateSqrtN()

14: Introduce(v, s)

15: if v € [u — 2u.q;, u] then

16: u.Q +— u.Q;Uv

17: else if v € [u,u + 2u.g,] then
18: u.Qr +— u.Qr Uv

19: else

20: Linearize(v)

21: if s #1 then

22: if s < u then

23: s < Introduce(u.right L)
24: else

25: s < Introduce(u.left, 1)

that u.Q, = {v1,..., vt} with v; < ;41 fori=1,...,k — 1. To keep u.Q), updated,
the node u does the following: In each call of Timeout u first picks v; € u.Q), in a
round-robin fashion! and then introduces v, to its closest list neighbor @ € u.Q,
in the direction of u by calling the action Introduce(?, u) on v;. The node ¥ is
determined as follows: If v; = u.right, then © = u. Otherwise, ¥ = v;_1.

When some node u executes the action Introduce(v, s) for v € [u,u + 2u.¢,|, u
includes v into u.Q),, otherwise v is forwarded via the BuildList protocol by locally
calling Linearize(v) on u. Afterwards, u responds to the sender s of the Introduce(v,
s) message by sending an Introduce(u.right, L) message to s. By doing so we enable
s to expand its set s.(Q), in case it does not yet contain all nodes within the interval
[s, s + 2s.q;]. Note that the second parameter of the Introduce action is set to L for
this response, in order to avoid an infinite loop of message calls between two nodes.

!Picking a node v from some set S stored at node u in round-robin fashion can easily be realized in
a self-stabilizing manner, by ordering the nodes in S arbitrarily and then picking the i-th node
in that order. Here, i is an integer-variable that is updated by ¢ < i+ 1 mod |S| whenever a
node has been picked. This guarantees that when picking a node |S| times, each node in S has
been picked once.
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Figure 7.2 illustrates these introduction rules for the g-neighborhood edges of a node
U.

Figure 7.2.: Illustration of the introduction rules for the g-neighborhood sub-protocol.
In the upper image u introduces itself to its list neighbor v; and also
introduces vy to vy (which is vy’s closest list neighbor lying in the direction
of u) as well as vy to v3 and v to v4. Sending those introduction messages
generates the corresponding (dashed) implicit edges shown in the upper
image. Once u has received the responses from vy, ..., v4, the implicit
edges shown in the bottom image are created.

Maintaining u.q; and u.q,. Algorithm 13 states the pseudocode for the action

EstimateSqrtN that is periodically executed by each node u at the end of its Timeout

action. The algorithm and the description that follows show how to update the

variable u.q,. Tge procedure for updating w.q; works analogously. Recall that we
_ ¢¥n

aim for u.q, = >/ =.

Algorithm 13 The action EstimateSqrtN, called locally by a node v € V

EstimateSqrtN()
: Let I (x) = [u + 2%]
Let Ny(z) = {v e uw.Q, | v e L (x)}].

1:
2
i d d-1
£ Let fu(z)= (1) L) - (5k5) -
5.
6

Compute = € Ny s.t. fr(z) is closest to 0 and z < N,(x)/¢ — log N, ().
u.qp < 1/2%

Let I(z) = [u+ 2%] be an interval of size 1/2* and let N, (x) be the set of all nodes
that are contained in I,(x). We seek to compute a value = for which the function

o= () - ()

is closest to 0. Here f,(x) sets the interval I,.(z) into relation to N,(z). As it will
turn out in the analysis, it holds w.h.p. that f,.(z) is closest to 0 if 1/27 is equal to
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ﬁi—n‘/ﬁ, as in this case |I.(z)| = ﬁi—n‘/ﬁ and N, (z) € (C;/f’ C;—n\/ﬁ) Setting u.q, to 1/2%
therefore eventually yields the desired estimate.

For technical reasons, we also have to make sure that u.q. > Clo%. For the
computed value x we thus also require that © < N,(z)/¢ — log N,(x) holds. The
following lemma from [RSS11, Lemma 1] implies that in case z < N, (z)/{—log N,(x),

we get that the corresponding interval I,(x) and thus also u.g, have the size >2%=.

Lemma 7.10 ([RSS11)). Let I(j) C (0,1) be any interval of size (1/2)7 starting at
a node u and let N(j) be the number of nodes in I(j). For any constant ¢ > 1 there
is a constant € € (0,1) (that can be arbitrarily small depending on ¢) so that w.h.p.
the following holds: if |I(j)] < (1 —¢)(clogn/n) then j > N(j)/c —log N(j) and if
I1(7)] > (14 ¢€)(clogn)/n then j < N(j)/c—log N(j).

d
Finally, we want to note that once u.q, € © (%) is stable, the node u can compute

u.q € O(¥/n) with u.q > &n: u just has to count the number of nodes N,.(2u.g,) in

[u, 2u.q,] (to which it eventually will be connected via the g-neighborhood protocol).
%, @) w.h.p., so in
order to get to know u.q € O(¥/n) with u.q > &n, u just computes 8- N, (2u.q,). Such
an approximation is needed in order to establish the De Bruijn edges for each level
ie{l,...,[log(#n)]} (recall Definition 7.4) and to perform the routing algorithm

from the previous section.

As it will turn out in the analysis, we have that N, (2u.¢,) € (

De Bruijn Edges

In this section we describe how the nodes are able to generate their correct De
Bruijn edges in a self-stabilizing manner. We assume that each node u stores an
approximation of ©(/n) in the variable u.q = 2%k € Ny. Note that such a variable
is not necessary technically because u is able to compute ©(¥n) locally at any time
as explained in the previous section. Recall that each node u maintains a variable
w.db(i,j) (i = {1,...,log(u.q)}, 7 = {0,...,2¢ — 1}) that has to store the node v
closest to the point ";Zj . In case u.q changes (i.e., it is either doubled or divided by
some power of two) u.db is updated accordingly. For the case that u.q is reduced, u
downgrades all node references that are not part of u.db anymore to the BuildList
protocol.

To establish De Bruijn edges for each level ¢ we use a probing approach similar to
the one presented in [RSS11]. In each call of Timeout, we pick i € {1,...,log(u.q)}
and j € {0,...,2" — 1} in a round-robin fashion. Node u first downgrades its node
reference u.db(i, j) to the BuildList protocol and then generates a message M (i, j)
(called probe) with target point ¢t = uTJZJ € [0,1) that aims to find the node v closest
to t. We store ¢ and j in M (i, j) since these are important for routing M (i, j) to its
target location effectively. Once M (i, j) has arrived at the node v that is closest to
t, M(i,7) is sent back to u storing the reference of v. We also keep the reference
of u stored in M (4, 7) in order to be able to immediately return M (i, j) to u from
v. At the time u receives M(i,7) from v an implicit edge (u,v) is generated, so
u can then store v into u.db(7,j). Depending on the values i and j, we use the
following approach to route M (i, j) to the target point t. At u we forward M (i, 7)
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to the node v = u.db(i — 1,k), with k = j mod 2°~!. In case i = 0, we forward
M(i,j) to v = u.left (if j = 0) or to v = u.right (if j = 1) instead. Next, at v we
execute a standard De Bruijn hop: If j > 2¢~! we forward M (i, 7) from v to v.db(1, 1),
otherwise we forward M (i, j) from v to v.db(1,0). Now we greedily forward M (i, j)
via the ¢g-neighborhood until some node w is reached that is closest to “;j based on
its local view. At w we store w’s reference in M (i,7) and send M (i, j) back to u,

such that u is able to set u.db(i,j) = w.

Note that if the system has not reached a legitimate state yet, the first two steps
may not be executable, since the respective variables are set to L. In case the first
step cannot be executed, we do not forward the probe at all. Once the sorted list
is in a legitimate state, the first step can be executed for the probes M (1,0) and
M(1,1). The set of De Bruijn edges is then built from the bottom levels up to the
top levels, as one can easily show via induction. In case the second step cannot be
executed we just proceed with the third step. Once the g-neighborhood has stabilized,
M (i, 7) will eventually arrive at the correct target node. If node u updates u.db(i, j),
it forwards the old value for u.db(i, j) to the BuildList protocol. Algorithm 14 states
the pseudocode for the protocol.

Having nodes store lower-level De Bruijn edges is not only useful in our probing
approach, but also reduces the effort for a node v when wu.q is reduced. This will
certainly be the case in a dynamic environment as there are nodes leaving the system.
As soon as u.q is updated to u.q/2" for some k € N, u just downgrades and removes its
De Bruijn edges on the k highest levels, which it can do locally. Without lower-level
De Bruijn edges u would have to probe for a new set of De Bruijn edges from the
ground up. Similarly, in the case that u.q doubles, u is able to use its old De Bruijn
edges on the highest level to effectively probe for the De Bruijn edges on the next
higher level.

7.4.2. Analysis

In this section we first show that the BuildGDB protocol is self-stabilizing, mean-
ing that BuildGDB satisfies the convergence and closure properties (Definition 6.5)
w.r.t. legitimate state indicated by the general De Bruijn network (Definition 7.4).
Afterwards, we show some additional interesting properties of our network.

Given any weakly connected graph G = (V, E, U Eg U Epp), we first argue that
all corrupted messages initially stored in node channels are processed, so the system
arrives at a state where no corrupted messages exist:

Lemma 7.11. Given any weakly connected graph G = (V,EL UEQU Epp) and a set
of corrupted messages M that is spread arbitrarily over all node channels. Fventually,
G is free of corrupted messages, while staying weakly connected.

Proof. Any message m € M is processed by BuildGDB according to the (sub-)protocol
descriptions from Section 7.4. By definition of BuildGDB, GG does not get disconnected
when processing m since we never just remove node references but instead either
forward them to other nodes or downgrade them to the BuildList protocol. Also note
that a corrupted message m € M may trigger the generation of a chain of further
corrupted messages. However, this chain is finite as the implicit edge generated by m
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Algorithm 14 The De Bruijn sub-protocol — executed by node u

1: Timeout — true

2 Remove and downgrade De Bruijn edges on levels [ > log(u.q)

3 Pick i € {1,...,log(u.q)} and j € {0,...,2° — 1} in a round-robin fashion
4: Linearize(u.db(i, j))

5: if ¢ > 1 then
6
7
8
9

u.db(i — 1,7 mod 2¢~1) +—Probe(u, “;Zj, i, J, true)

else if j = 0 then >i=1,7=0
u.left «<Probe(u, %, 4, j, true)

: else >pi=1,7=1
10: u.right <Probe(u, “;Zj, i, j, true)
11: Probe(s, t, i, j, flag)
12: if flag = true then
13 if (u.db(1,0) =L A j<27") V (udb(1,1) =L A j >2""")then
14: Probe(s, t, i, j, false)
15: if j < 2°~! then
16: u.db(1,0) +Probe(s, t, i, j, 0)
17: else
18: u.db(1,1) +Probe(s, t, i, j, 0)
19: else
20: (U argminwéu.QlUu.QrU{u} |w — |
21: if v = v then
22: s < ProbeDone(u, i, j)
23: else
24: v <Probe(s, t, i, 7, 0)

25: ProbeDone(v, i, j)

26: if v # u.db(i,j) A u.db(i,j) #L then
27: Linearize(u.db(i, 7))

28: u.db(i,j) < v

is only forwarded for a finite amount of time until it is merged with or transformed
into an explicit edge.

Messages m that are not of the form of any of the actions described in the protocol
are immediately detected to be corrupted by the receiving node u. Node w then just
forwards all node identifiers contained in m via the BuildList protocol and drops m
afterwards. By doing so, m vanishes from the system.

The system therefore eventually arrives at a state where no more corrupted messages
are contained in the node channels. O

For the rest of the analysis we assume that there are no corrupted messages in the
system anymore. We show the convergence property in multiple phases: First we
show that our system converges to a sorted list from any weakly connected graph.
Once the sorted list is in a legitimate state, our protocol is able to establish the

92



7.4. Protocol BuildGDB

g-neighborhood edges. After the ¢g-neighborhood edges are established, BuildGDB
eventually generates the correct De Bruijn edges.

Lemma 7.12. Given any weakly connected graph G = (V,Er, U Eg U Epp). Even-
tually, the explicit edges in Ey, form a sorted list.

Proof. First note that we only downgrade edges from Eg and Epp to Ey, via Linearize,
but never upgrade edges from Ep, to either Eg or Epp; i.e., BuildList does not call any
of the actions from the ¢g-neighborhood sub-protocol or the De Bruijn sub-protocol.
Now observe that for any edge (u,v) € Eg, u is eventually downgraded to BuildList,
namely at the time where it is chosen in u’s Timeout action in Algorithm 12. Similarly,
observe that for any edge (u,v) € Epp, u is eventually downgraded to BuildList,
namely at the time where it is chosen in u’s Timeout action in Algorithm 14. We
can therefore conclude that eventually the subgraph G’ = (V, Ep) of G is weakly
connected. By Theorem 6.12 the explicit edges in E}, eventually form a sorted list.
This finishes the proof. ]

We now show that for a fixed value u.q., u.Q, eventually contains all nodes in
[u, 2u.q,]. This implies that eventually the explicit edges in Eg form a g-connected
list.

Lemma 7.13. Given any weakly connected graph G = (V, Er, U Eg U Eppg), where
the explicit edges in Ej, form a sorted list. For a node uw € V with fized u.q,, the set
u.Q, eventually contains all nodes in [u, 2u.q,).

Proof. Assume that for a node u € V there exists a node v € V' with v € [u, 2u.q,]
but v € u.Q).. W.l.o.g. assume that v is minimal: i.e., out of all nodes w that are
contained in [u, 2u.g,] but not in ©.Q, v minimizes |u — w|. As v is minimal and the
sorted list already has converged, it holds that v = w.right for a node w € u.Q, U{u}.
Assume that w # w, as in this case u already knows v and thus includes it into u.Q),
in the Timeout action of Algorithm 12. Eventually w is picked by u in u’s Timeout
action and thus u introduces w’s left list neighbor w’ to w via the Introduce(w’, u)
action of Algorithm 12. Upon processing the action Introduce(w’, u), w sends back its
right list neighbor v to u by calling the action Introduce(v, L) on u. This generates
an implicit edge from u to v, which is then transformed into an explicit edge because
u then includes v into u.Q), upon processing the action Introduce(v, L). ]

One can easily show an analogous statement for the set u.Q);.

Now we show that eventually u.q, becomes stable. The proof for u.q; works
analogously. In order to show that eventually u.q, becomes stable, we need the
following technical lemma.

Lemma 7.14. Let ( = 8c for some constant ¢ > 1 and = > (logn and y € [0,1).
Let I =[y,y + %] be an interval over [0,1) of size =. Then the number of nodes with

a label in T is within (%x, 2:5) € O(z) w.h.p.

Proof. W.l.o.g. assume that z = (logn. For all u € V' let X,, be a binary random

variable with
X, = {1, ifuel

0, otherwise.
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Then it holds that Pr[X, = 1] = ¥ and for X := 3 . X, it holds that u = E[X] =
n- T = x. E[X] represents the expected number of nodes with a label in 1. Now fix
9 = 1. By following the Chernoff bound from Theorem 2.14(a) we get that

—12.z
PriX > (146 u < exp( >

3
—(Clogn
= exp (3 >
< exp(—clogn)
< n7¢

Analogously, by following the Chernoff bound from Theorem 2.14(b) we get for

§ =1 that
()

PUX < (1-0) g < oxp|—2
. (—Qlogn)
= X —_—
PATs
= exp(—clogn)
< n”°
This proofs the lemma. O

We are now ready to show that u.q, eventually yields the desired value of ©({/n)
and is not updated afterwards anymore: i.e., it becomes stable.

Lemma 7.15. Consider a sorted list over the interval [0,1) and a node u € V.

Eventually u.q, € (g{, 5{) O(¥n) w.h.p. and u.q does not get updated anymore

as long as no nodes join or leave the system.

Proof. Recall the function f,(x), the interval I,(z) and the set N,(x ) from Algo-
rithm 13. Lemma 7.14 implies that N,(z) > N,(x + 1) if |I.(z)] = 57 € (log”)
We show that f,(z) is monotonically decreasing when considering Values for x such

that 5 > 105". For this we show that f.(z) > fr(x +1). We get
fr(
1 d—1 4 d 1 d—1
(Y el ()
@) (&) e (e

SRORT
@) (Zl)d 2x+1_( <x1+1)>d_1
)

NGRSO
| ( ) s

o) - (
@) -

- (J\M;Jrl))zl_<1vrlx )dl <4
)

x) > fr(x+1)

2

=

Y

* (we) B (2‘>
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Now note that f(z) =0 1f C‘f because of

") ()

4 d— 1\/‘ 4d—1
C) n Cd_l %d—l

<
RSO

Since each node u keeps all its neighbors that are within the interval [u, u 4 2u.q,] =
[u, u+ 2%1] it follows that u is able to compute at least the functions f,(x), fr(x —1)
and fr(z + 1) at any point in time. This way u can decide whether to increase,
decrease or keep the current value of z and thus whether or not the value w.q, has to
be updated. Therefore, u.q, eventually will contain a value 2% for which it holds that

d, d
Vn 2% < *2/—5, which proves the lemma. Note that the above computations do not

8n

hold in cases where u.q, = 2% < k’%. However, since we make sure in our algorithm
that we always compute x such that z < N,.(x)/c — log N,.(x) holds, it follows by
Lemma 7.10 that u.g, = 5 > log" at any point in time. O]

Finally, we show that once the sorted list and the g-connected list have converged,
all correct De Bruijn edges are eventually generated.

Lemma 7.16. Given any weakly connected graph G = (V, E;, U Eg U Epp), where
the explicit edges in Ey, form a sorted list and the explicit edges in Eg form a ©(/n)-
connected list. Eventually the De Bruijn edges Epp are set up correctly according to

Definition 7.9(d).

Proof. Assume a node u € V generates a probe M (i, j) in the Timeout action of
Algorithm 14. Then M (i, ) is first forwarded to the node u.db(i — 1,k),k = j
mod 271, or via a list edge and then forwarded via one standard De Bruijn hop. In
case the first and/or the second step is not possible (other standard De Bruijn edges
may not have been set up yet), the algorithm proceeds with a greedy search for the
node v that is closest to the point uﬂ . Since the explicit edges in Eg already form
a O(/n)-connected list, the greedy search is successful, so the correct node v is sent
back to u, which leads to u correctly updating u.db(1, j).

As u eventually has generated a probe M(i,j) for every pair (i,j) such that
i€{l,...,[log(/n)]} and j € {0,...,2° — 1}, all De Bruijn edges outgoing at u are
eventually established. O

By all of the above lemmas we conclude the following lemma:

Lemma 7.17 (Convergence). BuildGDB transforms any weakly connected graph
G = (V,ELUEgU Epg) into a GDB.

We are now ready to show the closure property:
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Lemma 7.18 (Closure). If the explicit edges in G = (V, Er, U EQ U Epp) already
form a GDB, then they are preserved at any point in time if no nodes join or leave
the system.

Proof. For the list edges Ep, closure follows from Theorem 6.12 because the BuildList
protocol modified edges only if a node u gets to know a node v with either u.left <
v < uor u < v < u.right, which is not possible, because w.left and u.right already
store u’s closest list neighbors.

For the edges in Eg we know that none of these edges are removed or forwarded
by any node u since u’s variables u.q;, u.q, € ©(/n) do not change as long as no
nodes join or leave the system (Lemma 7.15).

Aside from the initial checks in the Timeout action of Algorithm 14, every node u
modifies its variables u.db(i, j) only via the action ProbeDone of Algorithm 14 under
the condition that the probe result is different from the node currently stored in
u.db(i, 7). Since the system is already in a legitimate state, all probes M (i, j) return
the node that is closest to the target position of M (i, j), so the result of a probe
does not change: u.db(i,j) already stores the node that is closest to the point “;j .
Also, no variable u.db(i, j) is updated in the first command of the Timeout action of
Algorithm 14, as u’s approximation of ©(/n) does not change. This concludes the
proof. O

Lemmas 7.17 and 7.18 together imply our main result of this section:

Theorem 7.19. BuildGDB is self-stabilizing.

Additional Properties

In this section we show some further properties for our system that hold in legitimate
states.

The following theorem shows that the probing approach for De Bruijn edges is
efficient in legitimate states regarding the number of hops a single probe M (i, 7) has
to perform:

Theorem 7.20. Let the GDB G be in a legitimate state. A probe M(i,j) generated
at node u only needs 3 hops w.h.p. to be routed u to the node v that is closest to the

point “;j )

Proof. We show the lemma for i > 1 and j < 2°=!. The proofs for the other cases work
analogously. Node u € V forwards the probe M (i, j) to the node vq = u.db(i — 1, j),
i.e., to the node vy that is closest to the point ;‘ijl . At v1 we then perform a standard
De Bruijn hop by forwarding M (i, j) to the node vy = v1.db(1,0). If nodes are

distributed perfectly on the [0, 1)-interval it would hold v = v9 with

h(vi) +j ;ijl +0 w4

2 2 2

h(vg) =

However, by Lemma 7.7, h(v1) may deviate from the value ;’;ijl by at most © (105 ”)

w.h.p. Assume w.l.o.g. that h(v)) = %5 4 1987 When forwarding M (i, j) from v

- 21 n
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to v9 we may again deviate by at most 107% . Consequently, w.l.o.g., h(v2) is equal to
h(vi) + 3 n logn ;Lijl + 10% +J N logn  u+j N 3logn
20 no 20 n 2 2n

vy maintains a g-neighborhood; i.e., it stores all nodes within the interval [vy —
V2.q1, U2 + V2.qr]. Since it holds that vs.q € ©({/n) and 31;%” € O({/n), the node v
closest to the point “;ZJ is contained in v’s g-neighborhood, so it is reached via one

hop performed in the third step of the probing. O

Next we show that the outdegree of the GDB matches the degree of the generalized
¢/n-ary, d-dimensional De Bruijn graph (Definition 7.1) asymptotically:

Theorem 7.21. Each node in the GDB has outdegree ©(/n) w.h.p.

Proof. We count the number of edges for a node u € V' according to Definition 7.4.
u has edges to all nodes in the interval [u — 2u.q;, u + 2u.¢,|, which are ©({/n) nodes
w.h.p. according to Lemmas 7.14 and 7.15. This covers all outgoing edges of u in

Eru Eq.
Next, count the number of De Bruijn edges outgoing at u for each level i =
1,...,logq: On level i, there are exactly 2! De Bruijn edges, leading from ¢ generalized

De Bruijn edges on level log(q) to the 2 standard De Bruijn edges on level 1. Therefore,
u has

log(a) log(a)

o2t = | Y 2 -1

i=1 i=0

1— 210g(q)+1 .
= ﬁ _

(2¢—1)—1
= 2q—2
De Bruijn edges.
Summing everything up results in u having ©(¥n) outgoing edges. O

Finally, we want to investigate the performance of BuildGDB in the case where
new nodes join the system. For this we assume that a node v may join the system by
introducing itself to an arbitrary (old) node u. We distinguish between the sets Vj,eq
and V4, where V., consists of all nodes that joined the system and V,;4 consists
of all nodes that are already part of the system. The nodes in V4 already form a
legitimate GDB at the time when nodes in V¢, join. Define the work W (u) for a
node u € V4 as the number of explicit edges that it needs to build or redirect when
new nodes join the system.

We first introduce the following two technical lemmas:

Lemma 7.22. The expected distance between two neighbors u,v € V on the [0,1)-
interval via a pseudorandom hash function h : N — [0,1) is equal to %
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Proof. Let Xq,..., X, be the hashes of n nodes when using h. W.l.o.g. assume that
there exists ¢ € {1,...,n} with X; = 0. The cumulative distribution function (CDF)
Fx, () is defined by

Fx,(r) = Pr[X; < ]

for an arbitrary j € {1,...,n}. It holds that the CDF of Xyin = min{{X1,..., Xn}\
{Xi}} is equal to the probability that not all X;’s are greater than X i.e., it is given
by

Fx, . () =1~ (1 —Pr[Xppm < z])" '

Since
0, <0
PriX;<z]=qz, 0<z<1
1, =z>1
it follows
0, z <0
Fy(@)={1-(1-2)", 0<a<1
1, z>1

We need to compute the expected distance between X; = 0 and X i, since these
hashes belong to neighboring nodes. It holds that

E[| Xmin — Xi[] = E[Xmin] — /0 - Fe (1) dt
= /011—(1—(1—t)"_1) dt
- /1(1 g = [—1(1 —t)”r _ 1

0 n 0 n
To see that E[X]| = [;°1 — Fx(t) dt for a non-negative random variable X consider,
for example, the book of Ghahramani [Gha05]. O

Lemma 7.23. Consider n nodes that have been hashed via a pseudorandom hash
function h : N — [0,1). Let p € [0,1) be an arbitrary point. The expected distance
between p and the node that is located closest to p is no larger than ﬁ

Proof. Let the point p lie between two consecutive nodes v1 and vs. From Lemma, 7.22
we know that the expected distance between v; and vy is % The distance between
p and the node that is closest to p is maximized when p lies exactly in the middle
between v; and vy: ie., p = % This distance is equal to ﬁ ]

Theorem 7.24. Let the GDB G be in a legitimate state. When n increases by factor
29 e, Vol = n and |Viyew| = 2% -n —n, then for a node u € Vyyq it holds w.h.p.
that W (u) € ©(/n), which is asymptotically optimal.

Proof. Having n being increased by factor 2¢ results in #n getting increased by
factor 2. Each node u € V4 therefore increases its approximation of &/n by factor 2,
meaning that u also increases the size of its interval I = [u — u.q;, u + u.¢,| by factor
2. Due to Lemma 7.14 this results in v having to build ©(/n) new edges for its
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g-neighborhood. Also, since u.q increases by factor 2, u builds a new level of De Bruijn
edges: i.e., u generates variables u.db(log(u.q) +1, j) for all j € {0,...,2log(u.q)—1},
which are 2log(u.q) —1 =0 (é log n) = O(logn) many.

Now compute the number of De Bruijn edges that need to be redirected by
u. Consider an arbitrary De Bruijn edge “;j with ¢ € {1,...,log(u.q)} and j €
{0,...2" — 1}. The associated node to this edge is u.db(i, 7). W.l.o.g. let u.db(i,j) >

ugf In order for the edge (u,u.db(i,j)) to be redirected from u.db(i,j) to a new

node v € Vyew, v has to join within the interval [“;J - (u.db(z’,j) — “;J) ,u.db(i,j)].
From Lemma 7.23 we know that the expected size of this interval is no larger than
2. % = % Denote by the set I all of the intervals mentioned above and assume the
size of an interval ¢ € I is of the form % for random variable X; € {%, log n} with
E[X;] = 1. Remember that we have to consider ©(/n) of those intervals (one for each
of u’s De Bruijn edges), so |I| = ©(¢/n). Let X =3 ,c; X;. Then E[X] = O({/n).

W.lo.g. let E[X] = ¢n. Choose ¢ = 7”)’5(\21;’? for some constant ¢. For n high enough,

it holds that 6 < 1. Following Theorem 2.14(a), we get

o (\/3c.logn)2 . \d/ﬁ

Pr[X > (146)-E[X]] < exp d%?)

= exp(—clogn)

< n “

Thus, w.h.p., it holds that X is upper bounded by O(n) and therefore, the sum of
the sizes of the intervals in I is upper bounded by O (?)

We show that now u has to redirect up to O(¥n) edges w.h.p. For each joining
node v define Y, as

B {1, if v € V¢ joins into one of the intvervals in I
=

0, otherwise.

Assume w.l.o.g. that Pr[Y, =1] = ?. Then Y =37 oy, Y, and thus,
d
EY] =@ n-n)- Y0 = (20 1)- ¢
n

Next, choose § = —¥3¢198" _ Byllowing Theorem 2.14(a), we get
2d_1. d(%

2
() v
3

Pr[Y > (14 0) - E[Y]]

IN

exp

= exp(—clogn)

—C

IN

n
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Therefore, the number of nodes v € V¢, that join within intervals in I, and thus
have to be redirected by u, is upper bounded by (1+0)E[Y] < 2E[Y] = O(/n) w.h.p.
for n high enough.

Putting everything together, we get that W (u) € O(¥n) w.h.p.

At last, we argue why the work of O({/n) is asymptotically optimal. If n increases
by factor 2%, the systems contains 2% - n nodes. Since the degree is still d, Fact 7.2
implies that there has to be a node of degree 2n, which leads to at least one old
node u € Vg having to double its degree of /n. Therefore, v has to create at least
&n new edges and thus spend Q(/n) amount of work. O
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CHAPTER

Self-Stabilizing Quadtrees

Most protocols in topological self-stabilization (including the one from the previous
chapter) only show that the system eventually converges to a legitimate state, without
considering the monotonicity of the actual recovery process. Monotonicity means
that the functionality of the system regarding a specific property never gets worse as
time progresses; i.e., for two points in time ¢, with ¢ < ¢/, the functionality of the
system w.r.t. a specific property is better in ¢’ than in ¢.

In this chapter we are interested in searching, as this is one of the most important
operations in a distributed system. We study systems that satisfy monotonic search-
ability: If a search request for node v starting at node u succeeds at time ¢, then
every search request for v initiated by u at time ¢’ > ¢ succeeds as well.

Previous work on monotonic searchability [SSS15; SSS16] proposes self-stabilizing
protocols for one-dimensional topologies (for instance, a sorted list). Still, up to this
point it is not known how to come up with an efficient self-stabilizing protocol for
high-dimensional settings that satisfies monotonic searchability. High-dimensional
settings are relevant in areas such as wireless ad-hoc networks or social networks
where processes are defined by multiple parameters.

This paper introduces a novel protocol BuildQT for a self-stabilizing quadtree
along with a routing protocol SearchQT that satisfies monotonic searchability and
terminates after O(logn) hops on any input. To the best of our knowledge, this is
the first protocol that combines self-stabilization and monotonic searchability for the
two-dimensional case. In addition, one can easily extend our protocols in order to
work for multiple dimensions, leading to a self-stabilizing octree. We furthermore
expand the notion of monotonic searchability to an even stronger and more realistic
property, which we call geographic monotonic searchability, and show that SearchQT
satisfies this property as well. Our protocols stand out due to their simplicity and
elegance and do not require restrictive assumptions on messages, as it has been done
for the universal approach [SSS16].

Underlying Publication. This chapter is based on the following publication:

M. Feldmann, C. Kolb, and C. Scheideler. “Self-stabilizing
Overlays for High-Dimensional Monotonic Searchability”. In:
Proceedings of the 20th International Symposium on Stabiliza-
tion, Safety, and Security of Distributed Systems (SSS), 2018,
cf. [FKS18].

Outline of This Chapter. We first formally define the concept of monotonic searcha-
bility and its geographical extension in Section 8.1. Then we provide some additional
related work in Section 8.2 and describe the quadtree topology that we want the
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nodes to form in legitimate states (Section 8.3). Afterwards, we present the protocol
BuildQT (Section 8.4) along with the routing protocol SearchQT (Section 8.5). We
show that BuildQT is self-stabilizing and, when combined with SearchQT, satisfies
geographic monotonic searchability. Finally, we show how to extend BuildQT in
order to work for arbitrarily high dimensions, leading to self-stabilizing octrees
(Section 8.6).

8.1. Monotonic Searchability

Before we can define monotonic searchability and its geographical extension, we
need to introduce some notation and assumptions. Until Section 8.6 we consider a
two-dimensional square P of unit side length. Each node u € V is represented by
its unique position in P given by coordinates (uz,u,) € [0,1]%. Like the identifier
of a node, coordinates are assumed to be read-only; i.e., there are no coordinates
of non-existing nodes in the initial state of the system. Having node coordinates
be read-only also makes sense in our setting, as these are usually delivered by
an external component that is not in control of our protocol, such as GPS, for
instance. Define ||uv||2 as the Euclidean distance between two nodes u,v € V, i.e.,

[[uvllo = /(e = v2)2 + (uy — v,)2.
Nodes are able to issue search requests at any point in time:

Definition 8.1. A search request is a message Search(u,(x,y)), where u is the
sender of the message and (z,y) € [0,1]? are the coordinates u wants to search for.

A search request is delegated along edges in G according to a given routing protocol,
until the request terminates: i.e., either the node with coordinates (x,y) is reached or
the request cannot be forwarded anymore. Note that (x,y) do not necessarily need
to be coordinates of an existing node. In such a case, the routing protocol may just
stop at some node v that would have been on the routing path to node w if node u
with coordinates (z,y) had existed. Upon termination at node v, the reference of v is
returned to the sender u (in the pseudocode we indicate this via a return statement).

We consider the following definition of monotonic searchability:

Definition 8.2 (Monotonic Searchability). A self-stabilizing protocol satisfies mono-
tonic searchability according to some routing protocol R, if it holds for any pair of
nodes u,v € V' that once a search request Search(u, (vg, vy)) returns v at time t, any
search request Search(u, (vs,vy)) initiated at time t' >t also returns v.

Realizing monotonic searchability in self-stabilizing systems is a non-trivial problem,
because once a Search(u, (vg,vy)) request returns v to u, it cannot trivially be
guaranteed that v is found again by u at later stages, due to the modification of
edges by the self-stabilizing protocol.

Definition 8.2 differs in a minor detail compared to the definition stated in [SSS15;
SSS16]. The initial search request issued by u terminates at time ¢, but Scheideler
et al. define the time step t to be the one at which the initial search request was
generated by u. They use a probing approach to check for a node u whether w is still
waiting for the result of a previously issued search request and to cache all search
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requests searching for the same target. The same approach can be applied to our
protocol as well to overcome this, but for simplicity we use the slightly modified
definition stated above.

In two-dimensional scenarios it is more realistic to search for geographic positions
rather than for concrete node addresses. To handle this, we introduce the following
definition of geographic monotonic searchability.

Definition 8.3 (Geographic Monotonic Searchability). Let (z,y) € [0,1]% be an
arbitrary position in P. Let v € V' be the node that is returned by Search(u, (x,y))
if the system is in a legitimate state. A self-stabilizing protocol satisfies geographic
monotonic searchability according to some routing protocol R, if in case the system
is in an arbitrary state and Search(u, (x,y)) returns v at time t, then any request
Search(u, (z,y)) initiated at time t' >t also returns v.

A protocol satisfying geographic monotonic searchability also satisfies monotonic
searchability.

We aim to solve the following problem: Given a weakly connected graph G = (V, E)
of n nodes with coordinates in P, construct a self-stabilizing protocol along with
a routing protocol such that geographic monotonic searchability is satisfied. The
self-stabilizing protocol should transform G into a network in which any search
request terminates after O(logn) hops, given that the Euclidean distance between
any two nodes is at least 1/n.

8.2. Related Work

This section presents an overview of related work, specifically for quad- and octrees
and the concept of monotonic searchability.

Quad- and Octrees. Quadtrees have first been introduced by Finkel and Bent-
ley [FBT74]. Since then, quadtrees and octrees are widely used in computational
geometry (for surveys consider [Alu04; Sam89], for example). There are peer-to-peer
approaches relying on quadtrees [Gao+04; THS07] as well. Still, the problem of
designing a self-stabilizing protocol that arranges peers in a quadtree has not been
tackled so far.

Monotonic Searchability. Research on monotonic searchability was initiated by
Scheideler, Setzer and Strothmann in [SSS15], where the authors present a self-
stabilizing protocol for the sorted list that satisfies monotonic searchability. They
also showed that providing monotonic searchability is impossible in general when the
system contains corrupted messages. However, this property is restricted to cases
where the desired topology to which the graph should converge is clearly defined,
forcing the underlying protocol to eventually remove an explicit edge if it is not
part of the desired topology. This is not the case for our topology, because once a
specific explicit edge (which we define as quad edge later on) is generated by our
protocol it is never deleted, so the legitimate state s that we reach is dependent on
the specific computation done before reaching s. We therefore do not need to enforce
any restrictions on messages, as routing is done via quad edges only.
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Building on their research, the same authors present a universal approach for
maintaining monotonic searchability along with a generic routing protocol that can
be applied to a wide range of topologies [SSS16]. However, adapting their protocol
to specific topologies comes at the cost of convergence times and additional message
overhead. This is due to the fact that whenever an explicit edge is delegated from
node u to v, v has to wait for an acknowledgment from v until it is allowed to
remove the explicit edge from its local storage. Furthermore, a search request that is
forwarded via the generic routing protocol might travel (n) hops when searching
for non-existing nodes, whereas our routing protocol only needs O(logn) hops on
any input to terminate (if the nodes are spread uniformly in the plane), while still
satisfying monotonic searchability. In addition to this, our protocol BuildQT is
simpler and also more lightweight regarding the message overhead. This is mostly
due to the simplicity of the quadtree topology.

A self-stabilizing protocol for the skip graph satisfying monotonic searchability has
been presented by Luo et al. [LSS19]. The idea is similar to ours. That is, once an
explicit edge has been established it is never deleted in any further computation. In
legitimate states, the skip graph is then a subgraph of the final topology, keeping
routing paths the same and thus satisfying monotonic searchability. The authors also
show how to dismantle additional edges without violating monotonic searchability
such that the network converges to a perfect skip graph.

Close but different from our notion of monotonic searchability is the notion of
monotonic stabilization [YT10]. A self-stabilizing protocol is monotonically stabilizing,
if every change done by its nodes is making the system approach a legitimate state
and if every node changes its output only once. The authors show that nodes have
to exchange additional information in order to satisfy monotonic stabilization.

Interestingly, topological self-stabilization (and monotonic searchability) in two-
or high-dimensional settings has barely been investigated until now. There exists a
single self-stabilizing protocol that transforms any weakly connected graph into a two-
dimensional topology — the Delaunay Graph [Jac+12]. Unfortunately, it seems non-
trivial to extend this such that monotonic searchability is satisfied, without resorting
to expensive mechanisms like broadcasting or the universal protocol from [SSS16].

8.3. Quadtrees

In this section we introduce the quadtree as our desired topology and define legitimate
states of our system. We first need some notation: Denote by P’ C P that P’ is a
subarea of P and denote the area covered by two subareas Py, P, C by Py U Ps. If the
coordinates (ug,uy) of a node u € V' lie in a (sub-)area P’ C P, we say that u € P’.
If a subarea P’ C P does not contain a node, we say that P’ is empty.

Intuitively, our approach works as follows. Given a set V' of n nodes with coordinates
in P, we first cut the area P into two equally sized subareas, by a vertical cut. The
resulting subareas P, P, C P are then again cut into two equally sized subareas,
this time by a horizontal cut. We apply this cutting recursively for each subarea,
always alternating between vertical and horizontal cuts. The recursive halving of
a subarea is stopped once this subarea contains at most one node. Once cutting is
done, we define a total order on all nodes in P similar to following the nodes in P in
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a space-filling curve. The total order is then used to connect the nodes into a sorted
list via the BuildList protocol (recall Section 6.4). On the basis of this sorted list and
the generated subareas, we establish additional edges, which we use for the routing
protocol.

More formally, let us first consider the recursive algorithm QuadDivision (see
Algorithm 15 for the pseudocode) with parameters V C V, P C P and f € {0,1}.

Algorithm 15 Quad Division Algorithm

1: QuadDivision(V, P, f)

2 if f =1 then

3 Perform vertical cut on P, resulting in P = P, U P;
4 else

5: Perform horizontal cut on P, resulting in P = P} U Py
6 S0

7 if [{u €V |ue P} <1 then

8 S+ SuU {Pl}

9: else

10: S < S U QuadDivision({u € VN P}, P, =f)

11: if [{u €V |u€ P} <1 then

12: S <+ SuU {Pg}

13: else

14: S < S U QuadDivision({u € V N P}, Py, =f)

15: return S

Initially we call QuadDivision(V', P, 1) and thus perform a vertical cut on P, dividing
it into equally sized subareas P; and P,. Then we call QuadDivision recursively on P;
and P, as long as they contain more than one node. For simplicity, we assume that
nodes do not lie on the boundaries of subareas, as this would make the presentation of
our algorithm unnecessarily complex. The problem can easily be resolved in practice
via a tiebreaker. QuadDivision(V, P, 1) returns the set S of subareas such that

e P’ contains at most one node and
o the union of all P’ € S equals P, i.e., Upcg P = P.

Example 8.4. Figure 8.1 shows an example for a sequence of cuts with 4 nodes
v1,...,v4. Note that upon termination, QuadDivision returns 5 subareas (one subarea
for each node v; and the empty subarea on the bottom left).

In the following, we want to view the output of QuadDivision as a binary tree T'.
The root node corresponds to the entire square P. An inner node of T, corresponding
to a (sub-)area P’, has two child nodes. Cutting P’ into two subareas P, and P;,
the left child represents the subarea that lies west of the other (when performing a
vertical cut on P’) or north of the other (when performing a horizontal cut on P’).
Similarly, the right child represents the subarea that lies east of the other (when
performing a vertical cut on P’) or south of the other (when performing a horizontal
cut on P’). The binary tree is the unique minimal such tree having no leaf node
t € T correspond to a subarea of P that contains more than one node u € V. Note
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Figure 8.1.: Illustration of QuadDivision performed on nodes vy, ..., v4. (a) illustrates

the first vertical cut on P. (b) illustrates the horizontal cuts done
to subareas P; and P». (c) illustrates the final vertical cut before
termination.

that this makes nodes u € V' correspond to leaf nodes in 7', but a leaf node t € T
does not necessarily correspond to a node in V', as the subarea represented by ¢ may
be empty. For the rest of this chapter, we refer to the tree T' defined above as area
tree. Figure 8.2a shows the area tree T’ from Example 8.4.

Using the area tree notation, we obtain a total order on V:

Definition 8.5 (Two-Dimensional Ordering). Let T' be the area tree returned by
QuadDivision(V, P,1). The total order < is given by the depth-first search (DFS)
traversal of T, searching left childs first.

Note that the ordering < resembles a space-filling curve similar to the Morton-
Curve [Mor66]. Other curves like the Hilbert-Curve also work in principle. However,
using them makes the presentation of our ideas way more difficult.

We use the same notation for neighbors in < as defined in Definition 6.9.

As nodes in the area tree T' correspond to subareas of P and vice versa, we use
them interchangeably for the rest of the chapter. We say that a node t € T' represents
a subarea A, if A is the subarea corresponding to t. The next definition introduces
important notations to define the legitimate state of the system:

Definition 8.6. Let T be the area tree returned by QuadDivision(V, P,1). For a
node u € V', denote the leaf node representing the subarea that contains u by A(u).
Consider the unique path p(u) of tree nodes A(u) = ti,...,t; from A(u) to the root of
T. For each t; € p(u) on that path, let s; be t;’s sibling in T. Define Q(u) = Ule ;.

It is easy to see that if t € Q(u), then the subarea represented by ¢ does not contain
u, while the subarea represented by the parent node of ¢ contains u. Also, we have

that (Uaequ) A) U A(w) = P.

Example 8.7. Consider again Figure 8.2a: The set Q(v1) consists of the subareas
ts,te and t7, as the combination of these with the subarea ty containing vy yield the
square P.
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\1
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\'5)

\Z
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Figure 8.2.: (a) Corresponding area tree to Example 8.4. The subareas marked
in black are the subareas represented by the corresponding tree node.
Performing a depth-first search on the area tree, when always going
to the left child first, yields the total order v; < vy < v3 < v4. (b) A
possible legitimate state for the system from Figure 8.1. List edges are
indicated in blue, quad edges in red.

Using the total order <, we define the legitimate state of our system, i.e., the
topology that should be reached by our self-stabilizing protocol BuildQT:

Definition 8.8 (Legitimate State). The system is in a legitimate state, if the graph
induced by the explicit edges satisfies the following conditions:

(a) Each node u is connected to its closest left and right neighbor w.r.t. <.

(b) For each non-empty subarea A € Q(u), u is connected to exactly one node
vE A.

Consider Figure 8.2b showing a possible legitimate state for the nodes from
Figure 8.1.

Note that we do not clearly define nodes for u to connect to Definition 8.8(b) more
specifically, as we just want to make sure that w is able to reach the subarea directly
via an outgoing edge in case the subarea contains nodes. As it will turn out, this
helps us to achieve geometric monotonic searchability. We want to emphasize that
edges in T" are not part of the legitimate state, as we use the area tree to illustrate
our approach and only let nodes compute necessary parts of the area tree locally.

8.4. Self-Stabilizing Quadtrees

In this section we describe the self-stabilizing protocol BuildQT and later show that
BuildQT is indeed self-stabilizing according to Definition 8.8.
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8.4.1. Protocol BuildQT

We first define the protocol-based variables for each node.

Definition 8.9. For the BuildQT protocol, each node uw € V' maintains the following
variables:

(a) Variables u.left,u.right € VU {L} storing u’s left and right neighbor, respec-
tively.

(b) A setu.QQ CV storing a single node v € V' for each non-empty subarea A € Q(u)
such that v € A.

We refer to the edges represented by variables w.left and u.right as list edges and
to edges (u,v) with v € u.Q as quad edges. Observe that an edge (u,v) can be both
a list and a quad edge at the same time. The reason for this is that we allow the
delegation of search messages only via quad edges (as we will see in Section 8.5), so
if u wants to delegate a search message to the subarea containing one of its list edges,
it has to make sure that there is a node in u.@ for this area.

Before we can describe how we establish the correct list and quad edges, we shortly
describe how a node u that knows some node v is able to locally determine whether
u < v or v < wu holds: u just calls QuadDivision({u, v}, P, 1) locally and obtains an
area tree with subareas containing v and v as leaf nodes. Performing a DFS on that
tree as described earlier yields either u < v or v < u.

It is important to note that using the same approach, u is also able to compute the
set Q(u) for the current system state: u just calls QuadDivision({u, u.left, u.right}, P,
1). It is easy to see that the corresponding area tree contains all nodes representing
subareas in Q(u), so u just has to check each node in the area tree for the properties
from Definition 8.6. Obviously, as long as wu.left and w.right are still subject to
changes, Q(u) also changes. But we will show later that by the way we define
our protocol, @(u) monotonically increases w.r.t. the C relation, s.t. none of the
proposed properties are violated.

For list edges, we use the BuildList protocol (Section 6.4) using the variables
u.left, u.right and the total order <.

We now describe how we build the correct quad edges at each node. Note that u
can easily check whether there exists a subarea A € Q(u) for which u does not yet
have a quad edge, by assigning each v € u.Q to the subarea in Q(u) that contains v.

The protocol consists of actions Timeout and QLinearize (see Algorithm 16). Before
executing any statement of any of these actions, a node u always checks its set u.Q
for consistency, ensuring that no two nodes vy, vy € u.Q) are contained in the same
subarea A € Q(u). In case u finds out that vy,..., v, € u.Q are contained in the
same subarea A € Q(u) (which may happen in an initial state), u only keeps one
of these nodes (arbitrarily chosen) and forwards all other nodes v; to BuildList by
calling Linearize(v;).

In Timeout, u chooses a node v from its set «.(Q) in round-robin fashion and forwards
v to BuildList. This has to be done to ensure that the sorted list converges even if the
initial weakly connected graph consists of quad edges only. Afterwards, u introduces
itself to its left and right neighbors w.left and u.right by calling QLinearize on them.
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As part of the same QLinearize request, u asks these nodes if they know a node v € A,
where A € Q(u) is a subarea, for which u does not have a quad edge yet. If this
is the case, then u will receive a QLinearize call containing the desired node v as
the answer. The subarea A is chosen in round-robin fashion as well, such that each
subarea, for which u does not have a quad edge yet, is chosen by u eventually in
Timeout. The reason for choosing nodes and subareas in round-robin fashion is that
we do not want to overload the network with too many stabilization messages that
are generated periodically.

Processing a QLinearize(v, A) request at node u works as follows. We forward v
to BuildList and then check if v is contained in a subarea A’ € Q(u) for which there
does not exist a node v’ € u.QQ with v’ € A’. If this is the case, then u does not have
a quad edge to the subarea A’ yet, so u includes v into u.(Q, which corresponds to u
generating a new quad edge (u,v). Finally, u generates an answer to v as already
described above in case u knows a node (including itself) that is contained in A.

Algorithm 16 Protocol BuildQT, executed by node u € V

1: Timeout — true

2 Consistency check for u.Q)

3: Choose v € u.QQ in round-robin fashion and call Linearize(v)

4: Determine A(u) and Q(u) via QuadDivision({u, u.left, u.right}, P, 1)

5 Choose A € Q(u) in round-robin fashion s.t. Vv € u.Q : v ¢ A

6 u.left < QLinearize(u, A) > A =1 if no such A exists
7 u.right < QLinearize(u, A)

8: QLinearize(v, A)
9: Consistency check for u.Q)
10: Linearize(v)

11 Determine A(u) and Q(u) via QuadDivision({u, u.left, u.right}, P, 1)
12: if 34" € Q(u) Vo' € u.QQ : v' ¢ A’ then

13: u.Q +— u.Q U {v}

14: if A#1 A €uQU{u}:v € Athen
15: v + QLinearize(v’, 1)

8.4.2. Analysis

We show that BuildQT is self-stabilizing according to Definition 8.8.

Recall that our system is initially given by an arbitrary weakly connected graph
G = (V, E). As the graph may consist of both list and quad edges, we denote the set
of list edges by Er, and the set of quad edges by Eg, so G = (V, E U Eg). Since each
node u eventually executes its Timeout action, we assume that no inconsistencies
appear, like u < u.left, u.right < u or u having multiple quad edges into the same
subarea. We first argue that we get rid of corrupted messages that may exist in an
initial state of the system:

Lemma 8.10. Given any weakly connected graph G = (V,E, U Eg) and a set of
corrupted messages M spread arbitrarily over all node channels. Eventually, G is
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free of corrupted messages, while staying weakly connected.

Proof. By definition of BuildQT we do not delete any node but only forward its
node references to BuildList keeping G weakly connected at any point in time. Also
notice that a corrupted message m € M cannot be delegated infinitely by the way we
defined the Linearize and QLinearize actions. Because we assume fair message receipt,
we know that eventually all messages in M will be processed and thus vanish. [

To show the convergence property, we prove convergence and closure for the sorted
list and then show that once the sorted list stabilized, all desired quad edges will
eventually be established.

Lemma 8.11. For a weakly connected graph G = (V, E, U Eq), BuildQT eventually
transforms G such that the explicit edges in Er, form a sorted list w.r.t. < (Conver-
gence). If the explicit edges in Er already form a sorted list w.r.t. <, then they are
preserved at any point in time if no nodes join or leave the system (Closure).

Proof. In Timeout (Algorithm 16) a node u chooses one of its quad edges (u,v) € Eg
and forwards it to BuildList, creating an implicit list edge (u,v) € Er. Since we
execute Timeout periodically at each node v € V and choose quad edges in round-
robin fashion, it is guaranteed that eventually each quad edge is forwarded to BuildList.
This implies that the graph G’ = (V, Ep) eventually becomes weakly connected. We
can thus apply Theorem 6.12 to show that the sorted list converges.

Closure for the list edges Fp, follows directly from Theorem 6.12. O

Lemma 8.12 (Convergence). Once the edges in Ey, induce a sorted list w.r.t. <,
eventually a legitimate state according to Definition 8.8 is reached.

Proof. Definition 8.8(a) is already satisfied due to Lemma 8.11, so it remains to show
Definition 8.8(b). Recall that u is able to compute A(u) and the set of subareas
Q(u) by locally executing QuadDivision({u, u.left, u.right}, P, 1). As the sorted list
has already converged, Q(u) does not change anymore. Let S C Q(u) be the set
of subareas that contain at least one node. We show that u.Q) eventually contains
one node for each of those subareas: i.e., VA € S dv € u.QQ : v € A and v is unique.
For this we consider an arbitrary subarea A € S and assume w.l.o.g. that u < v
for all v € A. Note that since nodes u choose subareas A € Q(u) in round-robin
fashion, it is guaranteed that u chooses A periodically and asks its list neighbor
u.right for a node in A as long as u does not have any quad edge to a node in A.
Fix the node v € A such that v is the outmost left node of A in the ordering <: i.e.,
Vo' € A,v" # v v < v'. We show that eventually u will receive an implicit edge
(u,v) € Eg as part of a QLinearize call and will thus add v to u.Q), transforming the
implicit edge into an explicit one. Fix k € Ny and assume that there are k£ nodes
lying between u and v: i.e., u < vy < ... < v < v. Observe that any node v; with
u < v; < v also needs to have a quad edge to the subarea A, since we defined v to
be the outmost left node in A. By definition of our protocol, each node v; in this
chain sends out a QLinearize request to v;.right, demanding for a node lying within
the subarea A. Thus, v receives such a request from vg. As v € A, v answers v by
sending a QLinearize request containing its own reference back to vy, such that vy
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establishes an explicit quad edge (vg,v) € Eg. Once vy has established this edge,
it answers any incoming QLinearize request coming from v;_; and demanding for a
node in A by sending a QLinearize request containing v back to viy_1. Note that as
long as vg_1 does not yet know v, v receives such QLinearize requests periodically
from vi_1. The chain continues iteratively until v has received v from vy, which
concludes the proof. O

Now we show the closure property for BuildQT.

Lemma 8.13 (Closure). If the explicit edges in G = (V, E, U EQ) already form a
quadtree, then they are preserved at any point in time if no nodes join or leave the
system.

Proof. Closure for the list edges Ep follows from Lemma 8.11. By the definition
of Algorithm 16 it follows that once a quad edge is established, we do not remove
it anymore. It is also easy to see that any reference to a node v that is part of
a QLinearize call is just forwarded to BuildList by u and is not included into u.Q.
This holds because for the subarea A € Q(u) that contains v there already must
exist a node v’ € u.QQ with v' € A, since otherwise this would violate condition
Definition 8.8(b). O

Combining Lemma 8.12 and Lemma 8.13 yields the main result of this section:

Theorem 8.14. BuildQT is self-stabilizing.

8.5. Routing

In this section we state the routing protocol SearchQT (see Algorithm 17 for its
pseudocode) and later show that SearchQT in combination with BuildQT satisfies
geographic monotonic searchability.

8.5.1. Protocol SearchQT

Before a node u processes a search message, it first performs the same consistency
checks on its set u.Q) as has been described in Section 8.4. This makes sure that our
routing protocol is well-defined. Now assume a node u wants to process a SearchQT (v,
(z,y)) message. Consider the subarea A(u) and the set Q(u) of subareas as defined
in Definition 8.6. u determines the subarea A(z,y) € Q(v) U{A(v)} that contains
the position (z,y). If A(x,y) = A(u), then the algorithm terminates and returns
u itself to v as the result. Otherwise, u delegates the SearchQT (v, (z,y)) message
to the node w € u.QQ with w € A(z,y). If no edge to a node in A(z,y) exists in
u.Q), then the algorithm terminates and returns u itself to v as the result. Consider
Figure 8.3 for some examples.

8.5.2. Analysis

In this section we show that BuildQT along with the routing protocol SearchQT
satisfies geographic monotonic searchability and thus also monotonic searchability.
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Figure 8.3.: Illustration of the delegation of different SearchQT messages for tar-
get coordinates t1, to and t3 starting at vy. SearchQT(vi,t;) and
SearchQT (v1,t2) return the nodes that share the same subarea with
the target point (traversing paths (v1,ve,vs,v4) for ¢; and (vq,ve,vs)
for t2). The search for t3 yields the path (vi,ve,vs) until SearchQT
terminates, as v does not have a quad edge to the subarea containing
t3.

First we need the following technical lemma stating that for each node u € V' the set
Q@ (u) monotonically increases over time:

Lemma 8.15. Consider an arbitrary system state at time t and a node uw € V. Let
Q(u) be the output of QuadDivision({u,u.left,u.right}, P, 1) executed at time t and
let Q(u)" be the output of QuadDivision({u, u.left, u.right}, P, 1) executed at any point
in time t' > t. Then Q(u) C Q(u)’.

Proof. By the definition of our protocols, it holds that if u locally calls QuadDivi-
sion({u, u.left, u.right}, P, 1) in order to compute the set Q(u), then any inconsis-
tencies regarding w.left and u.right are already resolved. The lemma then follows
from the fact that BuildList does not replace list variables wu.left and u.right with
nodes that are further away from u than the current entries. More formally, consider
w.l.o.g. the variable w.right such that u < w.right. By the definition of Linearize, u
does not replace u.right by a node v for which w.right < v holds. This implies that
any subsequent QuadDivision({u, u.left,u.right}, P, 1) call only transfers subareas to
Q(u) that are obtained by cutting A(u). Therefore, for any subarea A € Q(u) we
have that A € Q(u)'. O

We are now ready to show the main result of this section:

Theorem 8.16. BuildQT along with SearchQR satisfies geographic monotonic search-
ability.
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Algorithm 17 The SearchQT Protocol, executed by node u € V'

1: SearchQT (v, (x,y))

2: Consistency check for u.Q)

3 Determine A(u) and Q(u) via QuadDivision({u, u.left, u.right}, P, 1)
4 if (z,y) € A(u) then

5: return u
6
7
8
9

else
Let A(z,y) € Q(u) with (z,y) € A(z,y)
if Jw € u.Q :w € A(z,y) then
: w < SearchQT (v, (z,y))
10: else
11: return u

Proof. Assume a SearchQT (u, (x,y)) request S terminates and returns v € V to
the initiator u at time ¢, such that v is the node that would have been returned if
the system already was in a legitimate state. Now assume that w initiates another
SearchQT (u, (z,y)) request S” at time ¢’ > ¢t. We show that S’ returns v as well.
Let (u,v1,...,vk,v) be the path that has been traversed by S. We claim that
S’ traverses the exact same path as S. Let Q(u) be the output of QuadDivi-
sion({u, u.left, u.right}, P, 1) executed when processing S at u and let Q(u)" be
the output of QuadDivision({u,u.left,u.right}, P, 1) executed when processing S’
at u. Let A(v) € Q(u) be the subarea that contains v and A(vy) € Q(u) be the
subarea that contains v;. Since S has been delegated by u to vy, it follows from
the definition of the SearchQuad protocol that v € A(v;). Lemma 8.15 implies that
Q(u) € Q'(u) and thus A(vy) € Q'(u). It therefore follows from the definition of
SearchQT that u delegates S’ to v1 as well. By arguing the same way for any node
v; on the remaining path (v1,...,vg,v), we can conclude that S’ arrives at v and
terminates. This finishes the proof. ]

As already indicated in Section 8.1, we obtain the following corollary:
Corollary 8.17. Build@QT along with Search@QR satisfies monotonic searchability.

Finally, we show an upper bound on the number of hops for any search message, if
we assume that the Euclidean distance ||uv||2 between any pair (u,v) € V' is at least
%. We start with the following lemma:

Lemma 8.18. Let (z,y) € [0,1]? and suppose a SearchQT(u, (z,y)) request reached
node v after k € No hops, k even. Then the maximum FEuclidean distance from vy
to the position (x,y) is at most 1/2=1D/2,

Proof. Let k € Ny be the number of hops until SearchQT (u, (x,y)) terminates.
Assume that k is even. Let (uz,u,) be the coordinates of u. Initially the Euclidean
distance between (u,u,) and (z,y) is maximized if both coordinates lie on the
corners of P such that the straight line between (u,,u,) and (x,y) is the diagonal
going through P.

Note that after two hops we reduce the area in which the target is located by a

factor i. Using the Pythagorean theorem to compute the length of the diagonal of
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the quad, we compute the maximum distance between the node v and (z,y), to be

equal to /(1/V2R)2 + (1/V2F)2 = 1/V/2F T = 1/20-1)/2, -

We are now ready to prove the following theorem:

Theorem 8.19. If the Fuclidean distance ||uv||2 between any pair (u,v) € V is at
least 1/n, then any search message is delegated at most O(logn) times.

Proof. Assume that a SearchQT (u, (z,y)) message is at node vy, after k hops. It is
easy to see that after each delegation, the remaining area in which we have to search
for (z,y) is halved. We know by Lemma 8.18 that the maximum Euclidean distance
from vy to (z,y) within k hops is at most 1/25~1/2 when k is even. Set k = 4logn.
Then the maximum Kuclidean distance is at most

= s -o(3) <o ().

9(4logn—1)/2 ~ 92logn—1/2 92-logn n2 n

which implies that the remaining area in which we have to search does not contain a
node other than vy, so the routing protocol terminates. As k € O(logn), the theorem
follows. O

8.6. Self-Stabilizing Octrees

In this section we discuss how to extend our protocols to high-dimensional settings
in order to support self-stabilizing octrees with geographic monotonic searchability.
Fix a dimension d > 2: i.e., we are given a d-dimensional hypercube P of unit side
length. Then each node v has coordinates (u1,...,uq) € [0, 1]%.

We generalize the QuadDivision procedure as follows: Instead of alternating between
two different cuts (vertical and horizontal cuts), we alternate between d different cuts
now. Thus, for all i € {1,...,d} we define an i-cut on the (sub-)cube P whose side
length in dimension ¢ is equal to I as follows. We assign all points p € P whose i-th
coordinate is smaller than %I to the subcube P;, and the rest of the points to the
subcube P5. For an example consider Figure 8.4 for a sequence of different cuts on a
3-dimensional hypercube. By this, the QuadDivision algorithm remains well-defined.

Next, consider the area tree 1" that represents the output of the new QuadDivision
algorithm. 7" again is an area tree. However, the levels of the area tree now alternate
between d different cuts instead of only 2. Thus, we obtain the total ordering <
in the same manner as before, namely by performing a DFS on T, always going
to the left child first. This already implies that BuildList is also well-defined in the
d-dimensional setting.

Last but not least, it is easy to see that one can generalize the definition for
A(u) and Q(u) (Definition 8.6) to dimension d, since the area tree T still is well-
defined. This implies that we have a well-defined legitimate state according to the
generalization of Definition 8.8 and thus the BuildQT protocol along with the routing
protocol SearchQT is well-defined such that all claims made in the analysis can also
be generalized to d-dimensional settings.

The following corollary summarizes the above discussion:

114



8.6. Self-Stabilizing Octrees

(a) (b) (c) (d)

Figure 8.4.: Illustration of the 3-dimensional equivalent of QuadDivision. The se-
quence shows a 1-cut ((a) — (b)), followed by a 2-cut ((b) — (c¢)) and
a 3-cut ((¢) — (d)). The dashed lines indicate how the next cut in the
sequence is applied to the (sub-)cube.

Corollary 8.20. There exists a self-stabilizing protocol for a (d-dimensional) octree
along with a routing algorithm R that satisfies geometrical monotonic searchability.

It is also easy to see that the generalized version of SearchQT forwards a message
at most O(logn) times until termination in case the Euclidean distance (in the
d-dimensional space, i.e., for points x = (z1,...,24) € [0,1]% and y = (y1,...,5q) €
[0,1)¢ we define ||zy|lq = /2L, (zi — y;)2) between any two nodes u,v € V is at
least 1/n. Finally, we want to emphasize that the variables for each node v € V' do
not change in our protocol, when applied to the higher-dimensional case.
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CHAPTER

Self-Stabilizing Publish-Subscribe Systems

The publish-subscribe paradigm ([Eug+03; Fab+01]) is a very popular paradigm for
the targeted dissemination of information. It allows clients to subscribe to certain
topics or contents so that they will only receive information that matches their
interests. In the traditional client-server approach the dissemination of information
is handled by a server (sometimes also called broker), which has the benefit that the
publishers are decoupled from the subscribers. The publisher does not have to know
the relevant subscribers and the publisher and subscribers do not have to be online at
the same time. However, in this case the availability of the publish-subscribe system
critically depends on the availability of the server, and the server has to be powerful
enough to handle the dissemination of the publish requests.

An alternative approach is to use a peer-to-peer system. However, if no commonly
known gateway is available, the system cannot recover from overlay network partitions.
In practice, peer-to-peer systems usually have a commonly known gateway since
otherwise new peers may not be able to join the system through a peer that is
currently in the system (and can therefore process the join request). In our supervised
overlay network approach we assume that there is a commonly known gateway, called
supervisor. The supervisor handles subscribe and unsubscribe requests but is not
involved in the dissemination of publish requests, which are treated by the subscribers
in a peer-to-peer manner. We are interested in realizing a topic-based supervised
publish-subscribe system, which means that peers can subscribe to certain topics
(that are usually relatively broad and predefined by the supervisor).

Topic-based publish-subscribe systems have many important applications. Apart
from providing a targeted news service, they can be used for tasks such as to realize
a group communication service [FLS01], which is considered an important building
block for many other applications ranging from chat groups and collaborative working
groups to online market places (where clients publish service requests), distributed
file systems and transaction systems. To ensure the reliable dissemination of publish
requests in a topic-based publish-subscribe system, we present a self-stabilizing
supervised publish-subscribe system. This ensures that for any initial state (including
overlay network partitions) eventually a legitimate state will be reached in which all
subscribers of a topic know about all publish requests that have been issued for that
topic. The overlay network that is formed by the subscribers in a legitimate state
is a supervised skip ring, i.e., a ring with additional shortcuts. The skip ring has
a diameter of O(logn). We also show that the overhead for the supervisor in our
system is very low. In fact, the message overhead of the supervisor is just a constant
for subscribe and unsubscribe operations, and the supervisor has a low maintenance
overhead in a legitimate state.

Underlying Publication. This chapter is based on the following publication:
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M. Feldmann, C. Kolb, C. Scheideler, and T. Strothmann. “Self-
Stabilizing Supervised Publish-Subscribe Systems”. In: Proceed-
ings of the 2018 IEEFE International Parallel and Distributed
Processing Symposium (IPDPS), 2018, cf. [Fel+18].

Outline of This Chapter. We first introduce the skip ring topology along with
the notion of the supervisor in Section 9.1. In Section 9.2 we give an overview
on some related work in addition to the related work in Section 6.3. We formally
describe our protocol BuildSR for a self-stabilizing supervised skip ring in Section 9.3.
Finally, we show how to use BuildSR in order to construct a self-stabilizing supervised
publish-subscribe system (Section 9.4).

9.1. Supervised Skip Rings

In this section we formally introduce the skip ring topology and the supervisor. We
start with the skip ring topology.
We first define labels that we will assign to nodes in the skip ring:

Definition 9.1. Let z € Ny be some number with unique binary representation
(xgq...mo) € {0,1}* (where x4 = 1), ie., v = Z?:o 2'z;.  Define the mapping
l:No— {0,1}* such that

l(.ﬁ) = (l‘d_l ce xo.l‘d).
The label x € Ny is then defined by l(x). Denote by |l(x)| the number of bits of I(x).

Intuitively, | takes the leading bit x4 of the binary string (z4...x0) representing
the input value x and moves x4 to the unit position, resulting in the binary string
(4—1-..xoxq). Note that the leading bit x4_1 of I(z) is allowed to be 0 and that [ is
invertible. We map labels to values in [0,1) as follows:

Definition 9.2. Let v € Ny and let y = (y1...yq) = l(z). Define the real-valued
representation of [(x) by the mapping r : {0,1}* — [0,1) with

d

y

r(y) =2 5
=1

By the mapping r we obtain a total ordering < of all labels; i.e., for two labels
I(x),l(y) € {0,1}* it holds that I(z) < I(y) if and only if r(I(x)) < r(I(y)). We use <
in the following to define the skip ring:

Definition 9.3 (Skip Ring). A skip ring SR(n) is a graph G = (V, Er U Eg) with
n nodes. G is defined as follows:

(a) Each node w € V has a unique label denoted by label(u) € {0,1}* with
I~ (label(u)) < n.

(b) (u,v) € Er < (u,v) are consecutive in the ordering induced by < when viewing
the [0, 1)-interval as a ring. Denote the edges in ER as ring edges. For a node
u € V denote v as u’s left ring neighbor if (u,v) € Er and either v < u or
label(u) = 0. Otherwise, if (u,v) € ERr then v is u’s right ring neighbor.
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(0,0,0)

(15, 1111, 15/16) (8, 0001, 1/16)

(7,111, 7/8 (4,001, 1/8)

(9, 0011, 3/16)

(2, 01,1/4)

(13, 1011, 11/16) (10, 0101, 5/16)

(6,101, 5/8) (5,011, 3/8)

(12, 1001, 9/16) (11, 0111, 7/16)

(1,1,1/2)

Figure 9.1.: A skip ring consisting of 16 nodes. The triples are of the form
(x,l(z),r((x))), where z € {0,...,15}, I(x) is the corresponding la-
bel and r(I(x)) is the real valued version of the label. Black edges are
ring edges (k = 4), green edges are shortcuts for £k = 3, red edges for
level k = 2 and the blue edge is the shortcut for & = 1.

(¢) (u,v) € Eg < (u,v) is part of the sorted ring w.r.t. node labels over all nodes
in K;, i€ {1,...,[logn] — 1}, where K; = {w € V| |label(w)| < i}. Denote
(u,v) € Eg as a shortcut on level 4, if i = max{|label(u)|, |label(v)|}.

The intuition behind Er and Fg is that we want all nodes with labels of length at
most k to form a (bidirected) sorted ring for all k € {1,..., [logn|}. For k = [logn]
these edges are stored in Eg, for k < [logn]| they are stored in Eg. Due to the way
we defined the mapping it holds that for all z € {2¢,... 291 —1} the values r(I(z))
are uniformly spread in between old values r(I(y)) with y € {0,...,2¢ — 1}. It is
easy to see that the skip ring SR(n) has the diameter [logn]. Figure 9.1 illustrates
SR(16).

The following lemma follows from the definition of SR(n):

Lemma 9.4 (Node Degree in SR(n)). In a skip ring SR(n) the node degree is
O(logn) in the worst case and constant on average.

Proof. For convenience, we define k = |label(u)| for a node u € V. Node u has 2
shortcuts to nodes with a label of length k" for each ¥’ > k. Having n nodes in the
system, we know that &’ is upper bounded by log(n), which sums up the degree of u
to be 2- (logn —k+1) = O(logn).

Next, we want to compute the average degree in SR(n). We count the overall
number of edges in SR(n). Let f(k) denote the number of nodes with a label of
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length k. We have

2 k=1
f(k)_{z’f—l k> 1.

Recall that the maximum length of a label is equal to log(n) for SR(n). Combining
this fact with the above formula for the node degree, we get the following result for
the number of edges in |[Er U Eg|:

log(n)
|[ErU Es| = Zf 2(log(n) — k + 1))

log(n)
= 4log(n) + Z2k L(2(log(n) — k 4+ 1))

log(n)
= 2log(n) + Z 28 (log(n) — k + 1)

log(n) log(n log(n)
= 2log(n) + Z 2klog Z 2k k + Z ok
k=1
10g( )
= 2log(n)+ (2n — 2) - log(n Z 26k + (2n — 2)
k=1
= 2log(n)+ (2n — 2) - log(n) — (2nlog(n) — 2n + 2) + (2n — 2)

= 4n—4

Dividing this value by n yields an upper bound of 4 = ©(1) for the average node
degree. O

As we will see, our protocols work in such a way that the node degree of a joining
node u monotonically increases over the time u is part of the system; i.e., the longer
a node is a participant of the system, the more shortcuts it has. This makes sense
from a practical point of view, since older and thus more reliable nodes hold more
connectivity responsibility in the form of more shortcuts. A node u that joins the
system will be assigned a label such that its initial connections consist of two ring
edges only. As further nodes join the system, u will receive new ring edges and
transform its old ring edges into shortcuts, thus increasing its degree.

In order to construct a self-stabilizing protocol for a skip ring, we partially rely on
the help of a gateway that is commonly known among all nodes. We represent such
a gateway as a unique node, called the supervisor. The supervisor s is known to each
node by default: i.e., we assume that each node u € V has a hard-coded edge (u, s)
in any state of the system. We are now ready to define the topology that should be
formed by nodes in legitimate states:

Definition 9.5 (Supervised Skip Ring). A supervised skip ring is a graph G =
(VU{s}, ErUEsU Egyp) with n = |V| nodes and a supervisor node s. G has the
following properties:
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(a) The subgraph G' = (V,Er U Eg) is a skip ring SR(n), where n = |V|.
(b) Egsyp consists of edges (u,s) and (s,u) for each node u € V.

Note that while the edges from nodes to the supervisor are hard-coded and thus
existent in every state of the system, the edges from the supervisor to the nodes are
not hard-coded. This means that the supervisor only knows a subset of the nodes in
V in an illegitimate state. Obviously, the bounds on the worst-case and average-case
degree from Lemma 9.4 still hold for nodes in V' in a supervised overlay network,
since each node only has one additional outgoing edge. Having the supervisor store
information about all nodes in the skip ring is acceptable for our setting, since storing
information of multiple millions of nodes takes only a few Megabytes of storage for
the supervisor. In addition, we are going to prove that the supervisor only receives
one message in legitimate states after all nodes have called their Timeout action
exactly once.

0.2. Related Work

We give an overview on related work specifically relevant to supervised overlay net-
works, self-stabilizing publish-subscribe systems and group communication services.

Supervised Overlay Networks. Supervised overlay network for specific topologies
have been proposed in [PRU03; RS04a; RS04b]. In [PRU03] the nodes are arranged
in a random-looking graph that guarantees connectivity, low diameter and low degree
with high probability. A supervised tree called SPON is presented in [RS04b]. Such a
tree is used to efficiently broadcast or multicast messages to a dynamically changing
group of nodes. In [RS04a] a distributed hash table (DHT) based on a supervised
De Bruijn graph is presented. The DHT distributes objects uniformly among all
nodes and is designed to be useful in grid computing. A general framework for
constructing a supervised peer-to-peer system has been introduced by Kothapalli
and Scheideler [KS05]. Here the supervisor only has to store a constant amount
of information about the system at any time and only has to send out a constant
number of messages to integrate or remove a node. While all of the above mentioned
systems have their advantages, none of them is self-stabilizing.

Self-Stabilizing Publish-Subscribe Systems. In the literature there are publish-
subscribe systems that are self-stabilizing. For example, in [Mith+05] the authors
present different content-based routing algorithms in a self-stabilizing (acyclic) broker
overlay network that clients can publish messages to. Their main idea is a leasing
mechanism for routing tables such that it is guaranteed that once a client subscribes to
a topic there is a point in time such that every publication issued thereafter is delivered
to the newly subscribed client (i.e., there are no guarantees for older publications).
While the authors focus on the routing tables and take the overlay network as a given
ingredient, our work focuses on constructing a self-stabilizing supervised overlay
network and then using it to obtain a self-stabilizing publish-subscribe system.

A self-stabilizing publish-subscribe system for wireless ad-hoc networks is proposed
in [ST18], which builds upon the work of [ST16b; STM15]. Similarly to our work,
the authors arrange nodes in a cycle with shortcuts and present a routing algorithm
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that makes use of these shortcuts to deliver new publications for topics to subscribers
only after O(n) steps. Subscribe and unsubscribe requests are processed by updating
the routing table at nodes. Both systems described above differ from our approach,
as they solely focus on the routing scheme and updates of the routing tables, while
we focus on updating the topology upon subscribe/unsubscribe requests. Our system
is also able to deliver publications in O(logn) steps if we use flooding, since we use
a network with logarithmic diameter. Furthermore, we are also able to deliver all
publications of a domain to a new subscriber after only a constant number of rounds.

Group Communication Services. There is a close relationship between group com-
munication services (e.g., [FLS01; Ami+05]) and publish-subscribe systems. Nodes
are ordered in groups in both paradigms and group-messages are only distributed
among all members of some group. Self-stabilizing group communication services
are proposed in [DSWO06] for ad-hoc networks and in [DS04] for directed networks.
However, there are some key differences: In group communication services, partic-
ipants have to agree on group membership views. This results in a high memory
overhead for each member of a group, as nodes in a group technically form a clique.
On the other hand, subscribers of topics in publish-subscribe systems are in general
not interested in any other members of the topic. For our approach, this results in a
logarithmic worst-case and a constant average case degree for subscribers.

9.3. Self-Stabilizing Supervised Skip Rings

In this section we describe and analyze our self-stabilizing protocol for a supervised
skip ring, called BuildSR. BuildSR consists of a protocol that is executed by the
supervisor s (the supervisor protocol) and a protocol that is executed by each node
u € V (the subscriber protocol).

9.3.1. Supervisor Protocol

The first part of the BuildSR protocol is executed by the supervisor. The supervisor
maintains a database that is defined as follows:

Definition 9.6 (Supervisor Database). The supervisor s maintains a database
s.DB C {0,1}* x V' containing labels corresponding to nodes.

The task for the supervisor is to periodically inform each node in the skip ring
of its correct label and its ring neighbors. We call this information of a node the
configuration.

Definition 9.7 (Node Configuration). Let G = (V U {s}, Er U Eg U Egyp) be a
supervised skip ring and let w € V. The configuration C(u) for u is given by the
database entries

(label(v),v), (label(u),u), (label(w),w) € s.DB,

where v € V' is u’s left neighbor and w € V' is u’s right neighbor in the ring formed
by edges ER.
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The supervisor protocol (Algorithm 18) consists of a Timeout action that is
periodically executed by the supervisor s, an action GetConfiguration with parameter
u € V that lets s send C(u) to u according to s.DB and an action Subscribe with
parameter u € V that introduces u to s.

Algorithm 18 The supervisor protocol, executed by the supervisor s

1: Timeout — true

2: Check integrity of s.DB

3: Pick (label,u) € s.DB in a round-robin fashion
4: GetConfiguration(u)

. GetConfiguration(u)

Check integrity of s.DB

if 3(label(v),v) € s.DB : v = u then
Let C'(u) be u’s configuration according to s.DB
v <— SetData(C'(u))

10: else

11: u < SetData(_L)

12: Subscribe(u)

13: Check integrity of s.DB

14: if V(label(v),v) € s.DB : v # v then
15: s.DB < s.DBU (I(u),u)

16: GetConfiguration(u)

In Timeout, the supervisor s chooses a pair (label(u),u) € s.DB in a round-robin
fashion and then locally calls GetConfiguration for u. Picking a pair in round-robin
fashion guarantees that after the supervisor has been activated |s.DB| times, each
pair that is contained in the database has been picked exactly once.

In GetConfiguration, s first checks if its database contains a tuple that contains
the node u. If this is the case, s can locally compute C(u) using s.DB and send a
message to u containing C'(u). This results in u executing the action SetData, which
will be explained in the subscriber protocol. If s cannot find « in its database, it
replies to u by calling SetData with the parameter L on wu.

If a node u introduces itself to s by calling Subscribe(u) on s, then, in case there is
no entry in s.DB that contains u, s generates a new label I(u) for u and adds the
entry (I(u),u) to s.DB. In any case, s replies to u by sending w its configuration
C(u) via GetConfiguration(u).

In addition to the above actions, the supervisor has to check the integrity of its
database: i.e., s has to check that each node u has a correct label associated to it
according to Definition 9.3. Also, s has to check that each node u is only present
in exactly one tuple (label(u),w) in s.DB and that all labels are unique. If there
are inconsistencies as described above detected by s, then s can easily recompute
its database locally such that it is consistent afterwards without removing node
references. We therefore assume that the s.DB is always in a consistent state from
this point on.
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9.3.2. Subscriber Protocol

In this section we discuss the part of the BuildSR protocol that is executed by each
node u € V. First, we present the variables needed for a node. Note that we
intentionally omit the reference to the supervisor s here, since links to s are assumed
to be hard-coded.

Definition 9.8. For the BuildSR protocol, each node uw € V' maintains the following
variables:

(a) w.label € {0,1}* U{L}: u’s unique label or L if u has not received a label yet.
(b) w.left,u.right € ({0,1}* x V)U{L}: u’s left and right ring neighbor.
(c) w.shortcuts C {0,1}* x V': u’s shortcut connections.

Using the variables w.left and u.right, all nodes u € V' aim to form a sorted ring in a
self-stabilizing manner. This can be done via the BuildRing protocol from Section 6.4,
where the ordering < is defined via the real-valued representation of the node labels
(see Definition 9.2). Note that in order for BuildRing to work here, each node w that
introduces itself to some node v via the Linearize action only does so if u.label # 1.
Node u then has to send its node reference and its current label u.label to v, as
otherwise v could not locally compare its own label v.label to u.label. Also, upon
executing Linearize for the parameters u and wu.label, v first checks if u is already
stored in either v.left or v.right. If that is the case, say v.left = (label,, u), then v
replaces label,, by u.label first in order to keep its knowledge of u’s label up to date.

Unfortunately, it cannot be guaranteed in initial states that each node w already
has a correct label assigned to u.label. Therefore, we describe a mechanism in the first
part of the subscriber protocol that eventually lets each node receive its correct label
from the supervisor. This automatically implies that the supervisor has references
to all nodes stored in its database by this time. The second part of the subscriber
protocol then deals with establishing the necessary shortcuts for each node u. The
pseudocode for the subscriber protocol is given in Algorithm 19.

Receiving Correct Labels. For now, we focus on the ring edges only. Our first goal
is to guarantee that every node u eventually stores its correct label in u.label.

Recall that we have periodic communication from the supervisor to the nodes: i.e.,
the supervisor periodically sends out the configurations to all nodes u € V stored
in its database. This action alone does not suffice to make sure that every node
eventually stores its correct label, since in initial states the supervisor’s database
may be empty and node labels may store arbitrary values. Thus, we also need
periodic communication from nodes to the supervisor. The challenge here is to not
overload the supervisor with requests in legitimate states of the system. Each node
u periodically executes the following actions:

(i) If u.label =1, then u asks the supervisor to integrate u into the database and
send u its correct configuration by calling Subscribe(u).

(ii) When u receives its configuration C(u) from the supervisor, it does the following:
If C(u) =L, then u got notified by the supervisor that u is not contained in
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Algorithm 19 The BuildSR protocol, executed by nodes u € V'

1: Timeout — true

2 if u.label =1 then

3 s < Subscribe(u)

4 else if u’s label is minimal among all of u’s neighbors then

5: s < GetConfiguration(u)

6 if 3(label,,v), (labely,, w) € u.shortcuts on level k = |u.label| then
7 v < IntroduceShortcut(labely,, w)

8 w < IntroduceShortcut(label,, v)

9: SetData(C'(u))

10: if C(u) =1 then

11: u.label <L

12: else

13: Let C(u) = ((label(v),v), (label(u),w), (label(w),w))
14: u.label < label(u)

15: if w.left #L Au.left # (label(v),v) then

16: s < GetConfiguration(u.left)

17: if w.right #L Au.right # (label(w),w) then
18: s < GetConfiguration(u.right)

19: u.left < (label(v),v)

20: w.right < (label(w),w)

21: IntroduceShortcut(label,, v)
22: if 3(labely,, w) € u.shortcuts : 1" =1 then

23: if w # v then

24: w.shortcuts <— u.shortcuts \ {(labely,, w)}
25: Linearize((label,,, w))

26: w.shortcuts <— u.shortcuts U {(label,,v)}

27: else

28: Linearize((label,, v))

the database. Consequently, u resets its label to L. Otherwise v updates its
label and checks if the left and right ring neighbors indicated by C'(u) match
its variables u.left and wu.right. If, for example, u.left does not match the
left ring neighbor in C'(u), u requests the supervisor to send u.left its correct
configuration and replaces u.left by the left ring neighbor indicated by C(u).

(iii) u periodically requests its configuration from the supervisor if it determines,
only on the basis of its local information, that its label is minimal.

As it will turn out in the analysis, these actions together with the extension for
the BuildRing protocol described above suffice to guarantee that eventually each node
u receives its correct label and gets stored in the supervisor’s database.

Establishing Shortcut Connections. In this section we describe how the nodes
establish and maintain shortcut edges. Recall that shortcuts are on levels k =
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{1,...,[logn]} (Definition 9.3), where k = [logn] represents the ring edges that
are already established. A node u with a label of length k = |u.label| has exactly 2
shortcuts on each level in k, ..., [logn] in a legitimate state.

We first describe how a node is able to compute all its shortcut labels locally, based
only on the information of its left and right ring neighbors. The following approach
only computes the respective labels in [0, 1) that a node should have shortcuts to,
but not the nodes that are associated with these labels. The idea is the following.
In general, a node u € V has shortcuts only to other nodes that lie on the same
semicircle as wu, i.e., either the semicircle of nodes within the interval [0,1/2] or the
semicircle of nodes within the interval [1/2, 1] (where the 1 is represented by the node
with the label 0). Consider a subscriber u with r(u.label) € [0,1) and its two ring
neighbors v, w such that u.left = (label,,v) and w.right = (labely,, w). If u recognizes
that |u.label| < |label,|, then u knows that it has to have a shortcut with the label [
and 7(l) = 2 - r(label,) — r(u.label), because node v was previously inserted between
the nodes with labels [ and w.label. After this, u can apply this method recursively:
i.e., it checks for the computed label [ if |u.label| < |I| until it reaches a label of less
or equal length. This same procedure is applied analogously for w.right.

The following example illustrates our approach:

Example 9.9. Recall the skip ring from Figure 9.1. Suppose we want to compute
all shortcut labels for the node with (real-valued) label i, only on the basis of the
labels of its direct ring neighbors, which are 1% and 1%. We know that the label 13—6
has the length 4, which is greater than the length of label i, which is 2. Thus, we
get a shortcut si for i with the label 2 - % — i = %. The label % has the length
3, which s still greater than 2. Hence, we compute a shortcut sy with the label
2. % — % = 0. Finally, we know that the length of label 0 is 1, which is smaller than
2, which terminates the algorithm. The computation of shortcut labels to % and %

works analogously.

We are now ready to describe the self-stabilizing protocol that establishes and
maintains shortcuts for all nodes. Consider a node u with the label length |u.label| = k.
On Timeout, u checks if u.shortcuts contains nodes (label,,v), (labely,, w) on level k.
If that is the case, then u introduces v to w by sending a message to w containing
the reference of v as well as v’s label label,. Also, u introduces w to v in the same
manner. Note that for |u.label| = [logn], u has to consider its two ring neighbors
instead of u.shortcuts. On receipt of such an introduction message consisting of the
pair (labely,,w), v checks if it has a shortcut (label,,w’) with label,, = label,,. If
that is the case, then v replaces the existing node reference w’ by w and, if w’ # w,
forwards the reference of w’ to the sorted ring via the BuildRing protocol. This way
it is guaranteed that shortcuts are established in a bottom-up fashion.

9.3.3. Analysis

In this section we show that BuildSR is self-stabilizing according to Definition 9.3.
First of all, note that eventually all corrupted messages that may exist in an initial

state are received and processed. Furthermore, a corrupted message cannot trigger

an infinite chain of corrupted messages:, i.e., eventually the false information is either

126



9.3. Self-Stabilizing Supervised Skip Rings

corrected or received but not spread further anymore. We assume this fact for the
rest of the proof.

We start by proving that eventually the supervisor has all nodes contained in its
database. For this, call a node u € V recorded if there exists (label(u), u) € s.database.

Lemma 9.10 (Supervisor Convergence). Eventually all nodes w € V' are recorded.

Proof. Note that the supervisor s does not remove nodes from its (non-corrupted)
database, as it is able to locally restore the database from an initially corrupted state
without dropping any node references.

Let w € V be some node that is not yet recorded. For now, assume that u.label =1.
Then u requests its configuration from s by calling Subscribe on s in its Timeout
action and becomes recorded afterwards.

It remains to consider the general case where we are given a connected component
C C V of nodes, where each node has a label not equal to L. Since we run the
BuildRing protocol, the nodes in C eventually form a sorted ring according to their
labels. It follows that C' eventually contains at least one node that is recorded, i.e.,
the node with minimal label. As long as the supervisor is able to introduce new
recorded nodes to nodes already recorded in C, C’s size grows. But since the number
of nodes is finite, C' will eventually become static. We show that for such a static
connected component C', eventually all nodes in C' will become recorded. Consider
the potential function

®(C) = [{u € C | u is non-recorded}|.

We show that eventually, ®(C) = 0. Since the supervisor does not drop connections
to nodes, ®(C) is never increasing. Let ®(C) = ¢ for an arbitrary integer ¢ > 0.
Then all nodes in C eventually form a sorted ring due to BuildRing. This implies
that there exists a ring edge (u,v) from a node u that is already recorded to a
subscriber v that is not yet recorded. W.l.o.g. let w.right = v. Since v is not recorded,
u’s configuration according to s.database has to contain a different right neighbor
than v. Let w € C,w # v be this neighbor: i.e., as the supervisor sends u its
correct configuration, it tells u that w should be its right ring neighbor. But then
it has to hold label(u) < label(v) < label(w). This implies that upon receiving its
configuration from the supervisor, u requests the configuration for v at the supervisor,
leading to v changing its label to L and thus getting recorded afterwards due to the
above argumentation. Hence, ®(C') is reduced by one and is therefore monotonically
decreasing. O

Having the supervisor’s database converged, we know that the ring of all nodes
eventually converges:

Lemma 9.11 (Ring Convergence). Once each node uw € V' has been recorded, the
ring induced by edges Er eventually converges.

Proof. The supervisor periodically sends the correct configuration to each node u € V/
in a round-robin fashion. This implies that after n calls of the supervisor’s Timeout
action, each node has stored its correct label. Note that this does not necessarily
include the correct ring neighbors right away: A node u € V may have received

127



Chapter 9. Self-Stabilizing Publish-Subscribe Systems

its configuration C'(u) = (predy, label,, succ,) from the supervisor, but the node
v stored via pred, or succ,, respectively, may not. This results in u modifying
u.left = pred, via BuildRing, because v does not have received its correct label yet.
Since now all labels are correct, by the time each node u has received its configuration
from the supervisor again, u does not change its list neighbors anymore. O

Finally, we need to prove the convergence of the shortcuts for all subscribers:

Lemma 9.12 (Shortcut Convergence). Once each node uw € V' has been recorded and
the sorted ring has converged, all edges in Eg will eventually be established.

Proof. We perform an induction over the levels i = [logn],..., 1 of shortcuts and
show that all shortcuts on each level are eventually established. The induction base
(i = [logn]) trivially holds, as shortcuts on level [logn] are ring edges in Er. For
the induction hypothesis, assume that all shortcuts on level i have already been
established, i.e., all nodes in K; = {v € V | |label(v)| < i} already form a sorted
ring (recall Definition 9.3). In the induction step we show that all shortcuts on level
i — 1 are eventually established. It is easy to see that K; 1 C K; holds. Denote
the sorted ring over nodes in K; as R;. Observe that each node u € K; \ K;_1 has
two neighbors v, w in R; with v,w € K;_;. Thus, by definition of our protocol, u
eventually introduces v to w and vice versa via the action IntroduceShortcut in its
Timeout action. This implies that the shortcuts (v, w) and (w,v) are established.
The above argumentation implies that the ring R;_; is established eventually, which
concludes the induction. O

Having shown the convergence of the supervisor (Lemma 9.10), the sorted ring
for all nodes (Lemma 9.11) and the convergence of the shortcuts for all nodes
(Lemma 9.12), we obtain the following lemma:

Lemma 9.13 (Convergence). Given any initially weakly connected graph G =
(VU{s}, ErUEsU Egyp), BuildSR transforms G into a supervised skip ring.

It remains to show the closure property for BuildSR.

Lemma 9.14 (Closure). If the explicit edges in G = (V U{s}, Er U Eg U Egyp)
already form a supervised skip ring, then they are preserved at any point in time if
no nodes join or leave the system.

Proof. We need to show closure for the supervisor’s database as well as for the skip
ring. As already argued, the supervisor does not drop node references stored in its
database, so closure for the supervisor follows trivially.

Messages that are generated by the BuildRing protocol do not modify the edge
set ER, since closure of BuildRing (Theorem 6.14) holds. Observe that introduction
messages for shortcuts do not modify the variables w.left and u.right for a node
u € V. Implicit edges generated by configurations sent out by the supervisor s are
just merged with the existing explicit edges at the receiving node u, since u already
stores the correct configuration.

Note that shortcuts are only modified via the action IntroduceShortcut. Intro-
duceShortcut is only called to introduce a node v to some shortcut w, which already
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exists, since no node generates an introduction message for two nodes that are not
allowed to be connected by a shortcut. ]

By combining Lemmas 9.13 and 9.14, we get the main result of this section:
Theorem 9.15. BuildSR is self-stabilizing.

One can easily conclude the following theorem bounding the number of messages
the supervisor receives in legitimate states once each node has executed its Timeout
action exactly once. This means that the load on the supervisor is low in legitimate
states.

Theorem 9.16. Consider a supervised skip ring G = (V U{s}, ErUEs U Egyp) in
a legitimate state. If each node w € V executes its Timeout action exactly once, the
supervisor receives one GetConfiguration message.

Proof. Only the node u with a minimal label sends a GetConfiguration message to
the supervisor, see Algorithm 19. ]

9.4. Self-Stabilizing Publish-Subscribe Systems

In this section we show how to use the BuildSR protocol as a (topic-based) self-
stabilizing publish-subscribe system. Let 7 C N be a set of integers, where each
t € T represents a topic.

A node u is allowed to issue the following requests to the supervisor:

o Subscribe(u, t): u subscribes to the topic .
» Unsubscribe(u, t): u unsubscribes from the topic ¢.

A node u that is subscribed to the topic t is called a subscriber for t.
Additionally v may publish a new message via the following request:

o Publish(m, t): Delivers the message m € {0,1}* to all subscribers for ¢.

Note that we do not need the supervisor to be involved in the execution of Publish
requests.

To construct a publish-subscribe system out of our self-stabilizing supervised overlay
network, we basically run a BuildSR protocol for each available topic t € T at the
supervisor. Thus, the supervisor has to extend its database to be in {0,1}* x T x V:
i.e, each node u has a separate label for each topic it is subscribed to. Each node u
also runs a separate BuildSR protocol for each topic it is subscribed to. Once a node
wants to subscribe to some topic t € T, it starts running a new BuildSR protocol for
topic t. Upon unsubscribing, the node removes the corresponding BuildSR protocol
and ignores all incoming messages that correspond to the topic ¢ once it gets the
permission from the supervisor to do so. The above extensions can be implemented
easily by having each message generated in the BuildSR protocol for the topic ¢t now
contain ¢ as a parameter.
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9.4.1. Protocol Description

In this section, we describe the protocols for the requests Subscribe, Unsubscribe and
Publish. Note that we present two separate protocols for Publish. One is simple,
fast and follow a basic flooding approach. The other one is self-stabilizing: i.e., it
guarantees that eventually all subscribers store all publications for the topics they
subscribed to.

Subscribe

Upon receiving a Subscribe(u, t) request, the supervisor basically behaves the same
as in the Subscribe action of Algorithm 19: i.e., it locally updates its database by
adding a new entry (I;(u),t,u). Here l;(u) denotes the label of u in the skip ring of
all subscribers for the topic t. Once the supervisor s has updated its database, s
sends u its configuration in the skip ring for the topic ¢.

The way the supervisor assigns labels to subscribes of some topic has the advantage
that it spreads multiple sequential Subscribe requests through the skip ring, meaning
that a pre-existing subscriber is involved (i.e., it has to change its configuration)
only for two consecutive Subscribe requests. Afterwards, its configuration remains
untouched until the number of subscribers has doubled. This is due to the definition
of the label function [ (recall Definition 9.1).

Example 9.17. Consider the skip ring SR(16) from Figure 9.1 and assume that
there are 16 new nodes that want to subscribe. Then these new nodes are inserted in
between consecutive pairs of (old) subscribers on the ring, as they receive (real-valued)

labels 1/32, 3/32, 5/32,...,31/32.

Unsubscribe

Let V; be the set of nodes that are subscribed to the topic t € 7 and denote by Cy(u)
the configuration of node uw with respect to the skip ring formed by all subscribers for
the topic t. When processing an Unsubscribe(u, t) request, the supervisor executes
the actions specified by Algorithm 20:

Algorithm 20 Unsubscribe(u, ¢) handled by the supervisor s

1. Get the entry (I;(v),t,v) with l;(v) = I;(|]V;| — 1) from s.database and replace
l¢(v) by l;(u) in s.database.

2: Remove (I;(u),t,u) from s.database.

3: Send v’s old ring neighbors, v’s new ring neighbors and v their updated configu-
ration Cy(v).

4: Send Ci(u) =1L to u.

Note that the supervisor’s database is already in a legitimate state after the
Unsubscribe request has been processed. Therefore, the supervisor does not rely on
additional information from other subscribers to maintain its database. Furthermore,
note that the supervisor only has to send out a constant amount of configurations
per Unsubscribe request: two configurations for v’s old ring neighbors, two for v’s
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new ring neighbors, one for v itself and one for u. The shortcut connections are
then updated automatically by BuildSR. Once u has received its configuration it
removes the corresponding BuildSR protocol and ignores all incoming messages that
correspond to the topic t. As u is now excluded from the skip ring, it is easy to see
that u eventually does not receive any more messages regarding the topic ¢t anymore.

Publish

For simplicity we only consider the skip ring for a fixed topic t € T for the description
of the following protocol. Spreading publications among all subscribers is done
through flooding. We also present a separate protocol which is self-stabilizing in a
sense that the protocol ensures that eventually all subscribers store all publications.
The self-stabilizing protocol for publications is able to correct eventual mistakes that
occurred in the flooding approach. For storing publications at each subscriber, we
use an extended version of a Patricia trie [Mor68] to effectively determine missing
publications at subscribers.

Definition 9.18 (Trie). A trie is a search tree with node set T over the alphabet
¥ = {0,1}. Every edge is associated with a label ¢ € . Additionally, every key
x € XF that has been inserted into the trie can be reached from the root of the trie by
following the unique path of length k whose concatenated edge labels result in x.

Definition 9.19 (Patricia trie). A Patricia trie i¢s a compressed trie in which all
chains (i.e., mazimal sequences of nodes with only one child) are merged into a single
edge whose label is equal to the concatenation of the labels of the merged trie edges.

Each subscriber u € V' maintains a Patricia trie, denoted by u.T. Each leaf node
in a Patricia trie stores a publication p € {0, 1}*. Each inner node ¢t € T' of a Patricia
trie has exactly 2 child nodes denoted by ¢ (t), c2(t) € T. Furthermore, we assign a
label to each node. The label t.label € ¥F of a leaf node t € T is just equal to the
publication p stored by t. The label t.label € ¥ of an inner node ¢ € T is defined as
the longest common prefix of the labels of ¢’s child nodes (with L being the empty
word).

In addition to node labels, we assign a hash value to each node in the Patricia
trie: We use a publicly known pseudorandom collision-resistant hash function h :
{0,1}* — {0,1}* and define the hash value t.hash of a leaf node t as h(t.label). If ¢ is
an inner node, then t.hash is defined as the hash of the concatenation of the hashes
of t’s child nodes: i.e., t.hash = h(h(c1(t)) o h(ce(t))). This construction is similar
to a Merkle-Hash Tree (MHT) [Mer87]. It is easy to see that if a subscriber u € V/
stores a set of publications P, u can locally compute the corresponding Patricia trie
for P without having to communicate with other subscribers. Consider Figure 9.2
for a trie and its corresponding Patricia trie.

Flooding. We make use of the skip ring’s shortcuts to spread new publications over
the ring. Whenever a subscriber u € V' generates a new publication p, u inserts p
into u.T" and broadcasts p over the skip ring, by sending a Flood(p) message to all of
its neighbors v with (u,v) € Fr U Eg. Upon receiving such a Flood(p) message, a
subscriber v € V' checks if it has already stored p in v.T. If not, then v inserts p into
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Figure 9.2.: A trie (a) and its corresponding Patricia trie (b) storing publications
Py, Py, P3. Red node labels in (b) denote the hash values for the nodes.

v.T and continues to broadcast p by forwarding the Flood message to its neighbors.
In case p is already stored in v.T', v just drops the message. Algorithm 21 states the
pseudocode for the flooding approach.

Algorithm 21 Flooding performed at node u € V

1: Flood(p)

2 if p is not stored in u.T then
3: Insert p into u.T
4

5

for all v € {u.left, u.right} U u.shortcuts
v < Flood(p)

By applying this flooding approach, it only takes [logn]| hops for a publication

to reach any subscriber in the skip ring (recall that the skip ring has the diameter
[logn]).
Self-Stabilizing Publications. We now describe a self-stabilizing protocol that
ensures that all subscribers eventually store all publications in their Patricia tries.
To ease presentation we assume that the system is in a state where each subscriber
u € V stores a subset P, C P of publications in u.T" from a set P of publications
such that (J,cy Pu = P. Our protocol guarantees that eventually each subscriber u
stores all publications in P in u.T. The protocol consists of a Timeout action that is
periodically executed and 3 actions Receive, CheckTrie and CheckAndReceive.

In Timeout u periodically sends a request CheckTrie(u, r.label, r.hash) to one of its
ring neighbors (chosen alternately) containing u itself as well as the label r.label and
the hash value r.hash of the root node r of u.T.

Upon receiving a request CheckTrie(v, l,, hy), a subscriber u € V' does the following:
It searches for the node ¢, € u.T with the label t,.label = t,.label and checks if
ty-hash = t,.hash. The following three cases may occur:

(i) ty.hash = t,.hash: Then u knows that the set of publications stored in the
subtree of u.T" with root node t, are the same as the set of publications stored
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Figure 9.3.: Example Patricia tries u.T" and v.T' for two subscribers u,v € V.

(i)

(iii)

in the subtree of v.T" with root node t,. Consequently, u does not send any
response to v in this case.

ty-hash # t,.hash: Then the contents of the subtrees with roots t,,t, differ
in at least one publication. In order to detect the exact location, where both

Patricia tries differ, u responds to v by sending requests CheckTrie(u, ¢1(t,,).label,
c1(ty).hash) and CheckTrie(u, ca(ty).label, ca(ty,).hash) to v.

There is no node t, € u.T such that t,.label = t,.label. Then v.T contains
publications that do not exist in u.T". Node u computes the label prefix of those
missing publications as follows. First, u searches for the node ¢/, € u.T with the
label prefix t,.label and |t),.label| minimal: i.e., t] .label = t,.labelob;o. . .oby with
bi,...,br € {0,1} and |t},.label| = |t,.label|+k minimal. If such a node t], exists,
then u.T" may contain at least all publications with the label prefix ¢/,.label.
Furthermore, v knows that all publications with the label prefix ¢,.labelo (1 —b;)
are missing in u.T. Therefore, u requests v to continue checking the subtree
with root node of label ¢ .label and to deliver all publications with the label
prefix p = t,.label o (1 — by) to u. It does so by sending a CheckAndReceive(u,
t!,.label, t! .hash, p) request to v. Let P denote the set of these publications
that v has to deliver to u. Upon executing the CheckAndReceive request, v
internally calls CheckTrie(u, t,,.label, t.,.hash) and, in addition, delivers P by
sending a Publish(P) request to u. In case a node ¢/, as described above cannot
be found in u.T', u just requests v to deliver all publications with the prefix
ty.label to u, since that entire subtree is missing in u.7T.

With this approach, the only publications that are send out are those that are
missing at the receiver. Algorithm 22 states the pseudocode for our protocol.

Example 9.20. Consider two subscribers u,v € V with Patricia tries as shown in
Figure 9.3. Note that Py is missing in v.T'. We describe how v will eventually receive
Py from u when using Algorithm 22.

First assume that u sends out a CheckTrie(u, r.label, r,.hash) message to v in its
Timeout action, with r being the root node of u.T'. Node v then compares r.,.hash with
the hash r,.hash of its root node v, € v.T. Since ry.hash # ry.hash, v sends requests
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Algorithm 22 Self-Stabilizing publication protocol executed by subscriber u € V

1: Timeout — true

2: Choose v from {u.left,u.right} in a round-robin manner
3: Let r, be the root node of T},

4: v <— CheckTrie(u, 7y.label, r,.hash)

5: CheckTrie(v, Ly, hy)

6: Let r, € u.T be the node with r,.label = [,

7: if r, #1 then

8: if r,.hash # h, A1, is an inner node of u.T" then

9: v < CheckTrie(u, ci(ry).label, c1(ry).hash)

10: v = CheckTrie(u, ca(ry).label, ca(ry).hash)

11: else

12: Let ¢ € w.T with c.label = (I, 0bj o...0bg) minimal for which [, is a prefix
13: if ¢ #1 then

14: v <— CheckAndReceive(u, c.label, c.hash, (I, o (1 —b1)))
15: else

16: v < CheckAndReceive(u, L, 1, 1,)

17: CheckAndReceive(v, 1y, hy, p)

18: if [, #£1 Ah, #1 then

19: CheckTrie(v, 1y, hy)

20: Let P be the set of all publications with the prefix p from u.T
21: v < Publish(P)

22: Publish(P)
23: Insert all p € P that are missing in .7 into v.T

CheckTrie(v, 0, h(h(Py) o h(P2))) and CheckTrie(v, 100, h(P3))) to u, which forces u
to compare the hashes the nodes with labels 0 and 100 to the hashes h(h(Py) o h(Ps))
and h(Ps), respectively. Both comparisons result in the hashes being equal, which
ends the chain of messages at subscriber u.

Now assume that v sends out a request CheckTrie(v, r.label, r,,.hash) to u in its
Timeout action. Then u compares ry.hash with r,.hash and spots a difference. Thus,
u sends requests CheckTrie(u, 0, h(h(P1) o h(P2))) and CheckTrie(u, 10, h(h(Ps) o
h(Py)))) to v. For the node with the label O this results in both hashes being equal.
However, upon processing the request CheckTrie(u, 10, h(h(Ps3) o h(Py)))), v cannot
find a node with the label 10 in v.T', which is why v sends a request CheckAndReceive (v,
100, h(Ps)), p=101) to u. Note that the node with the label 100 is the node with a
label of minimum length for which 10 is a prefix. Thus, p= (100 (1—0)) = 101. The
CheckAndPublish request forces u to compare the hashes of its node with the label 100
to the hash h(Ps), which results in both hashes being equal. Furthermore, u sends all
publications with labels of prefix p = 101 to v, which is only the publication Py. In
this cases v recetves Py from wu, resulting in both Patricia tries being equal.

Example 9.20 shows that it makes a difference at which subscriber the initial
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CheckTrie request is started. If the initial CheckTrie request is generated by u the
resulting chain of messages does not spot any differences in the Patricia tries. Once
v starts such a chain of messages the difference in the Patricia tries is spotted. Note
that our protocol guarantees that eventually both nodes v and v initiate a CheckTrie
request.

9.4.2. Analysis

We show that Algorithm 22 correctly delivers all missing publications to all subscribers
in a self-stabilizing manner.

Lemma 9.21 (Publication Convergence). Consider a supervised skip ring G =
(VU{s},ErU Es U Egyp) and assume that each subscriber uw € V' stores a subset
P, C P of publications in u.T from a set P of publications such that \J,cy Py = P.
Using Algorithm 22, the system eventually reaches a state where all subscribers u
store all publications p € P in u.T.

Proof. First note that in our protocol, no publish messages are deleted from the
Patricia tries: i.e., once a subscriber u € V has a publication p € P stored in its
Patricia trie w.T', it will never remove p from u.T. We define the potential of a pair
(u,v) of subscribers by

P(u,v) = |Pu,v\Pv‘v

where P, , is a shorthand expression for P,,UP,. Note that ¢(u,v) = ¢(v,u) does not
hold in general since, intuitively speaking, ¢(u,v) returns the number of publications
stored in w.T that are missing in v.7. The potential over all subscribers is then
defined as

o= > ¢u,v).

(u,v)EER

It is easy to see that & > 0 at any point in time and & = 0 & P, = P for all
subscribers u € V. The theorem follows if we can show that ® is monotonically
decreasing and eventually ® = 0.

We first show that ® is monotonically decreasing. By definition, ® increases
only, if there is (u,v) € Er for which ¢(u,v) increases. This implies that there is
a subscriber w € V', u # w # v that has sent u a set of publications P, C P via a
Publish request that are not yet contained in v.7". Then ¢(u,v) < |(Pyp U Py) \ Pyl
with [(Py, U Py) \ Py| = ¢(u,v) + |Py|: ie., ¢(u,v) increases by |P,|. But this also
implies that ¢(w,u) decreases by |P,|, because ¢(w,u) < |Pyy \ (Py U Py)| with
| Py \ (P U Py)| = ¢(w,u) — |Pyl, leaving ® at the same value as before. Thus,
never increases and is monotonically decreasing.

To complete the proof, we still need to show that eventually ® = 0. We do this by
showing that as long as there exists ¢(u,v) > 0 for some edge (u,v) € ER, there is a
computation after which ® has decreased.

Let ¢(u,v) > 0 for two subscribers u,v € V that are connected via a ring edge
(u,v) € Ep. Let p € w.T be the node with the minimal label length |p.label|, for
which it holds that all publications stored in the leaves of the subtree with root p are
missing in T,,. Note that p.label is a prefix for all those publications. Obviously, such
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a node always exists when there is one or more publication missing in v.7". Assume to
the contrary that we are in state s with ¢(u,v) > 0 and for all possible computations
¢(u,v) does not decrease. We state a computation that is performed eventually in
which u delivers all publications with the prefix p.label to v, resulting in a decrease
of ¢(u,v).

W.l.o.g. consider the node t € u.T with the label length |¢.label| minimal, for which
t.label is a prefix of p.label and for which there does not exist a node in v.T" with the
label t.label. Such a node exists, because in case there is no inner node in w.T" with
these properties, we can choose t = p. Note that we consider p.label to be a prefix
of itself. Consider the path (r, = t1,...tx = t) from the root node r, of u.T to t.
It holds that for all nodes t; with ¢ # k on this path, there exists a node ¢, € v.T
with the same label as t;, i.e., t;.label = t;.label. Otherwise our choice for ¢ would
be wrong, since then |t.label| is not minimal. As h is collision-resistant, we have for
i€ {l,...,k— 1} that t;.hash # t,.hash. We prove the following claim:

Claim 9.22. Fventually, u sends a CheckTrie(u, t.label, t.hash) request to v.

Proof. Consider the path (r, = t1,...,tx = t) from the root node r, of u.T to
t. Assume that k is odd. By definition of our protocol, u will eventually send a
CheckTrie(u, ry.label, r,.hash) request to v. As the root hashes are not equal, v
sends a CheckTrie(v, to.label, ta.hash) request back to u. Since we assumed that
ti.hash # t..hash for all i € {1,...,k — 1}, this chain continues with u sending
CheckTrie(u, t;.label, t;.hash) requests to v, j odd, until u sends a CheckTrie(u,
ti.label, ty.hash) request to v, which proves the claim. The case where k is even
works analogously when starting at subscriber v. O

Applying Claim 9.22, we now assume that v has received a CheckTrie(u, t.label,
t.hash) request from u. By our initial assumptions for ¢ it holds that there is no node
with the label ¢.label contained in v.T". Thus, v searches for a node ¢ € v.T with the
label c.label = (t.label o by o ... 0 by) of minimum length and responds to u with a
CheckAndReceive(v, c.label, c.hash, p') request. Here, p’ = t.label o (1 — by) if ¢ exists,
otherwise p’ = t.label.

Claim 9.23. p' = p.label.

Proof. For p' = t.label, we know that there does not exist a node with a label that
has t.label as a prefix. Hence, all publications with the prefix t.label are missing
at v.7, implying t.label = p.label, because we chose p.label to be of minimal length.
For p' = t.label o (1 — by), we know because of the existence of ¢ € v.T and the
non-existence of a node with the label t.label in v.T that there is no node with
the label t.label o (1 — by) stored in v.T. Thus, all publications with the prefix
t.label o (1 — by) are missing in v.7T'. Since we chose p.label to be of minimal length
we get t.label o (1 — by) = p.label. O

u responds to the CheckAndReceive(v, c.label, c.hash, p') request by sending all
publications in P, to v that have the prefix p’. Since p’ = p.label due to Claim 9.23,
¢(u,v) decreases and, since u’s communication with v did not lead to an increase of
¢(v,u) in this computation, ® decreases, so the lemma follows. O
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It remains to show the convergence property.

Lemma 9.24 (Publication Closure). Consider a supervised skip ring G = (V U
{s}, ErR U Es U Egyp) and assume that all subscribers store the exact same Patricia
trie containing all publications from a set P. Then no Patricia trie is modified by a
subscriber as long as no subscriber generates a new publish request and no further
subscriber joins the system.

Proof. Once the system is in a legitimate state, the only type of request generated
via Algorithm 22 is the periodic CheckTrie request. Assume a subscriber u has sent a
request CheckTrie(u, r.label, r,.hash) to v, where r, is the root node of w.T. Then
v compares r.hash with the hash value r,.hash of the root node r, € v.T. Since all
subscribers store the exact same Patricia trie, both hashes are equal, resulting in
no further message being sent out by v as an answer to the CheckTrie request from
U. (]

Combing Lemmas 9.21 and 9.24 yields the main result of this section:

Theorem 9.25. Using Algorithm 22, all publications are delivered to all subscribers
in a self-stabilizing manner.
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CHAPTER 1

Conclusion and Outlook of Part Il

In this chapter we conclude the second part of the thesis by summarizing our
results and giving an outlook on further open problems in the area of topological
self-stabilization.

Conclusion

In this thesis we presented self-stabilizing protocols for specific topologies: generalized
De Bruijn graphs, quadtrees (octrees) and supervised skip rings. All of these networks
are used for different purposes due to their properties. Generalized De Bruijn Graphs
are useful when one wants to quickly search for participants: i.e., search requests
are processed in a constant amount of hops in legitimate states. Quad- and octrees
provide reliability for search requests as the routing protocol SearchQT along with
the protocol BuildQT satisfy (geographic) monotonic searchability. Last but not
least, we showed how to construct a self-stabilizing publish-subscribe system using
the self-stabilizing supervised skip ring.

While all three topologies serve rather different purposes, they follow a bottom-up
approach as a common ground. All of our protocols rely on a total order < by which
the nodes are arranged in a sorted list using BuildList. Using the list edges, further
edges are established on top. We believe that such a bottom-up approach can be
used in order to come up with further interesting self-stabilizing protocols for other
topologies.

Outlook

Most of the self-stabilizing protocols are analyzed regarding their correctness, which
means that eventually a legitimate state is reached when applying the protocol. Only
few approaches in the literature are also analyzing the runtime (i.e., the worst-case
time needed to reach a legitimate state) as all of our protocols rely on BuildList, for
which a runtime of ©(n) has been shown in [ORS07]. Although one has to provide a
careful analysis, we suspect that ©(n) is also the convergence time for all three of
our protocols, as the time to build the remaining edges should not exceed O(n).
Another interesting open problem is the congestion generated by our protocols,
meaning the maximum number of messages in a node’s channel at any time. While
it is easy to see that due to the round-robin approach followed in Timeout by all of
our protocols, each node only generates a constant amount of new outgoing messages
in Timeout, it is not yet clear how many incoming messages arrive at any node
at a certain time. Ways to limit the congestion of nodes in distributed systems
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are investigated by congestion control protocols. A protocol specifically tailored to
topologically self-stabilizing systems is presented in [FGS19].

Handling joining and leaving nodes is generally not fully understood yet. While
new nodes joining the system (at random existing nodes) just introduce implicit
edges to the graph that are then handled by the self-stabilizing protocol, allowing
nodes to safely leave the system is much more complex. As already mentioned in
the related work, it has been shown that solving this problem reliably is impossible
without the use of oracles [For+14]. An interesting research question would be to ask
for protocols satisfying monotonic searchability in systems with leaving nodes. Here
it has been shown by Scheideler et al. [SSS15] that the problem can be solved for
the sorted list. It has yet to be investigated whether the problem can also be solved
for other topologies that satisfy monotonic searchability. As our protocol BuildQT
for the self-stabilizing quadtree relies on the sorted list and provides a quite simple
mechanism to generate additional edges on top of the list, we believe that trying to
extend BuildQT in order to also provide monotonic searchability under leaving nodes
may be a good next step to further investigate this problem.

For self-stabilizing publish-subscribe systems, one may try to distribute the data
stored by the supervisor to obtain a more decentralized solution. Here it may be
helpful to introduce a network of multiple servers where each server stores a part
of the original database of the supervisor, i.e., each server is responsible only for
a subset of subscribers. All servers could then be arranged in a (self-stabilizing)
spanning tree, for example using the protocol from Gotte et al. [GSS18]. It still
remains unclear whether handling Subscribe and Unsubscribe requests can be handled
by the servers in a self-stabilizing manner when using the proposed structure.

Further interesting open problems such as transient behavior, locality or churn
tolerance are highlighted in our survey on algorithms for self-stabilizing overlay
networks [FSS20].
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