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Zusammenfassung Gegenstand dieser Arbeit sind kreuzdiffusive Systeme parabo-
lischer partieller Differentialgleichungen. Neben grundlegenden Fragen zur Losbarkeit
wird unter anderem die Existenzzeit dieser entdeckten Losungen diskutiert. Darii-
ber hinaus werden einige spezifischere Situationen wie die Auswirkungen eines Rich-
tungswechsels der Chemotaxis oder die Effekte beim Ubergang von einer parabolischen
Differentialgleichung zu einem elliptischen Pendant untersucht.

Abstract The subject of this work are cross-diffusive systems of parabolic partial
differential equations. One main focus is the discussion of solvability, defining ap-
propriate solution concepts and detecting functions satisfying these conditions. After
establishing under which circumstances these solutions exist for all times, additional,
more specific problems are tackled: these include changing the movement from chemo-
attraction to chemorepulsion and the transition from a parabolic equation to an elliptic
one.
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Chapter 1

Introduction and preamble;
some results and an overview

In this first chapter, the foundation for the upcoming passages will be built; sometimes
by merely citing well-known results, and sometimes by proving certain statements —
for example when they take a different shape than elsewhere.

I.1 Previous publications and their relation to this
dissertation

Chapters II through V correspond to the following publications in peer-reviewed jour-
nals; there will be no further references to these in the chapters themselves.

Chapter II: [21], Freitag, Blow-up profiles and refined extensibility criteria in quasilin-
ear Keller—Segel systems, J. Math. Anal. Appl. 463(2), 2018

Chapter IIT: [23], Freitag, Global existence and boundedness in a chemorepulsion sys-
tem with superlinear diffusion, Discrete Contin. Dyn. Sys. A 38(11), 2018

Chapter IV: [24], Freitag, The fast signal diffusion limit in nonlinear chemotaxis sys-
tems, Discrete Contin. Dyn. Sys. B 25(3), 2020

Chapter V: [22], Freitag, Global solutions to a higher-dimensional system related to
crime modeling, Math. Methods Appl. Sci. 41(16), 2018

1.2 Overview

The dominating concept throughout the thesis is (weak) cross-diffusion: in addition to
some variant of the heat equation, v, = Av — v 4 u for example, we also have a partial



differential equation for u which features not only Au but also Av. One context in
which this phenomenon can be observed is chemotaxis, the movement of the molecules
measured by u towards the gradient of v. For most of the upcoming chapters, the
underlying idea is that u is some biological entity which follows some signal v; in
chapter V however we will see applicability beyond this original purpose.

Let us begin by providing a brief summary of the upcoming chapters. In chapter 11
we consider the rather general equation

up =V - (D(u)Vu) = V- (S (u)Vv)

where both D and S behave similarly to some power function. Depending on this
asymptotic behaviour and the dimension n of the space we will detect some threshold
p and arrive at the following conclusion: whenever the solution to a system involving
the equation above is such that

e+ Dl g) < 0

for some p > p and every ¢t > 0, then the solution is global and both u and v are
uniformly bounded.

While in this setting S is very unspecific, possibly even featuring a changing sign, the
following chapter fixes this sensitivity function: we take S = —id and exploit the effect
this fixed sign has in the resulting equation

ur =V - (D(u)Vu) + V- (uVv).
While the simple observation

Jee (- )] . @ — “”("O)HLI(Q)

for every t > 0, coupled with suitable initial data and inserted into our result from
chapter II, gives us the global existence and boundedness of solutions if

D(u) ~ (u+1)""!

for some m > 1+ %, in chapter IIT we will prove that the specific choice of S allows

(n—=2)(n-1)

for a better result: as it turns out, m > 14 ~—5— is a sufficient condition.

In the same chapter we will begin to take an interest in weak solutions: previously,
the diffusion function was strictly positive because we chose it roughly as some power
of u+1 > 1. As we have seen in lemma 1.3.2, positive initial data for v in Q with
v = Av—v + u allows us to find a uniform lower bound for v in 2% (0,T) for arbitrary
but fixed T € (0,00). This is not possible for u: here the same argument can only
prove nonnegativity which gives rise to the question: what happens if D is degenerate
at u = 07 The second part of chapter III will detect weak solution to such problems
using an approximation process.

In the fourth chapter we will discuss another modification of the system



u=V- ((u + l)m_qu)u -V (uVvy),
vi=Av—-v—+u

Later on we will give a few examples for this claim, but generally systems where the

second equation is substituted by the elliptic equation

0=Av-v+u

are easier to handle and better understood. With this in mind, we will begin with the
equations
evi=Av—-v+u

for £ € (0,1) instead and notice that they can be approached in a very similar way
to what we have done so far. Seeing how this equation transitions from the ini-
tial parabolic version v, = Av—v + u to the elliptic case 0 = Av—v+u as € ap-
proaches zero, one might ask: does this also mean that, at least for small &, solutions
to the parabolic-elliptic system roughly describe the behaviour of solutions to the fully
parabolic system? We will find that the solutions actually converge, thereby creating
a bridge between the two extreme cases of e =0 and € = 1.

The second to last chapter then ventures beyond the — by then rather familiar —
context. The system here will be given by

u,:Au—X-<%Vv)—uv+Bl,
vw=Av—v+uv+ By

for some y > 0 and two nonnegative sources B; and B,. Retaining strong similarities to
previously discussed equations and keeping some integral properties like cross-diffusion,
the system considered in chapter V differs mathematically as well as with respect
to the purpose for which it was modelled. Once more, proving the existence and
boundedness of solutions drives us, and we will see some very different tools and
approaches compared to previous chapters.

Our final chapter pushes our idea as to the question under which circumstances a
function can be considered a solution to a system of partial differential equations even
further: abandoning the positivity of liminf,— D(u), we will encounter so-called very
weak solutions as an additional generalisation of previously discussed weak solutions.

1.3 A closer look at the heat equation and some use-
ful estimates

Since it is of great importance to the systems we are going to deal with, a more in-depth
look at the heat equation is warranted. Let us begin with a very general form:

vi(x,1) = Av(x, 1) + f (x,1,v(x,1))



constitutes the inhomogeneous nonlinear heat equation and it describes the distribu-
tion of heat over time under the influence of some source f.

In order to produce a reasonable solution concept, we also introduce additional condi-
tions, namely Neumann boundary conditions, that is %‘j| g0 = 0, wherein v denotes the
outward normal unit vector on the boundary 92 of Q, and we demand that for r = 0
any solution coincide with some given function vg. In summary this leaves us with the
system

vi=Av+f inQ2x(0,0),

%:0 on 0Q x (0, ),
v(-,0) =vg inQ.

A well-known and very helpful piece of information is provided by the following com-
parison principle (proposition 52.13 in [67]):

Lemma 1.3.1. Let n € IN, some bounded domain Q C R" and T € (0,00) be given.

Furthermore, let f be some function in C° (Ex [0,T] x ]R) that is Lipschitz continuous
with respect to its third component in the sense that for every compact K C R there is
a positive constant Cx such that

|f(x,t,v) —f(x,t,f/)| <Cgklv-7|

holds for every x € Q, t € [0,T], v € R and ¥ € R. Then for any combination of
functions v, v in C° (ﬁx [0, T]) NC> (@x(0,T)) with

v <Av+f(hny) inQx(0,T)

and
WAV f (V) inQ2x(0,T),
as well as P pe
v
=<
5 <3, °" 092 x(0,T)
and

we have the relation

This result not only plays an important role in ensuring the uniqueness of solutions
to systems involving the heat equation, it also provides us with the following lower
bound: Usually, v denotes some kind of concentration and accordingly, vy is assumed
to be nonnegative or even strictly positive. We can already show that this property is
carried over to solutions as long as f is nonnegative.



Lemma 1.3.2. For some bounded domain Q Cc R", n € N, let T > 0 and some non-
negative function f € C° (.Q x [0, T)) NC' (2x(0,T)) be given. Then for any function

veC®(@x[0,7))nC> (@x(0,T))

solving

vi=Av—v+f
in Qx(0,T) and % =0 on 2% (0,T) we already have v > de~" in Q% (0,T) where
§ = infg v(-,0).

Proof. We define
v(x, 1) = e for (x,1) € 2x (0, T).

Then, using the nonnegativity of f, we see

v, (1) = =v(1)
=Av(-1) = (1)
< Av( 1) =v(-1) + f(-1)

in Q for every ¢t € (0,T). Since obviously v(-,0) = § < v(-,0) in Q, the parabolic
comparison principle in lemma 1.3.1 can be employed to finish the proof. q.e.d.

Accordingly, prescribing v(-,0) = vg in Q for some strictly positive vo € C° (2 x (0,T))
locally gives us a positive lower bound for v.

In this context there exists a notation similar to ordinary differential equations: the
Neumann-semigroup for the homogeneous heat equation v, = Av, (etA)t> 0’ which lets

us represent and estimate in our setting via Duhamel formulae such as

!
V(- 1) = ePvy + f =)D f( s) ds,
0

most importantly in this upcoming set of LP-L7-estimates. We also want to remark
that in many cases we will be interested in the equation v = Av —v + u with some
sufficiently smooth function u and that in such settings we use the modified semigroup
(e’(A_l)) Lo Where (A1) — o71!A: aecordingly most of the time this shift has little
effect on the overall estimates.

For a reference to these results see [96] where several estimates of this name can be
found. The estimates used in this thesis are collected in

Lemma 1.3.3 (LP-L9-estimates). Let Q c R" be a bounded domain for some n € IN.
Then we can find some positive A with the following properties: For 1 < p < g < oo
there is C1 > 0 such that for every ¢ € C° (.Q) with fgtp = 0 we have

1

el = - (1476 o



for every t > 0. Furthermore, there is also some Cy > 0 with
A Slea(L-b) a
Ve el o) < Co- (147727207 ) e M el o)

for every ¢ € CV (?2) and every t > 0. Lastly, whenever g < o or p < q, there is C3 >0
such that for every @ € C! (5, ]R") with @ -v|gg =0 and every t >0

holds.

With respect to the third inequality we remark that the proof in [96] originally only
claimed to cover finite values for p and g; however, the density of C7(2) in L'(Q)
allows for the inclusion of 1 < p < g = oo.

Since from this time forward the partial differential equation for v remains mostly the
same, let us fix the associated system: given n € IN, some bounded domain Q c IR" as
well as two functions u and vy (the details of which will be specified in the respective
situations) it reads as follows:

vi=Av—-v+u inQx(0,0),
»=0 on Q2 x (0, 00), (L1)
v(-,0) = vy in Q.

An immediate consequence of these estimates is the upcoming well-established state-
ment (see for example lemma 4.1 in [38]) linking the regularity of v to that of the
right-hand side u:

Lemma 1.3.4. Let Q c R” be a bounded domain for some n € IN. Assume that for
some time T > 0 as well as two given functions u € C° (.(_QX [O,T)) Nt (EX (O,T))
and v € C° (EX [0, T)) nc>! (ﬁx (O,T)) the differential equation in (L.1) is solved
classically in Q% (0,T). If “v lem(g)
following result: assume that for some C,p >0

< oo, then for every p > 1 we have the

- t)“LP(Q) < Cup

holds for every t € (0,T), then for any q € [1, n) for p<n, g€[l,) if p=n and
g € [1,00] for p > n we can find C,4 > 0 depending on the quantities n, p, g and C,p

as well as ”v ”W1°° @) with

I lra o) < Cra

for every r€ (0,T).



Especially in conjunction with a mass conservation property of u, this is of fundamental
importance in many of the following chapters. This phenomenon is described by the
following statement:

Lemma 1.3.5. Assume that in some bounded domain Q c R", n € N, and for T >0
some nonnegative D € C* ([0,00)) and S € C?([0,00)) as well as two functions u and v

belonging to C° (5_2 x [0, T)) nc>! (?J x (0, T)) be given.
Then under the condition D(u)z—ﬁ - S(u)% =0 on 2% (0,T) from the differential

equation
uy =V (D(u)Vu—S(u)Vv)

f;@,z) _ Lu(~,0)

Proof. From Gauf}’s theorem we have

i Jor= [Llpwg -swg)=o

and accordingly the mass remains on the initial level. q.e.d.

in Q% (0,T) we find

for every t € (0,T).

This result (or at least a comparably trivial statement) will help us in many situations
by providing us with an upper bound for ”u( t)”Ll(g).

Since the problems discussed in the upcoming chapters share some similarities, the
same holds true for the results used to obtain what we seek. Therefore, it seems

reasonable to note as much as possible as generally as possible beforehand.

Young’s inequality is used as a foundation countless times in the upcoming proofs,
therefore it seems warranted to display it properly:

Lemma 1.3.6 (Young’s inequality). Let p > 1 and p’ = 1% Then
AP B

p
holds for any combination of nonnegative numbers A and B.

The shape in which we want to use this result is quickly derived in

Corollary 1.3.7. Let p > 1 and C), = _Ll . Then for any € > 0 and nonnegative a
—1

pr

and b we have

L _p_
—1

ab < ga’ 4 Cpe br1,

Furthermore, given B € (0,1) and y € (0,1) such that B+ vy < 1, for every positive
number & there is some C(g) > 0 with

(1+d) (1407) <e(a+b) +C(e)

for every combination of a >0 and b > 0.

10



Proof. With the notation from the previous lemma we see

1 1 1 1
ab = (pﬁsﬁa)-(p_ﬁe_ﬁb)
_pea , p eI

- s

p yut

forany p> 1, p’ = 1%, £ > 0 as well as nonnegative a and b, proving the first portion
of our claim. Accordingly, for fixed &£ > 0 we find C; > 0 and C, > 0 such that

aﬁsga—i-C] andbysgb—l—Cz

hold for every a > 0 and b > 0. Since additionally # < 1, there are also positive
constants C3 and Cy4 such that

fws§a+cwﬁ

& &
<= b+ C
2a+2 + Cy

is true independently of the choices for a > 0 and b > 0. Therefore, after setting our
final constant C(g) := 1+ Cy 4+ Cy + C4, we have

(1+d) (14+07) = 1+ + b7 + b
<éela+b)+Cle)
for any combination of nonnegative numbers a and b. q.e.d.

Next we want to cite the celebrated Gagliardo-Nirenberg inequality, mainly so that we
have a reference whenever the exact size of some constant is crucial. For a reference
see Theorem 10.1 in [25] or the original works [63], [27] and [28] directly.

Lemma 1.3.8 (Gagliardo-Nirenberg inequality). For a bounded domain Q c R",

. _ ng
n € N, assume that some p,q € [1,00] and r € (0, p) with p < oo for g =n and p < e

for g < n are given. Then for a € (0,1] determined by

-g :(1-§)a-§(1-a)

q

and some C > 0 we have
s (@) < CIVWIEL g Wil + C vl (g

and
Wl (@) < CIVWIy1 ) Wl

for any w e C'(Q).

11



Out of a class of generalisations, the following fractional variant is also needed later
on. For this version we refer to Lemma 2.5 in [39].

Lemma 1.3.9 (GNI for fractional Sobolev spaces). For some bounded domain
QcR", nelN, and fized r € (O, %) and q € (0,2) there are two constants C > 0 and
€ (0,1) such that

lIwll < CIVwlle, o Wl o) T ClIWllzo

r+22(g) _Q)l

holds for any w € W2 (Q).

Let us conclude this series of estimates with one thgt removes the need for Q to be
convex: in arbitrary domains we cannot deduce % < 0 on 0Q from ‘?,—V: = 0 on 09,

and so for terms involving A |Vw|? integration by parts becomes less trivial.

Lemma 1.3.10. Let Q c R” be a bounded domain for some n € N and let s > 1 and
q > 1 with 5 < 2 be given. Then for every K > 0 there is C > 0 such that for any

w e Cz(.Q) wzth 6W|0Q =0 and ||VWIIL,Y(Q) < K the estimate

-1
f Vw2 A < - f IV vl + ¢
Q q Q

holds.

Proof. Firstly, from [55] we receive some positive constant C; with

3 |Vwl?
YW ) vwp

for every w meeting the conditions above. Additionally, using the variant of the
Gagliardo Nirenberg inequality for fractional Sobolev spaces given in lemma 1.3.9, for

some arbitrary r € (O, %) the embedding W” +3.2 (Q) — L? (0Q) leads to the detection
of positive constants a < 1, C» and C3 with

IR L

< G ||V |

r+ Z(Q)

<Cg|

o ca o

s
‘1

for any such w. Together with Young’s inequality this results in the existence of some
C4 > 0 such that

v
(m|vw|2q—2 'ay' <3— f IVIVW|9)? + Cq4

12



holds for every w enjoying the demanded properties. Therefore, integration by parts
proves

AVw]?
[rwwpeame = [ viwwpe.owai + [ mwpr2 2
Q Q 00 dv
-1
- f [V 9wl + ¢4
q Q

for all of these w since

2g-2 2 2 2
VIVW42 - VIV =V (V|[Vwl9) 7 -V (V|Vw]9)7
_24-22

q

~1
= 4% |V (Vwi?”

292 1,2 2
Vwl~e eV V|

is true for any w € C? (Q). q.e.d.
This result, applied to the setting in upcoming chapters, gives us the following estimate:

Lemma 1.3.11. Let Q c R" be a bounded domain for some n € N and let s > 1 and
q > 1 with é < 2 be given. Then for every K > 0 there is C > 0 such that, given any

ue ! (Ex (0,00)) with 34 =0 on 92 x (0,00), the estimate

1df 2, 41 2 2 2 1oi2q-2
—— |Vv|q+—fV|Vv|q +f|Vv|qSC+C W2 Vv
2gdt Jo 44% .QI | o) Q

holds in (0,00) for every v € C>! (EX (0,00)) satisfying the differential equation and
boundary condition in (1.1) as well [[VVlizs() < K.

Proof Using the identities
0
EWVF = 2Vy- Vv, = 2Vy- VAv = 2|V 4+ 2Vu - Vv

and
AVv? =2V - (D*vVv) = 2|D?v?> + 2Vv - VAv,

lemma 1.3.10 yields some C; > 0 such that

1d 2 _ 1 2429 g 2
—_ = vy = = w22y
2thfgw 2fQ|v| 1V

1
=3 f VP42 (AIVVP = 2DV — 2|V + 2Vu - V)
Q

-1
<1 f VTV - f V242D
29° Jo Q

- f IVv*7 + f IVV?4=2Vu - Vv + C,
Q Q

13



holds in (0,7) for any function v meeting the demands of this lemma.

Continuing with the integral on the right-hand side, we use integration by parts and
employ Young’s inequality twice more to find

f Vo[22V - Vv = — f uv - (Vv 2vv)
Q Q

=(g-1) f ulVvPIH VY- VIV - f ul VP12 Ay
2 Q

-1
< q_ flVV|2q_4|V|VV|2|2 +4(q_ 1) fu2|Vv|2q—2
Q

f V22| AV + f u?|Vv|22
n
—2f|V|Vv|q|2+[4(q—1)+Z]f(u+1)2|vv|2q—2
Q Q

+ f VU2 D2
Q

in (0,7) for any such v, wherein for the last step we used the pointwise estimate
AV < nlD*vP.

After cancellation, we see that in (0,7) and for C; = max {C1,4(q -1)+ %}

T f e+ L f IV 9upe + f VP < €yt Gy f 2 [V
! Q Q

holds for every v enjoying the properties formulated in the lemma. q.e.d.

Finally, we want to cite the following result which can be found as a corollary in
chapter 8 of [78] and with which we will be able to detect convergent subsequences in
some of the upcoming chapters:

Lemma 1.3.12 (Aubin-Lions lemma). For T > 0, p € [1,] and three Banach
spaces
cpt.
X—>B—>Y
let F be a bounded set of LP ((0,T); X)-functions. If furthermore the set of derivatives
o = {%—J; i fe F} is bounded in L' ((0,T);Y) (for 1 < p < o) orin L' ((0,T);Y) for

some r > 1 (in the case p = ), then F is relatively compact in LP ((0,T);B) or
C%((0,T); B) respectively.

14



Chapter 11

Blow-up profiles and refined
extensibility criteria in some
quasilinear Keller-Segel
systems

II.1 Introduction and main result

The Keller-Segel systems considered in this chapter attempt to describe the behaviour
of certain slime molds. In particular, given a position x and a time #, by u(x,1) we
denote the density of a cell population whose movement is motivated by the concen-
tration v(x, ) of a signal substance.

In these systems, which were proposed by Keller and Segel ([43]) in 1970 and of
which there are several modifications (see for example [36]), the cross-diffusion makes
solutions prone to blow-up and indeed blow-up detection is one of the most challenging
tasks; to this day results remain fragmented. Even with the original system

u=Au-V-(uVy) in 2x(0,00),

v=Av—-v+u in Q% (0,00),
there is no trivial answer on occurrences of blow-up; and in cases where blow-up
occurs the next task is to find out whether this happens in finite or infinite time.

There are several results on corresponding parabolic-elliptic versions (motivating our
fourth chapter) where the second equation has been replaced by either

O0=Av-v+u

15



or
O=Av-m+u

for m = |15| fguo. In these versions there has been discovered ([40], [57] and [59]) a

connection between blow-up and the mass m = fguo, which is constant over time: In
the case n = 2 and for large m, blow-up occurs in finite time if the mass is concentrated
around a single point whereas solutions remain bounded if m is small enough. In higher
dimensions the situation changes drastically: if n = 3, then there is no such threshold
and blow-up in finite time may occur for arbitrarily small masses m as shown in [58] and
[33]. Far less is known if we return to the original system. Beginning with a bounded
domain Q c R"” with a smooth boundary (and sufficiently regular initial data) we
can state the following results: The case n = 1 has been studied (see [65]) with the
conclusion that there is no blow-up at all. For the two-dimensional setting we know
that if the initial mass f up is smaller than 4n, then solutions are bounded (for this we
refer to [29] and [61]) while for n > 3 a smallness condition on ||uo|IL%(Q) + vollwia (o)

can be used to infer the existence of such a solution (see [10]). For larger initial data
on the other hand we generally only know that there are blow-up solutions for which
unboundedness can happen either in finite or infinite time ([37]).

In some cases, the statements can be refined if we restrict ourselves to radially sym-
metric settings. For Q = Bg(0) c R? and fQuo > 87, radially symmetric solutions that
blow up in finite time have been found by [34] and [56]. On the other hand, in the
case of Q = Bg(0) c R"” and n > 3 even for small initial masses some solutions blow
up in finite time (see [98]).

In this chapter — as well as in parts of upcoming chapters — we modify the first equation
and for some bounded domain Q c R", n > 2, we consider the system

u=V-(D(u)Vu) = V- (S(u)Vv)  in 2x(0,00),

vi=Av-v+u in Q% (0,00), (IL1)
%:%: on 9Q x (0,0), ’
u(-,0) = ug, v(-,0) = v in Q,

with nonnegative functions D and §. For a helpful overview of many models arising
out of this fundamental description we also refer to the survey [3].

Several choices for these functions have been proposed and studied in recent years.
One suggestion is to couple them via some function Q € C? ([0, ®)) and the relations
D(u) = Q(u) —uQ’'(u) and S(u) = uQ’(u) for every u > 0. Here, Q is intended
to describe the probability of a cell at (x,7) to find space nearby, [35] considers a
decreasing function with decay at large densities as the best fit. In [101] an overview
of hydrodynamic approaches or those involving cellular Potts models is given.

There are also authors who propose a signal dependence in D or S, that is to write
S (u,v) for example as done in [91], [36] and [79] to incorporate saturation effects or a
threshold for the activation of cross-diffusion. Later on, when fixing the properties of
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S, we will see that to some small degree this idea is also covered by our results. For
similar changes to D we refer to the works [26], [51], [82] and [83].

One set of choices has been of particular interest, namely where D and S behave like
powers of u, and the result heavily depends on the relation of these two quantities.
Setting

D(s) = (s+ 1)1 for every s € [0, 0)
and

S(s) = s(s+ 1)< for every s € [0, )

for some m € R and « € R we find the following for n > 2: If 1 +x—m < % and if the
initial data are reasonably smooth, then we can find global classical solutions that are
bounded ([89]) and this even remains true for general nonnegative functions D and §

with
S(s)
D(s)
for some C > 0 and a < % On the other hand, if 1 +«x—m > % and if Q is a ball, then
for any M > 0 we can find some T € (0, 0] and a radially symmetric solution (u,v) in
Qx(0,T) with fgu(~,t) = M for every t € (0,T) which is not bounded in Qx (0,7T)

([94]). Once more there are also studies on more general choices of D and S (see [89],
[94] as well as [46], [14], [74] and [38]) that find

S(s)

D(s)

< Cs® for every s > 1

> Cs” for every s > 1

for some C > 0 and a > % to be enough to obtain the same result. In [16] and [17],
the specific choice of D and S as powers of u 4 1 has been examined in greater detail
with respect to this blow-up phenomenon and the authors were able to prove that for
k> 1 orm>1 a finite value of T is obtainable. They also showed that for m < ”n;z

and k < 7 — % we have T = oo which means that the solution exists globally with

lim sup,_, o, H“(’ t>“L°°(Q) =

Here we want to refine the blow-up results in the case where 1 +kx—m < % does not
necessarily hold. We consider twice differentiable D and S allowing for the inequalities

Cp(s+1)" <D(s) < Cp (s+ 1) (11.2)
with some m,# € R and Cp,Cp > 0 for any s € [0, 0) and
IS (s)] < Cs (s + 1) (IL.3)

with « € R and some Cs > 0, again for every s € [0, o).

We note that the functions may even depend on the variables (x,7) € QX [0,00) and
on the solution to the second equation in (IL.1), o € [0,0), as long as the overall
boundedness remains unaltered, for example

|S (x,1, s,0')| <Cs(s+ 1)V (x,t50)€Qx [0,00)3
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is actually good enough. Since this compromises the legibility without substantially
adding anything, this has not been incorporated into upcoming results.

It has already been shown that the trivial observation of the boundedness of

tHLu(~,t)ELuo

suffices to prove that classical solutions are bounded and thereby global at least for
m > k+ =2 (see [89]). It is our endeavour to extend this result by considering any
relation between x and m and finding some pg > 1 such that boundedness of

t Lup0(~,t)

is sufficient for a solution to (II.1) to be global and bounded.

The authors of [30] (in the case k > 1 and (n—2)« < n+ 2) have examined the semilinear
heat equation

u; = Au+ u*
in a convex domain © and concluded that a positive blow-up solution # with maximum

existence time T € (0, o) for some C > 0 satisfies

1
u(-,1) < C(T —1)T= for every r € (0,T),
giving us a more precise idea on the manner in which u blows up. From our main
result we will deduce a statement of similar shape for blow-up solutions to (IL.1).

The center of our computations and estimates is a threshold p given by

(IL4)

50 +k=m) ifk<m+1,
b= n(k—m) ifk=2m+1,

which gives us refined knowledge on the behaviour of blow-up solutions to (II.1). Note
that this is the same as setting p = max{%(l +k—m),n(k- m)}
A standard argument guarantees the existence of local solutions and provides us with

a criterion for the occurrence of blow-up.

Our main result asserts that such a solution can be extended to a solution in 2 x [0, o)
if we have more information on the LP(Q)-norm of u for some pgy > 1:

Theorem I1.1.1. Let Q ¢ R” be a bounded domain for somen > 2. Let D € C* ([0, ®))
with (11.2) for some m,im € R and Cp,Cp >0 as well as S € C* ([0,0)) with S (0) = 0
and (IL.3) for some k € R and Cs > 0.

Additionally let nonnegative initial data uy € C° (5) and vy € C! (5) be given. Then
there is Tmag € (0,00 alongside a solution

(1,v) € (€ GV (B X [0, Tomar)) NCP (B (0, Tnae)))’
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to (IL.1) in QX (0, Tmag) for which in the case of Tmagz < o0 we automatically know

limsup [lu(-, t)ll o (@) = o0
t,/ " Tmaz

for any po = 1 with po > p for p as in (11.4).

This indeed gives us an interpretation for the behaviour of u in comparison to some
negative powers of the space variable x:

Corollary I1.1.2. In the setting of theorem II.1.1 assume that Tpae < . Then,
upon picking a blow-up point xo € Q, meaning there are sequences (X)) C 2 and
(1) ke € (0, Trnag) with

Xk — X0,
tx = Tar and

u(xg, ty) — o0

as k — oo, for any a < % with p as in (I11.4) we cannot find any C > 0 such that
u(x, 1) < Clx—xo[™

holds for every (x,t) € 2% (0, Taz)-

Remark. Ifn>2, k> 1 andm =1, then from p = n(k—1) we find that our condition
1

for the exponent is a < =7, resembling the result in [30].
We close this section with two comments concerning the compatibility of this result
with previous works. Firstly, if m > « + %, we can pick any pp > 1 and [89] shows
that even pg = 1 is enough for ||ul| L2((0,Tmax ):LP0 (2)) < © tO guarantee that u is global
and bounded. On the other hand we do not require too much of py comparing our
result to one in [3]: lemma 3.2 in that work demands p = max{%,n(K - 1)}, which is
exactly the same as our result for m = 1.

Remark. For the entirety of this chapter, the following conditions are assumed: that
firstly for some n > 2 we are given some bounded domain Q2 C R" as well as functions
D € C?([0,00)) with (IL.2) for some m,i € R, Cp,Cp > 0 and S € C* ([0, )) with
S(0) = 0 and (I1.3) for some k € R and Cs > 0. Additionally, let uy € C° (5) and

vg € C! (5) denote some nonnegative initial data.

II.2 Setting parameters

As seen in the definition of the threshold in (IT.4), there is a difference between a setting
where k < m + 1 and one where the inverse is true. Accordingly, some computations
and estimates differ slightly. This section is not only dedicated to fixing the parameters
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used in upcoming lemmata, it also contains every step in which the relation between
x and m requires a different approach.

The following two subsections prove this central result:

Lemma I1.2.1. Let pg > 1 with
n
po > max{i(l —I—K—m),n(K—m)}
and pg < n whenever k < m—+ 1 be given. Then there is p; = po such that for every

p>prwefinds>1,g>n,0>1 and u> max{po 1} such that (setting n—£2 = oo for
n = 2) the following conditions are met:

m+p—1
(a’) ng— n+2 <0< nnTZ " Tmp—142k?
1 2
(b) 7] >1- e
nq m+p—1
(C) 2g+n-2 Sps ﬁ ’ 2
(d) 1 q 1)
0
n=po’
(f) <2 and
npo
(9) k<m+1 ors> g
Furthermore,
n (—m+p—1+2k _ l)
ﬁ . 2 Po 9
L 1—24 n(m+p-1)
2 2po
and
11(2 _ 1
yy = 2\ 4
= g
1t 5
as well as
n (l _ l)
By = 2\py
’ gy n(m+p-1)
2 2po
and 2q-1)
- 1
5 -7
Y2 = g
1- % + 5
are positive, additionally we have
Bit+ryi<l1
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and
Bty <l

Note that the restriction py < n in the case of « being less than m + 1 firstly is not
a contradiction to the lower bound for pg. It also is of no consequence at this point
since for any bounded domain Q and any 1 < p < ¢ we have L1(Q) c LP(Q).

I1.2.1 The case k> m + 1

Let us begin with the slightly less involved route where x > m + 1 and accordingly
po > n(k—m) > n. We begin with the parameters s and ¢, which here actually only
means fixing one of them:

Lemma I1.2.2. If k> m+ 1 and given some pg > n(k —m), we can find p; > po with
the following property: For any p > p1 and any s > 1 with

npo

§> ——>2
po—n(k—m)
by defining
m+p-1
=5 —
2po
we achieve
m+p-1
>———>n
2po
as well as
s<2(g-1).

Furthermore, there are 8 > 1 and u > max {1, %0} with

ng <0< n_ m+p-—1
ng—-n—+?2 n-2 -m+p-142%
and s
0 <
s—2
as well as |
nq <u< n .m—l—p— .
2g+n-2 n-2 2
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Proof. As s> 1 and since p; can be assumed to be large enough that

m+p-1 .

n
2po

holds for every p > p; (an argument which will not be mentioned explicitly while
moving along due to its equally trivial and tiresome nature), the first part of our
lemma in need of proving is

s<2(g-1).

Assume that conversely

_m+p—1_

s>2(g—-1)=s
(g-1) 0

2
for p > 4pg + 1 — m this results in
s>4s5-2,
obviously contradicting s > 2. For the estimates belonging to 6 and u, let us take a

closer look at the prescribed lower bounds: firstly we see

ng n n n

Y2 por2 o adm ,_ (n2)
ng—n — =< n—z)po n—z)po
1 " q n- s(m+p-1) n= (m+p-1)

which (being identical to 1 for n = 2) can be assumed to be arbitrarily close to 1.
Similarly,

ng n n n n
2qin—2 ar 2 o 20 . D 2
- n+ == 2n=2)po An=2)po_
q 2+ s(m+p-1) 2+ (m+p-1)
Po

is definitely less than 5 and therefore a trivially guaranteed lower bound for any
u> 2. On the other hand,

n m+p—-1
n-2 -m+p-142%

tends towards -5 > 1 as p approaches co, —%5 > 1 holds for any s > 2 and for u we

even have the arbitrarily large term

n m+p-1
n—2 2

as an upper bound. Hence, all of the quantities s, g, 6 and u can be chosen according
to these restrictions as long as p; has been established to be sufficiently large. q.e.d.

With these parameters fixed, the next task is to ensure that the combination of them
according to lemma I1.2.1 behaves as claimed.
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Lemma I1.2.3. If x > m+ 1 and given some py > n(k—m) and p; > po from the
previous lemma, we can find some py > p1 such that fixing p > pr results in the
following: the quantities s, q, 0 and u found in that lemma allow for

a(w_l)

2 Po 6
Bi = -
(m+p-1)
I=3+ 5
and o
n
¥y : i(E B 9')
= w7
1t 5
as well as
n (l _ l)
ﬁ2 — 2\ po M
’ gy n(m+p-1)
2 2[)0
and 2g-1)
%( qs _/.%)
Y2 = g
-5+
to be positive and for
Bty <1
and
Brt+ya<l1
to hold.

Proof. Firstly, in this setting and with these choices

ng nm+p-1)

s 2po

holds, accordingly all of the denominators are the same and positive. Therefore, the
positivity of By is a trivial consequence of

-m+p—-1+2 o
po

1.

For the positivity of y; we refer to condition (b) which has been ensured by the
previous lemma and the only remaining ingredient necessary for the positivity of B, is
the restriction u > % Finally, since we demanded

s<2(g-1),

7y, is positive as well.

Now we shall prove that the sums §; + y; for j € {1,2} do not exceed 1.
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We see

Q(M S L)
2 Po 0 s 0
n n(m+p-1

I-5-1+ 90

B1+vy1 =

omtp=l42k | 2

Po +S 1
2 _ mtp-1
n 1+ Po

accordingly we obtain the claimed upper bound if (and only if)

omtpoltw 2 2 mEp-l
Po s n Po

holds. This in turn is equivalent to

1 1 k-m

H

s n po

in other words: condition (g). For the final step we use

2(¢g-1) m+p-1 2

s Po
which gives us
1 (l 1 omip=l 2 _ L)
_ Po M Po s
Bty = -4 n(m+p-1)
2 2]]0
m+p+1 2
_ P 1+5
2y mEpol”
Rl Po
This is less than 1 whenever
1 2 2 -1
mep+l 2 2 map-l
Po s n Po
holds and this is equivalent to
1 1 1
po n s

a trivially correct statement since

po > n(k—m) = n.

With these two lemmata we have proven lemma I1.2.1 whenever x > m + 1.
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I1.2.2 The case k <m+ 1

The slightly more difficult task is to find the necessary parameters for the inverse case.
In order to make sure that we do not fall into the trap of fixing first p, then g and then
p afterwards without contemplating the consequence this last step has on the second
one, we start slowly:

Lemma I1.2.4. Ifk <m—+ 1 and given some pg > 1 with

po € (g(l —|—K—m),n),

we can find p1 = po with the following property: For any p > pp, with

i Do
§- = {1 npo Z-f Ty =2
14+ Z(n—po) Zf m >2
and
. npo
S+ = 1,
n-—po
as well as |
g- = max {n, 1+ = npo }
2n-po
and
n m+p-1
q+ = 3 Thoon
n-po

we can define two nonempty intervals (s—, s+) and (g-,q+). Furthermore, we can find
6>1 and u> max{%, 1} such that the following estimates hold:

nq n m+p—1

<@< . . ’
ng-nt2-""n-2 _m+p_1+2Kforeveryqe(q q+)

1 2
= >1-= for every s € (s-,s4+),

6 N
nq n m+p-1
— 1 << —_— € (q-,
s Rl 5 for every g € (4-.q+)
and 5 |
l —
->1- M for every q € (q-,q+) and for every s € (s—, sy )
u s
as well as

= <2 for every q € (q-,q+) and for every s € (s_,s4).
q
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Proof. Again the main argument is that fixing some p; large enough is the key to
these estimates. While obviously s+ > 1 for any pg € (1,n), the interval (g-,q+)
contains at least one element if p is large enough. Since

nq
ng—n-+2

is increasing for g > 1, for the first condition on 6 it suffices to prove

q =

ng+ <" m+p-1
ngy —n+2" n-2 -m+p-1+2%

Herein we see
ng+ n n

_ ) _ _
nq+—n+2 n_r;_+ ”_@'miﬁgl
and this means the term on the left approaches 1 from above while the term on the
right tends to -% > 1 as p approaches co. Similarly, to verify the feasibility of the
second bound on 6, we take a look at the behaviour of —%5 for s > 2. First of all, this
is only necessary if s; > 2 and s- has been chosen in a way that it in this case is a

constant larger than 2. Accordingly,

S S S— _1+n—1
s=2"5_-2  po n

> 1

for every s € (s—,s4) in that case, meaning that this additional constraint can once
more be resolved by enlarging p;. The conditions for u are even less difficult to manage:
The only lower bound can be estimated via

ng ng n

2q+n-2"29 2

for g € (q-,q+) while the first upper bound can be pushed to any positive number.
For the other constraint involving u we see

npo

20g-1) 20g-=1) 2ty 2
s St - po_
n=po

=1,

and this means that the term
2(¢-1)

N

1-

is actually negative here for every g € (¢-,q+) and every s € (s—, s4). We finish the
proof with the — again very coarse — estimate

npo npo
s S n— P
St 1p(;zpo 1 nfz(; =2
T4 Ty 2w

for every g € (q-,q+) and every s € (s_,s54).
q.e.d.

Having secured this result, we now proceed to fixing g € (¢, g+ ) and s € (s_, s+ ) such
that the Bs and ys in lemma I1.2.1 behave as claimed:
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Lemma I1.2.5. If k <m—+ 1 and given some 1 < py with
po € (g(l —i—K—m),n),

we can find p; = po such that for every p > p; we have the following: With s_, sy,

q- and q+ as in the previous lemma, picking 6 > 1 and u > max{%, 1} in accordance
with the conditions in that lemma and setting 6 = % as well as y’ = /% we can find

q € (g-,9+) and s € (s, s+) such that for the positive quantities

n (—m+p—1+2k _ ])

— 2 Po §
B = [_n n(m+p-1)
2 2po
and
11(2 _1
y1 = 2\ 4
= g
it T
as well as
n (l L)
By = 2\pp
- n(m+p-1)
1- g + 2po
and 2q-1)
- 1
(== - 7)
Y2 = g
1- % + 5
we have
Bty <1
and
,82 + vy < 1.

Proof. We consider some large p > po and may assume that 8 and u are as we want
them to be. Since 2 < 2 for every eligible s and ¢, all of the denominators are positive.
The positivity of the numerators on the other hand is a direct consequence of most of
the other constraints imposed upon our parameters in the previous lemma; the actual
work lies in the upper bounds for 8; +vy; and B, + y>. We want to consider them as
evaluations of the functions

—mtp-14+2¢ |
g(M__) n(Z l)

0 2\s 9
flg.s) = o
n(m+p-1) 1—-24 M
1—% 2o 2 + K
and 2get)
2 1 q9— 1
T n(m+p-1) 121
1_r21+ 290 2+ K
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at certain points. We find that

1 -m+p-142« n-— po
1> f(ge.54) = 5 m+p—l( -1+42
2_ 4 mipol Po npo
n Po
is equivalent to
2 -1 - -1+2 -
__1+m—|—p S m+ p —|—K_1+2w,
n Po pPo npo

a statement which holds if and only if

2 K—m 2 2
->2 +
n po po n

is true — and our condition pg > 5 (1 +« —m) ensures just that. Accordingly, utilising
the continuity of f, some §_ € (s_,s4) and §_ € (¢—,q+) can be found such that

flg,s) <1

holds for every g € (4-,q+) and s € (35—, s+). For g we use a similar strategy: with

2(g+-1) _m+p-1_ 2(n-po)

S+ Po npo
we see
1 2 m+p-1 2(n-po)
8(4+,S+):m(——1+
2 _ 14 mip=l |\ pg Po npo
n Po
1 2 m+p-1
T2y mit\n A )
n Po

=1.

This on its own does not yet help us; evaluating g at any other point, no matter how
close, could still result in a value larger than 1. To show that this is not the case
we consider a derivative: if g—g(q, s4+) is positive for every g € (§-,q+ ), then from the
previous computation we get

g(qu"r) <1
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:Z—n - -
S+ S+ H
:2_24_2_”
HoSt
2_n+2(n—po)
M npo
o
= n|— - —
po H

and therefore the desired behaviour for every g € (§-,q+). Accordingly for some
s€ (5-,s54) close to sy and any g € (§—,q+) we have

8(g.s) <1
which completes the proof. q.e.d.

With these tedious but ultimately rather basic computations out of the way, the proof
of lemma II.2.1 is complete so that we can move on to more interesting steps.

I1.3 Extending the maximal existence time

Locally, standard arguments involving the detection of a fixed point (for example in
[38] or [14], see also the procedure in chapter V) give us classical solutions to (IL.1)
while simultaneously providing us with an extensibility criterion:

Lemma I1.3.1. There are T € (0, 0] and a pair (u,v) of nonnegative functions in
0 (?2 x [0, Tmaz)) nc?! (?2 x (0, Tmaz)) solving (I1.1) classically in QX (0, Tyqg). Ad-
ditionally we have

T = o or lim sup (o) 7)) = -
This tasks us with estimating

et )] oy + P Dy < 0
for 1 € (0, Tmax) and so we will proceed to find a less demanding condition from which

this can be deduced. This is a process the first step of which — thanks to a pre-existing
iteration procedure — is rather simple.
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We start with a quick and coarse improvement for the boundedness condition in lemma
1I.3.1.

In a first step this condition can be relaxed quite easily using two general results:

Lemma 11.3.2. In the setting of theorem II.3.1 we can find p € (n+ 2,00) such that
from

oMo <=

we automatically get

sup ([l )+ VD) < o

[E( s max

Proof. From lemma I1.3.4 we immediately see that the assumed boundedness gives
us some C; > 0 with

VG Dl (o) < €

for every 1 € (0, Tinax ). For the other term we cite [89]: In the appendix of that paper
bounds are derived for systems of the form

wr V- (D(x,t,w)Vw) + V- f(x,1) + g(x,1), in 2x(0,T),
%—V: <0, on 9Qx (0,T),

and its applicability to our system can easily be seen by setting

f(x, 1) =8 (u(x,1)) - Vv(x,1)
for (x,1) € 2% (0, Tax) and

q.e.d.

This already gives us some p > n with the property that boundedness of

Sup )||M("t)”LP(Q)

1€(0,Tm,

for some p > P suffices to deduce global existence and boundedness of a solution;
however, this can be improved upon.

To this end we are going to use the parameters we found in the beginning of this
chapter for several estimates eventually proving that in the previous lemma instead of
'some P > n’ we can actually achieve p from (I1.4) as a threshold.

As in many other cases, the starting point is quite straightforward, namely examining

4

dr Jo

and we begin with
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Lemma 11.3.3. Let, for some T € (0, 00|, the pair

(uv) € (€ (@x [0.7))nC>! (@x (0.1)))°

denote a classical solution to the partial differential equations from (IL.1) in Qx (0,T)
with gz = gz =0 0ndRx(0,T). If po > 1 with

“”("t)”m)(g) <

erists, then for every p > 1 and every g > 1 we can ﬁnd a positive constant C such that

et [me] - 2200 o=
+p—1
— | IVIvve?
e

<C+C f(u + 1)7mHpmIH 2K gy 12
Q

+ Cf(u +1)2wyPa2
Q

2
dz

holds for every t € (0,T).

Proof We begin by computing
1d A
od Q(u+l) _fg( + 1)y,
- f(u + 1)1 (D() V) - f(u + )P (S () V)
Q Q
:—(p—l)LD(M)(uH)P*ZWuF
+(p—l)fQS(u)(u+l)p_2Vu-Vv
< _ _ u m+p-3 u2
<= (p=1)Cp [ (u+ 171wl

+(p-1)Cs f(u + 1)< P21V V|
Q

in (0,7) using the assumed estimates for both D and S as well as integration by parts
and continue by estimating the rightmost term. By Young’s inequality, we see that

f(bH_ 12 19ul vy :f(u + ) IVul (u+ 1)_"“5[7_
Q Q

Cp _
< 1) tp 3V 2
<365 Jo (u+1) |V

Cs o
1 m-+p 1+2KV 2
+ 2Cp Jo (u+1) Vv

1
+K|Vv|
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holds in (0,7) and so we have

1d (p—l)CD _
) 4+ 2= 1)"tr=3y 1)
e R N IR (R

-1)C3
(p ZCD) S L(u+ 1)—m+p—1+2k|vv|2

n (0,7). Together with lemma 1.3.11 this gives us some C > 0 such that

df1
alp ety f Vv I2"] ) f (u+ 1) P3|V
f VIVl
S Cf(u + 1)*m+p*1+2klvv|2
Q
+ Cf(u—l— D22 4 ¢
Q
is true in (0, 7). q.e.d.

The terms on the right-hand side in this estimate, using the parameters 6 and u from
lemma I1.2.1, can be tackled further with Holder’s inequality.

Lemma I1.3.4. With pg > 1 and some p; > po as in lemma I1.2.1, for any p > pi
and the associated parameters q > n, s > 1, 8 > 1 and u > 1 as well as B1, B2, y1
and yy from that same lemma a positive constant C can be found such that for any
uec! (?2) NLP(Q) and v e C? (@) with Vv € L*(Q) both of the estimates

fg(uﬂ) mtp=14+ 2672 <c[1 +(ﬂ Y+ 1)"F z)ﬁlnl +(L|V|Vv|‘1|2)m]

and
m+p—1 2 ﬁ2 72
f(u—l— 1)2[Vy2a? gC[l —l—(f'V(u—i— 1)*4 ‘ ) Hl —|—(f|V|VV|q|2) }
Q Q Q
hold.
Proof Setting ¢ = ﬂ and u’ ’: 7, the Holder inequality allows for decomposing

the integrals into their rebpectlve factors via

fg(u+ 1)1y 2 < (fg(,H_ ) (=mp=1426) ) (flV |29)
L(”+1)2|Vv|zq_2 S(f (u+1 2”) (fIVv|zq Du )
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The second step is to employ the Gagliardo-Nirenberg inequality (lemma 1.3.8) to
these four integrals; apart from verifying the exponents this means ensuring that we
are allowed to apply this result in the first place. For this we define

1

I = (f(u + 1)(_m+p_1+2'<)0)€ ,
o)
%
L= ( f |Vv|29’)
Q
1
Iz = (f(u—i— 1)2”)
o)

L
7

Iy = (f|vv|2(q—1)u’)“
Q

and discuss every integral separately.

and

as well as

In line with our assumptions we have ||u||;po @ < Co and IIVVIIL.Y(Q) < Cy for some posi-
tive constant Cp, and we will now see that many of the constraints on our parameters
have been put in place in order to ensure that this Cy controls most of the arising
terms.

Setting k = %

gives us two positive constants C; and C, alongside some a € (0,1) with

, a first application of the Gagliardo-Nirenberg inequality

m+p-1 k
I =|l(u+1)"F
LkG(Q)
m+p— ka m+p— k(l_a)
<1 |[V(u+1)"F (u+1)"F | on

LZ(Q) Lmtp-1 (Q)

m+p-1 k

+C1 |+ ) | om

[m+p-1 (Q)

< Cz[l +(L’V(u+ 1)% z)ﬂl}.

Herein condition (a) ensures that we may employ lemma 1.3.8 and the identity

_n _(1_g)a_”(%;;_1)(1_a)

shows that

holds.
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Next, with some positive constants C3, C4 and b such that

ng n ng
-—— =|l-=|b——(1-b
= (1=5)p= 500

we find
2
L =[],
L7 (@

b)

g|[7° gl
< C3 [VIVv| o g 194 |L5(9)

2
v,

1+ ( fg v |vv|q|2)w}

for which we use the lower bound in (a) as well as (b). Again, a simple computation
proves g =9y1.

<Cy

For the third integral we refer to (c¢) and find positive constants Cs and Cg as well as
some ¢ uniquely defined by

nm+p-1) n nm+p-1)
SRRt B S R U PP
4u 2 2po
such that
+p-1 %
o=+ 1) "
Lmtp-1 (Q)
4 4
m4p=1 || myp=1€ m+p-1 || m¥p= (l—C)
SCSUV(M+ D" e+ )",
LZ(Q) Lm+p-1 (9)
4
mtp=1 || mp=1
+Cs||(u+1) 7 e
[ mtp-1 (Q)
m+p-1 2 B
<Cs 1—|—(f'V(u+l) ; )
Q
holds. Here we used mfﬁ = Bs.

Finally, conditions (c¢) and (d) ensure that for certain C7 > 0 and Cg > 0 as well as

d € (0,1) given by
ng _( n) nq
L E—" A P A
2(g- 1w 2 s 1)
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we have

2(q-1)
b=l S,

q

<G ||V|Vv|q|| (1 -

L2(Q) |

ql)

+ Co|Ivv|

K
q

(@)
< Gy [1 +(L|V|Vv|q|2)n}

(g-1)d
q

wherein we have used =y. q.e.d.

Applying this to the previous lemma I1.3.3, we arrive at our penultimate estimate:
Lemma I1.3.5. Under the assumptions from lemma I1.3.3 there is py > po such that

for every p > p1 we can find some g > 1 as well as two positive constants C1 and C;
such that

d

1 1 2 m+p-1 2 2
—|= | @+D)P+— [ WPH|+C | Vu+1)" 2 | +C | VIV <G
pPJe qJo Q Q

dr

holds for everyt € (0,T).

Proof. We use the parameters from lemma I1.2.1 and lemma I1.3.4 together with the
fact that the conditions 81 + 7y < 1 and 8 + > < 1 allow us to employ the consequence
of Young’s inequality that we have derived in lemma 1.3.7. This gives us two constants
C; >0 and C; > 0 with

d

1 1
—|= N2+ = | vy
= \fw+) + f|w]
p-1)C
APz D ﬂ ut 1) +—f|V|V|‘1I2
m+p—1
m+p-1 ﬁl N
<C1+C 1+(f‘V(u+l) p ) [1+(IIVIWIqIZ) ]
Q Q
m+p-1 52 72
+C 1+(f |Vu—2 ) [1+(f|V|Vvlq|2) }
»H—p—l 2

g-1 2
<Cp4 2 ‘V 1 +—fvv‘1
’ m+p—1 j‘ iz Jg M

n (0,7). q.e.d.

35



Using this inequality, it is once more lemma 1.3.8 that creates the crucial connection
between the quantities in this estimate. With it, we proceed to derive the final ingre-
dient needed for the proof of theorem II.1.1. Returning to the local solutions found in
lemma I1.3.1, we can find an ordinary differential equation involving the evolution of

fQ ul’.

Lemma I1.3.6. In the setting of theorem I1.1.1 let some py > p and Cp, > 0 with
”u ”L,,O @ < Cp, for every t € (0, Tpqz) be given. Then there is py = po such that

for any p > p1 we can find g > 1 and a positive constant C with
yit+ys<C

in (0, Trmag) where y(t) = 1 fg u+1)P + - 1 f [Vv|24.

Proof. From the previous lemma we have two constants K; and K, with

m+ —12
Yt+K1f‘V(u+l) 7
Q

n (0,7). Accordingly, in this step we want to compare the two integrals on the left to
y.
We begin by employing the Gagliardo-Nirenberg interpolation inequality in lemma

+KRfWWWfSK§
Q

1.3.8 to )
)4
mtp-1 ||mFp=T
f(u+1)”— (w+ 1) ",
Q Lmtp-1 (Q)
and since p is large enough this results in
2p
m 1 ||mFp=14 m 1 || m+p (1 a)
f<u+ CH ot R oy =
Q LZ(_Q) Lmtp-1 (Q)
1 2
m-+p— m+p—1
+C (u+1)"7 | 2
Lmt+p-1 (_Q)
m+p 1 2 ﬁla’"
<C; 1+(f' )

in (0,T) for some positive constants Ci, C, and

n(m+p-1) (L _ l)
2 po__p

n(m+p-1) °
2po

-1+

This means that for
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we have
m+p-1

fg(u+1)”scz+cz(fg‘wu+1) :

2)/11

in (0,7).

Since A < 1, Young’s inequality gives us some C3 > 0 with

I—I?L(u+l)pSC3+K1L'V(u+I)

m+p-1 2
2

in (0,7).
Using the boundedness of [|u||; ©= ||u0||L1(9) and lemma 1.3.4, for

5(29-1)

Ay = —r—
2 1-3+ng

and some positive constants C4, Cs the Gagliardo-Nirenberg inequality gives us

[t =t

< C4 ||V IVl 32

2(Q

2(1-22)

vv|?
e

ey,

2\
< Cs5+Cs (f|V|Vv|q| )
Q

As before, from Young’s inequality and the trivial observation 1, € (0,1) we can then
deduce the existence of some Cg > 0 with

1
- f IVvI* < Cs + K f v vy
qJo Q

in (0,7).

in (0,7).

Adding these two inequalities to y; and estimating according to the initially cited result
from the lemma before yields

yi+y<Ky+C3+Cs

in (0,7). q.e.d.
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Proof of theorem II.1.1. For any solution y € C? ([0, Trax)) N C' ((0, Tmax)) to

y <=y +Cin (0» Tmax),
¥(0) = o,

a comparison argument for ordinary differential equations allows us to see
(1) < (yo-C)e +C

for every t € (0, Tiax) with the obvious upper bound K := max {yg, K}.

Thus, according to lemma 11.3.6 for any p > 1 we find a constant C, > 0 that admits
the inequality
(1)l 0y < Co

for every t € (0.Tax). Together with lemma I1.3.2 this proves theorem II.1.1 in light
of the extensibility criterion in lemma II.3.1. q.e.d.

Proof of corollary I1.1.2. Assuming this to be wrong, for any po € (p,2) and for
some positive constants C; and C, we have

1

oo | w0 < f = xol P dx = Ca + f =70 dx
" Jo Q By(0)

and the right-hand side is bounded because of apg < n, leading to a contradiction in
view of theorem II.1.1. q.e.d.
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Chapter III

Global existence and
boundedness in a
chemorepulsion system with
superlinear diffusion

II1.1 Introduction and main result

This chapter is closely connected to the previous one and the system considered here
can be expressed via (II.1) in the associated introduction by choosing S (u) = —u. We
now want to consider this more specific system, namely

ur =V-(D(u)Vu) + V- (uVv)  in Qx(0,c0),

vw=Av—v+u in Qx (0, 00), (1111
%:%:0 on 992 x (0, o), )
u(-,0) = ug, v(-,0) = v in Q

where D(u) > Cpu™ ! with some Cp > 0 and m > 1 and we point out the crucial
difference the changed sign in the first equation will make for n > 3. With D as here
and S (u) = —u,

-2

m>1+"2—= (I11.2)

n
has been identified as a crucial relation for (II.1): if it holds, then [89] shows the global
existence and boundedness of solutions (which is confirmed by our more general result
in chapter I) while for m below this threshold blow-up may occur (see the introduction
in chapter I for more detailed statements).
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The positive sensitivity in (IT11.1), resulting in repulsion instead of attraction, promotes
global existence and boundedness of solutions, especially for m = 1 we already have
relevant results: If n = 2, global solutions and their boundedness have been established
while for n € {3,4} locally bounded global weak solutions have been found (both in
[15]). For nonlinear sensitivity, [88] has found uniform-in-time bounds for classical
solutions and convergence to the average of the initial mass. In this work we want to
consider the case of superlinear diffusion and detect a threshold similar to (I11.2). To
this end we begin by proving

Theorem III.1.1. For somen >3 let Q C R" be a bounded domain. We assume that
for a function D € C' ([0, ))

Cp(s+1)" <D(s) < Cp(s+ 1)M!

holds for every s > 0 with some positive constants Cp and C}, as well as some
M>m>1+ % Then for any nonnegative ug € C°(Q) and vo € C'(Q) the
system (II1.1) has a classical solution (u,v) consisting of two nonnegative functions

u e C0(Qx[0,00))NC* (2% (0,00)) and v € C°(2x[0,00)) N C*! (2% (0,00)). This
solution is global and bounded in the sense that there is some C > 0 with

||u(-,t)”Lm(Q) + “V('J)”Wm(g) < C for every t € (0,0).

Moreover, for the case of degenerate diffusion (meaning D(0) = 0), this result can be
used to detect global weak solutions that are locally bounded using the fact that D
vanishing at zero influences the construction of solutions but not the size of the bounds
derived in this chapter:

Theorem III.1.2. For somen >3 let Q C R" be a bounded domain. We assume that
for a function D € C' ([0, ))

Cps™™ ' < D(s) < Cl(s+ 1)1}

holds for every s > 0 with some positive constants Cp and C, as well as some exponents

M>m>1+ % Then for any up € L'(Q) and vo € W (Q) we find a locally
bounded global weak solution to (IIL.1) in the sense of definition II11.5.1.

Remark. For the entirety of this chapter, we assume that for n > 3 some bounded
domain Q c R" be given. Furthermore, with some Cp,Cp, > 0 as well as M > m >

1+ %, let D € C' ([0,00)) be such that
Cps"™! < D(s) < Cpp(s+ 1)

holds for every s > 0.
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I1I.2 Uniform boundedness of classical solutions for
nondegenerate diffusion and the proof of the-
orem III.1.1

In this part we will prove the existence of a uniformly bounded classical solution (u,v)
to our system (IIL.1) in 2 x (0, 00) whenever D is positive in [0, c0). Furthermore, the
bounds we find do not depend on D(0) which enables us to utilise these results in an
upcoming approximation process.

Under the overarching condition

(n-2)(n-1)

m>1+
n2

, (IIL.3)

which is less strict than (II1.2) for every n > 3, we shall assume that we have been given
some T € (0,00] and a pair of classical solutions to (III.1) in QX (0,T). It is worth
noting that in the upcoming results and especially their proofs none of the constants
depend on the value of T or D(0).

The main result of this section accordingly reads as follows:

Lemma II1.2.1. For every K > 0 there is a positive constant C such that whenever
nonnegative uy € C°(Q) and vp € C'(Q) with

lluollz (@) + Ivollwro (@) < K

are given, for any T € (0,00] and any classical solution (u,v) of (II1.1) in Q% (0,T)
we have

)@y + D)o ) < €
for every t€ (0,T).
When discussing chemoattraction systems, initial steps for the regularity of any solu-

tion often consist of proving boundedness of u in L' (Q) and then using LP-L9-estimates

from lemma 1.3.3 to show v € W'4(Q) for any g € [1,-2;). Here however, the small

difference in the first equation enables us to go even further as was first shown by [15].

Lemma II1.2.2. For any K > 0 we_can find C > 0 such that, whenever we are given
nonnegative uy € C°(Q) and vo € C'(Q) with

lluollL (@) + Vol (@) < K,
for any T > 0 and any classical solution (u,v) to (IIL.1) in Qx (0,T) the estimates
||“("’)||L1(9) <C

and
||VV("I)”L2(.Q) <C
hold for every t € (0,T).
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Proof From the simple observation % fQu = 0 we see

f!;u(-,t) :Luo

for every r € (0,T) and this proves the first claim.

Using integration by parts and the nonnegativity of D shows

d 1
—(fulnu—i——flelz):f(l—|—lnu)ut—|—va.Vv,
dr\Jo 2 Jo Q Q
v
:_f—u(D(u)Vu+qu)—flAvIz—flelz—i—fVu-Vv
Qu Q Q Q

D
_ f D) g2 f AVP — f Vo2
Q u Q Q

<0

in (0,7). Upon integration over (0,7) for any 7 € (0,T), the easily verified estimate
xlnx > —% for x > 0 results in

f|Vv(-,t)|2§—2fu(-,t)lnu(-,t)+2fuolnu0—|—f|Vv0|2
Q Q Q Q

2|0
L4—2f140111u04-‘[|VVO|2
e Q Q

210
< 2 +21QIK - In(K + 1) + |Q|K>
e

and this right-hand side is some constant depending only on £ and K which completes
the proof. q.e.d.

It is our goal to prove uniform boundedness of both components of any solution (u,v)
to (III.1) and the next step on this way is concerned with a higher regularity for u. To
prepare for this we prove the following estimate:

Lemma II1.2.3. Given p > 1 and g > 1, we can find two positive constants Cy and
C, such that for any T > 0 and any combination u € C° (Qx [0, T)) nc?! (Q x (0, T))
and v € C° (!_2 x [0, T)) nc>! (ﬁx (0, T)) satisfying the differential equations in (II1.1)

in Q% (0,T) as well as g—z = % =0 on Qx(0,T) the estimate

d (1 1
—(—f p—i——flelzq)—i-le
de\p Jo qJo Q

<, f e anl |\ LN f w242
Q Q

m+p—1 2
Vu ’ +q f VIV
Q

holds in (0,T).
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Proof Using integration by parts and the boundary conditions for u and v as well as
our estimate for D and Young’s inequality, we find positive constants C| and C, with

pdtfup_fup &
:fup_lv-(D(u)Vu—i—qu)
Q
:—(p—l)fD(u)up_2|Vu|2—(p—1)fup_1Vu'Vv
Q Q
< (p—1)chum+P*3 |Vu|2—(p—1)fu1’*1vu-w
Q Q

2
m+p-1 _
+C, f u P g2
Q

<-C;

2

Q

n (0,7).

Due to
AlVv]> = 2Vv - VAV + 2|D*v?

in 2% (0,T) we have

d
vaﬁ = 2Vv-VAy = 2|V 4+ 2Vu - Vv
= AIVv|? = 2|D*v|> = 2|Vv]> + 2Vu - Vv

in 2% (0,7) and therefore, together with some C3 > 0 given by lemma 1.3.10,

1
gfglelz‘f< q—f|V|Vvl"| +C3
-2 f V22| D - f V% 42 f V|2 2Vu - Vy

For the rightmost integral in this estimate we utilise integration by parts, Young’s

holds in (0,7).
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inequality and |Av|?> < n|D?v|? to see that for some C4 > 0

2 f IVV?42Vy - Vv
Q

=-2 f uv - fg (IvvPa2 )

=-2 f uv VP42 . vy -2 f u| VP42 - Ay

_ 2(6] - 1) flzt |VV|2q74 v |Vv|2 Vy—2 fu |Vv|2q72 Ay
-1
<= f VIV VP + f T
2
+ = f V22| A
nJo
-1
<5 f VP [ 92+ Cy f WPITvP?

+2 f VU2 D2
Q

holds in (0,7). Adding this to the previous result completes the proof.

q.e.d.

In the next lemma, which also is the source of our restriction for m, we will fix several
parameters which combined with the previous result will go on to show that u belongs

to LP(Q) for any finite p.

Lemma 111.2.4. There is p > 1 with the following property: For any p > p we can
find some g >2,0>1 and u > 5 such that

and
as well as
n
2
and
n
2
hold.

g < n m+p-1
Tn-2-m+p+1’
0> !
> >
-
n m+p-1
< - L -
H202 2
S 1
HE o
noq
-m+p+1-3 L .
g+ T3
-1 - 1
(H+ l)+1q "2+’I;q <!
n(m+p— —
1-44 25 +
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Proof. Let us first verify that the lower bounds in (III.5) and (II1.7) are in fact
positive numbers: We need 1 — % > 0, which is equivalent to g > ”n;2 — an obviously
true statement for every g > 2 — as well as

n-2 qg-1

1> . ,
n q

which again trivially holds.

Next, let us show that neither the combination of (II1.4) and (IIL.5) nor that of (IIL.6)
and (II1.7) leads to a contradiction: We firstly need

1 N m+p-1

1_%§_n—2.ﬂn+p+l

for p and g above certain thresholds. Since for

m+x—-1
: - 1, 0’ >
a:(m c0) — (0,00) XH——m+x+1
the derivative
o (x) = m—1
(-m+x+1)2
is strictly negative it suffices to show
1 <"
-2 T -
1- "n_q n-2
This is equivalent to
n 1
1< -=
n-2 gq

which in turn is true for every g > ”;—2 For the remaining claim we want to have

1 n m+p-1
112,41 " p-2 2

and this is true since for every ¢ > 2 trivially

1 - 2n
1_%% n+2

while the right side can be assumed to be arbitrarily large. Only within this proof we
also want to add the condition

n—2 1
no 2m+2-3

0> € (0, 00). (%)
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For the positivity of this expression we use (II1.3) and see

(n—2)(n—1)) 2

2
2m+-—3>2(1+ 5 +2-3
n n n

_2n% +2(n* = 3n+2) +2n-3n?

n2
_n2—4n+4
= p
_ n-22
== .
We also need to show
n-2 1 n m+p-1

. < .
no 2m+2-3 n-2 -m+p+1

for large p so that again
n—2 1 n

no 2m+:-3 n-=2

is sufficient. With the estimate used to prove the positivity of the lower bound in ()
this is evidently true.

Lastly, before tackling (I11.8) and (II1.9), we want to prove that for 8 fulfilling (*) and
any p > 5 we have

2
2m+%—3—$-%>0. (%)

n u

This is equivalent to )
2m+ % -3> é . gj_ﬁ
n u

and then
1-2

(2+1-1)(2m+2-3)

n

- . n
This is true since for every u > 3

-2 . 2 n-2 1
(G+1-L)m+2-3) (2+1-2)(2m+2-3) n 2m+2 -2

at which point we refer to (x). Accordingly, we can (and do) now pick 6 > 1 and
u > 5 such that for every sufficiently large p and for every g > 222 the conditions

2
(II1.4)-(I11.7) and (x) are met. We pick some such p and set
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_n=2 GH1-R)GEEmapo2) oo

Z](p ) - 1
n 2-4 n
wherein silently another unproblematic constraint for p has been assumed to hold,

2 1

21
using for example = T £ > % for any g > 1. The idea then is to show that for any
m

q € (”5—2,51) close enough to this p-dependent value the remaining claims (IIL.8) and
(I11.9) hold.

To this end we set

-m+p+2—-1-1 %
1-4 45 —2t7
and X |
2—-- q-2+ -
g(q) = n(l:nerfl) + 1-2 :‘]
1-44 25 —2t3
for g € (%,Z]).
Straightforward computations show
3 -m4p+1-4 :
f(Q<p)) - " n(m+p_f) (zfl_l)(l_n+n(m+p—1))
1- 2 + 0 1— n + n=2 + n U 2 2
2T 72 -1
1 1
_omEptiog 7 (2-%)
—1 —
1 -1 4 metesl) (%+1_ﬁ)(1_%+n(m+2p 1))

1-2
—-m+p+14Li—n
O2+1-1

N n(m+p-1)
-5+ ——
and we immediately see that this tends to ,% as p approaches co. Less obvious is the
answer to the question as to whether this happens from above — the only case which
would help us —, from below or without any monotonicity at all. However, considering
this term as a function in and computing its derivative with respect to p,

_ 1-2 _2
1‘%"‘"(’”? 1)_3(_”’”‘17“‘14'%2“11) 2m+%_3_$—;i1"1
n I n
2 - 2’
n(m+p-1) 2 n(m+p-1)
(1_%+T) ﬁ(l_%+T)

gives us (together with (+x)) the desired result: f(g(p)) is indeed less than % and
accordingly, using the obvious continuity, so is f(g) for ¢ close to g(p).
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Two more computations show

_1 E T _2+;lt
g(é(!’ ) = 1—n4 n('Lrln—&-p—l) + (Z:l_l)(l_%_‘rn(mzp*l))
-2 . , 2
1-8 2y =
ZH1-1)(E+m+p-2
2-1 2oiyt4 “)2(_3’”” )
frg H _|,_ M
-1 n n(m —
1_%+n(m4;p ) (%+1_1)(1_2+ (m+p 1))
21
2
o n
and y 1 1
n n n
P L (xR (e
d 2 2 )
1 (1_g+n<L2Pl)) (1_%+n(m+2p 1))

resulting in the fact that g(g) < % holds for g € (2,G(p)). Therefore, for g close to
g(p) the remaining two conditions can be guaranteed as well.

q.e.d.

As announced, we now use these parameters together with lemma I11.2.3 in order to
obtain a useful regularity result for u.

Lemma II1.2.5. In the setting of lemma II1.2.1, for any p > 1 there is C > 0 such
that

””("t)nu(g) <C
holds for every t € (0,T).

Proof. Since Q is bounded, it suffices to prove the statement for p above the thresh-
olds in lemma IT1.2.4. We use ¢, 8 and u as provided by the same lemma, furthermore

we fix ¢ = 1% and y’' = 1#1 Applying Holder’s inequality to the right-hand side of
-1 I

I
the result of lemma III.2.3 motivates our using the Gagliardo-Nirenberg inequality to
prove the existence of some C > 0 with

1

1 5 n 7m+p+lfg
6 m+p— 2 n_ nhimrp—
(fu<—m+p+1)0)6 sC+C(f V"t 1' ) e
Q Q
and
1 n >4
m mtp—1 12\2 T 5 n(mtp-1)
([1#) <csef [Jraef) e
Q Q
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as well as
1_
n

1
1 o
N\ 21-n4mq
(flvw”) sC+C(f|VIVVI"|2) I
o o

and
1 n qili}%
N\ 21-2.mg
(flvvlz(q_l),u );4 < C+C(f|v|vv|q|2) -5+
Q Q
in (0,7).

Using (I11.4) in lemma II1.2.4, the mass conservation of u and the Gagliardo-Nirenberg
inequality give us some C; > 0 and C; > 0 as well as a certain a € (0,1) with

% . 2—m+p+1
_ Y] m+p— m+p—1
(fu( mtp+1) ) =|lu 2 (=m+p+1)8
Q L~ mtp-1 (_Q)
—m+p+1 —mtp+1
mtp-11|24 mm+ppfl mtp-1 2(1-a) ;:L+pp—1
<Ci||Vu 2 u 2 2
LZ(Q) Lmtp-1 (Q)
. —m+p+1
m+p— m+p—1
+Cillu2 2
Lmt+p-1 (_Q)
1
n —m+p+1—§
m+p-1

Vu 2

2\2" n(m+p-1
n p-1)
) I-3+=———

SC2+C2(f
Q

in (0,7). Herein the exponent a is determined by

-1 -1
nm+p-1) :(l n)a_n(m+p )(1—a)
2(-m+p+1)6 2

which leads to

_ n(m+p-1) -mAp+l-g

o 2(-m+p+1) 1_%4_”("1217—1).

Since u > % and (II1.6), we analogously have C3 > 0 and C4 > 0 such that

1 4
H m+p=1 ({ m+p-1
fuzﬂ =|lu 2 4u
Q Lmtp-1 (Q)
i _4b__ i 4(1-0) o 4
m+p— m+p—1 m+p— m+p—1 m+p— m+p—1
SC3'VM u 2 +Csllu™ 2 2
Lz(.Q) Lmtp-1 (_Q) L m+p-1 (_Q)
1
O S
m+p-1 2\2 1_g+"(m+l’—1)
Vu 2 2 2

SC4+C4(f
Q
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_ 21
holds in (0,7) with b = "(mzp 1) I

With respect to the integrals containing v we use the boundedness of fgle|2 in (0,7)
as well as (II1.5) to find positive constants C5 and Ce with

1
s\
(e -
Q

2(1—c)
<5 o Il ksl

g
< C6+c6(f|V|Vv|q| )

1-1
n (0,7) and where ¢ = 5 —%.
1-3+%

1
Iq—”n belongs to (0,1) and that for
7

1
Condition (IIL.7) guarantees that d = 5t=—
2

2(g-1)
certain C7 > 0 and Cg > 0

(flvvl2 q— 1 ) N ”|Vv|ql|2(qz;l)
Z(q*l)u’

<Crlv

\‘_

d)(qfl) *1)

2(1-d)(g-1) 2
12(Q) |“V"|q” @ +C7“|V"|q|| 2

1
g-1--5
n, 1~ .ll

SC8+C8(f|V|Vv|‘1| ) i

Now the estimate from the previous lemma II1.2.3 combined with lemma 1.3.7 gives
us some positive constant Co with

d(1 1

—(—fup+—f|VVIzq)+C9f

dr\p Jo qJo o)
n (0,7).

Similarly to before, the Gagliardo-Nirenberg inequality allows for the comparison of
the occurring terms: For sufficiently large p we have two constants Cy9 > 0 and Cy; > 0

holds in (0,7).

m+p-1 2 1
vt ' +C9f|V|VV|q|2S —
o) Co
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such that

m+p—1 |[ m+p-T1
u’ = |lu 2
Q Lmt+p-1 (_Q)
2ep 2(1-e)p 2p
m+p=1 || mTp=T m+p=1 || mTp=T m+p=1 || mTp=T
< Cio||Vu2 u 2 2 +Ciollu 2 2
LZ(Q) [ m+p-1 (Q) [m+p-1 (Q)
n._ pl
mtp-1 2\ 2 1_ﬂJrn(erp—])
<Cn+Cn Vu—2 2 2
Q

. . +p-1 -1
holds in (0,7) with e = n(m25 ) l—%i"’*{’l )

Analogously we find that for some Cj; > 0 and C;3 > 0 we have

[ = il
< Coa [0z IOty 7 coafiovrl;
gq-1

5 “ning
<Ci3+Cis (f|V|Vv|q|2) A
Q

in (0,T) where f = 22!

B

Therefore, from Young’s inequality and the fact that the exponents in these two es-
timates belong to (0, 1), just like in the previous chapter, we now have a constant

Ci4 > 0 with
d (1 1 1 1
—(—fup+—f|Vv|2q)+—fup+—fleIquCm
dr\p Jo qJo P Jo q Jo

in (0,7) and this gives us the ordinary differential inequality
yitys<Cu

in (0,T) for y(¢) = Il—)fgup(-,t) + % fQIVv(gt)|2q, re(0,T).

The same comparison argument as in the previous chapter (see the proof of theorem

I1.1.1) shows
1 1, 1 )
= | uP(-,1) < y(r) < max{ = uy + = | IVwol™, C4
P Jo P Jo qJQ

for every t € (0,T) which completes the proof. q.e.d.

With this regularity result for u and the by now well-known estimate for v in lemma
1.3.4, we are now able to prove boundedness of u and v, which directly results in the
proof of the statement formulated at the beginning of this section:
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Proof of lemma II1.2.3. For any p > n+ 2, lemma II1.2.5 gives us some C; > 0
with
e Ol () < €1 € (0.7)

for every t € (0,T) which in turn, using lemma 1.3.4, provides us with some positive
C, such that
GOl 0) < C

holds in (0,7). Together with lemma A.1 from [89] we conclude as claimed. q.e.d.

Having secured this statement for arbitrary solutions to (IIL.1), for theorem III.1.1 we
only need the existence of such a solution.

Proof of theorem IIT.1.1. Since D(0) > 0, using standard arguments (namely from
[47]) we find a local solution to (II1.1) in QX (0, Tymax) for some Tmax € (0,00]. We
also see that a finite value for Thax leads to

1im sup (“u("t)“LP(_Q) + ||v("t)||W]'°°(Q)) -

max

However, the trivial observation (s + 1)"~! > §"! for every s >

second alternative cannot occur as we have seen in lemma II1.2.3.

0 proves that the

q.e.d.

I11.3 Introduction and existence of weak solutions

The crucial question concerning the existence of solutions is whether D vanishes at
u = 0 or not. In the case of nondegenerate diffusion we have detected the global
existence of classical solutions and proven their boundedness. Using an approximation
process, this will also result in us finding weak solutions for systems where D(0) = 0
and for this it is crucial that the bounds from before do not depend on the precise
value of D at u = 0.

Let us begin by defining an appropriate solution concept:

Definition IT1.3.1. Setting D(s f() ) do for s > 0 and given nonnegative
up € L'(Q) and vo € L'(Q), by a locally bounded global weak solution to (IIL.1) we
mean a pair of functions (u,v) : Q x [0,00) — R? with the reqularity
ue Ly ([0,00);L%(Q)),
D(u) € L3, ([0, 00): L*( Q)) and
(

loc

veLloc([ c0); WH .Q))
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which solves

_fo“’ fgu%_fg“o‘p("o) :‘fow LVB(M)W—IOOO Lquth
[ o ot [ [ [ o [ [

for any ¢ € Cy’ (?)x [0, oo))

and

To prove the existence of such a solution we will use & € (0,1) and the function
D; = D(- + ¢€) to approximate D. Clearly, upon an appropriate discussion of the
initial data, this choice allows for the employment of theorem III.1.1 since

Cpe™ ' (s + 1) < De(s5) < Cp(s+ 1)M!

holds for every s > 0. While this may seem to couple the estimates to & € (0, 1), which
is now a necessary part of such a lower bound for the diffusion, the proofs only rely
on Dg(s) > Cps™ ! which is valid independently of & € (0,1).

As a basis for all following steps we want to fix the used approximations and their
properties.

Lemma II1.3.2. Let nonnegative ug € L'(Q) as well as vo € WH1(Q) be given and for
€ (0,1) define Dg == D(-+&). Then we have

Cpe™ (s + 1)1 < Dg(s) < Cp2M 1 (s 4+ 1)M!

and
D¢(s) = Cps™!

for every s > 0. Additionally there are K > 0 and two sequences of functions,
(MOS)SE(O,I) cc’ 'Q) and (VOs)ge(o,l) cc! (.Q), such that

lluosllze (@) + [Vosllwro (o) < K
for every e € (0,1) as well as
lluo — uoellpt (@) + Ivo = voellwri (o) = 0

as € — 0.

Proof The estimates for D, are an immediate consequence of the properties given
to D and the rest is a matter of choosing a suitable approximation. q.e.d.

Having fixed this, we now consider a slightly different system than before. Aside from
the adapted initial data ensuring sufficient regularity we also change the first equation
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in such a way that the diffusion is no longer degenerate. The resulting system is the
following:

ug = V- (Dg(ug)Vug +u:Vve) in Q% (0,00),
Ver = Avg — Ve + Uy in Qx (0, 00),
Ge=%=0 on 42 (0,e0),
ug(0,) = uge, ve(-0) = voe in Q.

(111.10)

This system meets all the requirements we have previously seen in deriving globally
bounded classical solutions. Additionally, since all D, share the quality Dg(s) > C s
for every s > 0, we find a common upper bound for the family of approximating
solutions:

Corollary II1.3.3. For the quantities from lemma II1.3.2 and every € € (0,1) the
system (II1.10) has a classical solution (ug,ve) that is global and there is C > 0 with
||“8("f)”po(g) + “Vs("f)”vvhoo(g) <C

for every e € (0,1) and every t € (0,00).

Proof Firstly, theorem III.1.1 gives us classical solutions along with their global
existence. The parameter-independent estimate Dg(s) > Cps™! for every s > 0 and
£ € (0,1) then guarantees the uniform boundedness together with lemma II1.2.1 and
thereby finishes the proof. q.e.d.

These solutions to the approximate problems (II1.10) will be shown to converge to
solutions of the actual system (III.1) in a suitable fashion. In preparation of the
discussion of this convergence we will now find and fix several bounds that will enable
us to start a process where we repeatedly choose subsequences along which u, and v,
converge in a certain sense. Here and in the subsequent proof we follow ideas from
[49].

Lemma 111.3.4. For any e € (0,1), by (ug, ve) we want to denote the pair of functions
found in corollary I11.3.3. Given T € (0,c0) there is Cy > 0 with the following property:
For any € € (0,1) and the corresponding solution (ug,ve) to the approzimate problem
we have

ltellie 0.1y (2)) < Cr
”vS”L‘X’((()’T);WLoc(Q)) < Cr and

”Ds(”e)v"S”Lz(gx(o,r)) < Cr as well as

”V“gl_l”LZ(Qx(o,T)) <Cr,

T
f fDa(ug)uf_3 [Vugl> < Cr,
0 Q

Hv&t”Lz((O,T);(Wé’l(Q))*) <Cr and

”(uzl_] )t”Ll ((0,T);(Wé‘"+l([)))*) < CT~
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Proof. The first two statements have already been proven by corollary II1.3.3.

Let us therefore fix some C| > 0 such that
||M8”Loo((0’T);Loo(Q)) L°°((O, T); Wl’oo(.Q)) + ||Vs||Loo((0’T);Wl,oo(_Q)) <C

holds for every € € (0, 1).

For the next claim we define

Do (u) = fo " Do) do = fo ' fo " D(or) dords

whenever some ¢ € (0, 1) is given and rewrite the first differential equation in (III.10)
as
ey = ADg(ug) +V - (ugVve)

to which clearly (ue,v:) remains a solution for every & € (0,1). Testing this with
D¢ (us) and using Young’s inequality gives us

[ (B =~ [ [5el ~ [ [[w7Butue) -
5‘% fo|V58(us)|2+%forf()uﬁwvsﬁ

for every € € (0,1) which in turn shows

f f|VD ugl <f De(uge) —fgﬁg(ug(-,T)H%fOTfQuﬁwng

for every & € (0,1) and the terms on the right are clearly bounded independently of

g € (0,1) due to the definition of D, and the boundedness u? [Vvg> < C‘ll for every
€ (0,1).

Next, from the first two claims we also get UQvg,tpl <3C ||<p||W1,1(Q) for any ¢ € C(‘;"(Q)

and every ¢ € (0, 1); therefore, we have found a bound for ||Vgt||L2((0 TRw (@))) which
)W

does not depend on the size of € € (0,1).

For the fourth and fifth claim some differences arise depending on the size of m. If
m = 2, then we can use integration by parts and Young’s inequality to see

d
—fuglnug:f(l+1nu8)V~(Dg(ug)Vug)+f(1+lnu8)V-(u8Vv8)
dr Jo o Q

D
:_IMW%F‘FIV%'V%
Q Ug
1 D
s—gf e(te) 10 2 fw s|2+—f|Vvs|2
Q Us
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in (0,7T) and for every € € (0,1). Rearranging and integration yield

kite/le
f f e(ue) 2l P+ f fw . < fuoslnuos—fu€(~,T) (-, T)
4cp ' Jo 0

for every & € (0,1) and, together with the observation xInx > —1 for x > 0, this shows
that the for this case relevant quantities

T
D
f f Delue) g, 2
0 Q Ug
T
f f Vi
0 Q

are bounded independently of & € (0, 1).
If conversely m # 2, then an almost identical computation for % fQu;"_] proves the
equivalent of the two estimates above:

d
— fu?_l =—-(m-2) fug"_3D8(uS) \Vug> = (m-2) fu?_2Vu5 Vv
dr Jo Q Q

can be found in (0,7) and for every ¢ € (0, 1) rather quickly, but now we also have to
pay attention to the sign of m —2 since m is just as likely to be smaller than 2 as it is
to be larger.

For m > 2, the first integral on the right is negative and so we use the lower bound for
D., as well the decomposition used in the case m = 2 before, to find

d _ m-2 _ Cp(m=-2) _ 31Q|c?
o ng‘ < 5 Lu;" 3D (ug) |Vugl? — nguzm 4 Vug? + TDl

and

in (0,7T) and for every € € (0,1).
On the other hand, if m —2 < 0, then the estimate is reversed, giving us

d 1. 2-m _ Cp(2-m _ 31Q|c?
T f w2 T |l De(us) Vuel + Col2-m) f " Vg~ =
Q Q Q

dr 3

in (0,7) and for every € € (0,1). In both cases we can now integrate over (0,7) again
and conclude as we did for m = 2:

2-m| (T _ Cplm-2| (T _
el R X OO Tl R Ll O
0 Q 0 Q
<T sl 2+|Q| !
4Cp
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for every € € (0,1) proves the claim due to

1
Bl = o (V'

(m

Now let there be C; > 0 such that (using Sobolev’s embedding theorem) for any
D e Wé’"“(!)) with ||(D||W$,n+l(g) < 1 we have [|®|;~(g) < C2 and (using the bounded-

ness of Q) for any @ € L""((O,T);Wé’”“(!))) with ”(D||L°°((o Wit (o)) < 1 we have
)W

HQSHWLZ(.QX(O,T)) < C;, as well as “(p”Wl'l(.QX(O,T)) < (Cs.
In particular, for any @ € L°°((O,T);Wé’"+1(9)) with ||45||L00((0 Wt (@) = 1 we
)W

also have [|®ll;=((@)x(0,r)) < C2. Setting X := L'((0,7); (Wé’"“([)))*) we see that
X*=L%((0,T); Wé’"“(!))) and thus any ¢ € X* with [lgllx- < 1 gives us

T T
[ L] =| [ [
T 2
< f fu?_ @V - (Dg(ug)Vuy)
0 Q
T
f fu?_ztpv- (usVve)
0 Q
r 2
\f(; LDg(Ms)MZl_390|VMs|
T
[ [pturivus
0o Jo
T
f fuf;"_ztpV%va
0 Q
T
+’fo‘ Lug’_IVv£~Vgp’

1
m-—1

_|_

< |m-2|

+

+ |m -2

for every € € (0,1).

Firstly we have

I =

T
f st(us)M’gn_3‘;9 |V”8|2
0 Q

T
< sz fDa(ug)u;"_3 Vi |?
0 Q

which for every ¢ € (0, 1) is bounded due to our previous estimate.

Next, Young’s inequality and straightforward estimates show
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L =

T
[ [ petwriz2vuve
0 Q

1 (T _ 1T _
! f f Do () Vg + 1 f f Do) Vgl
2Jo Je 2Jo Je

1 [T _
<3 f f Do (1)l (V2 4 2M72C0, € (1 4+ € )2
0 Q

and the boundedness of the remaining integral has been proven for every ¢ € (0,1) in
the previous step.

Moreover, with Young’s inequality and for some C3 > 0, we see

T
f fu?_z‘qungg
0 Q
T
Sle fu?_zlwtslgo
0 Q

<Gy + G |[Vup! Hiz(g)

I; =

for every € € (0,1) and for the final integral we have

T
f fuZ‘_leg -Vo
0 JQ

for every € € (0,1). q.e.d.

Iy = < Cq"CQ

We can now prove the existence of a weak solution (u,v) to (II1.1) by taking a zero se-
quence (&) € (0,1) and solutions (ug,, ve, ) to the approximating problems (I11.10)
for € = g and letting k — oo.

Proof of theorem III.1.2. As in the previous lemma, the inspiration for the up-
coming train of thought can be traced back to the proof of the corresponding theorem
in [49]. For & € (0,1) we again use Dy(s) = fOSD(a') do and by corollary I11.3.3 we
have a global classical solution to (IIL.10) that we denote by (ug, ve).

We begin by proving the following claim: For every k € INg there is a zero sequence
(ex.1)ieN € (0,1) which for k € IN is a subsequence of (g-1)eN and for which we have
the following convergences as [ — O:

Ug,, converges a.e. in Qx (0,k) and in L' (2% (0,k)),
Dy, (uts,,) converges weakly in L* ((O, k); W(l)’2 (Q)) ,

Vg, converges uniformly in Qx (0,k) and
Vvg,, converges weakly* in L™ ((0,k); L*(Q)) .
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We start with an arbitrary monotonous zero sequence (£o;);cn C (0,1) and so we can
assume that for some k € IN we have a sequence (&r-1,),oy such that — after replacing
k by k—1 — the properties above hold. Thanks to lemma I11.3.4 we find C; (k) > 0 with

”usk—l,l”L“’((OJ{);LW(Q)) < Ci(k) Yle N,
”vsk—l,l“L""((O,k);WL‘”(Q)) < Ci(k) Vie N,
”Dskfl,l(uak—l,l)vusk—l,l”LZ(_QX(O’]()) < Ci(k) Yl e N,
HVM?A:}JHLZ(QX(O,k)) s Ci(k) VieN,

H(VS’HJ)t“LZ((O,k);(W(;*'(Q))*) <Ci(K) VIe N and

H(ug;ll,l)tHLl((O,k);(Wé,nﬂ(Q))*) < Cy(k) Ve N.

The abbreviation

dr= sup sup Dg(s) <Cp(Ci(k)+ 2)M_1
£€(0,1) 0<s<C; (k)

shows

Ci (k)
DSk—],l(”Sk—l,/(x» 1) < f.g di = C1(k)dy

for every [ € N as well as (x,1) € Qx (0,k), and so we find Cp(k) > 0 with
||55k—1,l(usk—l,l)“LZ(((),]();WLZ(Q)) < Ca(k)

for every I € IN. Therefore, we may select a first subsequence (s](cll)) N C (&r-10)jeN
* e

along which

(Da(ua))ge(o,l)
converges weakly in L2((0,k); W2(Q)). Next we find C3(k) > 0 as an upper bound in

m—1
1)
kI

<C3 (k)
L2((0.6);W"2(Q))

u
&

for every [ € N and note the boundedness of (um(T)]) in L ((O, k); (W(l)’”'H (.Q))*)
t

&kl

t. #
Recalling W'2(Q) & L2(Q) — (Wé’"H(Q)) , we invoke lemma 1.3.12 to find a se-
quence (8}{?) c (SIEII)) such that (umg)] converges in L>(2x (0,k)) for [ — co.
* JleN » /leEN &1 JleN

1
Since m > 1, the mapping [0,00) 3 y > ym-T is continuous and so we have a sequence
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8(3) c 8(2) giving us the convergence of
/SN

u s
( 812,1) )leIN

almost everywhere in Qx (0,k) (instead of convergence only for its (m — 1)-st power).
Thanks to Lebesgue’s dominated convergence theorem and the constant bound we also
have convergence with respect to |-l (@x(0.4))- Applying the same lemma 1.3.12 to

whe(Q) S CO(Q) — (W“(.Q))* gives us another refinement (8(4)) c (8(3))
leN leN

0 Kl &l
with

v <4>)

( ki J1leN

converging uniformly in QX (0, k) while a final subsequence (algsl) ) - (8(41)) secures
" JleN " JleN

(Vv (5))
%kl JleN

in L*®(Qx (0,k)) due to the boundedness

the weak*-convergence of

Vv (4) <(C; (k)

it Nl ((0.k):L (@)

for every I € IN. This completes the induction and setting (&x)iep = (8kk) e We find
three functions u, v, z: Q2 - R and ¢ : Q —» R"” with

Ug, = U in L} ([0,00); L'(€)) and a.e.in Qx (0, o),
Ve =V in L3 ([0, 0):C°(Q)).

Dy, (ug) — 2 in L7 _([0,00); W!?(Q)) and

Vvg = ¢ in L35 ([0, 00); L7(2))

as k — oco. From ug + & — u a.e. in 2x (0,00) as k — oo and the continuity of D we
see o o o o
Dy (g,) = De, (e + &x) — Dg, (&) — D(u)

as k — co. Therefore we know z = D(u) while the second and fourth row combine
to show ¢ = Vv. Additionally, the local boundedness of ””8k”L°°((0 ):1(2)) and its

convergence ensure u € Ly° ([0, 00); L¥(2)).
Thus we have proven that (ug,ve,) converges to a solution of (IIL.1) as k — co: For
any ¢ € Cy’ (2% [0,00)) and any k € N we have

_f fusk‘/’t_f“Oak‘P('ao) :_f fVBek(usk)V(P_f f”ekvvskv‘;a
0 Q Q 0 Q 0 Q
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a

nd
_f stk%—fVng‘P(vO) :_f fvvakvﬁp_f stk<P+f fuak(p
0 Q Q 0 Q 0 Q 0 Q

and together with the convergences established above and those of the initial data the
proof is complete. q.e.d.

61



Chapter IV

The fast signal diffusion limit
in nonlinear chemotaxis
systems

IV.1 Introduction and main result

In [43], Keller and Segel initially examined the systems

u =d\Au—a;V-(uVv)  in Qx(0,00),
v = daAv — apv + azu in Qx (0, 00)

with positive numbers d;, d», a;, a; and a3 in order to describe the phenomenon

that is known as chemotaxis. Here, u denotes the cell density of a slime mold and v

is the concentration of a chemical substance produced by the cells themselves, both

depending on a spatial parameter x and the time t.

With the substitutions

ay d

ap as
-5V — A =é&, -\ =
d) X d> d>

vy and — =a

and transforming the second variable from ¢ to i7 we arrive at

u=Au-V-(uxyVv)  in Qx(0,00),
evy = Av—yv+ au in Qx (0, 00)

which brings us one step closer to our topic: If we take the limit & — 0, then the
second equation in this system is formally turning into the inhomogeneous Helmholtz
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equation —Av 4 yv = au and for the arising parabolic-elliptic system results seem to
be more easily obtained.

Comparatively early, several works ([40], [57], [59], [7]) have detected solutions to
blow-up in the parabolic-elliptic setting. On the other hand, results for the case of
positive & have dealt only with one example ([34]) or followed at a later time after a
significantly higher amount of effort ([98], [56]).

The picture is similar when one wants to extract quantitative results from the systems.
While there are numerous works for & = 0 ([60], [62], [73], [87], [86], [81]), the findings
for the fully-parabolic case are less abundant ([60], [55], [93]).

Accordingly, one might pose the following question: if we use the parabolic-elliptic
system for the approximation of the non-simplified system, especially for small g, that
is in situations where the signal diffusion is much faster than that of the cells, how
close are we? Until quite recently, a first hint was only given by numerical results in
[52], but with [92] we now also have a theoretical work linking the two systems: in a
suitable sense the solutions of the fully parabolic system for decreasing & do in fact
converge to a solution of the parabolic-elliptic simplification.

In this chapter, instead of a linear diffusion, for some m > 1 in the first equation we
replace Au by V - ((u + 1)’"_1Vu), thereby operating near the system (II.1) in chapter
IT again.

In the fully parabolic system with & = 1, the behaviour changes drastically when in
the first equation the diffusion is no longer linear. While for m = 1 the importance
of the initial data (or more specifically, the size thereof) cannot be stressed enough,
superlinear diffusion removes the need for such conditions: In this case, demanding
m> 1+ % suffices to ensure global existence and boundedness of solutions as we
have seen in chapter II.

As in the case of linear diffusion, we want to know in which sense (if any!) and under
which conditions solutions to the parabolic-parabolic system

w=V-((u+1)"1Vu) -V. (uVv)  in Qx(0,00),

sy =Av—-v+u in Q% (0,00),

du — v — on 992 x (0, ) (Iv.1)
av av ’ ’

u(-,0) = ug, v(-,0) = v in Q

with fast signal diffusion governed by & € (0,1) converge to those of the parabolic-
elliptic system where & = 0, namely

u,=V~((u—|—1)m_1Vu)—V-(qu) in Q% (0,00),

0=Av—vtu inQX(O,OO), (IVQ)
_—0 on 92 x (0, 0), .
u(-,0) = uo in Q
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as € — 0. Here, we demand that Q c R", n > 2 be a bounded domain with smooth
boundary and that m > 1+ % Furthermore, the nonnegative initial data fulfil
0 # ug € Wh(Q) and vg € W (Q).

Once more we mention the virtually pioneering work [92] which opened the door for
the upcoming results.

We will first translate the existence and boundedness results from chapter II to versions
of (IV.1) where € € (0, 1) instead of & = 1 before eventually discussing the limit of the
corresponding solutions. Our main result reads as follows:

Theorem IV.1.1. Let Q Cc R"” be a bounded domain for some n > 2. Additionally let
m > 1+ =2 and some nonnegative functions 0 # ug € W'°(Q) and vo € W (Q) be
given as well as some zero sequence E C (0,1). Then for every € E the system (IV.1)
has a global and uniformly bounded classical solution (ug,ve). Furthermore, there is a
classical solution (u,v) to (IV.2) such that for any T > 0 we can find a subsequence
E’' C E with

Ug > U N CO(?JX [O,T]),
us = u in L((0,7): W'*(Q)).
ve = v in Ly ((0.7]:¢° (Q))n L7,

Vve = Vo in L2 ((0.7); W (Q))

((0.77:w"*()).

ase— 0 i E.

Remark. For the entirety of this chapter, for n > 2 let firstly 2 c R" be some
bounded domain. Additionally, let m > 1+ % as well as two nonnegative functions
0 % up € Wh(Q) and vo € W (Q) be given.

IV.2 Existence of global classical solutions to the
fully parabolic system and some bounds

Similarly to chapter II and [89], from the estimates in lemma 1.3.3 we can show that
the condition that

)+ Iy
has to have a bound that depends neither on t € (0,00) nor on & € (0,1) can be
weakened: as before, it is sufficient to prove boundedness of ||u5(-,t)||u,(g) for some

large p. The important part is that we have to ensure that none of the arising constants
are connected to &.

Lemma IV.2.1. There is a positive constant such that for every € € (0,1) we can
find a pair

(s, ve) € (C° (@ [0.00)) NC>! (B (0,00)))°
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of classical solutions to (IV.1) in Q% (0, 0) with
e+ ey <€

for every t € (0,0).

Proof. Again, [47] gives us local solutions and our claim is that we can find bounds
for these functions that do not depend on & which simultaneously proves global exis-
tence and the central bound in this lemma.

Let us write T € (0,00] as the maximum existence time corresponding to any given

e€(0,1).

Knowing that at least for p = 1 due to [us(-.1) = [,uo for every & € (0,1) and
t € (0,T) we have some finite C(p) > 0 with

”us(’t)”u(g) < C(p) (*)

for every & € (0,1) and ¢ € (0,T;), the following step will initially provide us with &-
independent bounds for v in W!4(Q) whenever g € [1, ﬁ), returning with additional
information in the form of (x) for some p > 1 and C(p) € (0,0) will also allow us to
pick larger q.

For ee€ (0,1) and r € (0, %) we set

PN

(1) = ug (- et)

and

De(s, 1) = ve (- &t)
for which clearly the identity

Ver = AVg — Vg + e

holds in (0, %) The additional and equally trivial observations

‘A}E(', O) =0
and o
Ve
el — )
ov loo

for every € € (0,1) as well as the assumption that with some p > 1 and C(p) € (0, )
the estimate () holds for every & € (0, 1) then enable us to employ lemma 1.3.4 and
find that for any ¢ € [1%) in the case p < n, any g € [1,00) for p = n and any
g € [1,00] if p > n an e-independent positive constant C(g) with

Ve (- t)”wl,q(g) <C(q)
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for every e € (0,1) and 1 € (0, %) exists. Returning to our original v, this translates to

e Dlhyragoy <€)

for every € € (0,1) and 7 € (0,T,). Accordingly, lemma A.1 from [89] — if we choose
the functions therein as D(x,t,uz) = (us(x,t) + )™ L, f(x,1) = ug(x,1)Vvs(x,1) and
g=0for xe€ Qand r € (0,Tg), resulting in them being bounded in the necessary way
and independently of & — tells us that our proof is complete as soon as we find bounds
in the form of () for arbitrarily large p.

Fixing such a p along with some ¢ and using the steps from chapter II (for k = 1 and
po = 1) for the quantity

yolt) = %Lug(-,twgf!ngs(-,t)ﬁ

with € € (0,1) and 7 € (0, T;) we find some constant C > 0 for which we have

1 1 2
yat(t)—i——fu£(~,t)—0——f|va(-,t)| ‘<c
P Jo qJo

for every ¢ € (0,1) and ¢ € (0,T;). Here it is to be noted that the added & in the
second summand of y. disappears while computing the derivative so that the resulting
term cannot immediately be written in terms of y.. However, since € € (0,1), we can
estimate from below to see

Yer +ye < C

for every € € (0,1) in (0,T,) which, as in lemma II1.2.5, proves
||M8(" t)”LP(Q) < ys(t) < max {yS(O), C}

for every £ € (0,1) and t € (0,Tg). Trivially for every & € (0,1) we can estimate
y:(0) < y1(0) and this completes the proof. q.e.d.

Before discussing the convergence of the solutions to (IV.1), we collect a number of
estimates. Here, T € (0, 0) is at all times some arbitrarily large number and & at least
for now remains an arbitrary element of (0, 1).

We begin by showing the Holder continuity of every u, in both arguments.

Lemma IV.2.2. In the setting of lemma IV.2.1, fizing some T € (0,00) we find some
0 € (0,1) and C > 0 such that for any € € (0,1) and the corresponding function ug
found in lemma IV.2.1

u
lucll g

c*2 (2x[0.1]) <¢

holds.
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Proof. Taking v, from the previous lemma we can write duz = V- a (x,1, ug, Vug) for

a(x,t,a,B) = (o + l)m_lﬁ—a/va(x, 1).

Fixing C = max {1,sup8€(0’1) ”V%”im(gx(o,r))} which is finite due to lemma IV.2.1, we
estimate 1 c
a(x08) B2 5 (a+ 1) R - Za?

and
la(x.t,0.8)| < la+ 1" B+ Clal.

These are the conditions needed to employ theorem 1.3 and remark 1.4 in [66] whence
we deduce the claimed statement. q.e.d.

The boundedness of our solutions also gives us an estimate for the L>-norm of Vu,:

Lemma IV.2.3. In the setting of lemma IV.2.1, fizing some T € (0,00) we find some
C > 0 such that for any € € (0,1) and the corresponding function ug found in lemma

IV.2.1 .,
f f Vu> < C
0 Q

holds.

Proof. Using lemma IV.2.1 we can fix the positive and finite quantity

C = fu(z)—f—T~supfu§|va|2
Q geE JQ

while direct computation and Young’s inequality yield

d _
— u;%:—Zf(ug-i-l)m IIVu5|2+2fugVu5-va
Q Q

dt Jo
<- f (e + 1) [V + f 2 Vv
Q Q

in (0,7T) for every ¢ € (0,1). Integration over (0,7) and a trivial estimate then show

T T
f fIVu£|2 sfug—fu§(~,T)+f fuﬁ IVvel> < C
0 Q Q Q 0 Q

for every € € (0,1) as claimed. q.e.d.
oy

(U7 —
av oQ }
and prove a corresponding boundedness result for the derivative of u, with respect to
time.

In preparation for the limit process we define W]%,Q(Q) = {1// e W22(Q):
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Lemma IV.2.4. In the setting of lemma IV.2.1, fizing some T € (0,00) we find some
C > 0 such that for any € € (0,1) and the corresponding function us found in lemma

v.2.1 )
j; ||af”€("t)||%w§2<g))* di<cC

holds.

Proof. From lemma IV.2.1 we see that

1
C:=max{— sup ||(u )" , sup |lusVvell;2
s ot 0l p Pl

is finite and therefore we have

Uazusslr = 'lf(uﬁl)mAdfanuvaaW
Q m Jo Q

in (0,T) for every e € (0,1) and ¢ € W]%,’Z(Q); accordingly, upon integration the proof
is completed. q.e.d.

< C(IV9l2(0) + 18W112(0))

IV.3 Solutions of the parabolic-elliptic system

In the previous section we have found uniform local bounds for € € (0,1) and the
corresponding solutions to (IV.1).

To start this section off, we define a candidate (u,v) that is to become our solution to
(IV.2). Tt is found by combining estimates from the previous section, fixing some zero
sequence and consecutively picking subsequences.

Lemma IV.3.1. Fizing some T >0, T’ =T + 1 and a zero sequence E C (0, 1), there
exist a subsequence E' C E and some 0 € (0,1) as well as functions u € ch3 (?2 x [0, T’])

and v € L? ((O, T’);Wl’z(Q)) such that for corresponding functions ug and ve from
lemma IV.2.1 we have

Ug = U mCO(?QX [0, T])
AumLz(O, leQ)),

Amez(O 29))’
Oty — uy in L? ((0 '): (Wi (@))

as € — 0 along that subsequence.
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Proof. This follows lemma IV.2.1, lemma IV.2.2, lemma IV.2.3 and lemma IV.2.4
together with the Arzela-Ascoli theorem. q.e.d.

In [92], namely in lemma 5.1, we find an almost directly applicable result concerning
a first property of u and v. However, unlike theirs, our system consists only of two
components and therefore we cannot merely cite the lemma.

Lemma IV.3.2. WithT’, u and v as in lemma IV.5.1, there is a null set N c (0,T”)
such that for every t € (0,T")\ N we have v(-,t) € W'2(Q) and

fVV'V‘//‘f‘fVW:fm//
Q Q Q

for every ¢ € W2(Q).

Proof. Let E be a zero sequence provided by lemma IV.3.1. Then for every ¢ € E
and every ¢ € C;’ (Q x (0,7’ )) from the second equation in (IV.1) we have

T’ T’ T’ T’
_Sf fvséot + f fvvs Vo + f fVS‘P = f f”s‘p
0 Q 0 Q 0 Q 0 Q

and the convergence in the previous lemma IV.3.1 shows

—sf fvssoz—>0,

0 Q

f va5~V<p—>f va'th
0 Q 0 Q

T’ T’
b L= [ L
0 Q 0 Q
T’ T’
by S J, S
0 Q 0 Q
as € = 0. Therefore we have

T’ T’ T’
f va~V<p+f pr:f fugo
0o Jo 0o Jo 0o Jo

for every ¢ € C’ (ZJX (0, T’)).

and

as well as
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As in [92], from the separability of W'2(Q) and a mollification argument we get
(‘/’/)jelN c Cc™ (!_2) such that ¥ = {z/rﬂje]N} is dense in W'?(Q). For j € N and
t€(0,T") we define

£i(1) = fgvv(.,t).wfj and &(1) = fgv(-,z)w,-

which clearly belong to L' ((0,7”)). Given any j € IN we therefore find such a null set
N;jc (0,T) that every t € (0,T”) \ N is a Lebesgue point of ¢j and &;. Since obviously
v(-, 1) € W2(Q) for almost every ¢ € (0,T"), we can define the combined null set

N [U NJ]U fre .10 ¢ W2,
JjeN

so that (0,7”) \ N only contains mutual Lebesgue points of every ¢; and ¢; and within
which v belongs to W!2(Q). Fixing to € (0,7”) \ N as well as h € (0,7’ —19) and a
sequence (xx)zen € Co ((0,77)) with

£

Xk _\X(lo,t(nLh) in L% ((0, T)) as k — 00,

where y (;, 1, +r) is the characteristic function of (to, 7 + k), in € x (0,7”) we apply the
identity from before to the function

e(x.1) = xi (1) - (x)

with fixed k € N and ¢ € ¥. Accordingly, for any k € IN we see

T’ T’ T’
f kaVV'V¢+f f)(kvlﬁ If f)(kueb
0o Jo 0 Jo 0o Jo

and that means for arbitrary h € (0,7’ —1p)

1 to+h 1 to+h 1 to+h
- Vv-de—i——f fvz,b:—f fm,//.
h L) L h o Q h Io Q

Now, since 1y is a Lebesgue point and due to the continuity of u, v and Vv in QX (0,7")
(see lemma IV.3.1) we can take the limit # — 0 and see

fgvv(-,to)-vwrfgv(-,to)w:Lu(vto)t//

for every y € ¥. Due to the density property of ¥ in W2(Q), the claim follows upon
another approximation. q.e.d.

Outside this null set we can find two more results regarding boundedness and continuity
properties of v:
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Lemma IV.3.3. WithT’, u andv as in lemma IV.3.1 and with N from lemma 1V.3.2
there are 6 € (0,1) and C > 0 such that

”v(-,t)”wl,z(g) < C for everyt€ (0,T")\ N

and
”v(., ) =v(-, s)”wll(g) <Clt—sl? for everyt,s e (0,T") \ N

hold. In particular, if necessary we can redefine v(-,t) for t € N U{0,T’} in order to
achieve

ve ! ([0.7]; W' (Q)).

Proof. Again as in [92], in (0,7’) \ N we may pick y = v in lemma IV.3.2 and
together with Young’s inequality this directly shows the first statement:

1 1
fle|2—|—fv2:fqu—fu2+—fv2
Q Q Q 2Jo 2 Jo
holds in (0,77) \ N.

Fixing some 7 € (0,7’) \ N and s € (0,T") \ N, for x € Q we define
z2(x) =v(x, 1) —v(x, )

which gives us a function belonging to WI’Z(Q) so that it too may be inserted into the
identity in lemma IV.3.2, yielding

7m0 =069 + [ 1) 66 =369 = [ u)- () =v()

Q

for every 7€ (0,T') \ N.

Evaluation in s and 7 and subtraction of the two identities give us

fQ|Vz|2+sz2:fg(u(',t)—u(-,S))Z.

Accordingly, lemma IV.3.1 and Young’s inequality allow for the estimate

) 1 c?lo
f|vZ|2+fzzsfcn—s|§|z|s—fz2+J|t—s|9
Q Q Q 2 Jo 2

with some C > 0 and 6 € (0,1). If necessary, we redefine 7 — v(-,¢) in the null set
N U{0, T’} which concludes the proof. q.e.d.

We will now see that v has further helpful properties and prove that the second equation
in (IV.2) holds for the functions u and v provided by lemma IV.3.1.
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Lemma IV.3.4. With T’, u and v as in lemma IV.3.1, there are 6 € (0,1) and C > 0
such that “v ”Cz+9 @ < C holds for every t € (0,T"). Furthermore, we have

-Av+v =u in x(0,T’),
& =0 on 0Q2x(0,T").

Proof. Following the approach of [92], we start by proving the existence of some
g > n and some C(g) > 0 such that

b DMl o) < C(a)

holds for every t € (0, T') \ N where N is as in lemma IV.3.2. Since lemma IV.3.1
provides us with some 6; € (0,1) and C; > 0 such that

s )l ) = €
holds for every r € (0,7”), fixing some g > n we find a positive constant C, with
e Dl o) = €2

for every r € (0,T’). According to lemma IV.3.2, for every 7 € (0,7’) \ N the function v
belongs to W2 (9) and it is a weak solution to the Neumann boundary value problem
to —Av(-, 1) +v(-,t) = u(-,1) in Q. Elliptic estimates ([31]) show

||V(" Z)HWZJI(,Q) = C3 ”I/L(, t)”Lq(_Q) < C2C3

with some C3 > 0 and for every ¢ € (0,7’) \ N. For any 6, € (0, 1- g) from the con-
tinuous embedding W?4(Q) — C!*¢ (5) we can therefore conclude the boundedness
of (VW(,1))e(o.r ) € c (ﬁ) With results from elliptic Schauder theory (see again

31]), the boundedness of (u(-1)).c(ry\n © ch (?2), provides us with some C4 > 0
such that

||v("t)”02+91 @ S Cq

holds for every ¢ € (0,7) \ N. Since v € Cg([O, T’];Wl’z(_Q)) for some 6 € (0,1) by
lemma IV.3.3 implies continuity of v with respect to time, the statement also holds for
t € N. The rest follows from the identity in lemma IV.3.2. q.e.d.

We now combine these results in order to produce a Holder estimate involving the
second derivatives of v:

Lemma IV.3.5. With T’ and v as in lemma IV.5.1, there are 6 € (0,1) and C > 0
with
||V('» S) - V(', f)||cz+g(§) < Cll - S|e

for every s € (0,T’) and t € (0,T").
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Proof. This is the same as in [92]. Lemma IV.3.3 gives us some 6; € (0, 1) such
that v € C% ([0 T’]; w2 (Q)) After fixing some 6, € (0,6;) via interpolation we find
€ (0,1) and C; > 0 such that

Wllgason @) < Co VG o, ) Wi

holds for any ¢ € C**%(Q). Accordingly, for any s € (0,7") and ¢ € (0,7’), upon
inserting v(-, 1) — v(-, s) we see that Hv(-, —v( ”c2+92(g) is bounded from above by

o O R AT WA YA
From lemma IV.3.3 and lemma IV.3.4 for some C; > 0 and 63 € (0, 1) we therefore get
”V(" - v “C2+82 @) <Clt- S|03

for every s € (0,7”) and t € (0,7”). To finish the proof we only need to identify some
€ (0,1) (as well as a positive constant C3) such that on both sides of the inequality
the same 6 can be put instead of 6, and 63. If 63 < 6;, then the inclusion

" @) =c @)

is the missing puzzle piece. If on the other hand 63 > 6, then we take a look at the
term |t — 5|, Since both times are contained in (0,7”), for 0 < 63 — 6, < 1 and due to
T’ > 1 we have

lt—s|% = |r— s - |t — s|%7% < 7|1 — /2.

q.e.d.

As an additional ingredient for the proof of theorem IV.1.1, the following lemma, an
analogon to lemma 5.5 in [92], proves that locally v; belongs to L? with respect to both
variables. We remark that in the following statements we will consider the original T
instead of T = T + 1 and that the upcoming lemma is the reason for introducing 7"
in the first place.

Lemma IV.3.6. With T and v as in lemma IV.3.1 we have v; € L (!_QX (0, T])

Proof. Fixing some 7 € (0,7T) as well as ko := min{1,T — 7} and some h € (0, hy), we

define
v(x,t+h) —v(x,1)

h
for x € Q and t € (7,T). From lemma IV.3.4, we know that for any ¢ € (7,T) by
(1) € C? (5) we have found a classical solution for the Neumann boundary problem

to
u(- t+h) —u(-,1)
h

Zh (x, t) =

—Azp(- 1) + Zh(~, t) =
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in Q. If B is the realisation of —A+1 in le\;z(.Q), then we have
wt4h) —u(t 1 [rh
( + ) u( ) :H_f B_lu,(',s) ds
e I

_||p-14
”Zh("t)”LZ(_Q) - HB h
for every 7 € (1,T). From the Cauchy-Schwarz inequality we thus know that

T ’ 1 T prt+h . 5
[ enlfogy @< [ [ 15 ) gy asar

holds for every h € (0,h). Standard elliptic regularity theory in [100] shows that the
mapping B! : L2 (Q) - W]%,’Z (Q) is continuous, providing us with some C; > 0 such
that

12(Q)

1870l e) = €1l 20

holds for every y € (WJZ\;Z(Q))*.

Accordingly, from the previous estimate we see

T C T rt+h
fT JenC )2 gy dr< = f f i )y s a

for every h e (0,hp) and with the abbreviation
2
W(S) = ||ut('a S)”(W[%;Z(Q))*

for s € (7,T), for such h we have

T C T rt+h
f “Zh(.,t)”iz(g) dr < Tlf f w(s) ds dr.
T T t

Using the Fubini theorem this can be rearranged, to this end we consider the sets

{(s,8) | te(r.T), se(t,t+h)} =X UXp U X3

where
X1 ={(s,t) | se (r,t+h), t€(1,5)},
Xo ={(s,t) | se (v+h,T), te(s—h,s)} and
X3 ={(s,t) | s€ (T, T +h), te(s—hT)}.

Accordingly we have

S| =

T pt+h 1 T+h s
f f w(s) ds dr :Ef f w(r) dr ds
T Jt T T
1 T X
+—j‘jﬁwgmm
h T+hJs—h
1 T+h T
+ - f f w(t) dr ds
h T s—h

74



for every h e (0, ho).

Let W be an antiderivative for w, then the three integrals on the right-hand side can
be rewritten as

T+h T
%LJF (W(S)_W(T)) ds+%f; (W(S)—W(S—h)) dr ds

+h
+ fTM(W(T) “W(s—h)) drds

and this can be rearranged to
1 T 1 T 1 T-+h
! f W(s)ds—w(e) -+ [ wis—mds+w(@) -+ [ w(s—h) ds.
h T T+h h T

Herein, most of the terms cancel each other out, leaving us with

}ll f ' fl [Jrhw(s) dsdr = W(T) - W(r) = f Tw(t) dr

for every h e (0, ho).

From lemma IV.2.4 and the convergence result in lemma IV.3.1 we therefore get some

C, > 0 such that .
[ ol <

holds for every h € (0,h9) and so there are some zero sequence (h);ep € (0,5h9) and
some function z € L? (2% (7,T)) with z5, — z in L? (2% (7,T)) as k — oo. As per the
definition of distributional derivatives, this z coincides with v; almost everywhere in
Qx(1,T) for any T > 0 which completes the proof. q.e.d.

We need one more convergence result for v and v in order to prove our theorem,
namely the following:

Lemma IV.3.7. With T and v as well as a zero sequence E as in lemma IV.3.1 we

have
Ve DV in L ((O, T];LZ(Q))
Ve = Vv in L2 (2x(0,T])

as € = 0.

Proof. Adapting the argument in lemma 5.6 of [92], we begin with the definitions
ze(x, 1) = ve(x, 1) —v(x,1)

for e € E and (x,1) € 2% (0,T) as well as
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for £ € E and r € (0,7) and from lemma IV.3.4 we see z € L* ((0,7); L*(RQ)) while
Zet = Vet —Vp € L12OC ((0 T]'L2(9)> is guaranteed for every € € E by lemma IV.3.6.
Accordingly, we gather y, € loc ((0 T]), therefore y, is locally absolutely continuous
n (0, 7] with

yat) =2 [ 2tz

for every € € E and almost every 7 € (0,7). From lemma IV.3.4 we know

&2t =Avg — Ve + Ug — EVy
=Aze +Av—z.—v+u,—ev;
:AZg_Zg+ug—u—8Vt

for every & € E and almost everywhere in 2 x (0,T). We see

pra0) = [ bz = [ 260+ [ zoon) (el =uon) = [ zlimtn)

for every & € E and almost every 1 € (0,T). According to lemma IV.2.1 and lemma
1V.3.4, we have
ov ove

vlgo  0vlso

for every € € E in (0,T) and therefore integration by parts gives us

a
f tolhzp = — f VP + f 222 — _ f V2o
o) Q o0  Ov Q

for every € € E in (0, T) while the last two terms are estimated via Young’s inequality.
Together this leads us to

gyg,(t)+2L|VZ8(.,t)|2+ng(-,z) S2L|ug(.,z)-u(.,t)|2+zg2 fgvz(.,z) (%)

for every € € E and almost every ¢ € (0,7) and we already know from lemma IV.3.1
that the first term on the right vanishes as ¢ - 0. We now fix some 7 € (0,7) and
some 1 > 0.

Using uz — u in L™ ((0,T); L*(2)) as € = 0 in E, lemma IV.3.6 and the boundedness
of the sequence (yg)..z € L™ ((0,T)) provided by lemma IV.3.4, we can fix g9 > 0 with
the following property: Whenever ¢ € E is smaller than gy, we have

419! - [lus =

I/\

s

u”L""Qx(OT 3
n
2e fv, = and
g 3
ffeset
3

I/\

IA
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1 T
For the absolutely continuous function [5,T] 3 7+ eﬂ(t_f)yg(t), g € E, we see

C(e#Dyew) = D) (ysz(t) + %Je(f))

% (1-3)

1
2 2 2
= © (_ys(t) +2|Q|‘||u8_u”L°°(.Q><(O,T)) + 2¢ j_;)v’ + EYs(t))

for every e € E and t € (%, T); upon integration this shows

T\ _1(,_z 1 (" 1.
Ve(t) Syg(z)'e % (%) —Ef;ek(s t)YE(S) ds
2
219 llug — ull?, : ¢
+ i 8L (@x(01)) fei(s_’) ds+2£fei(s_[)fw2("5) ds
z T Q

2 2

for every e € E and t € (1, T). For any such ¢ and for ¢ € E with & < g9, the right-hand
side is therefore bounded by 1 which proves

2 = 0in L% ((.7); L*(Q))

as € — 0. Integrating (x), for any 7 € (0,7) we have

T T
2]; L|VZ8|2 <eye(r) +2191- (T -7) - |lue — u”i“’([)x(O,T}) + Zsij‘ Lvtz

for every € € E and the terms on the right-hand side vanish as € — 0 due to the
boundedness of y, in L* ((0,T)), the uniform convergence of u; as before and lemma
IV.3.6. For any 7 € (0,T) we therefore have

2= 0in L2 ((r. 7); W'(Q))

as € = 0 which completes the proof. q.e.d.

As the final ingredient, we now want to show that also the first equation in (IV.2)
holds together with the respective boundary condition:

Lemma IV.3.8. With T and u as in lemma IV.3.1, in Q% (0,T) we have
u=V- ((u + 1)m_1Vu) = V- (uVv)
and on 02 % (0,T) we have

ou _
dy
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Proof. With E as the zero sequence we have found in lemma IV.3.1, for any function
peCy (Qx [0, T)) and & € E we have

T T T
—f f“séﬂt—fump(',o) Z—f f(ug+1)m_1Vu8~ch—|—f fungs-Vgo.
0 JQ Q 0 Jo 0 Jo

Lemma IV.3.1 and lemma IV.3.7 show the convergence of all occurring integrals, giving

us
T T T
—f fu«pt—fuotp(-,O):—f f(u—i—l)m_qu-Vgo—f—f quv'Vgo
0 Jo Q 0 Jo 0 Jo

which means that u € L? ((0, T); w'? (Q)) (in the standard generalised sense found for
example in [47]) defines a weak solution for the initial-boundary value problem given
by the two statements in this lemma (and u(-,0) = up). For the remainder of the
proof we turn to the corresponding lemma 6.1 in [92]: classical results of parabolic
regularity theory and Hélder continuity of u, v, Vv and D?v in Q x [0,T] as given by

1+6; ,—
lemma IV.3.1 and lemma IV.3.5 prove u € cl+on (Qx (0, T}) for some 6; € (0,1).
This knowledge of Holder regularity of Vu lets us find some 6, € (0,1) such that

0y ,—
u e CHoI+3 (.Qx (0, T]) Using the fundamental lemma of calculus of variations,
this combined with the integral identity above yields the desired result. q.e.d.

We now collect the results from this section and return to the theorem we originally
wanted to prove:

Proof of theorem IV.1.1. From lemma IV.3.1 we already have

ug — uin C° (Ex [0, T])

and
us — uin L*((0,7); W'(Q))

as € — 0.

Together with lemma IV.3.7 we also see

ve > vin Ly (0.7 L2(Q)) n L ((0.T): W'(@)) (%)

loc

as € — 0 along some suitable subsequence E’ C E. On the other hand, lemma IV.2.1
provides us with some C; > 0 such that

”Vs("’)”vvlm(g) <G (o)

holds for every r € (0,T) and every & € E which immediately gives us

Vve = Vv in L% ((0,T); Wh=(Q))
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as € — 0 upon another suitable restriction of E’. Using the Gagliardo-Nirenberg
inequality we can use this a second time to see that for some a € (0,1) and some
Cp > 0 we have

l1-a

e (- 1) = v (-, ’)”00(5) < Co e (1) = v t)”ZV'v""(Q) pear) = v ’)”Lz(g)

for every t € (0,T) and & € E wherein the first term on the right-hand side is bounded
via

o) = v ) = (e Doy + D hpnee o)

Therefore, () and (s*) combine to prove
ve = vin LY ((0, T);CO(!_Q))

while lemma IV.3.8 and lemma IV.3.4 complete our proof by showing that (IV.2) is
actually solved by u and v. q.e.d.
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Chapter V

Global solutions to a
higher-dimensional system
related to crime modelling

V.1 Introduction and main result

The system discussed in this chapter, for specific choices for the parameters, has been
used in [76] to describe and identify regions of disproportionally high crime levels. In
particular Short, D’Orsogna, Pasour, Tita, Brantingham, Bertozzi and Chayes consid-
ered the reaction-advection-diffusion system

ut:Au—XV-(%Vv)—uv—}—Bl,
vi=Av—v+uv+ B;.

Herein u denotes the density of criminal agents whereas v quantifies the attractiveness
of regions at a given time. Several assumptions were used to build this model: In [18]
and [20], opportunity is considered to be the primary factor leading to crime. The so-
called 'repeat and near-repeat victimisation’ as discussed in [41] and [77] observes an
increased likelihood for burglarised houses and their vicinity to be the next burglar’s
target. Lastly, [44] suggested the ’broken-window theory’: crime itself might lead to
more crime.

Due to the biased movement toward high concentrations of the attractiveness value,
which creates a connection to previous chapters, we see a conditional diffusion in the
equation for u and the unconditional diffusion given by Av mirrors the near-repeat
victimisation effect. In the first equation, as uv roughly translates to the number of
crimes, we see a decay —uv as criminals are assumed to abstain from committing a
second crime, whereas its positive counterpart in the second equation is intended to
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incorporate the repeat victimisation effect. The external sources B; and Bj introduce
criminal agents into the system and portray the different attractiveness of certain re-
gions at the beginning respectively.

In [75], the authors examined the emergence and suppression of the crime hotspots
this system seeks to model and several works ([6], [9], [32], [45], [90]) investigated the
existence and stability of localised patterns representing hotspots. Others considered
a more generalised class of systems for the dynamics of criminal activity in [4] and
in [5] an analysis of these models followed. The works [42], [68] and [104] discussed
the effects of incorporation of law enforcement. [13] introduced 'commuter criminal
agents’ through Lévy flights while [54] and [64] chose an approach via dynamical sys-
tems. Other social phenomena were studied by [2], [72] and [80] while [19] gives a
review of mathematical models and the theory for criminal activity.

From an analytical point of view there are similarities to the Keller-Segel model for
chemotactical processes in biology, (II.1) in chapter II with § = id. Here the interplay
of cross-diffusion and linear production in the second equation is known to have a
strongly destabilising potential in higher dimensions: While global existence can be
proven for n = 1 ([65]), blow-up in finite time is possible both for n = 2 ([34]) and
n =3 ([98], [3]).

Choosing S (v) = m for some positive a and b as well as some @ > 1 on the other

hand guarantees the existence of global and bounded solutions for every n € N ([95]).
For logarithmic sensitivities however, that is for S(v) = )f for some y > 0, global
solutions are known to exist only under smallness conditions on y as shown in [8], [97]
and [48]. While the specific choice y = 2 seems important in the context which the

system is used in, there are no general results for any y > \/% . Apparently the only

exception is [48] where for n = 2 some yq slightly larger than 1 with the property that
solutions exist globally for any y € (0, o) has been detected. Our result will contain
such a restriction for y as well. For n > 2 there are also global weak solutions in various
generalised frameworks ([97], [85], [50], [103]).

In the model above, the production of the attractiveness value is even nonlinear so
there is the possibility of still larger cross-diffusive gradients; even in the case n = 1
the corresponding Keller-Segel system proves difficult and there seem to be no results
on global existence. Here however, the additional absorption —uv might be the deciding
advantage and it is exploited in order to establish one of the fundamental estimates in
this chapter.

For the full system (V.1) below, [70] gave a first result on local existence and unique-
ness, [53] and [69] dealt with modified versions containing additional regularising ingre-
dients to infer global existence. Recently, [71] considered the one-dimensional version
of this model and proved the existence and uniqueness of global solutions for arbitrary
x> 0.

We want to conclude this introduction by citing [1] which firstly applies the results in
this field to retroactively explain crime patterns. Even more interestingly, this model
is also used for crime prediction, for example in Santiago de Chile.

Let us now formally present our result:
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Theorem V.1.1 (Existence and uniqueness of global bounded solutions). In
some bounded domain Q C R", n > 2, let g € (n, ], x >0 with

% forn >4,

X<{ % forne{2,3},

nonnegative functions uy € C°(Q) and vo € W4(Q) with infgvo > 0 as well as some
0< B eC! (Ex [0,00)) and 0 < By € C! (Ex [0,00)) be given. Then there exists a

unique pair of nonnegative functions (u,v) with
uec® (f) x [0, oo)) nc*! (5 x (0, oo))
veC®(@x[0,00))nC! (2% (0,00)) N LG, ([0, 00) ; W'(2))

that solves
U = Au—xV- (4Vv) —uv + B in 2x(0,00),

vi=Av—v+uv+ B in Q% (0,00),

V.1
%:%:0 on 2% (0,00), (V1)
u(-,0) = ug, v(-,0) = v in Q% (0, c0)

classically in Qx (0, ).

We note that while this to the best of our knowledge is the first existence result in
higher dimensions, the critical value y = 2 still eludes us as it does in similar problems
(see [97]).

Remark. For the entirety of this chapter, it shall be assumed that n > 2, some bounded
domain Q c R" and g € (n, ] are given as well as nonnegative functions ug € ct (.Q),

vo € W4(Q) with infg vy > 0, B € C! (2x [0,0)) and B, € C' (2% [0, 0))

V.2 Local solutions and a criterion for global exis-
tence

The potential degeneracy in the cross-diffusion term makes it prudent to consider an
altered version first: replacing )f in the first equation with some function f of v that
does not vanish at v = 0, we will in a first step find solutions to a different system
that only a posteriori reveals itself to be equivalent to the original.

Lemma V.2.1. Given y >0, let Cy >0 and 6 > 0 and choose a C'"FO_function f with

1

2 1
XE 8 <5Cy,
fls) ="V
X5, 52Cy
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Then
u=Au-V-(uf(v)Vv) —uv+ B in Q% (0, Tyaz) »

vi=Av—v+4+uv+ B in Q% (0, Traz) » (vV.2)
o2 -0 on 9Q% (0, Trag) » '
u(- 1) = ug, v(-,0) = vy in QX (0, Tmaz)

possesses a unique classical solution (u,v) with

u e C®(2x [0, Timar)) N C* (2% (0. Trnaa))
vec? (5_2 x [0, Tmax)) nc*! (?2 x (0, Tmax)) N L ([0’ Trmaz) ; wha (Q))

in Q% (0, Tmax) for some Tmax € (0,00] and in the case of finite Tpaz we have

i (b0l I ly) =

Proof. Recalling and adjusting a well-established approach ([95]), we will first find
such a solution using a fixed point method and then we will show that two arbitrary
solutions to this problem must be identical. Pending the definition of the two param-
eters R > 0 and T > 0, let us consider the subset B := {(u, v) € X| | (u, v)”X < R} of the

space X = C°([0,7]:C°(Q)) x L™ ((0.T); W'4(Q)) with
([ )l = Mellzos oxo,) + Wllzss 0.7y w10 (2) -
Furthermore, for (u,v) € X and ¢ € [0, T] let
D) (1) =0 [ CIAT (a0 ) s
_fote(t—s)Au(., s)v(- s) ds+f0[e("“)ABl(~,s) ds
and

'
Yo (u,v) (-, 1) :=el(A_1)vo + f e(’_s)(A_l)u(-, s)v(-,s) ds
0

!
-l-fe('_s)ABz(-,s) ds
0

U1
V2

for R and T that result in ¢ being a contraction that maps B into itself.

which together give us a function ¢ = ( ) : X — X. We now want to find values
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From the Sobolev inequality we know that for some constant C; > 0 and any function
w € Wh(Q) we have

Wl (@) = Crlwllwia(g) -

Given this first constant C; we now pick L(R) > 0 as a Lipschitz constant for f on
(—~C1R,CiR). Then for any (u,v), (u,v) € Band t € (0,T) we consider

Li(1) = fote(’”)AV “(u( ) f(v(5))Vv(ss) —u(, ) f(v( 5)) V(e s)) ds
and

L(.1) = fo te(t_s)A (u(-, s)v(-, s) = (-, s)v(-, s)) ds

for every r € (0,T) respectively and we obviously have

1 (u,v) +y1(w,v) =L + L
in (0,T) for any (u,v) € B and (u,v) € B.

In order to find estimates for the L™ (£)-norms of these integrals we use the abbrevi-
ation

Fu,v,u,9)(s) = u( ) f(v(-,8)) V(. s) =u(, ) f(V(- 5)) VY (-0 5)
and lemma 1.3.3 to find C, > 0 and A > 0 with

t n
1 1) e o < CQQJ;(I +-(t_.s)-%-fa)e—ﬁv—s>up«u,v,u,v>(s>“Lg@?)ds

for every 1 € (0,T) and any (u,v), (4,v) € B. We use the conditions for elements taken
from B and the fact that for such functions by L(R) we have an applicable Lipschitz
constant for f to estimate

!
—
=
=
=1

<|
N—
—~

=)
==

<
—~

t
N~—
~
—
<
—~
%)

))Ve(5) = (-, 5) f(7(-.5)) Vi, 5)]
, 2 8)) = F(5( )] W (- 5)|
+ |l 5) = (. 5)] F(F( )TV 5)|
+[a(- ) £ (5 8)) [Vv (- 8) = V(. 5)]|
w(

1Al (r) R[VV (-, 5) = VO (-, 5)

for every s € (0,T) and (u,v), (u,v) € B. Recalling the definition of |||y, with the

estimate above and the fact that —% - z”—q > —1 for some C3 > 0 this results in

1Nl (@x(o.7)) < C3 - (RPL(R) + R) [|(w,v) = (@, 9)]|
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for any (u,v) € B and (u,v) € B.
Given any (u,v) € B and (u,v) € B, for h(-,s) = u(-, s)v(-,s) —=u(-, s)v(-, s) we see
WAllzs(o,ry;za(2)) < 1 =DV (0.7y:2002)) + 180 =)o 072002

< R (Il =l (@x0,1)) + IV =Vl (0.7):24(0))
< R”(u, v) — (E,V)”X

and we find some C4 > 0 such that

1 _
IH L ((0.7)) < 1] HL(u—u)v
1

4 i” f (v —7)
(o)) 1L2lJe

< @ “V“L‘X’((O,T);Ll(g)) Ml =l (ox(0,1))

1 _
+ T iz (ox(0.7)) - IV = V= (0,701 (2))

L=((0.1))

<Cy -R”(u, v) — (ﬁ,\_})”X.

holds for any (u,v) € B and (u,v) € B, h as above and H(s) = |15| th(~, s). Similarly
to before, for additional constants Cs > 0 and Cg > 0, we then find that

[0l = o2 0 = O g a5 [0 0

4 n

< CS ‘f; (1 + ([— S)_Z)e_/l(t_s) ||h(’s) _H(S)”Lq(g) dS+ T||H”L°°(0,T)
1 n

<Cs fo (1 + (t- s)_ﬂ)e‘l(“s) (-, S)“Lq(g) ds + (Cs +T) 1Hll = 0.7

<(Ce+T)-R- ”(M’V) - (ﬁj)nx

holds for every t € (0,7T) and any combination of (u,v) € B and (u,v) € B. Analogously
we treat the second component: for t € (0,T) we want to find suitable estimates for

(1) =g (u,v) (1) =2 (u,9) (-, 1)
- fo A (4., $)v(- ) (- $)F(- 5)) ds

!
Zfe(’_s)(A_l)h(',s) ds
0

in whd (9). Similarly to the previous step there are positive constants C7, Cg and Cg
such that

1Dl < [ e (. 9) = 6D .

< C7-(R*L(R) + R+ RT)-||(u.v) - (@i. )|

I (=5)A
) ds—l—j;”e H(s)” ds

Q L>(Q)
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and

t s
925400 = C fo (14 (=) 2 ) (e )] g 0
< Co-R-||(u,v) - (V)|
hold for every t € (0,T) any (u,v), (&, V) € B. Accordingly there is C1g > 0 with
(. v) = (@)l < Cro- (R* L(R) + R+RT) - ||(uw.v) - (@.9)]

for any choices (u,v) € B and (u,v) € B. From this, by setting (z,v) = (0,0), we see
that ¢ actually defines a mapping B — B for sufficiently small R and T. Moreover, if
R and T are even beneath a second set of thresholds, then we also have that ¢ is a
contraction.

This allows us to identify a fixed point (u,v) € B of ¥ which at first is a weak solution
of our system. However, standard parabolic regularity arguments provided by [47]
prove that in fact these functions also enjoy all the regularity necessary to be con-
sidered classical solutions. Moreover, from the maximum principle we also see that
any solution of (V.2) conserves nonnegativity of the initial data. The next question
concerns the existence time. The crucial information on which 7' depends are |lullz~ (o)
and |Vollya(@), therefore we can extend our solution with new starting points u(-,T)
and v(-,T) until either quantity becomes unbounded - giving the alternative in our
statement.

We are left with one open task, that of proving uniqueness of solutions to (V.2).
Assume that for some T > 0 we are given two solutions (u,v) and (#,v) to (V.2) in
Qx(0,T]. We set

R := max max o , max oo il < 00
{ge{u’v,u’v}llgﬂL (2x(0.T)) ge{v,i}”g”l‘ ((o,T),qu(g))}

and choose some L(R) > lfllz=(R) such that

[f(x) = f()] < L(R) Ix =

holds for any real numbers x and y. Together with A from before we are also going to
use w = u—u and z := v—V for which we immediately see both

we=Aw—=V- (uf(v)Vv—uf(v)Vv) —h

and
z=Az—z+h

n (0,7). Computing
fztz:f|AZ|2+2f|VZ|2+f22+fh2—2fhz+2thz
Q Q Q Q Q Q Q
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and

ot f vef = fQIAzP— fg Ve - fg hA:
2dtf flel2 fz+fzh
Zdtf f'VW|2 f f) Vv =af(7)V )'VW—wih

which are valid in the entirety of (0,T), we set

y::fIVz|2—|—fZ2+fw2
Q Q Q

n (0,7). This in a first step gives us the identity

fZ,+ y[ fw+fhzt
Q
1 1
hz S—fh2+—fz2
fgt 2 Jo 2Jo”

in (0, T), and further estimates will lead to an ordinary differential inequality: Lipschitz
continuity of f, coupled with Young’s inequality, shows that for some positive constant
C11 we have

as well as

and

n (0,T) where

‘f uf(v)Vv —uf(v)Vvv) - Vw| < f|u N Vv+uf(v)Vv—uf(v Vv| [Vw|

< L(R) f uVvlizlVw| 4 L(R) f Vv — TV V|
Q Q

R f 12l (991 V] + L(R) f ][9] [
Q Q
Rf|VZ| V|
Q
1
<1 f Yl + C1y f 2%+ C1y f W2 [VVP

2 Jo Q Q
+en f Va2

Q

We want this right-hand side to consist only of two components: one that can be
controlled by fgle|2 and one that is a multiple of y.

n (0,7).
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Since g > 2, Holder’s inequality provides us with the estimate

2 q-2
q 29\ ¢
fzz Vv < (fIVvW) ~(fz‘72) < (1+R) -zl 2
Q Q Q LT (Q)

n (0,T) wherein the Gagliardo-Nirenberg interpolation inequality and Young’s in-
equality let us find some Ci; > 0 with

I,  <Ci2 fzz +Ci2 f|VZ|2 < Crpy
L3472 (Q) Q Q

n (0,7).

Again from Hoélder’s inequality we get

sz V2 < (1+R) - Iwll* 5,

L4972 (Q)
n (0,7).

Using the Gagliardo-Nirenberg interpolation inequality once more, we firstly find some
€ (0,1) and Cj3 > 0 such that

thWWWSCmWMI I+ iy
Q

holds in (0,7) and Young’s inequality even lets us find some positive constant Ci4
with

c“fw Vv < f|Vw|2+C14f
4flvwl + Ciay

n (0,T).

For the other term we see

=w-w=u-u)yv-ulv-y) =w+uz

f#sWIWMmNSM%
Q Q

n (0,7) and therefore
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in (0,7) so that all terms that could be or are positive can be estimated from above
by Cisy for some Cis5 > 0 — in conclusion this means

t <Cisy, in (O,T),
y(0) =0

and Gronwall’s lemma then completes the proof by showing that for any such function
y =0 holds in (0,7). q.e.d.

We immediately see the relevance of this lemma to our problem in

Lemma V.2.2. Given y > 0, assume that for some time T > 0 in lemma V.2.1 we
— — 2

have found a pair of functions (u,v) € (CO (Q x [0, T)) nc?! (Q x (0, T))) solving (V.2)

in Q% (0,T) for the specific choice f(s) =% for s > vye™. Then this solution also

solves the original system (V.1) in 2% (0,T).

Proof. As we have seen in the similar setting of lemma 1.3.2, due to the maximum
principle the solution (u,v) to (V.2) satisfies

v(-,1) 2 ppe”"in Q

for any 7 € (0,T). Therefore we immediately have f(v) =% in Qx (0,T). q.e.d.

To prove theorem V.1.1 we therefore assume that a local solution is given and show
its boundedness and thereby extensibility to a global solution.

V.3 Initial estimates for u and v

As before, we will find some bound for ||u(-,t)||Ll(Q) as a starting point. However, in
contrast to previous chapters the current setting (more precisely: the second equation
in (V.1)) does not let us deduce boundedness of ||v(~,t)||W1,@(Q) for every § € [1, n%])
Instead, a smaller step is needed:

Lemma V.3.1. Given y > 0 and T > 0, there is C > 0 such that for any solution
(u,v) to (V.1) in 2% (0,T)

Lu(r) <Cand fgv(-,t) <C

hold for every t € (0,T). Additionally these functions inherit the properties u > 0 and
v>0in Qx(0,7T).
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Proof. We compute the time derivative

i(fM—FfV):fV-(Vu—XEVv—l-Vv)—fv—i-fBl—I—Bz
dr \Jo 0 Q v Q Q

in (0,T) and see that f_QV . (Vu -x3;Vv+ Vv) vanishes due to the boundary conditions
imposed on u# and v. Since for some C; > 0

fB1+32SC1
Q

holds in (0,T), the nonnegativity of v allows us to see upon integration

f
fu(~,t)+fv(-,t)s—ffv+fuo+fvo+cl-t
Q Q 0JQ Q Q
!
S—ffv+fuo+va+C1~T
0 JQ Q Q

for every ¢ € (0,7). The nonnegativity of u and v is a trivial consequence of the
parabolic comparison principle and therefore, using the finiteness of T as well as the
nonnegativity of all functions involved in this estimate, this results in our claim. q.e.d.

Lemma V.3.2. Let y >0 and T > 0 as well as a solution (u,v) to (V.1) in 2x(0,T)
be given. Then for any real numbers p and r we can compute the identity

d
— u”v_r:—p(p—1)fu‘”_zv_rIVul2—r(/\(p—i—r—i—l)jvupv_r_ZIVvl2
dr Jo Q Q
—|—p(/\/(p—1)—|—2r)fup_lv_’_IVu-Vv
Q
—pfu'”v_r"'l+rfu”v_r—rfup+lv_’
Q Q Q
—l—pfup_lv_’Bl—rfupv_r_le
Q Q
in (0,T).

Proof. To achieve this, we consider the two natural halves of the integral

d _ 1 ——
— | =p | W Tu—r | WPV,
dr Jo Q Q
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in (0,7T). Using integration by parts, we can transform these summands into

5L :=fup_lv_ru,
Q
:fupflvfr(Au—,\(V~(EVV)—uv+B1>
Q \4

:_(p_1)fup—2v—r|vu|2+rfup—1v—r—lvu,vv+/\/(p_1)fup—lv—r—lvu_vv
Q Q Q

—)(rfupv_r_levlz—f‘upv_r‘H +fup_lv_’Bl
o) Q Q
b :=fupv_r_1v,
0

:fupv_r_l (Av=v+uv+ By)
Q

:—pfu”_lv_’_1Vu-Vv+(r+l)fu”v_r_ZIVvlz—fu”v_r
Q Q Q

+fup+1v—r+fupv—r—132
Q Q

in (0,T) respectively. Addition shows

and

d
— | uPvT =pl -l
dr QM v ply —rip
:—P(P_l)fup_zV_rWMz—r(Xp—l—r—l—1)fupv_r_2|Vv|2
Q Q
+px(p-1)+2r) fuf"lv"‘lvu-vv
Q
_pfupv—”rl+rfupv—f_rfup+lv—r
Q Q Q
+pfup_1v_r31 —rfupv_r_lBg
Q Q

Although this at first does not look significantly more fruitful than the previously
discarded idea, from this result we actually find bounds for fgup v~ relatively quickly
whenever p and r are carefully chosen.

in (0,7) as claimed. q.e.d.

Lemma V.3.3. Given y € (0,1) and T > 0, and with the definition

ra(m) =21 (1 " m) (V.3)
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for any m € (1, %), choosing any p € (l,ﬁ) and r € (r-(p),r+(p)) there is some C > 0

X
such that
fup(~,t)v_r(-,t) <c
Q

holds in (0,T) whenever (u,v) is a classical solution to (V.1) in 2% (0,T).

Proof Since clearly r > 0, the signs of most of the terms on the right-hand side in
the estimate in the previous lemma are known. This is especially helpful for the terms
containing |Vu/> and |[Vv[>. There is another integral featuring both of the gradients
and in order to see that it is controlled by those two terms we estimate

p()((p—l)-l-Zr)fup_lv_r_IVu‘Vv
Q

2
-1 2
<plp-1) fup_zv_rIVulz +2 Uelp—1) +2r) fupv_r_ZIVvlz
Q 4(p-1) Q

in (0,7) via Young’s inequality, using the largest possible coeflicient for the integral
featuring Vu.

Young’s inequality also allows us to find a positive constant C; that depends on
as well as ||Billz=(ox(o,r)) and for which we have

pfup_]v_rBl Sfupv_r—i-Cl
Q 0

Utilising the knowledge regarding the signs of some terms, we therefore find a constant
C, > 0 such that

d
dr Jo

holds in (0,7) and for

15 “Lw(gx(o,r))

in (0,7).

uPv" < C2+C2f

uPv" + A(p, r)fu”v*’*szl2
Q Q

px(p=1)+2r)
4(p-1)

Alp,r)=-r(xp+r+1)+

To complete the proof, we now need to show A(p,r) < 0 and this is where our first
restriction for y stems from. We see

4(p-DA(p.r) = —4r(p=1) (xp+r+1) +p (x(p—1) +2r)°
=—4r(p—xp—-4(p-1)r(r+ 1)+ x*p(p-1)* +4xp(p— 1)r + 4pr*
=4pr’ +x°p(p—1)> =4(p-1)r(r+1)

= 4(r2— (p- 1)r+)%2p(p— 1)2)
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and this quadratic form in r is negative between the designated constraints r.(p). For
some C3 > 0 we therefore conclude

d
— u‘"v_’sC3—|—C3fupv_r
dr 0 0

in (0,7T), and together with the boundedness of fgugvar and Gronwall’s lemma this
concludes our proof. q.e.d.
This result clearly couples boundedness of ”u(t)” Q) to suitable bounds for v; the

question then is whether the previously attained boundedness of ”v( t)“ 1) suffices.
We begin to explore this path with

Lemma V.3.4. Let y € (0,1), T >0 and p € (l,ﬁ) be given. Then for any combina-
tion of py € (p)%) and r € (r—(po),r+(po)) (where the interval is again given by the
definition (V.3) in the previous lemma) we can find some C >0 such that

r

et Ol < CIC- e,

holds for every t € (0,T) and any classical solution (u,v) to (V.1) in Qx (0,T).

Proof. By Holder’s inequality we see that

Ip

fgu”(~,I) _ Lu”(‘,t)v_%(yt)vf’o(-,t)

<(freanen) ([R5 n)

holds for every ¢ € (0,7) and by lemma V.3.3 we therefore find C; > 0 such that

pPo—p

fgup(.,t) <C (fgwgp,)(_’t)) 70

I
-kl

holds for every ¢ € (0,7). q.e.d.

As indicated above, we would like to combine this result with the boundedness of v(-, 1)
in L'(Q). For n > 3 this means that we have to restrict y further:

Lemma V.3.5. Let y € (0,1) with

2
£ forn e {2,3},
X < {2 !

= forn>4
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IS
Nl’_‘
~—
=)
V)

be given. Then (using once more the definition (V.3)) there are some pg € (

well as r € (r-(po),r+(po)) and p € (%,po) with
P <1

po—p

Proof. We immediately see that our claim is equivalent to p < 1p_+0rv meaning that
we have to prove the existence of eligible pg and r such that 7 < 1p—+°r holds. In a first
step we instead consider 5 < Hrp_—(’(m) before fixing r close enough to r—(pg) for the

relation to remain intact. Rearranging yields the equivalent condition

-4
[ g2 > L= Hpotn

n(po—1)
which we deal with differently based on the dimension n.
In the case n = 2 the term on the right is negative for any py > 1 which remains true
for n = 3 and any pg € (%,%) with pg < n. Therefore, in those cases, nothing more

needs to be done. In higher dimensions, namely n > 4, we choose pg :=n—1> 35 and
see
(n—4)po+n B (n—4)(n—1)+n
n(po—-1) — n(n-2)
B n? —4n+ 4
 n(n-2)
2

=1-=
n

Taking the square then results in the condition

4 4
l-(n-1)y>>1--+—
(n=Thx n_._n2
and this is equivalent to
2 1 (4 4\ 4
A (A

ergo our constraint for y.

q.e.d.

- .. 2 . . .
Remark. Already for n = 4 we see that the condition y < \/; is not sufficient in

higher dimensions: With the right-hand side reduced to lﬁ, the necessary condition

in the proof becomes
> po-2
X <—-.
(po—1)?
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Since clearly pg—2 < %(Po - 1)2 for every pg > 2, a further restriction for y is in-
evitable.

Corollary V.3.6. Let y € (0,1) with

2
= forn>4

X<{ % forn e {2,3},

and some T > 0 be given. Then for py, p and r from lemma V.3.5 we can find some
C > 0 such that
||u("t)“LF(Q) <C

holds for every t € (0,T) and any classical solution (u,v) to (V.1) in Qx(0,T).

Proof. For the quantities from lemma V.3.5 we see in lemma V.3.4 that there are
constants C; > 0 and a > 0 with

el gy = €1 sup [0} g

for every r € (0,T). Combining this with lemma V.3.1 completes the proof.  q.e.d.

As in previous chapters, this information concerning the boundedness of u(-, t) in L? (Q)
for some p > 5 will be used to deduce boundedness even in L®(Q). However, before
we can achieve this, we also need estimates for the other component of our solution
(in addition to such information being needed to prove Tmax = o0 in view of our
extensibility criterion).

Lemma V.3.7. Let y € (0,1) with

2
2 forn e {2,3},
X<{Qf

= forn>4

and some T > 0 be given. Then for any choices p € (g,n> and k € (n,00) with k < g
and k < % we can find some constant C > 0 such that

14 2K
G t) ey < €+ CLEE S ) m0

holds for every t € (0,T) and any classical solution (u,v) to (V.1) in Qx (0,T).
Additionally, if we already have sup.qr) ”u(,t) < oo, then we also find some

C’ > 0 with

o)
IOl < €

for every t € (0,T).
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Proof. We begin by employing the Gagliardo-Nirenberg interpolation inequality,
more precisely the second estimate in lemma 1.3.8, to obtain

1-a

“"("t)”m(g) <G ||V('7’)”Lvlvlvk(g) vl (@)

for every ¢ € (0,T) with a = ;. and some constant C; > 0. Lemma V.3.1 then

provides us with some C; > 0 such that

HV('J)“Loo(g) <G ||V("’)“:vl,x(g)

for all times € (0,T). Representing v via

:
(-, 1) = A Dyy + f =AD (4 5)v(-,5) + Ba(-,5)) ds
0

for 1 € (0, T), we once more use the estimates in lemma 1.3.3. With 1 > 0 taken from

that lemma and utilising —% -5 (% - %) > —1 as well as the subsequent observation

they provide us with some positive constants C3 and C4 such that

13 !
-s)(A-1 . . _ -1z l—% -A(t-s) .
fOH‘f(’ DUl sy 05 gc3f0(1+(t sy G8) e
”“("S)V("S)HLP(Q) ds

< Cy4 sup ||”("S)V("S)”LP(9)
s€(0,¢)

holds for every r € (0,T). Together with the previous estimate this results in

!
-s)(A-1 a
fo e A s )] g dSSCSS:EBI?Z)(|'”(‘,S)||LP(Q)'”V(',S)”WLK(Q))

for Cs := Cy - Cy4 and every t € (0,T). Since vo € W'(Q) and k < ¢, there is some
Ce > 0 with
t(A-1)
e vo] 10 0 = €5

for every ¢ € (0,7) and the estimates in lemma 1.3.3 give us some C7 > 0 such that

t T
fo“‘Z(H)(M)B?("S)HWLK(Q) dssfo ”e(lfs)(Afl)Bz(.,s)”wu(g) ds < ¢y

holds for every t € (0,T). From the representation formula for v we therefore find that
with some constant Cg > 0

Dl = Co+ s sup (e )y I3 ace)
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holds for every ¢ € (0,7). This means that for

Mii= sup 1 )l o)

with 7 € (0,T] we have
M; <Cs + Cs - llull = ((0.0,L0 (@) - M7
<Cg +Cg - ||M||L°°((0,T);L17(Q)) M%

Now, we either have ||u”Loo((O’T);Lp(Q)) - M7 < 1 which immediately give us My < 2Cg;
or, conversely, from

Mr < 2Cgllullp((0,7),Lr(2)) - M7
we can deduce

Mr < (2Cg) ||u||LDo (0.1):12(Q)) *

Together these two alternatives prove our first claim.
For the second claim we swiftly find Cg > 0 and Cjg > 0 with

“e’m_”VOHWW =Gy
<Cyo

!
fe(t—s)(A—l)Bz(., 5) ds
0 Whe(Q)

for every 1 € (0,T) and from the estimates in lemma 1.3.3 and the Gagliardo-Nirenberg
inequality in lemma 1.3.8 as well as lemma V.3.1 we get a series Cyy, Ci2, C3, Cyg4 of
positive constants with

fOrHE(zs)(Al)u(,’ s)v( S)le’w(g) ds

<Cn ft(l + (1= s)_%)e_’l(t_s) ”u(, s)v(-, s)“Lm(Q) ds

< Ci2 sup “v

and

“L""(!))

s€(0,T)
<Cps o (HV( Dll[FNpe ||"+1 )
<Cu SUP ”V( s)“‘)}l‘/l]oo ()

s€(0.T
for every ¢ € (0,T). This in turn leads to the detection of some Cys > 0 with

sup {[v(“s 8)||wieoroy < Cis +Cis sup ||v(-, s) el
5€(0.T) -l 5€(0.T) ” whe(@)
ensuring -
sup ”V("s)le»w(Q) < max{], (2C15) }
5€(0,7)
which completes our proof. q.e.d.
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V.4 Higher regularity for u and the proof of theorem
V.1.1

Once more we see that the global existence of our solution is tied to “u(,t)” () for

some finite p. Unlike before, the structure of the first differential equation in this
setting does not allow us to simply use lemma A.1 from [89]. Therefore, we derive
such bounds manually.

Lemma V.4.1. Let y € (0,1) with

3 \/5 forn € (2,3},
X 2

= forn>4

and T > 0 be given. Then for every K > 0 there is some C > 0 with the following
property: if there is p > 5 such that for some solution (u,v) to (V.1) in Qx (0, c0)

e )l o) < K
holds for every t € (0,T), then we even have
(. 0) | oy < €

for every r€ (0,T).

Proof. Without loss of generality we can assume p < n. Due to p > 5 we have

n< % and accordingly we can fix 6 € (n, %) with 8 < g and ¢ € (9, %) with ¢ < gq.

As seen in the proof of lemma V.2.2, due to u > 0 and By > 0, the comparison principle
gives us

V(', t) > (lnf VO) e_l > (lnf VO) e_Tmax
Q 2

for every r € (0,T).

Using this and Holder’s inequality, for ¢’ = % we see

o <C; ”u(~,t)||mr(g) '”VV("I)HM(Q)

for some Cy > 0 and every ¢ € (0,7). With lemma V.3.7 applied to g > n we also find
C, > 0, C3 > 0 and some «a > 1 such that

[99C.Dlle) < C2 4 Co sup [lul 9)|g) < €3
s€(0,1)
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holds for every ¢ € (0,T). Observing ¢’ > p, for some C4 > 0 we estimate

1
o 1-2

L e (O A I TN O

for every 1€ (0,T).
Together with lemma 1.3.3 this gives us positive constants Cs, C¢ and A with

fot =94y (MVV(',S)) ds

v(-s) 12(Q)

<C fl(l—i-(t— *l*i) A=) | 227
< C(Cjs s) 2 20 e
0

1-
Q=

\\'v

< Ce sup ||u

Q)
s€(0,¢)

—~

for every t € (0,T) wherein the condition —% — 55 > —1 is crucial. Furthermore, there
are C7 > 0 and Cg > 0 such that

t
fone(z—s)ABl(. Lo ds<f||B] ) ) 45

Tmax
< By(-, woron d
< [ s

< Cy
and

HelAuoHLm(Q) < luollz= (@) < C8

hold for every t € (0,T). Utilising the representation and obvious estimate

0<u(-1)=euy —Xﬁte(ts)AV : (%VVQ, s)) ds

1 t
- f e(’_s)Au(~,s)v(~,s) ds+fe(t_s)ABl(~,s) ds
0

with # € (0,T), we set M = sup,¢(or) ||u(-,t)”Loo(Q) and see that there is some Cg > 0
such that ,

M < Co+ CoM' ¥
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holds. Using the same argument as in the previous proof this results in

“u( l)HLoo(g) < max {1, (2C9)f)’}

for every r € (0,T). q.e.d.

We now have all the tools necessary to verify our central statement:

Proof of theorem V.1.1. Let us first fix some § > 0 and 5 := infz vy > 0. Choosing
the function f; in lemma V.2.1 such that fi = % in (ne‘l, oo)7 we find some T € (0,1)
and a classical solution (u1,vi) to (V.2) in Qx (0,7;) which — according to lemma
V.2.2 — simultaneously solves (V.1). The uniqueness of solutions to (V.2) allows us to
state the following: if for some 0 < 77 < T” solutions («’,v") and («”,v"’) to (V.1) in
Qx(0,7") and 2x (0,T") respectively are given, then we have u”|gx () = u" and
V' lox(0,77) = V- We now define two sequences (T )N € (0, 0) and (fi)en € C'*I(R)
such that firstly Ty € [k —1,k) for every k € N, which immediately gives us Ty4+1 > Ti
for k € N and limg_c Ty = o0. For the other sequence we pick any suitable functions
such that

—k
fils) = {X?T S dne

e s > ne‘
holds. Now we either find that for every k € IN our solution to (V.1) can be extended
to a solution in Q x (O, T,;) for some T} € (Tj, Tyy1) ensuring that it actually exists
globally. Alternatively, if for some k € IN we were to find that the corresponding
maximum existence time in lemma V.2 is finite and less than T}, then this would lead
to a contradiction to lemmata V.4.1 and V.3.7.

q.e.d.
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Chapter VI

Energy solutions for
eventually vanishing diffusion
in a subcritical setting

VI.1 Introduction and main result

In chapter III we have seen that D(0) = 0 can lead to difficulties in the detection of
solutions. On the other hand, D(u) ~ u™~! for some m > 1 and every u > 0 ensured that
positive lower bounds exist in [§, o) for every ¢ > 0. Here we want to discuss the effects
of limy e D(u) = 0, which could stem from D(u) = e for example, on the solvability
of our systems. In chapters II and III we already encountered the criticality of %
regarding the exponent describing the relation between the diffusion and sensitivity
functions and this chapter is no exception: again we consider the subcritical case,
meaning

S (u)

D(u)
for some Csp >0, a € (0, %) and every u > 0. Under the additional assumption that D
be bounded from above by some constant value, [84] has found global weak solutions
with several properties concerning their regularity and some nonincreasing energy.

S (u)
D(u)

chapter II), but demanding instead that the initial mass fguo be small, [93] detected
global very weak energy solutions; further generalising previously examined concepts,
the most striking feature of such solutions (properly introduced in our definition VI.2.1)
is that instead of the ’difficult’ function u the integrals central to this concept feature
x(u) where y enjoys some favourable properties. It is the purpose of this chapter
to examine a more general case allowing for D to be unbounded from above. Our

< CSDM(Z

2
Without such a requirement for D and for the critical case that ~ un (we refer to
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assumptions are as follows: let n > 3, Csp > 0 and a € (O, %) as well as two functions

D e C?([0,00)) and S € C?(]0,0)) be given such that the following list of conditions
holds:

For the diffusion we demand

D(u) >0 (VL.1)
for every u > 0, the sensitivity function S fulfil
S(0)=0<S(u) (VL.2)
for every u > 0 and together we want
S (u)
< Cspu” VL3
D(u) = 5P¥ (VL3)

to hold for every u > 0.

With these parameters and functions we next fix some ¢ R" as well as two more
functions ug € WH*(Q) with up > 0 in Q and nonnegative vg € W>(Q). In order to
derive results for the system

u =V-(D(u)Vu—-Su)Vv)  inQ2x(0,00),

vi=Av—v—+u in Q% (0,0),
l du v _ ov __ (VI4)
D(u)5e -S(u)gt =5 =0 on 4Q x (0, ),
u(-,0) = up, v(-,0) = v in Qx (0, )
we start, as in chapter III, by discussing a similar system in which the potential
degeneracy of D as u — co has been eliminated. To this end we define D, (s) = lli(zg(rf)
and S, = H%L‘;)(S) for £ € (0,1) and s > 0, enabling us to detect global solutions (ug, ve)
to the approximating systems
ur =V - (De(u)Vu—Sg(u)Vv)  in Q2x(0,0),
vi=Av—v+u in Qx (0,00),
D(u) 2 - W () 992 x (0 (VL.5)
(u) oy (u) oy~ Oov on X ( ’OO)’
u(+,0) = ug, v(-,0) =wp in Qx (0, )

rather quickly. These functions do in fact converge to some kind of solution to the
original system. The introduction of a suitable solution concept and the detection of
such a solution are the purpose of this chapter. Our result reads as follows:

Theorem VI.1.1. Let n > 3, some constants Csp > 0 and a € (0,%) as well as

two functions D € C*([0,00)) and S € C? ([0, 0)) with (VI.1), (V1.2) and (V1.3) for
every u > 0 be given. Let Q C R" be a bounded domain and let two more functions
up € Wh(Q) with ug > 0 in Q and nonnegative vo € W>*(Q) be given. Then the
system (VI.4) possesses a global generalised solution in the sense of the upcoming
definition VI.2.1 which can be found via a limit process.
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Remark. For the entirety of this chapter, let us assume that we have some n > 3,
some constants Csp > 0 and a € (O%) as well as two functions D € CZ([O,oo))

and S € C*([0,00)) with (VI.1), (VL.2) and (V1.3) for every u > 0. Note that the
restriction a > 0 actually does not reduce the set of eligible functions. Furthermore, let
some bounded domain Q c R", uy € WH*(Q) with up > 0 in Q and some nonnegative
vo € W2*(Q) be given.

V1.2 Introduction of very weak energy solutions

In previous chapters we have already seen an example for a different concept of so-
lutions: roughly speaking, by using integration by parts, for suitable test functions a
differential equation can be transformed into an integral equation. The set in which
we look for solutions to this new problem is larger which increases the chance of find-
ing some. On the other hand we always want to ensure the compatibility with the
classical solution concept: if such a weak solution is sufficiently smooth, then it should
also solve the differential equation in the original, classical sense.

Definition VI.2.1. A pair

(u,v) € Ly, ([0, 00): L' (2)) x L}

loc

([0.00): W'2(2))

withu> 0 and v = 0 almost everywhere in 2% (0, ) is called a global very weak energy
solution of (V1.4) if all of the following conditions are met: defining

for s >0,

for s >0 as well as

k(1)
Ke= R+ 1 (0.1)
and
205 K> st()‘:)_l for s €10,1],
s) =
h(s) S(s) fors>1,

we demand
u(- (- 1) € LY(Q)  for almost everyt >0

and
G (u(-1)) € LY(Q) for almost everyt > 0
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as well as
; € L?

loc

(Q X [0, oo))
and

2(u)
() Vu e L%OC

1 1
=—f|vw|2+—fw2—f¢w+f6<so>
2 Jo 2 Jo o) o

for any two functions ¢ € L} (Q) with ¢ > 0 almost everywhere in Q and ¥ € wi2 (Q)

as well as
D(u(-1))

D(r) ::Lvtz("t)+L h(u(-,1))

for t > 0 such functions additionally need to fulfil

(@x[0.c0):R").

With

2

S (u(-1)) Vu(t) = Z (1) V(1)

!
F (u(-, 1), (1)) +f2)(s) ds < F (uo. vo)
0
for almost every t > 0. Alongside
v(-,0) = vy inQ,

Jor any ¢ € C7 (f)x [0, 00)) the second component has to solve

Jo Jore= gy s [ e [y Lo
0 Q 0 Q 0 Q 0 Q

Furthermore, for almost every t > 0 we demand

fgu(~,t) :Luo

to be true. Lastly, we need that for every y € C* ([0,00)) with ¥ > 0 in [0,c0),
suppy’ cC [0,00) and x” < 0 as well as every nonnegative ¢ € Cy’ (ﬁx [O,oo)) the

inequality
—fo fx(u)%—fx(uo)so(nO)
>— f f/\/ |Vu|2<p+f f (Vu-Vv)gp
0 Q
f f/\/ u)Vu - Vgo—l—f f u)Vv - Vo
0 Q
holds.
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Remark. Our regularity assumptions for v ensure that the pointwise identity
v(-,0) =vg inQ

actually is meaningful; from the integrability of v, we find that v € C° ([O,w);LZ(Q)).

It is not immediately apparent that such functions in a sense really generalise the
classical concept of solutions to (VI.4), let us therefore justify this approach:

Lemma VI1.2.2. Let (u,v) be a solution to (VL.4) in the sense of definition VI.2.1
such that both functions belong to

C?(2x[0,00)) N C*! (@ (0,0)).
Then these functions solve the system in the classical sense as well.
Proof We adapt the proof of lemma 2.1 in [99] where a sufficiently similar situation

has been discussed. For the second equation we refer to the standard procedure;
alternatively it can be viewed as a simpler analogon to the upcoming argument.

Essentially, choosing a sequence of ¢ concentrating around suitable regions in Q will
allow us to transform the integral inequality into a pointwise statement. Picking a
sequence ({j) gy € Cp ([0,00)) with the properties

e 0<{; <1 for every je N,
e £j(0) =1 for every je N,

° g;. <0 for every j € N and

e supp{; C [0, %] for every j e IN,

for arbitrary nonnegative € CS"(.Q) and every j € IN we set

¢j(x1) = ¢(x) - £5(1)

for every (x,1) € Q% (0, 0) and see that for any eligible y the central inequality results
in

f f () D () [VuP e + f f (Vu- V) e
f f u){jVu- Wt—l—f f u){jVv-Vy
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for every j € IN. Due to our integrability demands and according to the dominated
convergence theorem, the right-hand side in this tends to 0 as j — co. On the left we
have {;.(t) — —6¢(t) as j — oo which results in

[0 Getu.0) ~x()) = 0
and after another process of choosing suitable test functions this gives us
x(u(-0)) 2 x(uo)
in Q; since y is nondecreasing, this even means
u(-,0) > up

in Q. Assuming this inequality to be strict at some point x € Q, due to the continuity
of the functions involved this would leave us with some set w C Q such that |w| > 0
and u(-,0) > ugp in w. This and the requirement on the behaviour of the mass of u yield

the contradiction
fu0<fu(-,0):fuo
Q Q Q

Choosing instead any ¢ € CS (?2 x [0, oo))7 the integral on Q2 does not vanish and this

means that from
d ,
— | x(u)e = fx (”)‘P”t+fX(”)‘Pz
dr Jo o Q

[ from=-[ foon-
ff W)V — S (1) V) - Voo
ffm D(w)Vu=5 (1))
ffvu (D)Vu=5 (1)7)
ff D)V~ ()7

8 0
3Q Ov av
Upon rearranging, this gives us

[ ot wtom-sum« [ {50
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whence suitable choices for ¢ and the previous argument show
ur > V- (D(u)Vu—S (u)Vv)

in Qx(0,00) and

on 992 % (0,00). Similarly to before, assuming that there are some open and nontrivial
wCQaswell as 0 <t <t < oo with

uy > V- (D(u)Vu—S (u)Vv)

in wx (t1,1), for any 7> t; we see

fgu(-,t)—j!;uo:f(:f!;ut
>LILV~(D(M)VM—S(M)VV)

ZLtLQD(u)%—S(u)%

>0
once more contradicting fgu(, t) = fguo. The same estimate can be achieved assuming
that somewhere D(u)%4 — S (u) 9" is strictly larger than 0. q.e.d.

VI.3 Global solutions to the approximating systems

Let us begin by collecting a series of trivial to simple properties of the functions
defining our system (VI.5) as well as some aspects of the solution concept introduced
in definition VI.2.1.

Lemma VI.3.1. Under the assumptions from theorem VI.1.1, for s > 0 and & € (0,1)
we define

_ D(s) + &
De(s) = 1+eD(s)’

and . S(s)
e\8) = 1+eD(s)’

such that for every & € (0,1) the functions D and S belong to C? ([0,0)). Addition-
ally, again for every € € (0,1) and s > 0 we define

Se(s)
De(s)

he(s) =
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and, whenever s # 0, also
5 (7 dodr
Guls) = [ [
«(s) 1 J1 he(7)

For g€ (0,1) and Kx, = % € (0,1), we want to set

505 Ks, - Sf(‘z()‘:)_l for s €10,1],
e\s) =
fig(s) Se(s) fors>1.

he(s)+1 \ So(s)+1

Then a number of helpful estimates hold: we have

1
e < Dg(s) < Z

as well as
D(s)
D(s)+1

for every s > 0 and € € (0,1). Additionally, there is some Cs > 0 such that for every
s>0andee€(0,1)

Dg(s) >

hold.

Lastly, with h and X from definition VI.2.1, for every s > 0 and every € € (0,1) we
have he(s) < h(s) and the nonnegative functions X and X are continuous on [0, c0)

with
e < S

2o > X

in [0,00) and

mn L‘lx’
ocC

([0,00)) as e — 0.

Proof The regularity of D, and S, is obvious as are the statements regarding h,

and 2. For the diffusion we immediately see Dg(s) > D(DX()SL for every € € (0,1) and
s € (0,1), the other bounds follow from the positivity of the derivative of 1)::2 with

respect to x > 0 for every € € (0,1). On the other hand, by the mean value theorem

we see S(s) S(s) ,
s(l—l—aD(s)) < P < “S ||L°°((0,1))
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for every ¢ € (0,1) and s € (0,1). With respect to the quotient ls)—i, for every e € (0,1)
and s € (0,1) we see

S (s) 1 + &Dg(s) - S(s)

< < Csps®
1 +eDy(s) Ds(s)+e  D(s) P

and thus the proof has been completed. q.e.d.

These choices allow us to find global solutions to the approximating problems with an
additional energy identity and further helpful properties.

Lemma VI1.3.2. In the setting of lemma VI.3.1, for every € € (0,1) we find a pair of
global classical solutions to (VI.5) with the following additional properties: ug and v

Lu6(~,t) :fguo

holds for every t >0 and € € (0,1) and we have

ve € () C°([0,00); W (2))

q=1

remain nonnegative in QX [0, ),

for every e € (0,1). For any & € (0,1) as well as two functions ¢ € L'(Q) with ¢ > 0
almost everywhere in Q and y € W' (Q) we write

1 1
Fel(p.¥) 2=—fIVl!fI2+—f!//2—fsol!/+fGa(¢)
2 Jo 2 Jo Q Q

with G as in the previous lemma. Furthermore, for t >0 and € € (0,1) we set

B (e [ Pelueln) o
D)= [ a0+ [T ) = S ()Pl

Then for every t >0 and € € (0,1) we have

2

7:8 (ua("t), Vs(',t)) + LIE(S) ds = 7:5 (M(),VQ) .

Proof Since the previous lemma shows that D, is bounded from above and below by
constants, the statement regarding the relation between sensitivity and diffusion results
in the first part of our claim according to chapter II. While the mass conservation
property is once more as apparent as the nonnegativity of both functions in view of the
comparison principle and the additionally claimed regularity for v. another byproduct
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of the cited result, the energy result requires additional straightforward computation:
fixing some ¢ € (0, 1) and starting with

e (e s)o el ) s

Fo (us (1), ve(, 1)) = Fo (w0, v0) + | =
0

for every > 0 and € € (0, 1), computing the derivative gives us

d
—Fe (uaa Va) :fvvs Vg + fvevst_ f“svst_ fuatva + fG;;(us)usl
dr Q Q Q Q Q
= [+ [ (Gulue) v
Q Q

in (0,00) and for every & € (0,1). With the first term already making up the first half
of D, we examine the integral involving G, further: using integration by parts we see

f (GL(tg) = Vi) they = — f (GY (1) Vite = V) - (D (te) Vitg — S g (1) V)
Q Q
:—ng(ug)Dg(ua) |Vu€|2—f(G;'(u5)Sg(u£)+D5(u8))Vu5~va
Q Q
+ [ et v

[ D2(u)
Q

Se(ug)
in (0,) and for every € € (0,1). Rearranging the integrand then gives us the claimed
result. q.e.d.

Vi — 2D¢(ug)Vug - Vv + S o (ue) Vgl

In lemma I.3.4, we used the the mass conservation property of the first component of
our solutions to show that for every g € [1, #) the functions v, (-, ) belong to W!4(Q)
for every t > 0 and € € (0,1). If we are interested in integrals containing only ve as

opposed to ones also featuring its gradient, even larger ¢ become available:

n

Lemma VI1.3.3. For every g € [1, m) there is some C(q) > 0 with

||V€('J)”Lq(g) <C(q)

for every t >0 and € € (0,1) and where vs denotes the second component of a solution

found in lemma VI.3.2.
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Proof Fixing C; = J;)uo = fng from the LP-L9-estimates in lemma 1.3.3 we get some
additional constants C > 0 and A > 0 such that for every € € (0,1) and every > 0
ds

1
(1-5)(B-1),, (.
Lq(Q)+£|'e ug(’s) Lq(Q)

<G, +C ft(l + (t_s)_%(l—é))ef/l(t—s) “u (- S)” ds
=02 2 0 AN L'(Q)

“Vg(-,t)”Lq(Q) S“etm_l)vo

1

<C+C 'sz (1 —I—‘r—%(l_ﬁ))e_h dr
0

holds and the final integral herein is bounded due to the constraint on g. q.e.d.

In view of the nonnegativity of D, initial boundedness of ¥, implies boundedness at
all times. Accordingly, establishing this quantity as an upper bound for some terms
will be a fruitful endeavour. We begin with the following preparation:

Lemma VI1.3.4. In the setting of lemma VI.3.1, there is some C > 0 such that for
every s >0 and € € (0,1) we have

1

Ge(s) 2 Esz_a —C-(s+1).

Proof Fixing C; = 0 and Cp =

S S
=) (1=2)Cs , for s > 1 we see

__
(2-a)Csp

1 S J-
Ge(s) > —f f T %dr do
Csp J1 Ji
s l—a_l

1 S o
= d
CSDfl‘ a—1 7

1 §27 ]
= - _1
O—aﬂkD[Z—a (s=1)
=127 = Cy(s+1).

If on the other hand s € (0, 1), then the elementary observation

Ge(s) = C1879 > —C1s779 > —C
completes the proof for C := max {CLl’ Cy, Cz}. q.e.d.
As a direct result of this, the following lower bound for ¥, can be established.
Lemma VI.3.5. In the setting of lemma VI.8.1, we can find some constant C > 0
such that

7o (ne0)ve(a0) 2 5 [ Gulsle)) =

holds for every t >0 and € € (0,1).
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Proof According to lemma VI.3.4 we can fix some C; > 0 with
Ge(s) 2 C1s79=Cy- (s +1).

for every s > 0 and € € (0, 1). Additionally, by Young’s inequality, there is some C3 > 0
such that

C 2—-a
xy < 71)62_" + C3yT=e
holds for any nonnegative x and y. Since @ € [0, %), we immediately see

an___ n
2l-a) n-2

2 4 .
and due to & < o we also have

an <2—a< 2n
2(1-a) l1-a n-2

Accordingly, we can fix some

maxli < ¢ < min n 2—_(1
"2(1-a) 1 n-2"1-a

and for this parameter we have

(2-a)n 2n an 2n
———n=—4+———-n<2-n+—.
(1-a)q g (l-a)g q
This estimate legitimises the upcoming employment of the Gagliardo-Nirenberg in-
equality wherein for the exponent

n
a__a_ 2—a
itz
we have
1 (2—a)n_
l-a 2 1—'%-1—3

Together with Young’s inequality for some C4 > 0 and Cs > 0, upon fixing

22-a)(1-a) 2—a/}’

21-a)-2-a)a’ 1-«

B = max{

this results in

[N}
R

%a f’—“(]—a}
2

a 2-a
T oy S CH IV i) W)™+ CalEg,

~

Cs |yl

1 2
<5 [ IvP s (14t )

112



for every ¢ € W'2(Q). Lemma VI.3.3 provides us with some Cg > 0 such that
Cs-(1+ v 1)y oy ) < €
5 Vel Li(@)) =6

holds for every r > 0 and & € (0,1). Setting C7 = Cg + %fg(uo—i— 1) < oo, the
combination of the previous steps results in

C 2-a
fugvgs —lfuz_“—l—C fvel’“
Q 2 Jo fo)
Cy _ 1
<5 | w+s [yl 4 Co
1 C

|
)
%
Q
»
5
4
N =
b_
<
&
+
®)
~

in (0,00) and for every € € (0, 1). According to the definition of ¥, this completes the
proof by showing

Fo (1), ve (1)) = %LWvglz—i-%ng—Luavg—i-LGg(ua)
>3 [Gututn -6

for every r> 0 and € € (0, 1). q.e.d.

The next lemma now reaps the rewards of these estimates and provides us with several
helpful results, among others we see that for u, we have information beyond the usual
mass conservation.

Lemma VI1.3.6. In the setting of lemma VI.5.1, there is some constant C > 0 such

that
fug_“(',t) <C
Q
and
f|vVg( N <c
Q
as well as .
ffvﬁt <C
0JQ
and )
!
\Y
ffz(ug) e 2 (us)Vys| <C
0JQ hs(ue)
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hold for every t >0 and € € (0,1). Furthermore, with

Vug (1) 2

Dy(1) = fg (1) + fg \zws(»r»m—z<ue<~,z>>wg<~,r>

whenever t > 0 and € € (0,1), the estimate

Fe (us(,1),ve(-1)) + fotﬂg(s) ds < Fz (up, vo)

holds for everyt>0 and & € (0,1).

Proof Setting 0 < Cy = min 5 uo(x) and C; := max _5up(x), we can estimate
Fe (uo,v0) < C3

where

R I ' rID(r) +1 © rD(1) + 1
Cs = §||V0||W1,2(Q) +|Q|max{j;lf(r W dr do-,j; fw drdo;.

Accordingly, our previous results in lemmata VI.3.4, VI.3.5 and VI.3.2 provide us with
positive constants C4, Cs and Cg such that

e [+ [Dus)as<d [[Gulut) +es+ [ D) as

< Fe (ue(-1),ve(-1)) + Co + f(:ﬁs(s) ds

= F& (uo,vo) + Ce
<C3+Cq

holds for every t+ > 0 and ¢ € (0,1). Since for every € € (0,1) and s > 0 by lemma
VI.3.1 we have 0 < Zg(s) < /S&(s), most of the remaining claims follow in view of
D, > 0; for the estimate involving the L?(Q)-norm of Vv, we once more refer to lemma
1.3.4 in chapter I alongside the observation

n(2 -a)
n-2+a

2<

and the bound we derived for u, two steps before. q.e.d.
Apart from this estimate for fgug_“, we can also establish bounds for u, in the space
L? ((0,00); LP(Q)) for every p > 1 while simultaneously gaining some knowledge re-

garding Vug.
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Lemma VI1.3.7. In the setting of lemma VI.3.1, for every p > 2 we can find some

C(p) such that
T
fo fgufiSC(p)JrC(p)'T

I

hold for every T >0 and € € (0,1).

s o Tp—2
D = ——drd
p,(c;(S) fO fO DE(T) T do

for s > 0, which gives us a nonnegative function in C? ([0, ®)), through integration by
parts and Young’s inequality we derive the estimate

d ,
& [ onetie) == [ 0utu)Deun) Vil + [ 0 00)80 (0900w

_ S
—fug 2|Vu£|2—0—fu£ 2Se(c) Vug - ve
Q Q Ds(us)

and

(p)+C(p)- T

Proof Defining

1 2 2, 1 f 282 (ug) 2
<—— | W7\ VulF+ = | W Vv,
ng e Vil 2 00" D) [Vvel
1 _ C2 _
<=3 f uf Ve + =2 f uf 2 W
2 Jo 2 Jo

in (0, 00) for every € € (0,1). By Young’s inequality we see herein that again in (0, o)
and for every & € (0,1)

_ (p+a)
fug—&-zd 2|Vv5|2 Sf p+a f|vvs| S
Q

holds. Similarly we derive a bound using the second differential equation in (VI.5) and
the boundedness of (Vvg),e(o1) € L% ((O, o0); L2 (Q)) proven in lemma VI.3.6. With

q = ﬁ > 1 due to lemma 1.3.11 and Young’s inequality, for some C; > 0 and every
g€ (0,1) we have

f Vel + L f [V 19yl + f [Vve* < €1 + € f g [Vve42
0 44> Q

(p+a)

SC1+C1f +C1f|VVe| Za

Q-|Q

1
2q
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2
we see

(0,00). With our previous line of estimates as well as C; = C) + 32
g f v 19y’

d 1
_[Lqﬁp,s(“a)‘f‘Z]LlV\’slzq} f‘ Msz
2(p+a)

dt
SCz—l-sz P*“+c |va| e
Q

in (0,00) for every & € (0,1). Using our knowledge regarding fQuS and fQIVvsl , for

np
; 73 p-1
T T2 p
l=spra 7 7= TP
and
b= 2(2_0) 2 _ 2—a
Ty _w w2 D p
1 ) + 2(2-a) n~ pFa Rl =

2(p+a
from the Gagliardo-Nirenberg inequality we get a set of positive constants C; with

i€{3,4,5,6} such that

» (pta)
5 4
sz PR — Gy | 2lpra)
o) L7 (@)
» (pta) » (1-a) » z(l’;r“)
<C3 V(usz) ulll + Cs|lu2l]
12(2) L7 () L7 ()
5 2(Pp+a)a
SC4+C4(f|V u? )
Q
and
2(p+n)
o f Vel 5 = G vt 27
Lq(Z tt) (Q)
_2(pta) 2( p+a)

2({2:‘:))}, q(2-a)(1-b) q(2-a)
< Gs||VIvvel| fyg) - [IVY g|q|| o +Cs |||va|q“ -

< Co+Co ( [ |va|4|2)p
Q

hold in (0, c0) for every € € (0,1). Since straightforward estimates show that both of

the exponents AUrta) ;o 2 +ab are less than 1, from Young’s inequality we get some

C7 > 0 with

C2+C2f er”—i—sz|Vv8| = <C7+—f‘
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in (0,00) for every & € (0,1). From Holder’s and Young’s inequalities we see that for

some Cg > 0 we have
% %
pta pra
f"g g(fw) (fl)
Q Q Q

sczfué”‘“rcs
Q

in (0, %) for every € € (0, 1) which means that both our claims follow upon integration
of our inequality

d 1 2 1 P
g[LQP,s(Me)‘FZ]LWVel "]+?L'V(u§)

which is valid in (0, ) for every € € (0, 1): in doing so, since

uy (O Tp—Z
QSP’S(MO) :jo‘ f.g D—(T) drdo
&
uy O p—2 D 1
[P [TEEOOD g,
0 0

D(7)

2
g-1 e
T fQ|V|va| "<y

is bounded independently of & € (0,1) and due to the nonnegativity of the terms

involved, we arrive at
T ]
by L)
0 Jo

for some Cy > 0 as well as every T >0 and € € (0,1). q.e.d.

2
<Cy+Co-T

Several of the results so far have established bounds for different norms of u, and
ve, often by alternating between the two: knowledge regarding the one leads to more
information on the other. Following this tradition, the previous lemma helps us find
two more estimates for vg, starting with

Lemma VI1.3.8. In the setting of lemma VI.3.1, for every p>2 and 0 <7< T < o0
there is a positive constant C such that

T
[ el <

holds for every & € (0,1).
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Proof. For the first part of this proof we once more use the LP-L9-estimates from
lemma 1.3.3 for p and r := np. Setting

2363

__1_n1_1 np
1 2 2\p np]| np-1

for any admissible n and p, for some C; > 0 from the aforementioned estimate and
C, > 0 from Young’s inequality we have

1

oDl < €1+ €1 [ (04 =750 )
<Ci+Cy f(:(l -I—o'e) do+ Cy f(:”us(.,s)

for every t > 0 and € € (0,1). Accordingly, for fixed T > 0 from lemma VI.3.7 we get
some C3 > 0 with

dr

(@)

r

(o) 95

T
[ ey s

for every € € (0,1). For the remaining portion of the norm we use results from maximal
Sobolev regularity for which we refer to [102] and [11] or to lemma 2.2 in [12] for a
directly applicable formulation. For fixed p, T and T this in tandem with lemma VI.3.7
gives us some positive constant C4 such that

T
f f|AVa|p <Cq4
T Q

holds for every € € (0,1) and this completes the proof. q.e.d.

A second estimate derived from lemma VI.3.7 allows us to detect the following point-
wise bound for Vv,:

Lemma VI1.3.9. In the setting of lemma VI.3.1, there is some C > 0 such that for
every (x,1) € 2% (0,00) and every e € (0,1) the estimate

|Vve(x,0)| < C
holds.
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Proof Fixing some arbitrary p > n+ 2, once more the LP-L9-estimates from lemma
1.3.3 provide us with some C; > 0 such that

Vs (- t)”L‘”(.Q) =

!
Ve! (AN yg + f VeI (A1 (. s) ds
0

Lo(Q)

! 1 n
< ||V()||Wl,oo(g) + C L(l + (t— s)_f_Tp)

e ()| ) s

holds for every 7 > 0 and every € € (0, 1). By Young’s inequality, herein we can estimate

fot(l + =9l g Sfot(l (-5 FF)] T s
et 9l 0

for every € € (0,1). Since p > n+ 2 allows for the estimate

_1(1+1).L __ L ntp
2 pl p—-1 2 p-1
1 n+(n+2)
2 (nt2)-1
_12n+42
241
=1,
lemma VI.3.7 ensures the claimed boundedness. q.e.d.

We want to close this section by establishing a uniform result regarding the positivity
of the u,, given by the following

Lemma VI.3.10. In the setting of lemma VI.3.1, for every T > 0 there is some
C(T) > 0 such that

f Inug(~1) > ~C(T)
Q
holds for every t € (0,T) and every € € (0,1).

Proof Given any ¢ € (0,0), it is sufficient to consider the integral over the set
QN {ugs(-t) < 1}, therefore we define I" € C? ((0,0)) via

Ins fors<1
I(s) = %—sz—l—%—% forl<s<?2
%—% for 2 < s.
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We have I < 0 in (0, ) and more specifically I"’(s) = 0 whenever s € [2,00). The
mass conservation property of u., coupled with a straightforward examination of I" in

[1,2], yields €} > 0 with
fl"(ug)sf Inu, + Cy
Q Onfug<1)

in (0,00) for every & € (0,1). From Young’s inequality and integration by parts we
learn

F(ue) = - fg I (102) D (1) [Vt + fg 7 (1) S o (1) Vit - s

> lff"(us)Sg(ug) Vv,
4 Jo Ds(ua)

in (0,00) for every & € (0,1) which results in

1 (" (T (ue)S2(ue) 5
Inug (-t Z—Cl—i-—ff—gIVvl
Lﬁ{ug(-,t)<l} 8< ) 4 0JQ Ds(”s) ¢

for every t € (0,00) and & € (0,1). To estimate further, we fix the two positive and

02
(SUPTE(O,I) B ))
ming (o ) D(o)

2
finite constants Cp = MaXre[o 2] % and, with lemma VI.3.1, C3 =

so that firstly for every € € (0,1) and s € [1,2] we have

1+&D(s)
D(s) +&

2
r(s)s2(s)| (2~ S>( L ) - (14&D(s))
D (s) a
On the other hand, for € € (0,1) and s € (0,1) we see

|r"(s)5§(s)
D.(s)

< Cs.

Setting C4 := max {Cl, %, %} we arrive at

!
flnug(-,t) 2—C4—C4ff|Vv£|2
Q 0JQ

for every t € (0,00) and & € (0,1) whereupon an application of lemma VI.3.9 then
completes the proof. q.e.d.

It is now time to introduce a crucial component of our solution concept: instead of a
direct discussion of ug, our focus at many points is on y(uz) for y taken from a class
of functions with helpful properties.

120



Lemma VI.3.11. In the setting of lemma VI.3.1, let some 5 <m € IN be given. Then
for every T > 0 and y € C® ([0,0)) with suppy’ cC [0,00) we can find some C > 0
such that

T
[ ot g 05 €

holds for every & € (0,1).

Proof This is virtually the same as lemma 5.7 in [93]. In order to estimate this
integrand we need to find some constant C such that for any ¢ € C® (.Q) the integral

Iy = |f96,)((u8(~,t))w| is bounded by C - [Wllym2 (o). Given any such ¢, from Young’s
inequality and the Cauchy-Schwarz inequality we see

Iy :‘LX’(“s)ustw
= ‘_ L(/\/,(’/‘a)wvua +X,(M£)V‘7b> : Da(”s)vus - Sa(”a)vva
< "(u u | " (u u ug| - |Vvg| -

—fQLv (uts)| De () [Vts] w+fQLv (t4e)| S & (uz) [Vutg] - [Vve] - ]
+ fg (1) Do (1) Vit - V0] + fQ I ()] S 2 (102) 193] - 190
’7” 2 7 . v
fQ I (ue)| De(ue) [Vug* + fg W (s)| S & (us) [Vug| - |V a}

(fQX'(us)zDs(ua) IVuglz)2 +(fgx’(us)258(u5) |Vv£|2)

fQ W (ue)| De(ue) IVuel + fg X ()28 5 (us) Vs + fg mﬁ}
1+ fg X' (1t)* De (ug) Vugl* + fg X' ()8 & (ug) mﬁ}

<l (@) -

W2 (0) -

Sz () -

+ Wiz () -

in (0,00) and for every & € (0,1). Since W™?(Q) < L®(Q), this means that there is
some Cy > 0 with

1 " 1
C_IHan(uS)”(Wm,Z(Q))* ngl/\/ (”8)|D8(“8)|V”8|2+f9)( (“6)258(”8) |V”8|2+L|V"a|2
+1+ fX/(us)zDs(us) |V1"zs|2 + f)(,(ua)zss(ue) |VV8|2
Q Q

in (0,00) for every € € (0,1) which in light of lemma VI.3.6 leaves us with the task
of estimating four integrands: obviously for any £ € (0,1) we have D, < D + & and
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S <8, and choosing some C, > 0 with suppy’ c [0, C2] we see

(ug)
X (1S 2 (1e) = Ca = [ [ 0.y IS0
7112
() < C5 2= [¥'[[zo (0.0 1P+ Mooy 20
2
(us) < Co = ||y ”L”"((O,OO)) ' ”S“iw((O.Cz))

in Q% (0,c0) for every € € (0,1). Collecting all these results shows

80k ()| yma gy < €1 1—%<C34—044—05)J;Vua2+%1—%Cb>J;Vva{

in (0,00) for every € € (0,1) upon which the two previous lemmata VI.3.7 and VI1.3.6
complete the proof. q.e.d.

The corresponding result for the second solution component is more readily obtained,
especially after having established the general strategy in the previous proof.

Lemma VI.3.12. In the setting of lemma VI.5.1, let some 5 < m € N be given. Then
for every T > 0 we can find some C > 0 such that

T
f(; “Vet("t)”(w(l)’nl(g))* de<C

holds for every & € (0,1).

Proof Just like before, we estimate for arbitrary ¢ € Wg1’2 (Q) and see that

‘fmwgﬁwmw+f%w+f%w
Q Q Q Q

holds in (0, ) for every & € (0,1). The mass conservation property enjoyed by every
us and the same arguments used in the proof of lemma VI.3.11 then establish the
claimed bound. q.e.d.

V1.4 Passing to the limit and proving the main re-
sult

The approximate solutions and their bounds discussed in the previous section allow
us to find a zero sequence E C (0, 1) along which we can detect convergence like in
lemma 5.10 of [93].
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Lemma VI1.4.1. In the setting of theorem VI.1.1, we can find some zero sequence
c (0,1) as well as two functions

ue L ((0,00); L7(Q)) N (| Lh, (2% [0,00)) N L]

loc

([0.c0): W'2(@))
p>1

and
v eL™ ((0,00); W(Q)) N L§3, ([0, 00); wl’w(g))

([0, 00); W22(Q)) () L7 ((0,00); WP (©2))
p>1

nL?

loc

with the property that u> 0 and v > 0 almost everywhere in QX (0,00) and such that

Ug — U in ﬂ Lloc QX [0, 00)> and almost everywhere in Qx (0, 00),
p>1

ug(-,1) > u(-,1) in ﬂ LP(Q) and almost everywhere in Q for almost everyt > 0,

p>1
Vue — Vu in L7 . <_Q>< [O,oo)),
ve(- 1) = v(- 1) in WH(Q) for almost everyt > 0,
Ve =V in ﬂLo WZP(.Q)) and
P>l
Ver = Vy in L* (2% (0, 0))

as € = 0 along E. Furthermore, these functions solve (V1.4) in the sense of definition
VI2.1.

Proof We fix some sequence (xi)iepn € C™ ([0, 00)) with yx(s) = s for every k € N
as well as s € [0,k] and such that supp X} is bounded for every k € IN. Due to these
properties, for fixed k € IN and T > 0 we find some constant C; > 0 such that

”/\’k (ue ||L2 (0.7);W12(Q f f/\/k (us) f f)(k (us) : Vug |2
<ciarve [ [
0 Jo

which by lemma VI1.3.7 is bounded independently of € € (0,1). Accordingly,

(/\/k(ué‘»se(o,l) loc([o oo) W1’2(Q))

is bounded for every k € N. Fixing some m > 7, from lemma VI.3.11 we find that also

(O (1) ) ae(o1)  Line ([0.00): (W'2(2))")
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is bounded for every k € IN. As in chapter III, we now use the Aubin-Lions lemma
1.3.12 to detect some measurable u : Q X (0,00) - [0,00) and some zero sequence
E c (0,1) with

ug — u  almost everywhere in Q x (0, o)

as € = 0 in FE using a diagonal argument involving the parameter k € IN as well.

Furthermore, (ig) (g1 is bounded in L ((0, 00); L2~ (Q)) according to lemma VI.3.6

as well as in LP (2% (0,T)) for any p > 1 and T > 0 by lemma VI.3.7. The point-
wise convergence of u, enables us to employ Vitali’s theorem whereupon — after an
adjustment to E — we find that the remaining regularity and convergence results for u
hold.

Turning our attention to (vg) se(0,1), We firstly see from lemma VI.3.6 its boundedness
in L*® ((0,00); WI’Z(Q)). On the other hand, lemma VI.3.8 ensures the correspond-
ing boundedness in (1,5 Lﬁ) . ((O, 00); WP (.Q)), while the boundedness of the sequence
(Ver)pe(0,1) € L? (2 (0,0)) as guaranteed by lemma VI.3.6 together with the obser-
vation |Avg| < |[vgl + v + u proves that (vg)se(o’l) - leOC ([O,oo); w22 (Q)) is bounded.
Another employment of the Aubin-Lions lemma, by passing to another subsequence,
completes this first portion of the proof, leaving us with discussing the solution prop-
erties of u and v.

The regularity requirements for u and v result from the inclusions proven before and

as a byproduct we find that
fu(‘, e fuo
Q Q

For the positivity of u we employ lemma VI.3.10 and Fatou’s lemma so that for every
T > 0 the convergence proven before gives us some positive C(T) with

fln(u(~,t)) > —c(T)
Q

is true for almost every ¢ > 0.

for almost every ¢ € (0,T). Assuming therefore that u = 0 in a subset M C 2x (0, )
leads to a contradiction in light of the fact that — due to the elemental estimate
In(x) < x for every x > 0 — the potentially positive portion of this integral is clearly
bounded from above by fguo.

The remaining regularity requirements
u( (1) e L'Y(Q) and G (u(-1)) € L'(Q)

for almost every ¢ > 0 and .
v e Ly (@x0,))

loc
as well as ()
u 2 (5 .
) T € L (2% [0.00):R")
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and the validity of the energy estimate

F (u(-,0),v(-, 1)) + f;Z)(s) ds < F (ug, vo)

for almost every r > 0 are a consequence of lemma VI.3.6, the previously secured
convergences as well as Fatou’s lemma and the lower semicontinuity of L2-norms with
respect to weak convergence.

One result requiring rather little work concerns the second equation in (VI.4): given
the convergences above and the fact that v = Avg — ve 4 e holds in QX (0, 00) for
every & € (0,1), it is easily verified that indeed for every ¢ € Ci° (?)X (O,oo)) the

identity
[ [re== [ [uTot [ [vip= [ [ e
0 Jo 0 Jo 0 Jo 0 Jo

In order to complete this proof, we now need to verify that the first equation in (VI.4)
is solved in the sense of definition VI.2.1.

holds.

To this end we fix some y € C® (][0, %)) with suppy’ cc [0,0) and y” <0 in [0, ) as
well as a nonnegative test function ¢ € Cy’ (f) x [0, oo)) Then for every ¢ € (0,1)

_fooofgx”(ug)Da(ug) IVusl* ¢ =—fowfgx(us)%—fgx(uo)d-ﬂ)
_waLX//<ue)Se(ug)Vug~va¢
+ [T [ v ve
~ [ [ s tuwe ve "

holds. The pointwise convergence ug; — u almost everywhere in Q X (0,00) coupled
with the obvious boundedness of y and Vitali’s theorem gives us

—fowj;))((ue)% - —fomfgx(u)soz

as € > 0 in E. Analogously we can see the additional convergences

X (ue)S e (ug) = x" ()8 (u) inL (2% [0,00)),
X' (ue)De(ug) = x' ()D(u) inLf (@x[0,00)) and

¥ ()8 o) = ¥/ (@)S () L) (D [0,e0)
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as € — 0 in E so that the convergences Vu, — Vu in leOC
L. (?) x [0, 00)) ensure

f f (ue)S e (ug)Vug - Vvep — — f f u)Vu - Vvp

f f ug us Vue ch—>f f Vu Vo
f f ug)S ¢ (ug)Vve - Voo — — f f u)Vv- Vo

as € » 0 in E upon checking that the exponents complement each other. For the
remaining term we once more use the convergence of (ug) ee(0,1) (as well as the fact

that y”’(s)Dg(s) <0 for every s > 0 and € € (0, 1)) to see

NES Al e (e ) Ve = A[—x"'( u)Vu 1nL12OC QX[0,00))

as € » 0 in E and again from lower semicontinuity we then find

f f u) |Vul <,o<—11m1nff f (ue)Dg(ug) |Vu8| @
E>&—0

which upon rearrangement of the identity (*) completes the proof. q.e.d.

(QX [0,00)) and Vv, — Vv in

as well as

and

Proof of theorem VI.1.1 Obviously everything has been achieved with the previ-
ous lemma.
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