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Introduction 1
Recent advances in quantum computation [1], and quantum communication and infor-
mation systems [2–4] have shown how much quantum based technologies have evolved.
In this age, online security especially secure data communication is of great importance
to protect two parties from an unwanted listener. Light or, to be more precise single pho-
tons are ideal long-distance information carriers due to high transmission speed, large
information capacity per particle and robustness to dephasing [2].

The choice of photons opens up the need for efficient single-photon detectors. First intro-
duced by Gol’tsman et al. [5] and now one of the most prominent detectors are supercon-
ducting nanowire single-photon detectors (SNSPDs). They inherit low noise, high timing
resolution and a near unity efficiency, especially for the telecommunication wavelength [6–
10]. SNSPDs are click-detectors, which respond with an output signal if at least one pho-
ton is incident, therefore, they typically do not resolve the number of incident photons.
Since 2001, when the principal of these detectors was first shown, many groups invested
their effort to expand the areas of application of SNSPDs. The development of detector
arrays [11–22] and advances in read-out techniques [23–29] enabled e.g. quasi-photon-
number resolution in photon counting experiments, utilizing either the intrinsic properties
of the detectors [30–32] or spatial or temporal multiplexing schemes [33, 34]. Furthermore,
SNSPDs are useful for single-photon imaging [18, 35, 36], deep-space communication [37]
and potentially dark matter detection [38].

As the possible applications for single-photon detectors, particularly SNSPDs and arrays
of such, increase, a precise characterization is important. One approach relies on modeling
a detector. However, this requires knowledge of the detector’s figures of merit, such as
efficiency, dark-count rate or spectral sensitivity and also their working principal [39].
Another approach, which will yield a quantum mechanical description of the device,
is quantum detector tomography. Moreover, quantum detector tomography will fully
characterize the functioning of the device without any prior knowledge about the working
principal or type of detector. This is done, by observing the measurement outcomes of a
detector in response the known input states and afterwards reconstructing the so called
positive operator valued measure (POVM) operators [39]. These POVM operators of the
detector are the equivalent to density operators of quantum states of light and can be
seen as probabilities of different detector outcomes occurring given a specific number of
incident photons.

Since 2008, when Lundeen et al. first presented the realization of detector tomography [40],
it has been applied to avalanche photodiodes [41, 42], SNSPDs [33], single-photon energy
resolving transition edge sensors [43] and further detection schemes [44, 45]. However, it
has not yet been applied to spatial arrays of SNSPDs.
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1 Introduction

Part of this thesis is aimed at the applicability of quantum detector tomography on a 2 × 2
spatial array of SNSPDs (a 4-pixel SNSPD). Furthermore, this work will present which
information the POVM operators can yield about the detector e.g. the efficiency, dark-
count probability, cross-talk probability between pixels of the multi-pixel device [46–52]
and a visualization of detection outcomes using Wigner functions. This will show the
advantages of detector tomography compared to other characterization techniques such
as model-based techniques [48, 53] or individually characterizing figures of merit. One
well-designed experiment in combination with the tomographic reconstruction of the
POVM operators of the device will yield a full description of the detector, including the
previously mentioned figures of merit.

The size of SNSPD arrays increased from merely two pixels all the way to a kilopixel
device [11, 17, 18, 22]. It is desirable to apply detector tomography to these large detector
arrays, as it characterizes the device as a whole, rather than each pixel separately, which
becomes unreasonable with an increasing array size. Hence, demonstrating the scalability
of this technique is of great importance. Therefore, quantum detector tomography is
applied to a simulation, as well as an experimental measurement of a non-saturable time-
multiplexed loop-detector design [34] with a variable number of outcomes. Not only does
this device enable the measurement of single photons but also of large photonic states
making it an ideal candidate to test the general technique and scalability of quantum
detector tomography.

2



Background 2
2.1 Superconducting Nanowire Single-Photon Detector

This chapter will provide a brief introduction to superconducting nanowire single-photon
detectors (SNSPDs). Although quantum detector tomography does not require any prelim-
inary assumptions about the detector under test, as it treats the device as a black-box, a
general knowledge about the detector will be useful.

2.1.1 General Introduction

Typical SNSPDs consist of nanowires of a superconducting material with ≤10 nm thickness
and ≤200 nm width. These nanowires are commonly patterned into a meander structure
(Fig. 2.1(a)) to ensure a larger active area, which increases the probability of photons
impinging onto the nanowire. As the name suggests, SNSPDsmake use of superconductivity
to detect photons. This is generally accompanied by higher cost and engineering effort,
however, will provide a strong reduction of noise processes making the detector more
reliable [39]. Depending on the material of the wire, different operating temperatures have
to be reached. Niobium nitride (NbN) was the first used material [5] with a superconducting
transition temperature of 4K. Smaller superconducting gap energy materials, such as
tungsten silicide (WSi) have improved sensitivity for longer wavelength, especially at
1550 nm, at the cost of a lower operating temperature of below 1 K. Other materials e.g.
niobium titanium nitride (NbTiN), molybdenum silicide (MoSi) or magnesium diboride
(MgB2) have also been used [6, 54].

2.1.2 Operating Principle

The detector is operated below its superconducting transition temperature, also called
critical temperature, )2 and direct current biased below its critical current density �2 ,
to maintain the superconductive state (Fig. 2.1(b)(i)). The energy of a single photon is
sufficient to excite hundreds of quasiparticles in the superconducting material, resulting
in the formation of a localized hotspot (Fig. 2.1(b)(ii)). The hotspot, now being resistive,
forces the supercurrent to flow around it, leading to an increasing current density at the
edge of the nanowire. Since the wire is very narrow, the critical current density �2 can be
exceeded, if the current bias �bias is sufficiently large. As a result a resistive barrier will be
formed across the width of the wire (Fig. 2.1(b)(iii-iv)) [5]. Subsequent Joule heating, a
heating effect caused by current flowing through a resistive wire, assists the growth of
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2 Background

(a) (i)

(ii)

(iii)(iv)(v)

(vi)

(b)

Figure 2.1: (a) Top-down scanning electron micrograph of a typical SNSPD meander structure [39].
(b) Schematic illustration of the detection mechanism of an SNSPD. (i) Current biased
superconducting nanowire maintained below critical current and temperature. (ii)
Formation of a resistive region (hotspot) due to photon absorption. (iii) Current density
exceeds the critical value, as the current flows around the hotspot. (iv) Formation of a
resistive barrier. (v) Joule heating leads to growth of the barrier along the length of
the wire, entirely blocking the current flow and a measurable output pulse is created
across the load impedance. (vi) Resistive region subsides due to constant cooling of the
wire, restoring the superconductive state. (adapted from [6]).

the resistive region (Fig. 2.1(b)(v)) along the length of the wire [55]. This barrier blocks
the current flow entirely and the bias current gets diverted into a parallel load impedance
(Fig. 2.2(a)), causing a measurable voltage pulse (Fig. 2.2(b)), also referred to as a “click”. At
this point, the detector is not susceptible to subsequent photons impinging, as no current
is flowing through the nanowire. Typical dead times of SNSPDs are in the range of a few
nanoseconds to tens of nanoseconds [39]. Due to constant cooling of the device, using a
cryostat, the resistive region subsides (Fig. 2.1(b)(vi)). Once the superconducting state of
the nanowire is restored, the detector is ready to detect photons again.

The detection operation was explained for a general (single-pixel) SNSPD. As mentioned in
Chapter 1, arrays of SNSPDs, also called multi-pixel SNSPDs, exist. However, the described
detection mechanism also applies to these devices. For multi-pixel detectors that are
electrically wired in series (Fig. 2.3(a)), the amplitude of the output voltage pulse scales
linearly with the sum of the pixels that fire. The outcomes of multi-pixel SNSPDs are often
called =-click events. A 4-pixel detector has five possible outcomes, ranging from “0-clicks”
or “no-clicks” to “at least 4-clicks”, where “at least” indicates that the detector can not
resolve more photons than it has pixels (Fig. 2.3(b)).

Additionally, it should be mentioned that due to the meander structure of the nanowire
(Fig. 2.1(a)), the SNSPD is polarization dependent. Light is more strongly absorbed when
the electric field is polarized along the length of the nanowire [33, 39]. This can make
a noticeable difference in detection events for photon counting experiments, especially
for multi-pixel devices where each pixel is oriented in the same direction. Care must also
be taken, when choosing the correct bias current �bias (Fig. 2.2(a)). If the current is too
high, the nanowire can enter a static resistive state, also called “latched” state, where the
detector is insensitive to subsequent photons [39].
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(a)
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Figure 2.2: (a) Electrical circuit of an SNSPD (red dashed line outlines the nanowire meander). The
absorption of a photon is represented by an opened switch, where the resistance of the
wire '(C) increases with hotspot formation. !: is the kinetic inductance of the wire.
The device is direct current biased at �bias and an output signal is measured across the
load impedance /0 (adapted from [6]). (b) Typical amplified electrical output pulse of
an SNSPD measured with an oscilloscope.

2.1.3 Detector Characteristics

This section will give a brief overview of the characteristics of a (multi-pixel) supercon-
ducting nanowire single-photon detector that are important for this thesis.

Detection Efficiency

The first key characteristic of any detector is the detection efficiency [, which is the
probability of detecting an output pulse as a result of an impinging photon. Generally
the efficiency depends on the wavelength of the photons. Therefore, detector material
and design are typically optimized to detect light in a given wavelength range. In any
experiment photons can be lost before reaching the detector due to reflections, scattering
or absorption, which will limit the efficiency to be below unity (100%). The overall system
detection efficiency of the device [B34 can be split into three parts:

[B34 = [ = [coupling · [absorption · [registering . (2.1)

The first contribution describes how efficient the light can be coupled from the light source
to the detector. The absorption efficiency depends on the detector material and geometry
and the registering efficiency is the probability that an electrical signal is generated by the
detector after the absorption of a photon [6]. The highest demonstrated efficiencies are
93% for WSi [7] and 98% for MoSi [56] SNSPDs.
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Figure 2.3: (a) Circuit diagram of the 4-pixel SNSPD (a 2 × 2 array) used in this thesis. The active
area of the device is marked by the dashed red square. All detectors are wired in series,
which enables a single-channel readout and are direct current biased from a current
source �bias (via a bias-tee of inductance ! and capacitance�). The output voltage pulse
+out is measured across the load resistor '! [27]. (b) Oscilloscope traces displaying the
linear scaling of the five possible electrical response signals of the 4-pixel detector
(used in this thesis) as a heat-map [27].

Dark Counts

Detection events caused by stray light or intrinsic electrical noise of the detector are
considered to be false detection events. Theses uncorrelated events are called dark counts,
as they also occur when no light is incident on the device [39]. To determine this figure
of merit all input light gets blocks to the detector and a count rate gets measured for
an extended period of time. SNSPDs are known for their unmatched low dark-count
rates, typically below 200 counts per second. However, rates of 10−4Hz have also been
demonstrated [8].

Cross-Talk

Additional to dark noise, multi-pixel detectors can also exhibit conditional noise called
cross-talk. A false detection event arising from a neighboring pixel firing. This effect
depends on the bias current and the detector architecture, especially when the individual
pixels are wired in series (Fig. 2.3(a)). If a pixel detects a photon it will generate an electrical
output pulse, which will cause small current density fluctuations. In some cases these
fluctuations, in combination with the bias current �bias, can lead to the breakdown of the
superconducting state of a neighboring pixel and thus a false detection event.

Important to reduce the effect of cross-talk is a bias plateau [18, 57], a saturated detection
efficiency for a wide margin in operating bias currents. The plateau allows the detector
to be operated further away from the critical current density �2 , diminishing the effect of
cross-talk caused by current density fluctuations [18].
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Measuring and modeling cross-talk is not trivial, but has been applied to multi-pixel photon
counters based on avalanche photodiodes or silicon photomultipliers [46–53].

2.2 Quantum Detector Tomography

Measurements are essential for any type of quantum experiment, as they reveal the
properties of the investigated process, material or phenomenon. It is desired to be able
to fully describe an experiment. This means to describe the triad of state preparation,
evolution and detection. Quantum state tomography will characterize unknown quantum
states by performing measurements on an ensemble of identically prepared states, whereas,
quantum process tomography will characterize the evolution of states based on precise
knowledge of the initial and final quantum states. Both of these require well-characterized
detectors, which makes quantum detector tomography the key feature of the description
of quantum experiments [39].

Partial calibration of figures of merit or building elaborate models for detectors are alter-
native characterization methods. However, the model-based approach requires knowledge
about the underlying physics and working principle of the detector, as well as detector
parameters such as efficiency and noise. As quantum detectors become more and more
complex, understanding and modeling them becomes increasingly difficult [41]. On the
other hand, quantum detector tomography treats the device as a black-box with no prior
knowledge required [40].

2.2.1 General Introduction

Quantum detector tomography yields a full quantummechanical description of the detector
under test. The characterization consists of reconstructing the positive operator valued
measure (POVM) operators corresponding to the device. This can be achieved bymeasuring
the detector response to a set of known input states {d}. Given these input states, the Born
rule describes the probability of obtaining outcome n:

?d,= = Tr [dc=] , (2.2)

where {c=} is the detector POVM [40]. In order to describe a physical measurement device,
these operators need to be positive semi-definite, which ensures positive probabilities and
they need to sum to one:

c= ≥ 0 ,
∑
=

c= = 1 . (2.3)

Additionally, the set of input states {d} must be tomographically complete. That means,
the set must include all states the detector might be sensitive to. Mathematically that
means the input states need to span the Hilbert space of the detector. The task behind
detector tomography is to invert Eq. (2.2) subject to the aforementioned constraints [41].
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2.2.2 POVM Formalism

In quantum mechanics, the quantum measurement postulate describes the effects of
measurements on quantum systems. The postulate provides the probabilities of different
outcomes occurring and also the post-measurement state of the system. However, for some
applications e.g. photon counting experiments, where each state is only measured once,
the post-measurement state of the system is of no interest. In these cases the so called
POVM formalism can be used [58].

If a system is in the state |k 〉 and a measurement described by the measurement operators
"= is performed upon the system, then the probability of outcome = is given by

? (=) = 〈k |"†
="= |k 〉 . (2.4)

By defining c= ≡ "
†
="= , it follows from the quantum measurement postulate that c= is a

positive operator which also sums to one. Therefore, the set of operators c= are sufficient
to determine the probabilities of possible measurement outcomes. The complete set {c=}
is known as a positive operator valued measure (POVM) [58].

2.2.3 Photon-Number Resolving Detectors

Photon-number resolving detectors are capable of partially resolving the incident number
of photons, by assigning each of their multiple outcomes to an input photon number.
However, such a detector rather measures the input photon-number statistics. This stems
from a non-unity efficiency and noise, which does not allow for a one-to-one mapping. An
intuitive option of expressing their POVM elements {c=} is the photon-number basis [39]

c= =

∞∑
<,9=0

〈< | \ (=) | 9〉 |<〉〈 9 | . (2.5)

In the case of phase-insensitive detectors, which merely register the number of photons
without phase information, the off-diagonal POVM elements can be assumed to be zero.
Therefore, Eq. (2.5) simplifies to

c= =

∞∑
<=0

\
(=)
< |<〉〈< | , (2.6)

where \ (=)
< = \

(=)
<,< = 〈< | \ (=) |<〉 represents the diagonal elements [40] and can therefore

be seen as the probability of receiving detection outcome = given< incident photons.

The choice of input states is important for quantum detector tomography measurements.
Not only do the input states need to span the Hilbert space of the POVM set, they also
need to be well characterized, available in large variety and quantity and experimentally
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feasible [39]. Owing to the fact that the POVM elements are now represented in the photon-
number basis (Eq. (2.6)), the Fock states {|=〉} seem to be the first choice. However, higher
order Fock states are by no means readily available, as they are difficult to produce [39].
When dealing with optical detectors, the set of coherent states {|U〉} turns out to be the
perfect choice [40]. They are overcomplete and can be easily generated with lasers in large
quantity. By attenuating a coherent state |U〉 e.g. with variable optical attenuators by a
factor of 1 − [, the resulting state |[U〉 is again a coherent state with lower mean photon
number. Therefore, they are a suitable set to use for detector tomography. Additionally,
coherent states can be easily expanded in the photon-number basis:

|U〉 =
∞∑
8=0

4−
|U |2
2

U8
√
8!
|8〉 , (2.7)

with photon number 8 and the amplitude of the coherent state |U | [59]. Equation 2.6 suggests
that each POVM c= contains an infinite amount of elements, which would not be possible
to reconstruct. Fortunately, photon-number resolving detectors show a saturation in their
outcome statistics. This means, there exists a maximum photon number the detector can
resolve, or in other words, there exists a maximum photon number after which the detector
will always respond with the same outcome. Consequently, the expansion of the POVM
elements in Eq. (2.6) can be truncated at a sufficiently large photon number" − 1, where
" is then the maximum Hilbert space dimension of the detector [39]

c= =

"−1∑
<=0

\
(=)
< |<〉〈< | . (2.8)

A single coherent state, truncated at a photon number " − 1 in the photon number basis
(Eq. (2.7)), would be enough to span the "-dimensional Hilbert space of the detector,
as it is tomographically complete. However, it is not practical in an experiment, as it
would require a disproportionate amount of time to gain sufficient statistics for all photon
numbers. Instead, multiple coherent input states, spaced in a reasonable way, are used to
enable appropriate measurement times [41].
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Figure 2.4: Poisson distributions for coherent states with mean photon numbers 0, 1, 10. The
amplitude of the distributions decreases with increasing mean photon numbers |U |2.
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As mentioned before in Section 2.2.1, the task behind detector tomography is to invert
Eq. (2.2). In order to do that, the POVM elements of the detector c= and the coherent input
states, represented by their density matrices d3 = |U3〉〈U3 | with 3 ∈ [0, � − 1] for a total of
� coherent input states, will be expanded in the photon number basis according to Eq. (2.8)
and Eq. (2.7) respectively. Using the relations for the trace

Tr
[
$̂
]
=
∑
:

〈: | $̂ |:〉 (2.9)

and the Dirac delta function 〈G |~〉 = XG,~ , the Eq. (2.2) describing the probabilities ?3,= will
transform as follows [39]

?3,= = ?d3 ,= = Tr [d3c=]

= Tr

[
"−1∑
8=0

4−|U3 |
2 U

8
3
U∗8
3

8!
|8〉〈8 |

"−1∑
<=0

\
(=)
< |<〉〈< |

]
= Tr

[
"−1∑
8=0

"−1∑
<=0

4−|U3 |
2 |U3 |28

8!
\
(=)
< |8〉 〈8 |<〉 〈< |

]
=
∑
:

〈: |
"−1∑
8=0

4−|U3 |
2 |U3 |28

8!
\
(=)
8

|8〉 〈8 |:〉

=

"−1∑
8=0

4−|U3 |
2 |U3 |28

8!
\
(=)
8

=

"−1∑
8=0

�3,8Π8,= . (2.10)

The matrices are defined as Π8,= = \
(=)
8

and

�3,8 = 4−|U3 |
2 |U3 |28

8!
, (2.11)

where F is a representation of the Poisson distribution of the coherent states with mean
photon numbers |U3 |2 (Fig. 2.4). The equation is divided into two known parts: the matrix
F�×" containing the known coherent probe states expanded in the photon number basis
and truncated at a photon number" − 1, to achieve a maximum Hilbert space dimension
" , and the matrix P�×# , with elements %3,= = ?3,= containing the measurement statistics
of an # -outcome detector; and one unknown part: the matrixΠ"×# containing the POVM
set of the detector [40]. Finally, Eq. (2.10) can be recast as the matrix equation

P = FΠ . (2.12)

A direct inversion of this matrix equation is prone to noise and may give unphysical results,
which would not fulfill the constraints from Eq. (2.3). Therefore, an optimization technique
is utilized to reconstruct the POVM set describing the detector [39].
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2.2.4 Optimization

Optimization techniques try to find the solution which minimizes a specified “cost function”
under given constraints [39]. In the case of Eq. (2.12), the unknown matrix Π has to be
found, such that the difference in the matrices on the left-hand and right-hand side of the
equal sign is minimized. A measure to evaluate the difference in matrices is given by the
Frobenius norm | |A| |2, which is defined as follows [60]

| |A| |2 =
√∑

8

∑
9

���8, 9

��2 . (2.13)

Hence, a suitable cost function for reconstructing the POVM elements of the detector is
given by

| |P − FΠ| |2 . (2.14)

However, a reconstruction based on this cost function can lead to an irregular structure
in the POVM elements [41], which manifests itself in sudden jumps between elements.
Therefore, a convex quadratic filter function

6 (Π) = W
∑
8,=

(
\
(=)
8

− \
(=)
8+1

) 2
(2.15)

is introduced into the cost function, where the weightW ∈ [0, 1] is also called the smoothing
parameter. The function 6 (Π) will favor smooth POVM elements, which means the
difference of neighboring elements is small. The smoothing is valid, since realistic quantum
detectors have a finite efficiency [, which imposes a smoothness on the distribution of
\
(=)
8

[40]. In fact, a non-smooth distributionwould favor specific impinging photon numbers
over their direct neighbors, which would not make physical sense for these kinds of lossy
detectors. Finally, the convex optimization problem is given by:

min {| |P − FΠ| |2 + 6 (Π)} (2.16)

subject to c= ≥ 0 ,
∑
=

c= = 1 ,

where the constraints introduced in Eq. (2.3) must also be fulfilled [40].

2.2.5 Theoretical POVMs

To visualize the distribution of the POVMs in the photon number basis, a model of a
theoretical POVM will be utilized. This model starts with the POVM of a lossless and
phase-insensitive detector Πtheo

lossless that can detect up to four photons, however, can not
distinguish four from more then four photons:
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c0 c1 c2 c3 c4
|0〉〈0| 1 0 0 0 0
|1〉〈1| 0 1 0 0 0
|2〉〈2| 0 0 1 0 0
|3〉〈3| 0 0 0 1 0
|4〉〈4| 0 0 0 0 1
|5〉〈5| 0 0 0 0 1

|6〉〈6| 0 0 0 0
...

To make this model more realistic, loss will be introduced via the loss matrix

!8′,8 =

(
8

8 ′

)
[8

′ (1 − [)8−8′ , (2.17)

which is a binomial distribution describing the probability of retaining 8 ′ out of 8 photons
with a finite efficiency [ of the detector [41]. By multiplying L and Πtheo

lossless the POVM
of a lossy detector Πtheo

lossy can be calculated. Plotting the columns of this matrix, which
correspond to the five possible outcomes of the theoretical detector, against the photon
numbers, reveals the expected smooth distribution for lossy detectors shown in Fig. 2.5.

0 5 10 15 20
Photon number, i

0.0

0.2

0.4
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)
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n=0
n=1
n=2
n=3
n=4

Figure 2.5: POVM elements of the modeled lossy and phase-insensitive detector with an efficiency
of [ = 0.5 in the photon number basis (here shown up to |20〉〈20|) for all five outcomes:
no-click (black), one click (red), two clicks (green), three clicks (yellow), and at least
four clicks (blue).

Equivalently, this smooth distribution can also be observed for a photon-number resolving
time multiplexed detector capable of detecting up to eight photons and a binary avalanche
photodiode [40, 41].
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Reconstruction Performance

It is possible to assess the performance of the reconstruction procedure introduced in
Section 2.2.4. To do that, the POVM of the lossy detector Πtheo

lossy is used to calculate a
theoretical measurement statistics matrix Ptheo according to Eq. (2.12), with coherent
input states |U |2 ∈ [0, 50] in steps of one populating the coherent input state matrix Ftheo.
Subsequently, these matrices are used to infer again the POVM of the modeled detector
(now labeled Πrec) by following the optimization problem in Eq. (2.16). The performance
is evaluated by calculating the fidelity

F (=) = Tr

[√√
c theo
= c rec

=

√
c theo
=

] 2
, (2.18)

where the POVM elements are normalized according to c=/∑= c= to ensure F ∈ [0, 1] [41].
The fidelity calculates to F ≥ 99.8% for all outcomes =, which indicates an excellent
performance of the optimization procedure.

POVM Purity

Additionally, to assess the POVMs of the different detector outcomes c= , it is possible to
define a purity for each detection outcome = as [53, 61]

Purity(c=) =
Tr[(c=)2]
(Tr[c=])2

. (2.19)

This measure is in full analogy to the purity of quantum states and satisfies the boundaries
given by

1
"

≤ Purity(c=) ≤ 1 . (2.20)

For a perfect detector, where = photons and only = photons will lead to an =-click event,
the purity equals unity. The lower bound is determined by the Hilbert space dimension" .
Therefore, the purity can also be seen as the photon-number resolving performance of the
detector, as the physical meaning of a non-pure (non-unity) purity of c= is that multiple
orthogonal input states (in the photon number basis) can lead to the same detection
outcome =. Hence, an effective Hilbert space dimension can be defined as

"eff(=) =
1

Purity(c=)
, (2.21)

which is an estimation of how many orthogonal input states contribute to outcome = with
significant probabilities [53, 61].
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2.2.6 Detector Wigner Functions

Quasi-probability distributions, such as theWigner function, enable the visualization of the
detection outcomes of the detector in phase space. It is possible to plot a Wigner function
for all reconstructed POVM elements c= , which is given by

, (=) (G, ?) = 1
cℏ

∫ ∞

−∞
3~ 〈G − ~ | c= |G + ~〉 4

2i?~
ℏ , (2.22)

where (G, ?) ∈ R2 are phase space coordinates of a single-mode with U ∈ C. For phase-
insensitive detectors, the Wigner functions will have rotational symmetry around the ori-
gin [41]. Features, such as negativity in the Wigner function that indicates non-classicality,
will also be revealed by the detector Wigner functions, which will classify the detectors as
quantum detectors with the ability to detect non-classical optical states [39].
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Input State Calibration 3
To be able to perform quantum detector tomography, the detector response has to be
measured for a set of known input states. As introduced in Section 2.2.3, coherent states
are ideal candidates. Coherent states are completely characterized by their mean photon
number |U |2, this means the states used for the experiment have to be calibrated, to
determine their mean photon numbers. The calibration process will be described in this
chapter.

3.1 Experimental Setup

The experimental setup to calibrate the input states is shown in Fig. 3.1. The coherent input
states are generated by a 1556 nm pulsed laser (ALPHALAS PICOPOWER-LD-1550-50-FC).
A “pulse power position setting” of 3.5 is used in combination with a repetition rate of
500 kHz. This ensures undistorted laser pulses with a pulse length of 9 ps. To reach the
single-photon level, two computer controlled variable optical attenuators are used to vary
the pulse energy of the pulses. As explained in Section 2.1.2, superconducting nanowire
single-photon detectors (SNSPDs) are polarization dependent. Therefore, the polarization
of the photons can be adjusted (to maximize the count rate) via manual fiber polarization
controllers, which utilize stress-induced birefringence produced by a single mode fiber
wrapped around three spools. Finally, the input states are detected by a calibrated 1-pixel
SNSPD with an efficiency [cal = (83 ± 5) %, located in a helium sorption fridge at 0.8 K
(both from Photon Spot, Inc.). The detector is direct current biased at 9.2 µA for optimal
operation. To minimize the effects of noise, the output pulses from the 1-pixel SNSPD are
measured in a coincidence window of 15 ns synchronized to the laser pulses, using a time
tagger (Swabian Instruments Time Tagger Ultra). A time tagger counts the number of times
a specified voltage threshold is exceeded (or deceeded). For this detector a threshold of
50mV is used, which was determined using an oscilloscope. To avoid triggering on noise
on the falling edge of the output pulse (see Fig. 2.2(b) for reference) an artificial dead time
that has to be larger than the coincidence window is set in the time tagger. A dead time of
60 ns is used, meaning that after a measured signal no further events will be counted for
this duration.

A total of 101 coherent states, for attenuations U ∈ [30, 80] in steps of 0.5 dB, are measured
across the entire sensitive regime of the 1-pixel SNSPD. This corresponds to outcomes,
where the detector will always respond with a click for all incoming laser pulses (30 dB) or
will almost never click (80 dB). For each coherent state the click statistics were obtained for
5 × 105 pulses or equivalently one second. Note, that the most reliable method to set the
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Pulsed laser

Time tagger

Polarization
controller

Calibrated
click detector

PC

Variable optical 
attenuators

dB dB

Figure 3.1: Experimental setup for the input state calibration. A 1556 nm pulsed laser generates
coherent states at a repetition rate of 500 kHz. The states can be attenuated using two
variable optical attenuators before they are detected by the calibration detector (1-pixel
SNSPD), which is located in a cryostat at 0.8 K. The output pulses from the detector
are measured in synchronization with the laser pulses using a computer controlled
time tagger. The red line represents an optical fiber and the black line a coaxial cable.

attenuation of the attenuators is to initialize them by setting both devices to no attenuation
(0 dB) and then directly to the attenuation of choice. Both devices are always adjusted
symmetrically (set to U

2 to achieve a total attenuation of U) and all measurements are
carried out from low to high attenuations, to avoid hysteresis and nonlinearities of the
devices.

3.2 Analysis

To calibrate the coherent input states, the mean photon numbers corresponding to different
attenuation settings in the experiment need to be determined. A laser is a source of coherent
states, whose photon number distributions follow Poissonian statistics [62]

% (8) = ([cal=̄)8

8!
4−[cal=̄ , (3.1)

describing the probability of having 8 photons in a coherent state with a mean photon
number of |U |2 = =̄ and efficiency [cal of the calibration detector. This also applies to the
laser used for this thesis, as it showed a second-order correlation function of 6 (2) (0) =
1.00002(34) across the investigated power range (for further details see Section 3.3), where
6 (2) (0) = 1 for perfectly coherent light [62].

For click-detectors, the quotient of the count rate (measured clicks per second) and the
repetition rate of the pulsed laser can intuitively be seen as the probability of receiving a
click. The click probability can also be represented using the probability of not receiving a
click, which is given by % (0), the probability of not having a photon in the coherent state.
Ultimately it follows:

?click =
count rate
rep. rate

= 1 − ?no click = 1 − % (0) = 1 − 4−[cal=̄ . (3.2)
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Figure 3.2:Mean photon number =̄ on a logarithmic scale vs. attenuation U in dB. The linear fit
(black line) is based on measurement data within the marked region (vertical dashed
lines).

By rearranging Eq. (3.2) it is possible to find the mean photon number per pulse as

=̄ = − ln
(
1 − count rate

rep. rate

)
1

[cal
, (3.3)

which depends on measurement data and the efficiency of the calibration detector. Using
Eq. (3.3) the mean photon number per pulse is calculated for all coherent input states
and plotted (on a logarithmic scale) against the corresponding attenuation U (Fig. 3.2).
This allows for a linear fit, which is used to calculate the mean photon number for any
attenuation setting via the expression:

=̄ = 101+< ·U , (3.4)

where 1 = 4.393+0.027−0.025 is the y-axis intercept,< = −0.09848 ± 0.00008 is the slope of the
linear fit and U is the attenuation in decibel. The larger error for the y-axis intercept 1 stems
from the uncertainty in the efficiency of the calibration detector of (83 ± 5) %. The upper
and lower bounds are calculated by repeating the previous analysis with 83% − 5% = 78%
and 83% + 5% = 88% efficiency [cal of the calibration detector, respectively. Note, that the
slope< of the fit stays the same between all three fits (for the original data and the upper
and lower error bounds), as the 5 % error on the efficiency of the calibration detector acts
as a constant offset on the resulting mean photon number per pulse.

Fit Boundaries

The linear fit to determine the mean photon number per pulse (Fig. 3.2) is only based
on measurement data within the region marked by the vertical dashed lines. The lower
boundary stems from a saturation effect of the 1-pixel SNSPD, which occurs when too
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3 Input State Calibration

many photons are incident. Above a certain mean photon number the detector will click for
every laser pulse, which means the click probability ?click = 1. Therefore, the dependency
of the mean photon number to attenuation is no longer accurate, as the natural logarithm
of zero is not defined (compare Eq. (3.3)).

The upper boundary is set due to a chosen limit to the Poisson error on the counting
statistics. The maximum relative error on the counts was chosen to be 5%, in order to be
negligible in comparison to the uncertainty in the efficiency of the calibration detector.
With this, it is possible to calculate the minimum number of counts needed to not exceed
this chosen limit: √

G

G
=

1
√
G
≤ 5% ⇒ G ≥ 400 , (3.5)

where G is the number of counts and the fraction describes the relative Poisson error.
That means, all measurement points to the right of the vertical dashed line in Fig. 3.2 are
excluded from the fit, since they do not have sufficient statistics (not enough clicks where
measured for these coherent input states).

Now that it is possible, to calculate the mean photon number per pulse only depending on
the attenuation setting of the attenuators, the coherent input states have been calibrated.
In the next section, the main quantum detector tomography measurement of the 4-pixel
SNSPD will be described. Note, the input state calibration and the analysis were specifically
described for the 4-pixel SNSPD detector tomography experiment. However, this is a
general concept, which will be applied prior to any other measurement. An input state
calibration is necessary before any measurement, as it is not guaranteed that the laser
source is perfectly stable if it has been switched off in the meantime, which leads to
slight variations in the coherent states. The only parameters that will change between
measurements are the y-axis intercept 1 and the slope< of the linear fit, which determine
the dependency of the mean photon numbers =̄ on the attenuations U in the experiment in
Eq. (3.4).

3.3 Second-Order Correlation Function

The second-order correlation function 6 (2) can be used to determine the photon statistics
of a light source. For quantum detector tomography it is important to know whether the
generated input states are truly coherent, as the input state matrix F in Eq. (2.11) assumes
Poissonian statistics.

Typically, a Hanbury Brown-Twiss (HBT) experiment is carried out to assess the photon
statistics of a light source. In an HBT experiment photons pass through a 50:50 beam splitter
and are detected by a single-photon detector in either arm. A counter/timer will record
the time g that elapses between the start pulse from detector one and the stop pulse from
detector two, while simultaneously counting the number of pulses from each detector [62].
It is apparent that for antibunched light (with sub-Poissonian photon statistics), where for
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Figure 3.3: Schematic visualization of the coincidence counting for two channels/detectors. Only
pulses within the 10 ns coincidence window after the laser-synchronization pulse are
recorded. 2- and 2. indicate a normal count from the detectors, whereas 2-. labels a
coincidence count between the two detectors, which also entails both a count for 2-
and 2. (adapted from [63]).

example single photons with a long time interval between them are incident on the beam
splitter, the counter/time will never record an event for g = 0, as the single photons are
either detected by the first or the second detector and no coincidence counts can occur.
The opposite of this occurs for bunched light (with super-Poissonian photon statistics),
where always bunches of photons are incident at the 50:50 beam splitter, which will be
distributed evenly into both arms. Hence, the probability of detecting a coincidence count
for g = 0 is high.

For perfectly coherent light (with Poissonian photon statistics), which has random time
intervals between photons, the probability of detecting a stop pulse is the same for any
time interval g and the second-order correlation function 6 (2) (g) = 1. This enables a
classification of the photon statistics of a light source by comparing the second-order
correlation function for the time interval of g = 0 [62]:

6 (2) (g = 0)


> 1 , super-Poissonian
= 1 , Poissonian
< 1 , sub-Poissonian .

(3.6)

To classify the photon statistics of the laser used in this thesis, a slightly different approach
is used. In Chapter 5 a 4-bin spatially multiplexed detector is build to perform detector
tomography. However, the experimental setup consisting of three 50:50 beam splitters
that split incoming laser pulses into four detection channels enables a direct calculation
of the second-order correlation function 6 (2) of the light source. A time tagger records
detection events in a 10 ns coincidence window, synchronized to the laser pulses, from all
individual detectors as well as coincidences between any two of the detectors (see Fig. 3.3
as reference). As only two detectors are necessary for a 6 (2) -measurement, this setup of
four detectors enables a total of six measurements, which ultimately increases the accuracy
of the resulting 6 (2) (0)-value for the photon statistics of the laser. The measurement is
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Figure 3.4: Second-order correlation function 6 (2) (0) as a function of the mean photon number
for all six combinations of two of the four detectors A, B, C and D. The weighted
mean calculated from values for different mean photon numbers is displayed for each
combination.

performed across the entire power range of the detectors, which includes mean photon
numbers |U3 |2 ≈ 32 for 3 ∈ [0, 11].

The second-order correlation function for a time interval of g = 0 and for detectors - and
. can be calculated using the formula [64]:

6
(2)
-.

(0) = 2-.20

2-2.
, (3.7)

where 2-. is the coincidence count rate between detector - and . , 2- and 2. are the
count rates of detector - and . respectively and 20 is the repetition rate of the laser. This
calculation is carried out for all mean photon numbers |U3 |2 and for any combination of two
of the four detectors A, B, C and D. The error Δ6 (2)

-.
(0) of this measurement is calculated

using Gaussian error propagation based on assuming Poisson errors on the counting
statistics Δ2 =

√
2 , whereas the standard deviation between the recorded repetition rates is

used as the uncertainty on 20, as the repetition rate is very stable.

In Fig. 3.4 the second-order correlation function at g = 0 is plotted for all combinations
against the mean photon number of the coherent input states. Afterwards, a weighted
mean for the 6 (2) -values for different mean photon numbers is calculated for each of the
six combination of two detectors (see Appendix A for calculations). Finally, the mean of
the weighted means is calculated in order to obtain a value of 6 (2) (0) = 1.00002(34) that
characterizes the photon statistics of the laser source as Poissonian. Hence, the light pulses
of the laser can be safely assumed to be coherent. The uncertainty is calculated using
Gaussian error propagation based on the standard error of the weighted mean.
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Detector Tomography:
4-Pixel Detector 4

This chapter describes the quantum detector tomography experiment of the 4-pixel SNSPD.
First the experimental setup will be introduced as well as further important considerations
such as the choice of coherent input states. Afterwards, the experimental data will be
analyzed and prepared for the tomographic reconstruction of the POVM matrix Π that
characterizes the device. Lastly, the POVM elements will be used to define the main figures
of merit: efficiency, dark-count probability and cross-talk probability and to visualize
the detector outcomes in phase space using the Wigner function representation. The
chapter ends with a reliability test of the POVMs, when decreasing the number of coherent
input states and thus the Hilbert space dimension. These considerations are important
for increasing detector array sizes, as the necessary time for the reconstruction and the
computational demand will also increase. Parts of this chapter have been submitted for
publication [65].

4.1 Experimental Setup

Before conducting a measurement, it is important to determine the optimal bias current
�bias for the 4-pixel SNSPD. As mentioned in the end of Section 2.1.2, the detector needs
to be operated close to, but beneath the critical current to avoid latching but achieve
maximum efficiency. Therefore, a bias curve will be recorded, where the count rate for
a fixed coherent input state will be measured with a time tagger while varying the bias
current. The 4-pixel device has five possible outcomes corresponding to different voltage
thresholds (see oscilloscope traces in Fig. 4.1(a) for reference). For this measurement, the
lowest voltage threshold for the “at least 1-click” event will be used. Hence, all click events
will be registered, as the time tagger counts the number of times the chosen voltage
threshold is exceeded. A clear bias plateau shown in Fig. A.1, reveals a region of possible
bias currents �bias.

Additionally, the optimal voltage thresholds to read out the different outcomes of the
4-pixel device need to be found. Typically, an oscilloscope is utilized to manually find
the different threshold levels. However, here an alternative method is used, which could
be called a “threshold sweep”. For this, the 4-pixel SNSPD will detect a coherent state
with a large enough mean photon number to allow for “at least 4-click” events, while
the time tagger measures the count rate for varying voltage thresholds. By plotting the
measured count rate on a logarithmic scale against the threshold, four steps can be seen,
which correspond to the different outcomes of the detector (Fig. 4.1(b)). Note, that the
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4 Detector Tomography: 4-Pixel Detector

Figure 4.1: (a) Oscilloscope traces of the five possible electrical response signals of the 4-pixel
detector as a heat-map (from [27]). The voltage thresholds according to the different
outcomes determined in (b) are marked by the colored dashed lines. (b) Threshold
sweep to determine the optimal voltage thresholds to read out the different outcomes
of the 4-pixel device (for �bias = 17 µA). The count rate is plotted on a logarithmic scale
against the threshold. The steps reveal the possible threshold regimes for different
outcomes. The chosen thresholds (colored vertical dashed lines, labeled in the legend)
are 17mV (≥1-click), 36mV (≥2-click), 60mV (≥3-click) and 80mV (≥4-click).

steps depend on the choice of the bias current. Therefore, the measurement was carried
out for multiple bias currents in the bias plateau. The steps were most pronounced for a
bias current of �bias = 17 µA, which will be the choice of the bias current for all subsequent
measurements. More pronounced steps lead to a better differentiation of the different click
events, which leads to more accurate results.

This threshold sweep is an intuitive way of determining the optimal thresholds. Starting
at low thresholds, all click events will be counted by the time tagger, hence, the count
rate will be high. After exceeding the maximum voltage pulse amplitude of the “at least
1-click” event (see Fig. 4.1(a) for reference), the time tagger will not count these events,
which lowers the count rate. The same applies for the higher outcomes, until finally (above
95mV) the maximum amplitude of the “at least 4-click” event has been exceeded and no
counts will be measured. For thresholds under 10mV the time tagger will trigger on the
noise floor, which explains the increasing trend of the data points (Fig. 4.1(b)). Finally, the
optimal thresholds located approximately in the middle of each step are 17mV (≥1-click),
36mV (≥2-click), 60mV (≥3-click) and 80mV (≥4-click).

For the quantum detector tomography experiment only one part will be changed, compared
to the experimental setup of the input state calibration. The calibrated click detector will
be substituted by the 4-pixel SNSPD (Fig. 4.2). This means, the pulsed laser will generate
coherent states with a repetition rate of 500 kHz, which can afterwards be attenuated. The
polarization of the photons will be adjusted, until the count rate is maximized. Subsequently,
the coherent states will be detected by the 4-pixel SNSPD, which is located in a cryostat at
0.8 K and current biased at 17 µA. In an ensemble measurement, a time tagger synchronized
to the laser pulses will count the different outcomes in a coincidence window of 15 ns, by
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sequentially cycling through the previously determined thresholds. Additionally, a 150 ns
artificial dead time is set in the time tagger, to avoid triggering on noise on the falling edge
of the output signal, which could lead to false detection events.

Pulsed laser

Time tagger

Polarization
controller

PC

Variable optical 
attenuators

dB dB

Cryostat with detector

4-pixel
SNSPD

Figure 4.2: Experimental setup of the quantum detector tomography measurement of the 4-pixel
SNSPD, which is located in a cryostat at 0.8 K. Just like the input state calibration
measurement, a 1556 nm pulsed laser generates coherent states at 500 kHz, which can
be attenuated before being detected by the 4-pixel SNSPD. A time tagger synchronized
with the laser pulses will measure the outcome statistics of the 4-pixel device.

Choosing Input States

As mentioned in Section 2.2.3 the choice of coherent input states is important, to be able
to span the Hilbert space of the detector and gain sufficient statistics, while maintaining
appropriate measurement times. The 4-pixel SNSPD will saturate for pulses with a mean
photon number above 300, which means that the detector will only respond with the
highest outcome (an “at least 4-click” event). As a result, the largest coherent input state
should have meaningful photon number contributions in the same regime. By choosing
the amplitude of the coherent input states to scale quadratically, every photon number
contributes roughly equally to the overall photon number statistics. This can be seen in
Fig. 4.3, where the quadratically increasing coherent input states are plotted in blue and the
resulting sum of the distributions (black dashed line) is smooth and remains approximately
at the same amplitude for higher photon numbers. Additionally and very importantly, the
0-photon coherent input state needs to be measured. This can be done by blocking all input
light to the detector, which results in only measuring dark counts originating from noise
(see Section 2.1.3). Ultimately, this means the amplitude of the coherent input states will
scale approximately quadratically |U3 |2 ≈ 32 with 3 ∈ [0, 18], resulting in photon number
distributions from 0 to 332 photons per pulse, which span the entire Hilbert space of the
detector.

The coherent input states for 3 ∈ [1, 18] are measured for 10 s for each threshold setting, to
achieve sufficient statistics. However, the 0-photon coherent input state, which is essentially
a dark count measurement, needs to be measured for a much longer time. This is because
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Figure 4.3: Photon number distributions from coherent states with quadratically increasing mean
photon numbers from 1 to 324 (blue). The sum of the distributions (black dashed line)
shows that each photon number contributes roughly equally, indicated by the smooth
trend for higher photon numbers.

the 4-pixel SNSPD has a dark-count rate of approximately 200 dark counts per second.
Since the measurement is set up to only count coincidences in a small window around the
laser synchronization pulse, this results in a very small fraction of a second in which the
dark counts will be counted. In fact, multiplying the coincidence window, the repetition
rate of the laser and the expected dark-count rate leads to merely 3 expected dark counts
per gated second. Note, that for this calculation the coincidence window is twice as large
as the window set in the time tagger. This is because dark counts are uncorrelated with
respect to the laser synchronization pulse. Therefore, any counts that occur up to 15 ns
before and after the pulse are counted, leading to a window of 30 ns. At least 400 counts
are needed to be below a 5% relative Poisson error on the counts (compare Eq. (3.5)),
therefore, as only 3 dark counts are expected in a gated second, the 0-photon coherent
input state needs to be measured for at least 134 s and will be measured for 600 s to achieve
sufficient statistics. Note, that due to sufficient measurement statistics, the uncertainty on
the registered counts is negligible in comparison with the uncertainty of the calibration
process (efficiency of the calibration detector).

4.2 Analysis

The next step to perform detector tomography and reconstruct the POVM elements of
the 4-pixel SNSPD is to construct the coherent input state matrix F and the measurement
statistics matrix P. These matrices are constructed based on the Poisson distributions of the
different mean photon numbers used in the experiment and the measurement outcomes of
the 4-pixel SNSPD, respectively.
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4.2.1 Coherent Input State Matrix

A total of � = 19 coherent input states were used in the experiment. The different mean
photon numbers are calculated with Eq. (3.4) for the used attenuations, both can be found
in Table A.1. These states are represented by the matrix F�×" (already introduced in
Eq. (2.11)) with the entries following the Poisson distribution

% (8)
��
3
= �3,8 = 4−|U3 |

2 |U3 |28

8!
, (4.1)

with 3 ∈ [0, 18] and 8 ∈ [0, 442]. Each row of the matrix contains one of the � = 19
coherent input states, which is expanded in the photon number basis. For the following
numerical calculations, it is necessary to truncate the coherent states, as it is not possible
to process infinite contributions to the coherent state (compare Eq. (2.7)). The expansion
is truncated at the maximum Hilbert space dimension " , which is chosen to include
probability amplitudes at six standard deviations greater than the largest coherent input
state

" = |U3max=18 |2 + 6 ·
√
|U3max=18 |2 = 332 + 6 ·

√
332 = 442· (4.2)

The cutoff is chosen at six standard deviations to include all contributions greater than a
threshold of 10−8. This ensures that all meaningful contributions are included in the input
state matrix F. For a comparison of probability amplitudes at different standard deviations
f and the Poisson distribution of the largest coherent input state see Fig. 4.4.
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Figure 4.4: (a) Probability amplitudes of the largest coherent input state % (332 + f)
��
18 for standard

deviations f ∈ [0, 7] on a logarithmic scale. The threshold of 10−8 is marked by the
horizontal dashed line. (b) Poisson distribution of the coherent state with mean photon
numbers of |U |2 = 332. The corresponding truncation limit of six standard deviations
(6f) is marked by the vertical dashed line.

Choosing an adequate truncation value for the coherent state expansion is crucial, as the
reconstruction assumes coherent states in the input state matrix F (compare Section 2.2.3).
If the truncation is set to low, higher states are not represented correctly, which leads to
a mixture of Poissonian and non-Poissonian states in the matrix F and consequently an
unreliable reconstruction of the POVM matrix Π.
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4.2.2 Measurement Statistics Matrix

As mentioned in Sections 2.1.2 and 4.1, the 4-pixel SNSPD has # = 5 possible outcomes,
which enable the quasi-photon-number resolution, by placing a lower bound on the number
of photons incident on the device. Experimentally, these outcomes are measured as “at
least =-click” count rates 2= , with = ∈ [0, 4], which correspond to at least = pixels firing.
To simplify the notation, 20 (at least 0 clicks) will correspond to the repetition rate of the
laser (500 kHz). Due to small variations in the measurement time for different ensemble
measurements, on a time scale of 500 kHz−1, it can occur that count rates 2= are smaller
by a few counts than count rates 2=′>= . Although, given the readout method of the time
tagger, where the events 2=′ are contained in the events 2=<=′ , this should not be possible.
As an example, the “at least 3- and 4-click” events will also be counted for the threshold
setting of the “at least 2-click” events, hence the term “at least” is used. Therefore, these
cases are adjusted following the general rule:

if 2= < 2=+1 : 2= = 2=+1 . (4.3)

Additionally, all count rates are corrected by subtracting the dark-count rate (from the
measurement of the 0-photon coherent input state |U0 |2).

At this point, the outcomes 2= are not orthogonal, since the events 2=′ are contained in the
events 2=<=′ . To achieve orthogonal outcomes, the count rates are transformed using the
expression

2 ′= =


2= , if = = 4
2= − 2=+1 , if = ≤ 3
2= −

∑4
=′=1 2

′
=′ , if = = 0 ,

(4.4)

such that 2 ′= now describes the “exactly =-click” count rates. The count rate for “at least
4-clicks” will not be transformed, since the detector has only four pixels, which makes it
impossible for the device to distinguish four photons from more than four photons. The
no-click or 0-click event is calculated by subtracting the sum of all other count rates from
the repetition rate of the laser 20. This is possible, since all laser pulses that did not lead to
any click event are considered to be a no-click event.

The last step to construct the measurement statistics matrix P is to divide the transformed
count rates by the repetition rate of the laser 20 to calculate click probabilities. Thus, the
matrix elements are given by

%3,= =
2 ′=
20

����
3

. (4.5)
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4.2.3 POVM Reconstruction

To reconstruct the positive operator valued measure (POVM) operators of the 4-pixel
SNSPD, Eq. (2.16) is programmed into Python using the CVXPY module [66, 67]. The code
is based on a MATLAB version from Alvaro Feito and can be found in Appendix A.

Based on the sizes of the previously constructed matrices F�×" and P�×# , the POVM
matrix Π"×# will be setup as a variable from the CVXPY module. All matrix elements
are set to be non-negative and each row of the matrix should sum to one, which are
the constraints of the optimization problem set in Eq. (2.16). Afterwards, the convex
quadratic filter function (also called smoothing function) 6(Π) will be calculated according
to Eq. (2.15). For this reconstruction a smoothing parameter ofW = 0.1 is used. Previouswork
has shown that the choice of the smoothing parameter does not affect the reconstructed
POVM elements [41]. However, during the analysis in this work, this was found to be
incorrect (at least specifically for SNSPDs). The choice of different smoothing parameters
and their effect on the POVM elements will be discussed in more detail in Section 4.3.3.
The optimization begins with an initial guess for the matrix elements of Π. Subsequently,
each iteration will follow the minimization given in Eq. (2.16), until the cost function is
minimized.

4.3 Results

As mentioned in Chapter 1, the positive operator valued measures (POVMs) of a detector
reveal many detector characteristics, such as efficiency, dark-count probability and cross-
talk probability. This section will present the extracted figures of merit of the 4-pixel
SNSPD, as well as detector Wigner functions and further results.

4.3.1 Reconstructed POVM Elements

A successful optimization of the problem from Eq. (2.16) based the experimental data for
the 4-pixel SNSPD leads to the reconstructed POVM elements shown in Fig. 4.5 up to
a photon number of 8 = 50. All five outcomes follow the expected smooth distribution
in the photon number basis for lossy detectors shown in Fig. 2.5 for a modeled detector
and show an overall close resemblance. The error bars stem from two additional POVM
reconstructions (acting as lower and upper bounds) based on assuming an uncertainty in
the amplitudes of the coherent input states, therefore on the coherent input state matrix
F, due to the uncertainty on the efficiency of the calibration detector of [cal = (83 ± 5) %
(compare Section 3.2). The saturation of the = = 4 event means that the 4-pixel SNSPD
will always respond with the largest outcome (an “at least 4-click” event) for input states
with photon numbers 8 > 45.

To assess the reconstructed POVM elements of the 4-pixel SNSPD, the Purity(c=) and
the effective Hilbert space dimension "eff(=) are calculated for all five outcomes with
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Figure 4.5: Diagonal elements of the reconstructed POVM operators c= of the 4-pixel SNSPD
in the photon number basis (here shown up to |50〉〈50|) for all # = 5 outcomes: no-
click (black), one click (red), two clicks (green), three clicks (yellow), and at least four
clicks (blue). Error bars are based on assuming 5 % uncertainty on the efficiency of the
calibration detector.

Eq. (2.19) and Eq. (2.21), respectively (see Table 4.1 for results). Overall, the purity or
photon-number resolving performance of the 4-pixel device is not very good, as indicated
by Purity(c=) � 1. However, lossy detectors can not achieve a purity equal to unity, as
photons from the input states will be lost or not detected and thus contribute to lower click
events. Especially for this 4-pixel SNSPD, a 2×2 array of click-detectors, it is possible that

Table 4.1: Purity and effective Hilbert space dimension of the reconstructed POVM elements of
the 4-pixel SNSPD.

Purity(c=) "eff(=)
c0 0.422744 2.3655
c1 0.206398 4.84501
c2 0.101156 9.88569
c3 0.0427984 23.3653
c4 0.0023035 434.121

multiple photons impinge on one pixel simultaneously, which as a result will only click
once and thus is not inherently photon-number resolving. This behavior is reflected by the
broadened distribution of the reconstructed POVMs in the photon number basis in Fig. 4.5
or equivalently the effective Hilbert space dimensions "eff(=) > 1, which indicates that
multiple orthogonal input states have significant contributions to a specific detection event.
The extremely small purity or correspondingly high effective Hilbert space dimension for
the “at least 4-click” POVM c4 gives a perfect indication about the size of the detector array.
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All input states larger than a specific threshold contribute to the highest measurement
outcome, an “at least 4-click” event, since the device consists of only four pixels and thus
can not resolve more than four impinging photons.

The reconstructed POVM matrix elements \ (=)
8

are the conditional probabilities

\
(=)
8

= ? (= clicks|8 incident photons) , (4.6)

to receive an =-click event given 8 incident photons. Therefore, with the right definition,
these reconstructed POVM elements can yield bounds on several detector figures of merit,
such as efficiency [, dark-count probability ?dark and cross-talk probability ?xtalk. Note, all
probabilities in the POVM matrix are given in “per pulse”, rather than “per second”.

4.3.2 Efficiency

The efficiency [ of a detector can be defined as the probability that the detector responds
with a click given that a single photon was incident. With the understanding that the
POVMmatrix elements are conditional probabilities, an intuitive equation for the efficiency
can be formulated:

[ =

#−1∑
==1

? (= |1) = 1 − ? (0|1) , (4.7)

where # = 5 is the total number of possible outcomes of the 4-pixel detector. The formula
sums all probabilities that one or more clicks occur given one incident photon. Equivalently,
since the probability that one of the possible outcomes occurs has to be equal to unity
(which is also a constraint on the reconstruction in Eq. (2.16)), the counter-probability of the
0-click event can also be used for the calculation of the efficiency. With this definition, only
a single POVM matrix element is necessary to determine the efficiency of the device using
quantum detector tomography. The reconstruction yields a value of ? (0|1) = 0.37 ± 0.04,
which results in an efficiency of [ = (63 ± 4) %. The error stems from the uncertainty of
the input state calibration, as mentioned in Section 4.3.1.

To validate this value, a separate experiment can be carried out to individually characterize
the efficiency. In this experiment count rates from the 4-pixel SNSPD and a calibrated 1-
pixel SNSPD with a known efficiency of [cal = (83 ± 5) % (compare Chapter 3) are recorded
with a time tagger, for multiple input states. Afterwards, the mean photon numbers per
pulse =̄cal are calculated from the count rates using Eq. (3.3) for the calibration detector.
To calculate the mean photon numbers per pulse based on the count rates of the 4-pixel
device, the formula

=̄4-pixel = − ln
(
1 − count rate

rep. rate

)
(4.8)

is used. Note, that this is the same formula as Eq. (3.3) except without the correction for
the efficiency, as the efficiency of the device is still unknown. By dividing the calculated
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mean photon numbers from the 4-pixel count rates by the mean photon numbers from the
calibration detector count rates, the efficiency of the 4-pixel SNSPD can be calculated to

[ =
=̄4-pixel

=̄cal
= (65 ± 4) % . (4.9)

The uncertainty of this measurement is calculated using Gaussian error propagation
and stems solely from the uncertainty of the efficiency of the calibration detector. The
uncertainties on the count rates and the repetition rate are negligible and the standard
deviation of the efficiencies between all measured input states is as low as 0.008, which
means that the uncertainty cannot be improved by taking more data. The efficiency
values from the individual characterization and the reconstruction are in good agreement,
which validates the efficiency definition based on the reconstructed POVMs of the 4-pixel
device.

4.3.3 Dark-Count Probability

As introduced in Section 2.1.3, dark counts are detection events that originate when no
light is incident on the detector. Hence, the probability to receive a dark count corresponds
to the conditional probability

?dark = ? (1|0) (4.10)

and can directly be obtained from one matrix element of the reconstructed POVMs.

Smoothing Parameter Investigation

As mentioned in Section 4.2.3, previous work has shown that the reconstructed POVM
elements are largely unaffected by the choice of the smoothing parameter W [41]. However,
the choice of an appropriate smoothing parameter is manifest in the dark-count probability
estimation. The probability to receive a click when no photons are incident \ (1)

0 is expected
to be very small, because of the typical low dark-count rates of SNSPDs. However, the
probability of a click when one photon is incident \ (1)

1 is expected to be significantly
larger, due to the relation of this element to the efficiency of the device (compare Eq. (4.7)),
which is in the order of tenth of percent for SNSPDs. Figure 4.6(a) visualizes this difference
between photon numbers 8 = 0 and 8 = 1 for the = = 1 event (red bars). In this special
case, where two neighboring POVM elements are expected to vary by several orders of
magnitude, an inopportune choice, that means choosing a smoothing parameter that is
too large, can significantly overestimate the smaller of the two elements.

To illustrate the dependence on the smoothing parameter, Fig. 4.6(b) shows the “dark-count
POVM element” \ (1)

0 as a function of the smoothing parameter W . It is clear, that below
a threshold of W = 0.17 (vertical dashed line) the POVM element is independent on the
choice of the smoothing parameter. However, above this threshold, all values for W will
lead to an overestimation of the dark-count probability ?dark = ? (1|0) = \

(1)
0 of the device.
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Figure 4.6: (a) Reconstructed POVM elements of the 4-pixel SNSPD (the same as in Fig. 4.5) on
a logarithmic scale for the photon numbers up to 8 = 2, to visualize the difference in
the magnitude of the probabilities. (b) Dependence of the \ (1)

0 POVM element (small
red bar for 8 = 0 in (a)) on the smoothing parameter W . For W > 0.17 (indicated by the
dashed line) the smoothing causes an overestimation of the given element.

To be below this threshold, the smoothing parameter was chosen to be W = 0.1 for the main
POVM reconstruction.

As the dark-count probability seems to vary slightly for smoothing parameters below the
threshold of W = 0.17, the mean value of all reconstructions for W ∈ [0, 0.17] in steps of 0.01
will be used to determine the dark-count probability of the 4-pixel SNSPD. This results in
?dark = (5.9 ± 1.6) × 10−6. The error is determined by the standard deviation.

To validate the dark-count probability (per pulse) from the reconstruction, a separate
dark-count measurement is carried out. For this experiment all input light gets blocked to
the detector and a time tagger counts the number of times the detector clicks per second.
This measurement reveals a dark-count rate of 211.3 dark counts per second. To be able
to compare this value to the dark-count probability from the reconstructed POVMs, it
has to be multiplied by the coincidence window used in the experiment, since this is
the fraction of a second in which dark counts were measured per second and per pulse.
For the uncorrelated dark counts, the coincidence window is 30 ns (compare Section 4.1),
which results in ?dark = (6.34 ± 0.15) × 10−6. The error stems from the Poisson error on
the counting statistics, which resulted in a relative error of 2.29%. Both values from the
individual measurement and the reconstruction are in good agreement. Note, that the
uncertainty for the individual dark-count measurement is notably smaller, however, the
advantage of quantum detector tomography is that one well-designed experiment is able
to characterize the entire detector, thus multiple figures of merit at once.
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4.3.4 Cross-Talk Probability

Cross-talk is a source of noise that has to be investigated for detector arrays. Especially,
for the detector used in this thesis, which consists of four pixels that are wired in series
(compare Fig. 2.3), cross-talk can lead to additional false detection events, as explained in
Section 2.1.3.

Unlike dark counts, cross-talk is conditional noise, as additional counts can occur due to
another pixel firing. Cross-talk is indicated by the significantly larger probability ? (2|1)
(two clicks given one incident photon) compared to the probability ? (1|0) (two clicks given
one incident photon) in Fig. 4.6, which can only be explained by some additional noise
source increasing this probability. However, cross-talk manifests itself most clearly in the
occurrence of contributions to the probability distribution for photon numbers 8 < =, as
indicated by the red bars in Fig. 4.7(c)-(e). Note, that for an ideal detector (no cross-talk),
these contributions are impossible, since e.g. a single photon can not cause a two click
event, as it is absorbed by the detector material upon impinging on the first pixel or in
general, it is not physically possible that 8 photons can cause = clicks for 8 < =.
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Figure 4.7: Reconstructed POVM elements up to a photon number of 8 = 4, displayed in a bar
graph per outcome =. The effect of cross-talk is shown through contributions from
photon numbers 8 < = to the click-events = (marked by the red bars).

In principle, cross-talk will affect POVM elements ? (= |8), for = > max(8, 1) when disre-
garding loss and ? (= |8), for = > 1 when including loss. Focusing on the element ? (2|1)
(two click given one incident photon) it is possible to find an intuitive definition for the
single-pixel cross-talk probability of the device as

?xtalk = ? (2|1) − ? (1|1)? (1|0) . (4.11)
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The reason behind this is, that in the absence of cross-talk, the case of two clicks given one
incident photon (? (2|1)) can only be caused by one incident photon causing a click (? (1|1))
and an additional dark count arising from the remaining pixels (? (1|0)). Any additional
counts in this scenario are attributed to cross-talk.

Following this definition and with ? (2|1) = 0.14 ± 0.01, ? (1|1) = 0.49 ± 0.03 and ? (1|0) =
?dark = (5.9 ± 1.6) × 10−6, the cross-talk probability of the 4-pixel SNSPD can be estimated
by ?xtalk = (14 ± 1) %.

A 14 % probability of an additional pixel firing due to a detection event on another pixel
is fairly high. To improve detector arrays in general and thus decrease the cross-talk
probability, several possibilities can be considered. A long bias plateau in combination
with very pronounced voltage thresholds for the individual outcomes, or better (low-noise)
amplifiers or even low-temperature amplifiers would enable an operation of the detector at
lower bias currents. As cross-talk is caused by small current density fluctuations, a lower
bias current further away from the critical current of the superconducting nanowire can
significantly decrease the probability of cross-talk events. An optimization of the detector
geometry can also be beneficial.

Although, the 4-pixel SNSPD has a long bias plateau (compare Fig. A.1) the bias current �bias
was chosen very close to the critical current, which can certainly lead to an increased cross-
talk probability. However, a trade off between a high bias current and well pronounced
threshold levels was made to improve the differentiation of different click events and thus
lead to a more accurate measurement at the cost of an increased cross-talk probability.

As already indicated in Section 2.1.3, the task of independentlymeasuring ormodeling cross-
talk is challenging, as it depends on the total number of pixel, the number and location of
remaining pixels after a detection event and correlations between pixels, which ultimately
needs recourse to the underlying working principle and geometry of the device [46–53].
The complexity of an underlying model can be illustrated using merely the probability
? (2|2), as there are multiple combinations that would contribute to this element:

• two photons impinge, both cause a click
• two photons impinge, one photon gets lost, the other one causes cross-talk
• two photons impinge, one photon gets lost, a dark count causes another click
• two photons impinge, both get lost, two dark counts cause two clicks
• two photons impinge, both get lost, a dark count causes cross-talk

Nevertheless, the aim of this section is to provide an intuitive and straightforward esti-
mate of the cross-talk probability of detector arrays, which certainly serves as a useful
characteristic of the device. This estimate could for example be used as a figure of merit to
directly compare and possibly classify commercially available detector arrays.
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4.3.5 Detector Wigner Functions

Besides determining detector figures of merit, the POVM operators c= can also be used
to visualize detection outcomes in phase space using the Wigner function representation.
Figure 4.8(a)-(e) shows Wigner functions for the five possible outcomes of the 4-pixel
SNSPD.

Figure 4.8: (a)-(e) Wigner functions of the five possible outcomes of the 4-pixel SNSPD, directly
calculated from the POVM operators c= . Negativity indicates non-classicality, which
classifies this detector as a quantum detector that can detect non-classical optical states.
(f) Comparison of the “at least 4-click” POVM c4 of the 4-pixel SNSPD (blue) and the
density matrix d4 = 1 − |3〉〈3| − |2〉〈2| − |1〉〈1| − |0〉〈0| (black), which is a theoretical
description of the “at least 4-click” event. The cut contains all information, as the
Wigner functions show rotational symmetry, due to phase-insensitivity of the 4-pixel
SNSPD.

The detector Wigner functions for events = ≤ 3 show close resemblance to those of Fock
states, which confirms the capability of the 4-pixel SNSPD as a photon-number resolving
detector in the non-saturated regime [39]. The resemblance stems from the fact that the
density matrix of Fock state |=〉 is given by d= = |=〉〈= | and a perfect quantum mechanical
measurement of an =-click event is also described by the density matrix d=-click = |=〉〈= |.
The 0-click Wigner function, (0) is broadened compared to the vacuum state |0〉〈0|, as
losses increase the sensitivity of the 0-click event to higher photon numbers. The clear
negativity at the origin of the 1-click Wigner function, (1) indicates the absence of a
classical optical analogue. Hence, this device is a fundamental quantum detector with the
ability to detect non-classical optical states [39].
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The rotational symmetry of the Wigner functions around the origin stem from the phase-
insensitivity of the 4-pixel SNSPD. The “at least 4-click” Wigner function of the device
is distinctly different compared to the other events. This is already explained by the use
of the term “at least”. The detection event is not described by the density matrix |4〉〈4|,
but rather by d4 = 1 − |3〉〈3| − |2〉〈2| − |1〉〈1| − |0〉〈0|, as the detector can not distinguish
between four or more than four photons. Figure 4.8(f) shows a comparison of the detector
Wigner function based on the reconstructed POVM c4 and the Wigner function for d4.
The matching shape of the distributions validates the theoretical description of the “at
least 4-click” detector outcome. However, d4 does not account for loss or noise such as
dark-counts and cross-talk. Accounting for those, may improve the match between the
curves. Note that the end ripples in Fig. 4.8(f) are an edge effect caused by number state
cutoff [41].

4.3.6 Convergence and Sanity Check

The definitions for the three main detector figures of merit: efficiency, dark-count proba-
bility and cross-talk probability, only depend on four matrix elements of the reconstructed
POVM Π (compare Sections 4.3.2-4.3.4). Additionally, these elements only depend on the
photon numbers 8 = 0 and 8 = 1 in the POVM matrix Π, which rises the question, whether
it is possible to receive the crucial elements from fewer states with lower mean photon
numbers per pulse.

This section aims to find the minimum number of states and the lowest mean photon num-
ber necessary that reliably determine the four elements corresponding to the probabilities
? (1|0), ? (0|1), ? (1|1) and ? (2|1). This information is important, when applying quantum
detector tomography to considerably larger detector arrays, since for increasing detection
outcomes # , states � and mean photon numbers per pulse to saturate the detector and
span the Hilbert space dimension" of the device, the reconstruction time and the demand
for computing power will also increase.

First, the meticulous choice of the truncation of the coherent state expansion i.e. the
Hilbert space dimension " in Section 4.2.1 will be investigated. To do that, the POVM
matrix Π will be reconstructed multiple times following the standard procedure from
Eq. (2.16) with varying Hilbert space dimensions " . Figure 4.9 shows the four POVM
elements corresponding to the probabilities ? (0|1), ? (1|0), ? (1|1) and ? (2|1) as a function
of the Hilbert space dimension" . All four elements converge for Hilbert space dimensions
" > 400, which shows the importance of choosing an appropriate value for the truncation
of the coherent state expansion in the photon number basis. Furthermore, this confirms
the selection of including probability amplitudes six standard deviations greater than the
largest coherent state in the coherent input state matrix F (compare Section 4.2.1), as all
meaningful contributions to the probability distribution are included and no degradation
to the description of the coherent states can be noticed.
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Figure 4.9: POVM elements corresponding to the probabilities ? (0|1), ? (1|0), ? (1|1) and ? (2|1)
(from top left to bottom right) as a function of the Hilbert space dimension" .

Afterwards, the dependency of the four important POVM matrix elements on the number
of coherent input states � , with that the size of the largest coherent state |U |2, will be
examined. In the experiment, the mean photon numbers of the coherent states were chosen
to scale approximately quadratically |U3 |2 ≈ 32 with 3 ∈ [0, � − 1]. By performing multiple
reconstructions of the POVM matrix Π, further truncating the number of input states
� for each reconstruction, the effect on the POVM elements can be investigated. The
Hilbert space dimension " for a specific reconstruction will be adjusted according to
the current number of input states � , which determines the mean photon number of the
largest coherent state.

To visualize the results of the different reconstructions, the relative deviation of the POVM
elements to those of the full reconstruction (compare Section 4.3.1)

X\
(=)
8

=

���\ (=)
8

− \
(=)
8,full

���
\
(=)
8,full

(4.12)

is plotted against the number of coherent input states � (Fig. 4.10). Except the dark-count
POVM element \ (1)

0 , the other three probabilities show convergence with very low relative
deviations at � = 6 coherent input states. This corresponds to a mean photon number
of |U5 |2 ≈ 25 for the largest necessary coherent state and a Hilbert space dimension of
" = 55. The reason that the element \ (1)

0 , shown in Fig. 4.10(a), does not converge is that
the amplitude of this element is in the order of 10−6, which means that even the slightest
variations will cause significant relative deviations although the order of magnitude is
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Figure 4.10: Relative deviation X\ (=)
8

of the four important POVM elements (corresponding to the
probabilities ? (0|1), ? (1|0), ? (1|1) and ? (2|1)) to those of the full reconstruction in
Section 4.3.1 as a function of the total number of coherent input states � .

unchanged. The results indicate that the three main figures of merit: efficiency, dark-count
probability and cross-talk probability for this specific device (the 4-pixel SNSPD) can
be determined with high accuracy, compared to the full reconstruction, from merely six
coherent input states with mean photon numbers of |U |2 ≈ 0, 1, 4, 9, 16 and 25. A fidelity
(Eq. (2.18)) of F ≥ 99.8% for all outcomes = reveals an almost perfect match between the
adjusted POVM and the full POVM, when truncating both matrices at " = |U5 |2 = 25.
The choice of this truncation is explained by the fact that the POVM elements c= are not
representative for photon numbers 8 that exceed the largest mean photon number |U3max |2,
as no detector response has been measured for these photon numbers (see the following
section for further details).

The full reconstruction of the POVM elements of the 4-pixel detector, that means the
execution time of the entire Python-function took roughly 8 s. Reducing the number of
input states � , thus the Hilbert space dimension" (compare Fig. 4.10) and plotting the
calculation time against the total number of POVM matrix elements # ·" , which is the
number of variables in the reconstruction, revealed a linear dependency (compare Fig. A.2
in the appendix). In Fig. 4.10 it was found that the “truncated reconstruction” for merely
� = 6 coherent input states (and a corresponding Hilbert space dimension of " = 55)
revealed very small deviations from the full reconstruction of the POVM matrix Π with a
fidelity of almost unity. The time for this reconstruction was merely 0.9 s, resulting in an
eight times faster calculation. All reconstructions were executed on a standard desktop
computer with 16 GB RAM and no computational effort could be noticed.
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4 Detector Tomography: 4-Pixel Detector

The calculations in this section do not allow for any generalization for other detectors as
they may be inherently different. However, it does show that characterizing the figures
of merit of larger detector arrays through quantum detector tomography is in principle
possible without the need to saturate the device or span the entire Hilbert space, which
will ultimately save valuable calculation time and computing power.

Sanity Check

Although, it is reasonable to assume that post saturation of the largest POVM c4 this
element stays saturated, as more photons will also always lead to a 4-click event, this
behavior is not guaranteed, as too much impinging light may cause the detector to latch
and thus making it unable to detect subsequent photons. Only photon numbers for which
a detector response was measured can be correctly represented by the POVMs. This can
be visualized by performing a non-smoothed (W = 0) reconstruction of the matrix Π and
plotting the entire matrix up to 8 = 443 (Fig. 4.11). It can be seen, that all POVM elements
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Figure 4.11: Reconstructed POVM elements c= of the 4-pixel detector with no smoothing applied
(W = 0). Due to the lack of smoothing, the POVM elements do not follow a smooth
distribution (compared to Fig. 4.5). A convergence to 1

#
can be noticed for large

photon numbers 8 .

c= converge to a value of 1
#

= 0.2, where # is the number of outcomes for the 4-pixel
SNSPD. This is explained by a lack of information for large photon numbers 8 , since the
sum of the Poisson distributions of the coherent states in the input state matrix F rapidly
decreases after the largest coherent state, since there are no further states (compare Fig. 4.3).
Due to this lack of information, the reconstruction is not able the assign a photon number
to a detection outcome and therefore making each outcome equally likely. This sanity
check confirms the fact, that the POVM elements c= are only representative for photon
numbers with significant contributions in the coherent states that were measured in the
experiment.
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Detector Tomography:
4-Bin Detector 5
In this chapter quantum detector tomography is applied to another type of detector, a 4-bin
spatially multiplexed detector. This device enables a validation of the cross-talk probability
definition from Section 4.3.4. In principle, this detector design should not show any signs
of cross-talk between detectors, as it consists of four separate devices each current biased
and read out individually. Therefore, the cross-talk probability ?xtalk should equal zero.
Although, it should be mentioned, that since the detectors are located in the same cryostat
and use a common ground, some unwanted connection between the devices is possible,
for example in the amplification of the detector signals.

5.1 Experimental Setup

First, the coherent input states need to be calibrated to find their mean photon numbers. The
calibration procedure is described in Chapter 3. Afterwards, the 4-bin detectormeasurement
can be carried out. The experimental setup is shown in Fig. 5.1. Just like the input state
calibration measurement and the 4-pixel detector tomography measurement, a 1556 nm
pulsed laser generates coherent states at 500 kHz, which can be attenuated by two computer
controlled variable optical attenuators. The input states are split into four channels via three
50:50 beam splitters. Before impinging on the detectors, the polarization can be controlled
separately in each channel. This is important, as each SNSPD is optimized for a slightly
different polarization. The output pulses of the detectors are measured in synchronization
with the laser pulses in a 10 ns coincidence window using a time tagger. The detectors used
for this measurement are three 1-pixel SNSPDs and the 4-pixel SNSPD (read out at the
1-click threshold), all located in a cryostat at 0.8 K. The optimal bias currents �bias, voltage
thresholds and artificial dead times (to avoid triggering on noise on the falling edge of the
output pulse) can be found in Table A.3.

With this detection scheme, there are multiple combinations for different =-click events.
For example for a 4-bin detector, there are four possibilities, that one click occurs (as
each detector can click independently), but only one case where four clicks occur (as all
detectors need to click simultaneously). For a 9-bin detector the formula to calculate the
number of possible combinations of click events = (without the = = 0 or no-click event)
is:

� =

9∑
==1

(
9

=

)
=

9∑
==1

9 !
=!( 9 − =)! = 29 − 1. (5.1)
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5 Detector Tomography: 4-Bin Detector

Pulsed laser Polarization
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Variable optical
attenuators
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Figure 5.1: Experimental setup for the 4-bin detector tomography experiment. The 4-bin spatially
multiplexed detector consists of four individual detectors all located in a cryostat at
0.8 K. A 1556 nm pulsed laser generates coherent states at 500 kHz, which can be atten-
uated before being split into the four detection channels. A time tagger synchronized
with the laser pulses will measure the outcome statistics of the 4-bin device.

For 9 = 4 bins, that calculates to � = 15 different combinations. Therefore 15 coincidence
count rates (four 1-click cases, six 2-click cases, four 3-click cases and one 4-click case) are
measured with the time tagger all in coincidence with the laser pulses.

Similar to the 4-pixel SNSPD detector tomography experiment, the states are chosen to
scale approximately quadratically |U3 |2 ≈ 32 with 3 ∈ [0, 11], resulting in photon number
distributions from 0 to 122 photons per pulse, which span the entire Hilbert space of the
detector. Compared to the 4-pixel detector, fewer and therefore smaller coherent states
are sufficient, as the 4-bin detector shows a saturation of the 4-click event for a mean
photon number of |U11 |2 ≈ 122 per pulse. Each coherent input state is measured for 10 s
or equivalently 5 × 106 times to achieve sufficient statistics. As explained in Section 4.1,
the 0-photon input state, also called dark-count measurement, is measured for 600 s for
sufficient statistics, as the dark-count rates for SNSPDs are very low.

5.2 Analysis

To perform detector tomography and reconstruct the POVM elements of the 4-bin detector,
the measurement statistics matrix P and the coherent input state matrix F need to be
constructed from the experimental results and the mean photon numbers used in the
experiment, respectively.

5.2.1 Coherent Input State Matrix

The coherent input state matrix F for the� = 12 input states is constructed in the same pro-
cedure as explained in Section 4.2.1. However, a new input state calibration was performed
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5 Detector Tomography: 4-Bin Detector

prior to this measurement, therefore, the fit parameters to calculate the mean photon num-
bers per pulse =̄ from the attenuations U in the experiment are slightly different. The y-axis
intercept is 1 = 4.371+0.027−0.025 and the slope of the linear fit is< = −0.09844 ± 0.00009. The
attenuations and mean photon numbers for this experiment can be found in Table A.4.

5.2.2 Measurement Statistics Matrix

The 4-bin spatially multiplexed detector has # = 5 possible outcomes. However, unlike
the 4-pixel SNSPD, the analysis to arrive at the exact =-click count rates 2 ′= and thus the
measurement statistics matrix P is slightly more involved. Due to the data acquisition,
the resulting 15 different coincidence count rates are non-orthogonal outcomes, meaning
that for example a coincidence count between all four detectors A, B, C and D will also
be measured as a coincidence count between all combinations of three detectors, two
detectors and one detector. This also applies to other coincidence count rates, for example
a coincidence count between detectors A, B and C (here indexed with 2ABC) will also trigger
a coincidence count in all combinations of two of these detectors, such as 2AB, 2AC and 2BC.
With this in mind, the first step is to transform the “at least” count rates 2 to “exact” count
rates 2 ′.

The “at least 4-click” count rate will stay unchanged, since it is not possible to distinguish
between four or more than four photons with a 4-bin multiplexed detector:

2 ′ABCD = 2ABCD. (5.2)

The four different 3-click coincidence count rates will be calculated by subtracting the “at
least 4-click” count rate:

2 ′ABC = 2ABC − 2ABCD (5.3a)
2 ′ABD = 2ABD − 2ABCD (5.3b)
2 ′ACD = 2ACD − 2ABCD (5.3c)
2 ′BCD = 2BCD − 2ABCD . (5.3d)

The reason is that every “at least 3-click” count rate contains the “at least 4-click” count
rate, which means that it is increased by the amount of the “at least 4-click” count rate.

This also applies to the 2-click events. Hence, the formulas for those events will include a
subtraction of the “at least 4-click” count rate as well. Additionally, the calculation will
include a subtraction of the correct 3-click count rates, using the same argumentation as for
the 3-click count rates (every time a coincidence is measured between any three detectors
also a coincidence between two of the involved detectors will be counted). Therefore, when
calculating for example the 2-click count rate 2 ′AB the 3-click count rates jointly containing
the detectors A and B need to be subtracted from the “at least 2-click count rate” (care
must be taken to ensure not to subtract the “at least 4-click” count rate twice, therefore it
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5 Detector Tomography: 4-Bin Detector

is advised to always subtract the non-transformed count rates 2):

2 ′AB = 2AB − 2 ′ABC − 2 ′ABD − 2ABCD (5.4)

Substituting in the correct equation from Eq. (5.3) and applying it also to the remaining
five 2-click coincidence events leads to the following equations:

2 ′AB = 2AB − 2ABC − 2ABD + 2ABCD (5.5a)
2 ′AC = 2AC − 2ABC − 2ACD + 2ABCD (5.5b)
2 ′AD = 2AD − 2ABD − 2ACD + 2ABCD (5.5c)
2 ′BC = 2BC − 2ABC − 2BCD + 2ABCD (5.5d)
2 ′BD = 2BD − 2ABD − 2BCD + 2ABCD (5.5e)
2 ′CD = 2CD − 2ACD − 2BCD + 2ABCD . (5.5f)

The same procedure applies for the transformation of the 1-click count rates which will
ultimately be calculated as follows:

2 ′A = 2A − 2AB − 2AC − 2AD + 2ABC + 2ABD + 2ACD − 2ABCD (5.6a)
2 ′B = 2B − 2AB − 2BC − 2BD + 2ABC + 2ABD + 2BCD − 2ABCD (5.6b)
2 ′C = 2C − 2AC − 2BC − 2CD + 2ABC + 2ACD + 2BCD − 2ABCD (5.6c)
2 ′D = 2D − 2AD − 2BD − 2CD + 2ABD + 2ACD + 2BCD − 2ABCD . (5.6d)

Finally, to calculate the “exactly” =-click count rates 2 ′= , all possible =-click count rates
need to be added together:

2 ′1 = 2 ′A + 2 ′B + 2 ′C + 2 ′D (5.7a)
2 ′2 = 2 ′AB + 2 ′AC + 2 ′AD + 2 ′BC + 2 ′BD + 2 ′CD (5.7b)
2 ′3 = 2 ′ABC + 2 ′ABD + 2 ′ACD + 2 ′BCD (5.7c)
2 ′4 = 2ABCD . (5.7d)

The no-click or 0-click event is calculated by subtracting the sum of all other count rates
from the repetition rate of the laser (again labeled as the “at least 0-clicks” 20). This is
possible, since all laser pulses that did not lead to any click event are considered to be a
no-click event.

Ultimately, to construct the measurement statistics matrix P the transformed count rates
are divided by the repetition rate of the laser 20. Hence, the matrix elements are given by

%3,= =
2 ′=
20

����
3

. (5.8)
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5 Detector Tomography: 4-Bin Detector

5.2.3 POVM Reconstruction

With the coherent input state matrix F and the measurement statistics matrix P the
POVM elements of the 4-bin spatially multiplexed detector can be reconstructed. The
reconstruction of the POVM operators follows the exact same procedure as for the 4-pixel
detector (compare Section 4.2.3).
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Figure 5.2: Diagonal elements of the reconstructed POVM operators c= of the 4-bin spatially
multiplexed detector in the photon number basis shown up to a photon number 8 = 50.
All outcomes show the expected smooth distribution. The error bars stem from the 5 %
uncertainty on the efficiency of the calibration detector.

5.3 Results

The reconstructed POVM elements c= of the 4-bin detector show the expected smooth
distribution for lossy detectors (Fig. 5.2). Analyzing the POVM operators in same procedure
as for the 4-pixel detector, reveals the figures of merit of the device (Table 5.1 and Table 5.2).
The dependency of the dark-count POVM element \ (1)

0 from the smoothing parameter W
is the same as in Fig. 4.6(b). Therefore, ?dark is again calculated as the mean value of all
reconstructions below the threshold of W = 0.16 and the uncertainty is determined by the
standard deviation.

The efficiency and the dark-count probability of the 4-bin detector are very similar to those
of the 4-pixel device. This is sensible, since the 4-bin device consists of three 1-pixel SNSPDs
and the 4-pixel SNSPD (read out at the “at least 1-click” threshold) and all devices have low
dark-count rates. The Purity(c=) and the effective Hilbert space dimension "eff(=) show
close resemblance to the values of the 4-pixel SNSPD, note that the maximum Hilbert space
for the 4-bin device was " = 189. The similarity can be attributed to the fact that both
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5 Detector Tomography: 4-Bin Detector

detectors are not inherently photon-number resolving, which leads to multiple orthogonal
input states contributing to the same detection event.

Table 5.1: Efficiency, dark-count probability
and cross-talk probability of the
4-bin detector.

[ (61 ± 4) %
?dark (5.4 ± 1.8) × 10−4 %
?xtalk (3.6 ± 0.1) %

Table 5.2: Purity and effective Hilbert space
dimension of the 4-bin detector.
Purity(c=) "eff(=)

c0 0.422694 2.36578
c1 0.201214 4.96983
c2 0.104094 9.60669
c3 0.0476509 20.986
c4 0.0055903 178.881

As mentioned in the beginning of this chapter, this experiment was mainly performed to
confirm the cross-talk probability definition from Section 4.3.4. In principle, this detector
design should not show any cross-talk between the separate detectors. This is partially
confirmed by the non-existing or significantly lower contributions from photon numbers
8 < = in Fig. 5.3, which compares the POVM elements of the 4-pixel SNSPD to the 4-bin
detector up to a photon number of 8 = 4.
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Figure 5.3: Comparison of the 4-pixel POVM elements (blue) and the 4-bin POVM elements
(orange) up to a photon number of 8 = 4. Contributions from photon numbers 8 < =

indicate cross-talk.

However, utilizing Eq. (4.11) with the probabilities? (2|1) = 0.036 ± 0.001, ? (1|1) = 0.57 ± 0.03
and ? (1|0) = ?dark = (5.4 ± 1.8) × 10−6 from the reconstruction, the cross-talk probability
of the 4-bin detector can be estimated by ?xtalk = (3.6 ± 0.1) %. The calculation is dominated
by the probability ? (2|1), as the dark-count probability of the device is negligible.
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5 Detector Tomography: 4-Bin Detector

The non-zero cross-talk probability contradicts the assumption that this device should not
show any cross-talk between the individual detectors. One explanation stems from the fact
that there could possibly be a connection between some of the detectors, as they are located
in the same cryostat and use a common ground. This theory is tested by disabling each
detector one by one in the post processing, thus turning the 4-bin detector into four possible
3-bin detectors. This can be done by manually setting the count rate and the coincidence
rates to zero, which contain the specific detector. This method allows to seek out the a
possible connection between two of the detectors, as the cross-talk probability should be
zero for the 3-bin detectors which are missing the troublesome connection. Unfortunately,
by repeating the POVM reconstruction for each 3-bin detectors, the cross-talk probabilities
are still non-zero, although they have decreased to < 1 %.

To extend the initial theory, there could also exist a connection between three of the
detectors. This is tested by disabling two detectors each time, enabling six 2-bin detectors.
Although, once again decreased to < 0.17 %, all cross-talk probabilities remain non-zero,
which almost certainly refutes the theory of an existing connection between the detec-
tors unless there is a correlation between all four detectors. However, by following this
procedure and disabling three detectors at once, it is not possible to test this. A 1-bin or
1-pixel detector cannot show cross-talk, since there is no second detector that may fire
as a result of an initial detection event. The results from the POVM reconstruction of a
time-multiplexed detector in Section 6.3.3 yield more insight about cross-talk.

Another explanation for the non-zero cross-talk probability stems from a result from
Section 4.3.6. It was shown that the POVM matrix element corresponding to the proba-
bility ? (2|1) only depends on small coherent input states, as the relative deviation X\

(2)
1

between the “truncated reconstruction” based on merely � = 6 input states and the full
reconstruction is very small. However, if the uncertainty in the input state calibration is
larger than expected, it could lead to non-ideal states and thus an increased uncertainty
in the entire reconstruction. This theory has to be tested by meticulously choosing the
input states, preferably with an increased precision. Especially coherent states with a mean
photon number of |U |2 ≈ 1 or even single-photon Fock states can be utilized to examine
cross-talk more closely. With these input states cross-talk would be most notable in an
elevated 2-click count rate, although mostly only one or exactly one (for the Fock state)
photon is incident on the device.
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Scalability of Detector
Tomography 6
Section 4.3.6 showed that it is possible to determine the main figures of merit of detector
arrays without saturating them and thus without spanning their entire Hilbert space.
This opens up the possibility to apply detector tomography to larger detector arrays and
characterize them. However, one question that still remains is, how large the devices can
be until the current tomographic reconstruction gets to demanding regarding computation
time and cost. To test the tomographic reconstruction for increasing detector sizes, which
means increasing number of outcomes, a time-multiplexed detector (TMD) is utilized [34].
This design is in principle not saturable as the number of time bins is not fixed and can be
chosen to be very large. Therefore, this detector is optimal to demonstrate the scalability
of quantum detector tomography and the reconstruction process.

6.1 Introduction: Loop-Detector Design

This time-multiplexed detector design enables the detection of single photons as well as
bright light. It is comprised of a variable beam splitter with one output connected to one
input and the other output connected to a single-photon detector, in this case a 1-pixel
SNSPD (Fig. 6.1). Pulses from a light source will enter the beam splitter loop and are
then split into smaller sub-pulses each separated by the loop length of g = 156 ns. It is
important to ensure that the dead time of the detector is much shorter than the loop length
g , otherwise some sub-pulses could not be detected or the detector could enter the latched
state, where it is insensitive to any subsequent photons. The sub-pulses, which are always
some fraction of the light remaining in the loop, are detected from the detector in a series

Figure 6.1: Click-detector connected to a variable beam splitter of which one output and one input
form a loop. The pulses from a light source are split into smaller sub-pulses that are
delayed by the loop length g and detected by the click-detector (from [34]).
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6 Scalability of Detector Tomography

of time bins 9 . The probability that a certain bin 9 clicks for coherent input states is:

?coh9 =

{
1 − (1 − a)exp [−'=̄] , 9 = 1
1 − (1 − a)exp

[
−(1 − ')2'−1([') 9−1=̄

]
, 9 ≥ 2 ,

(6.1)

where a is a constant dark-count probability (noise floor) for each bin, ' is the coupling
constant of the beam splitter, which determines the fraction of light that gets coupled onto
the detector, =̄ is the mean photon number per pulse generated by the light source and [loop
is the loop efficiency, which determines the losses in each round trip of the loop [34].

6.2 Simulation

A simulation is carried out in preparation of the detector tomography experiment of the
time-multiplexed detector. With this simulation it is possible to assess how an outcome
should be defined, how many outcomes should be used and how large the mean photon
number needs to be to saturate all detection outcomes.

The definition of an outcome is crucial, as it determines the necessary steps in the analysis
of the data. As mentioned in the previous section, this device detects sub-pulses, created
from one coherent input state, in time bins 9 which are separated by the loop length g . The
first logical definition of an outcome could be: what is the probability that bin 9 clicks. This
would also be the simplest definition to measure in an experiment. For this a histogram,
containing a certain number of bins spaced according to the loop length g , needs to be
recorded in response to multiple copies of the same state (to acquire sufficient statistics).
By normalizing the histogram to the total number of incident states the measurement
statistics matrix P can be constructed. Another definition of an outcome could be that a
given combination of multiple bins click.

However, to define an outcome as the number of clicks caused by the sub-pulses from one
incident coherent state (at the beam splitter loop) would allow for a direct comparison to the
other detectors used in this thesis, the 4-pixel SNSPD and the 4-bin spatially multiplexed
detector. Hence, this is the definition of choice.

6.2.1 Matrix-Construction

The simulation of the measurement statistics matrix P�×# with outcomes (=-clicks occur)
as columns for different coherent input states as rows is based on Eq. (6.1), which describes
the probability that a specific bin 9 of the TMD clicks. In an actual experiment each coherent
state and thus the bin-click probability ?coh9 for each bin 9 is measured multiple thousand
times to achieve sufficient statistics. This has to be mimicked in the simulation as well.
Therefore, 106 coin flips (with outcomes 0 or 1), weighted with the bin probability ?coh9 are
performed for each bin 9 for one coherent input state at a time. Next, the array containing
zeros and ones, representing a no-click or click in the given bin, is summed along the
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6 Scalability of Detector Tomography

bins 9 . This reveals the total number of clicks that occurred from one incident coherent
state, which was split into # − 1 sub-pulses corresponding to # − 1 bins and lead to #

possible outcomes (from zero clicks up to # − 1 clicks). Subsequently, a histogram for the #
outcomes is calculated based on the numbers of clicks for the 106 coin flips. This procedure
is repeated for all � coherent input states. The entire process can be reiterated multiple
times, each time adding to the already existing histograms for different input states, if 106
repetitions are not sufficient. For this simulation the process is repeated four times for a
total of 4 × 106 repetitions, to achieve sufficient statistics. By dividing everything by the
total number of repetitions, the measurement statistics matrix P with # columns and �

rows can be constructed.

Section 4.1 shows that choosing coherent states with quadratically increasing mean photon
numbers |U3 |2 = 32 with 3 ∈ [0, � − 1], where � is the total number of states, is an
appropriatemethod to span theHilbert space of a detector, as all photon numbers contribute
approximately equally. By simulating the matrix P for ten time bins of the TMD, resulting
in # = 11 outcomes, it can be seen that the 10-click event is saturated for a mean photon
number of |U70 |2 = 4900. This is equivalent to a total of � = 71 input states and a Hilbert
space dimension of" = 5320 (chosen according to Section 4.2.1, by including probability
amplitudes at six standard deviation greater than the largest coherent state). Note, that
the parameters used for the simulation: a = 1.2 × 10−7, ' = 0.9137 and [ = 0.8615, were
directly taken from [34]. The photon number distributions of the coherent input states are
represented in the coherent input state matrix F�×" .

Choosing # = 11 outcomes with � = 71 input states and a Hilbert space dimension of
" = 5320 leads to a significantly larger POVMmatrixΠ compared to the 4-pixel SNSPD or
the 4-bin spatially multiplexed detector. Therefore, this enables the scalability investigation
of the tomographic reconstruction method.

6.2.2 POVM Reconstruction

Based on the matrices P and F the POVM matrix Π can be reconstructed following the
same procedure as explained in Section 4.2.3. The reconstructed POVM elements c= based
on the simulation of the 10-bin TMD are shown in Fig. 6.2. Already examined properties
can be recognized in the POVM elements of the simulation of this device. Firstly, the
elements follow a smooth distribution, typical for lossy detectors. Secondly, the POVM
element for the largest outcome of this 10-bin TMD c10 slowly saturates for larger photon
numbers 8 .
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Figure 6.2: Reconstructed POVM elements c= based on the simulation of the 10-bin time-
multiplexed detector shown up to a photon number of 8 = 4300. Note that although
the colors in the legend are used more than once, the different outcomes can be easily
distinguished, as the distributions shift to the right as = increases.

6.3 Experiment

With the knowledge from the simulation that � = 71 input states with quadratically
increasing mean photon numbers will saturate a 10-bin time-multiplexed detector, the
experiment can be carried out. However, an input state calibration must first be carried
out in the same procedure as explained in Chapter 3. This is necessary to calibrate the
used attenuations to the mean photon numbers of the coherent states, which characterizes
the input states.

6.3.1 Experimental Setup

The experimental setup of the 10-bin TMD varies only slightly from the previous experi-
ments and is shown in Fig. 6.3. The 1556 nm pulsed laser generates coherent states with
a repetition rate of 15 kHz, which can be attenuated using the two computer-controlled
variable optical attenuators. Before entering the beam splitter loop, which in the experi-
ment is a black-box with an input and an output with fixed coupling constant ' and loop
efficiency [loop (for more information about the detector design see [34]), the polarization
of the input states can be controlled, as this device is strongly polarization dependent.
Another polarization controller is placed in front of the SNSPD (the same as in Chapter 3),
as the single-photon detector is also polarization dependent. The SNSPD will detect the
sub-pulses, created from the beam splitter loop from one impinging pulse with a spacing
of g = 156 ns. A time tagger measures the arrival times of the sub-pulses and stores them
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Figure 6.3: Experimental setup for the 10-bin time-multiplexed detector tomography measurement.
A 1-pixel SNSPD detects the sub-pulses that are created from one incident coherent
state at the beam splitter loop. The pulses are generated from a 1556 nm pulsed laser
and can be attenuated by variable optical attenuators. Polarization controllers ensure
an optimal polarization, as both the detector and the beam splitter loop are polarization
dependent. A time tagger records the detection events in a histogram with ten bins,
each separated by the loop length g = 156 ns.

in a histogram. The histogram, consisting of 1.8 × 105 bins with a width of 10 ps per bin,
contains the number of detection events created by the sub-pulses (compare Fig. 6.4). Post
processing of this histogram, allows to filter out dark counts or reflections of photons,
which can occur especially for large coherent states.

A histogram is measured for each coherent state with a measurement time of 30 s. This
corresponds to a total number of 4.5 × 105 pulses due to a laser repetition rate of 15 kHz.
Simultaneously, the time tagger measures the repetition rate of the laser (from the laser-
synchronization) to account for any laser fluctuations, this way the total number of input
pulses for each coherent input state is precisely known. A dark-count measurement (a
measurement of the 0-photon inputs state, where all light to the detector is blocked)
revealed a dark-count rate of 15Hz.

The choice of the repetition rate is essential. This is because each input state is split into
several sub-pulses, which are spaced according to the loop length g . However, choosing to
record only ten bins, does not mean that the remaining photons inside of the beam splitter
loop suddenly disappears. In reality, more then ten sub-pulses are created but only the first
ten will be recorded. Therefore, the repetition rate of the laser has to be chosen in a way
that an overlap from two subsequent laser pulses in the histogram is not possible. In other
words, the photon number inside the beam splitter loop has to be negligibly small when the
next generated laser pulse enters the beam splitter. A repetition rate of 15 kHz corresponds
to a spacing of 66 µs between subsequent laser pulses. As the histogram records for a time
of merely 1.8 × 105 · 10 ps = 1.8 µs, there is no overlap between subsequent laser pulses.

It is worth mentioning that the repetition rate of the laser is limited by the single-photon
detector (here a 1-pixel SNSPD) used to detect the states. The reason for this is that the
detector can only handle some number of occupied bins per unit time before it latches (for
further information see [34]). If the detector enters the latched state, no subsequent photons
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6 Scalability of Detector Tomography

can be detected. For this specific device (current biased at �bias = 9.0 µA), latching occurred
for repetition rates > 15 kHz and mean photon numbers per pulse > 5500. Fortunately,
these limitations still allowed to saturate the 10-bin detector.

6.3.2 Analysis

The recorded histograms for different mean photon numbers contain the information of
how many pulses where measured in each of the 1.8 × 105 bins. As already mentioned in
the previous section, post processing is used on the histogram to filter out dark counts
and reflections, which occur for large mean photon numbers. First of all, the histograms
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Figure 6.4: (a) Number of counts for the first 3.2 × 104 raw histogram bins for the largest measured
coherent state. This corresponds to the first three TMD bins with a spacing of g = 156 ns
or equivalently 15600 raw bins. The logarithmic scale enables the visualization of counts
due to dark counts or reflections between the actual TMD bins 9 . (b) Zooming in on
the bin 9 = 2 of the TMD (red shaded region in (a)) reveals a distribution of arrival
times of the pulses, determined by the system jitter.

consist of multiple peaks each spaced g = 156 ns apart, representing the actual time bins 9
of the TMD (Fig. 6.4(a)). These peaks have a finite width, determined by the system jitter of
the components, such as the 1-pixel SNSPD, which is used to detect the impinging pulses
(Fig. 6.4(b)). To find the total number of counts in the actual time bins 9 of the detector, these
peaks have to be integrated. The number of raw bins that are integrated determines the
noise filtering, hence, as few bins as possible should be integrated to ensure a minimized
noise floor. For this measurement a total of 200 raw bins are integrated, which corresponds
to a window of 2 ns. With the determined dark-count rate of 15Hz, the probability to
receive a dark count in this window is 3 × 10−8 and therefore negligible.

Afterwards, the probability ? 9 of a specific bin 9 ∈ [1, 10] firing can be calculated as the
quotient of the number of counts per bin and the total number of generated laser pulses in
the measurement time. The next step is to convert the bin probabilities to click probabilities
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to construct the measurement statistics matrix P, which contains the probability of an
=-click event (= ∈ [0, 10]) for each measured coherent input state |U3 |2 with 3 ∈ [0, 70].

To calculate the click probabilities ? ′
= , the counter probability @ 9 = 1 − ? 9 of a specific

bin 9 not firing is calculated. Two of the probabilities, the 0-click and 10-click probability
are trivial to calculate, as either no bin fired or all bins fired. This corresponds to the
product of the counter probabilities @ 9 or the product of the probabilities ? 9 for all ten bins,
respectively:

? ′
0 =

10∏
9=1

@ 9 , ? ′
10 =

10∏
9=1

? 9 . (6.2)

The click probabilities for all other events are slightly more complicated to calculate. The
process of the calculation for the 1-click probability is used as an example. The necessary
one click that constitutes the 1-click probability can occur in any of the ten bins. Therefore,
the probabilities that a click occurred in bin 9 = 1 and not in all other bins, that a click
occurred in bin 9 = 2 and not in all other bins, that a click occurred in bin 9 = 3 and
not in all other bins, etc. have to be added together, which is ultimately described by the
expression:

? ′
1 =

10∑
9=1

? 9

10∏
:=1
:≠9

@: . (6.3)

All other =-click probabilities, are calculated following the same procedure: The product
of the correct ? 9 ’s and @ 9 ’s have to be summed for all combinations of arranging = ones
and 10 − = zeros in an array of length 10, where each “1” represents the bin probability ? 9

corresponding to the placement 9 of the “1” and each “0” represents the counter probability
@ 9 corresponding to the placement of the “0” in the array of ones and zeros.

The calculation of the click probabilities ? ′
= is carried out for all � = 71 different coherent

input states used in the experiment and the measurement statistics matrix P can be
constructed as %3,= = ? ′

=

��
3
.

The coherent input state matrix F containing all input states is constructed following the
explanation in Section 4.2.1. The fit parameters of the input state calibration that determine
the mean photon numbers per pulse =̄ as a function of the attenuations U in the experiment
are 1 = 4.029+0.025−0.027 for the y-axis intercept and< = −0.09937 ± 0.00022 for the slope of
the linear fit.

The last step to get access to the POVM elements c= of the 10-bin TMD is to reconstruct
the matrix Π based on the previously constructed measurement statistics matrix P and the
coherent input state matrix F. The general procedure of the reconstruction is explained in
Section 4.2.3 for the 4-pixel SNSPD and also applies to this detector.
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6.3.3 Results

The reconstructed POVM elements c= of the 10-bin TMD are shown in Fig. 6.5. In general
the individual distributions behave as expected, as they show smoothness and a close
resemblance to the reconstructed POVM elements based on the simulation from Fig. 6.2.
These results show that the tomographic reconstruction method reveals physically sensible
knowledge and proves the applicability of the method to larger detector arrays.

Figure 6.5: Reconstructed POVM elements c= of the 10-bin time-multiplexed detector. Errors
are based on assuming 5 % uncertainty on the efficiency of the calibration detector.
Although, colors in the legend are used more than once, the different outcomes can be
easily distinguished, as the distributions shift to the right as = increases. The trend of
the distributions for photon numbers 8 > 4900 stems from a lack of information in the
input state matrix F and is explained in Section 4.3.6.

The oscillations in the distributions in Fig. 6.5 can be attributed to insufficient statistics,
as these oscillations could also be observed for POVM elements based on simulations
with less repetitions. This means, the 30 s measurement time per coherent input state
(compare Section 6.3.1) was chosen be slightly too low. Therefore, a longer measurement
time of one minute, to achieve almost 106 total pulses, has to be considered for further
improvements of the experiment. However, when investigating significantly more bins of
the time-multiplexed detector, where more and larger coherent states are necessary, the
duration of each measurement should be carefully chosen so ensure sufficient statistics and
not too long experiments, to reduce for example the effects of temporal laser fluctuations,
which would increase the uncertainty in the input states.

Calculating the efficiency with the definition from Eq. (4.7) reveals an efficiency of [ =

(44 ± 3) % for 10-bin TMD. Although, the SNSPD used for the detection of the pulses has
an efficiency of 83 %, the lower efficiency of the TMD stems from extra loss inside the beam
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splitter loop (determined by the loop efficiency [loop). The lower efficiency, compared to the
4-pixel and 4-bin detector, in combination with the probabilistic out-coupling of photons
by the beam splitter leads to a small Purity(c=) for all outcomes (green bars in Fig. 7.1).
The small purity, which corresponds to a poor photon-number resolving performance, as
many orthogonal input states lead to the same outcome =, is by design. This is because
the time-multiplexed loop-detector is build to have a high dynamic range for measuring
single photons and bright light [34].

The 4-bin spatially multiplexed detector (compare the cross-talk analysis in Section 5.3)
was employed to give insight about the cross-talk probability definition from Section 4.3.4.
However, the results did not fully match the expectations, as an elevated ? (2|1) probability
was observed, which leads to the existence of cross-talk between the separate detectors.
Although, this result has to be observed in more detail with further experiments, the
10-bin time-multiplexed detector can also give more insight about cross-talk. This detector
design relies on temporal bins for the separation of different outcomes and consists of
only one single-photon detector. Hence, no cross-talk should be observed, since there is
no second detector, that may click as a result to a first detector firing. Using Eq. (4.11)
with the probabilities ? (2|1) = (4.6 ± 2.8) × 10−6, ? (1|1) = 0.44 ± 0.03 and ? (1|0) = ?dark =

(0.0 ± 4.1) × 10−7 from the reconstruction, the cross-talk probability of the 10-bin detector
can be estimated by ?xtalk = (4.6 ± 2.8) × 10−4 %, which is negligibly small. Nevertheless,
just like the 4-bin detector, this will also benefit from further investigations utilizing
coherent states with a smaller uncertainty in their mean photon numbers, leading to a more
accurate reconstruction. Additionally, these results are based on not perfectly sufficient
statistics, which has to be considered as an improvement for further experiments.

Important to note is that the reconstruction predicts a dark-count probability of the device
of ?dark = 0 for the main and the lower error reconstruction, however, a probability of
4.1 × 10−7 for the upper error. This may indicate a limit to the accuracy of the reconstruction
process. The expected dark-count probability per pulse and per 2 ns bin wasmerely 3 × 10−8
(compare Section 6.3.2). It is possible that the reconstruction is not able to accurately
describe these small numbers. This observation can be supported by the occurrence of
contributions \ (=≥1)

0 in the POVM matrixΠ in the order of 10−8 (Fig. 6.6). With a measured
dark-count probability of 3 × 10−8 per bin, the probability ? (2|0) = \

(2)
0 , corresponding

to two clicks given no incident photons or equivalently two dark-count photons, should
already be in the order of 10−16. Higher click events based on merely dark-counts should
not be observed in the experiment as they are exceptionally unlikely. The fact, that the
POVM matrix Π shows contributions for higher click events for the 0-photon input state
in the same order of magnitude (Fig. 6.6), leads to the assumption that the accuracy of the
reconstruction may indeed be in the order of 10−7.

The reconstruction of the POVM elements of the 10-bin TMD took roughly 20 minutes
under full load of the computer. This does not fit the linear dependency observed in
Section 4.3.6. In fact, the linear fit (compare Fig. A.2) would predict a calculation time of
~ = −0.11395 + 0.00355 · (5328 · 11) ≈ 208 s, where " = 5328 and # = 11 are the size of
the matrix Π. The six times slower reconstruction time can partially be attributed to the
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Figure 6.6: POVM elements \ (=)
0 , corresponding to the first row of the POVM matrix Π of the 10-

bin TMD on a logarithmic scale. The elements \ (1)
0 = \

(3)
0 = 0. The contributions in the

order of 10−8 may indicate a limit in the accuracy of the tomographic reconstruction.

smoothing function 6(Π). It takes already more than 50 s to calculate the expression from
Eq. (2.15), which consists of # · (" − 1) summands of elements from the matrix Π, which
is a CVXPY -variable. Reconstructing the POVM elements without the smoothing function
6(Π) takes only roughly 100 s and the optimization problem from Eq. (2.16) is minimized
with fewer iterations and less time per iteration. This means, when smoothing is applied
and some matrix size of Π"×# is exceeded, the reconstruction time deviates from the
linear dependency (observed for small matrix sizes) and follows a different nonlinear trend.
These observations place a limit on the physical size of the detector arrays that can be
investigated using this method, at least when using a standard desktop computer.
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Conclusion and Outlook 7
In this thesis quantum detector tomography was applied to several single-photon detector
designs, in order to investigate the tomographic reconstruction as a characterization
method. The positive operator valued measures (POVMs) fully describe a device without
recourse to the underlying working principle or type of the detector. Quantum detector
tomography enables the determination of several figures of merit by conducting merely
one well-designed experiment in combination with a tomographic reconstruction of the
POVM matrix Π. These are advantages over alternative characterization methods, such as
model-based techniques or an individual determination of the figures of merit, as these
are based on prior knowledge about the detector or multiple experiments, respectively.

Chapter 4 introduces definitions for the efficiency [, dark-count probability ?dark and
cross-talk probability ?xtalk merely based on four POVM matrix elements, namely the
probabilities ? (0|1), ? (1|0), ? (1|1) and ? (2|1). Comparing the results from these definitions
with an individual determination of the efficiency and dark-count probability of the 4-pixel
SNSPD reveals a good agreement. Hence, the established definitions are valid, which
additionally confirms the advantage of quantum detector tomography of characterizing
multiple figures of merit at once.

Investigating the Purity(c=) and correspondingly the effective Hilbert space dimension
"eff(=) for the different POVM elements c= confirms that all three detectors (4-pixel
SNSPD array, 4-bin spatially multiplexed and 10-bin time-multiplexed) are not inherently
photon-number resolving, which stems from the fact that they are based on click-detectors
and is shown in the POVMmatrixΠ by significant contributions from multiple orthogonal
input states to the same detection outcomes =. A comparison between the purities for
the detectors (Fig. 7.1) reveals that the 4-pixel and the 4-bin device can almost be used
interchangeably, as they also show similar efficiencies and dark-count probabilities. Since
these two detectors are limited to # = 5 outcomes, the time-multiplexed detector design
with a variable number of outcomes is the choice for experiments that require more
outcomes. However, the TMD has poor purities, which stems from the fact that it is
designed to have a high dynamic range [34].

Regarding the purity, it would be interesting the apply the tomographic reconstruction
method to photon-number resolving detectors such as transition edge sensors, which
should reveal purities close to unity due to their inherent single-photon energy resolu-
tion.

The results from the tomographic reconstructions of the three different detector designs,
regarding the cross-talk probability, do not perfectly agree with the expectations, as the
latter two detectors show a non-zero ?xtalk. Nevertheless, the results are physically relevant
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Figure 7.1: Comparison of the Purity(c=) for the investigated detectors: 4-pixel SNSPD (blue),
4-bin spatially multiplexed detector (orange) and 10-bin TMD (green). Note that the
Purity(c4) from the 4-bin detector is larger compared to the 4-pixel detector. This
stems from the smaller Hilbert space dimension for the 4-bin detector, therefore, the
purities for c4 cannot be compared directly.

and a pattern can be observed. The 4-pixel device was expected to definitely show cross-talk,
as the individual pixels are wired in series and current density fluctuations in combination
with a high bias current �bias will inevitably lead to cross-talk. This was confirmed by the
large probability ? (4-pixel)

xtalk = (14 ± 1) %.

The 4-bin spatially multiplexed detector should in principle not be effected by cross-talk, as
four separate single-photon detectors are used for the experiment, each current biased and
read out individually. Although, a connection between the devices does almost certainly not
exist (compare Section 5.3), it may still be possible that the non-zero cross-talk probability
?
(4-bin)
xtalk = (3.6 ± 0.1) % can be explained by the fact that multiple devices are used in this

design.

Lastly, the 10-bin TMD, which utilizes only one SNSPD to detect the input states, is
the device least expected to show cross-talk. This is confirmed by the negligibly small
probability ? (10-bin)

xtalk = (4.6 ± 2.8) × 10−4 %. These results show that the cross-talk definition
from Eq. (4.11) is valid, however, further investigations are necessary to confirm the
inconsistency in the non-zero probabilities for the 4-bin and the 10-bin detector. Utilizing
a more accurate detector, which has a smaller uncertainty in the efficiency, to calibrate
the input states will be beneficial, as its leads to smaller uncertainties in the reconstructed
POVM elements. Using single-photon Fock states to individually investigate the cross-
talk phenomenon would lead to a deeper understanding of the the different detectors.
Single-photon Fock states in combination with very small coincidence windows, to limit
the dark-count probability per pulse even further, will reveal cross-talk between detectors
by an elevated 2-click count rate.
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The investigations from Chapter 6 suggest that the tomographic reconstruction method
used in this thesis is limited to a certain detector array size. When utilizing a standard
desktop computer, the full reconstruction of large POVMmatricesΠ will eventually be too
demanding, partially due to the smoothing function 6(Π). Including coherent states with
very large mean photon numbers can at some point also lead to challenges in the calculation
of the input state matrix F, as the calculation of large factorials can be demanding. For large
mean photon numbers Stirling’s formula can be used to transform the Poisson distribution
into a Gaussian distribution. These serve as excellent approximations and can be calculated
more efficiently.

When only interested in the main figures of merit: efficiency, dark-count probability and
cross-talk probability, Section 4.3.6 has shown that it is certainly possible to execute a
“truncated reconstruction”, without spanning the entire Hilbert space of the detector under
test, and still determine the figures of merit with a good accuracy (indicated by small
relative deviations X\ (=)

8
and a near unity fidelity of F ≥ 99.8%). This can enable the

characterization of large detector arrays that would otherwise exceed the limitations of
this method.

The next interesting step would be, to apply the tomographic reconstruction method to
larger spatial arrays of SNSPDs. An 8 × 8 SNSPD array with row-column readout [18],
which has nine outcomes (depending on the definition) should still be a suitable candidate
for a full reconstruction of the POVM elements.
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Appendix A
Formulas for the Second-Order Correlation Function

This section contains, as an addition to Section 3.3, detailed formulas and calculations for
the overall 6 (2) (0)-value of the laser used in this thesis. First, the second-order correlation
function at g = 0 for all coherent input states |U3 |2 with 3 ∈ [0, 70] and all combinations
of two detectors -. ∈ {AB,AC,AD,BC,BD,CD} is calculated
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where the corresponding errors Δ6 (2)
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are calculated according to the Gaussian error

propagation. Afterwards, the weighted mean between all input states is calculated for each
combination of two detectors, according to the formula
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The uncertainty of the weighted mean is given by the standard error of the weighted
mean
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Finally, the mean value of the weighted means is calculated according to
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where the error of this measure is determined using Gaussian error propagation based on
the standard error of the weighted means.
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Tables

Table A.1: This table shows the used attenuations U in decibel and the resulting mean photon num-
bers per pulse =̄, which can be calculated using Eq. (3.4), for the 4-pixel SNSPD detector
tomography experiment. The last entry for the attenuation labeled “inf” corresponds to
the case, where the entire input light is blocked for the dark-count measurement.

U [dB] =̄ U [dB] =̄

19.0 332.591 26.2 64.9911
19.6 290.283 27.4 49.5083
20.2 253.358 28.8 36.0418
20.8 221.129 30.4 25.0748
21.4 193 32.4 15.9323
22.0 168.45 34.8 9.24541
22.6 147.022 38.4 4.08694
23.4 122.63 41.4 1.00189
24.2 102.285 inf 0
25.2 81.5331

Table A.2: This table shows the reconstructed POVM elements c= of the 4-pixel SNSPD shown up
to a photon number of 8 = 10.

c0 c1 c2 c3 c4
|0〉〈0| 0.999993 7.67 × 10−6 1.53 × 10−7 0 3.32 × 10−7
|1〉〈1| 0.372409 0.489448 0.138144 0 0
|2〉〈2| 0.128746 0.516624 0.298308 0.0515508 0.00477576
|3〉〈3| 0.0502706 0.344045 0.408563 0.175905 0.0212215
|4〉〈4| 0.0222354 0.176156 0.450918 0.294802 0.0558914
|5〉〈5| 0.00627289 0.0771496 0.427134 0.380631 0.108811
|6〉〈6| 1.56 × 10−5 0.0379913 0.355766 0.431488 0.174729
|7〉〈7| 1.32 × 10−5 0.0299692 0.264699 0.456245 0.249068
|8〉〈8| 9.36 × 10−6 0.0282436 0.179195 0.464382 0.328171
|9〉〈9| 1.14 × 10−5 0.0193963 0.11332 0.460311 0.406961
|10〉〈10| 1.86 × 10−5 0.00510006 0.0701857 0.444678 0.480014
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Table A.3: This table contains the information about the correct bias current, voltage threshold
for the readout with the time tagger and artificial deadtime (set in the time tagger) for
all detectors used in this thesis.

Name Type �bias [µA] Threshold [mV] Dead time [ns]
L225 1-pixel SNSPD 9.2 50 60
L254 1-pixel SNSPD 11 20 60
S303 1-pixel SNSPD 5.8 50 60
L285 4-pixel SNSPD 17 17 (1-click event) 150

Table A.4: This table shows the used attenuations U in decibel and the resulting mean photon
numbers per pulse =̄, which can be calculated using Eq. (3.4), for the 4-bin spatially
multiplexed detector tomography experiment. The last entry for the attenuation labeled
“inf” corresponds to the case, where the entire input light is blocked for the dark-count
measurement.

U [dB] =̄

23.2 122.147
24.0 101.98
25.0 81.2251
26.0 64.7515
27.2 49.3312
28.6 35.9175
30.2 24.9921
32.0 16.6192
34.6 9.21862
38.2 4.00765
44.2 0.99989
inf 0
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Figures
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Figure A.1: Bias saturation curve for the “at least 1-click” event of the 4-pixel SNSPD. The normal-
ized count rate is plotted against the bias current, which clearly shows a bias plateau.
From this, in combination with the “threshold sweep”, the bias current is chosen to be
17 µA (marked by the black vertical dashed line).

0 500 1000 1500 2000
Total POVM matrix elements, N M

0

2

4

6

8

Ca
lcu

la
tio

n 
tim

e 
[s

]

y = -0.11395 + 0.00355 x

linear fit of "data, 4pixel"
data, 4pixel
data, 4bin
data, 3bin
data, 2bin

Figure A.2: Calculation time as a function of the total elements of the POVM matrix Π, # · " .
The linear fit is based on the data from Section 4.3.6, specifically the “truncated
reconstructions” from Fig. 4.10. For the small sample size of ten data points a linear
dependency can be observed. The calculation time for the reconstruction of the 4-bin
detector from Section 5.2.3 and also for the adjusted 3-bin and 2-bin detectors do agree
with the linear fit.
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Tomographic Reconstruction Python Code

1 """
2 @author: Timon Schapeler
3 Based on MATLAB code from A. Feito (http://www.photonicquantum.info/Tools.html)
4 """
5 import cvxpy as cp
6 import numpy as np
7 def reconstruction(F, P, gamma):
8 """
9 Reconstruct the POVM elements based on the given F and P matrices.
10

11 Parameters
12 ----------
13 F : np.array, DxM matrix
14 Coherent input state matrix, expanded in Fock basis up to M.
15 P : np.array, DxN matrix
16 Measurement statistics matrix.
17 gamma : float, between 0 and 1
18 Smoothing factor.
19

20 Returns
21 -------
22 reconstructed_POVMs : np.array, MxN matrix
23 Contains the reconstructed POVM elements of the detector.
24 """
25 # Get dimensions of the matrices
26 D, N = P.shape #number of probe states and detection outcomes
27 M = F.shape[1] #Hilbert space dimension
28 # Setup the variable with first constraint
29 rec_POVM = cp.Variable((M,N), nonneg=True) #nonneg ensures positive POVMs
30 # Setup smoothing
31 smooth = 0
32 for n in range(0,N):
33 for i in range(0,M-1):
34 smooth = smooth + (rec_POVM[i,n] - rec_POVM[i+1,n])**2
35 # Add the second constraint (summation to one for each row)
36 constraints_list = []
37 for i in range(M):
38 constraints_list.append(sum(rec_POVM[i,:]) == 1)
39 # Define objective and optimization problem
40 obj = cp.Minimize(cp.norm(P - F * rec_POVM, 'fro') + gamma*smooth)
41 problem = cp.Problem(obj, constraints = constraints_list)
42 # Solve the problem
43 problem.solve(solver=cp.SCS, verbose=True) #solvers: SCS, CVXOPT, ECOS
44 print("status:", problem.status) #print the status
45 print("optimal value", problem.value) #print the optimal value
46 #print("optimal var", rec_POVM.value) #print the optimal variable
47 reconstructed_POVMs = np.asarray(rec_POVM.value) #convert to np.array
48 np.save('rec_POVM_gamma' + str(gamma) + '.npy', reconstructed_POVMs)
49 return reconstructed_POVMs
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