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Abstract

In this thesis, we use an algebro-geometric approach to study solutions to a generalized
version of the classical Yang-Baxter equation (CYBE) for central simple Lie algebras over
arbitrary fields of characteristic 0. We assign to these solutions certain geometric data
including a cohomology-free sheaf of Lie algebras on a projective curve. The application
of geometric methods leads to a new proof of the Belavin-Drinfeld trichotomy, which
states that non-degenerate solutions of the CYBE for complex simple Lie algebras are
either elliptic, trigonometric, or rational. We give more explicit descriptions of the
geometric data as well as the structure theory for solutions from each of these three
classes. We also derive a purely geometric version of the Belavin-Drinfeld trichotomy
which works over any field of characteristic 0. Moreover, we prove that every non-skew-
symmetric solution of the generalized CYBE for central simple Lie algebras over an
arbitrary field of characteristic 0 corresponds to a projective curve normalized by P!
and extends to a rational function by passing to an étale P!-scheme.

Deutsche Version

In dieser Arbeit verwenden wir einen algebro-geometrischen Zugang zum Studium von
Losungen einer Verallgemeinerung der klassischen Yang-Baxter Gleichung (KYBG) fir
zentraleinfache Lie Algebren tiber beliebigen Kérpern der Charakteristik 0. Wir ordnen
diesen Losungen bestimmte geometrische Daten zu, unter anderem eine Kohomologie-
freie Garbe von Lie Algebren auf einer projektiven Kurve. Unter Verwendung ge-
ometrischer Methoden fithrt dies zu einem neuen Beweis der Belavin-Drinfeld Tri-
chotomie, welche besagt das nicht-entartete Losungen der KYBG entweder ellip-
tisch, trigonometrisch oder rational sind. Wir geben explizite Beschreibungen der
geometrischen Daten und der Strukturtheorie von Losungen aus jeder einzelnen dieser
drei Klassen an. Wir leiten auch eine rein geometrische Version der Belavin-Drinfeld
Trichotomie her, die iiber beliebigen Koérpern der Charakteristik 0 gilt. Des weiteren
beweisen wir, dass jede nicht schiefsymmetrische Losung der verallgemeinerten KYBG
zu einer von P! normalisierten projektiven Kurve gehort und durch den Ubergang zu
einem étalen P'-Schema zu einer rationalen Funktion erweitert werden kann.
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Introduction

Let g be a finite-dimensional, simple, complex Lie algebra. The generalized classical
Yang-Baxter equation (GCYBE) is the functional equation

(P2 (1, @0), 72 (wy, @3)] + [ (w1, w2), 72 (20, 23)] + [ (w3, 22), 71 (21, 23)] = 0, (0.1)

where 7: U XU — g®g is a meromorphic function for some connected open U C C. The
brackets on the left-hand side of the GCYBE (0.1) are defined in the triple tensor product
of the universal enveloping algebra U(g) of g, where e.g. 713(zy, x3) = (r(z1, 23))'® and
(a@b)B=a®1®be U(g)® for all a,b € g. Solutions of the GCYBE (0.1) are called
generalized r-matrices and are important in the theory of integrable systems; see e.g.
[Mai86; BBT03; Skr06]. For instance, non-degenerate generalized r-matrices can be
used to construct Lie algebra splittings, which define particularly well-behaved linear
Poisson structures in the Adler-Kostant-Symes scheme; see [Skr13]. More precisely, a
non-degenerate solution r of the GCYBE (0.1) defines a Lie subalgebra g(r) C g((2)),
such that g((z)) = g[z] @ g(r) holds.

In this work, we study non-degenerate generalized r-matrices from an algebro-
geometric perspective. To this end, we combine the main result from Ostapenko
[Ost92] with well-known projectification schemes (see e.g. [Mum?78; Mul90]) to assign
a pair (X, ¢/) to any non-degenerate solution r of the GCYBE (0.1), consisting of a
coherent sheaf of Lie algebras .7 on an irreducible projective curve X; see Subsection
3.1. More precisely:

e X is the completion of Spec(O) by a smooth point p “at infinity”, where

O € Mult(g(r)) = {A € C(2)) | a(r) € a(r)} (0.2)

is any unital subalgebra of finite codimension.

e o/ is the formal gluing of g(r) on Spec(O) = X \ {p} with g[z] on the formal

neighbourhood of p.

Note that we can always choose O = Mult(g(r)), however in some situations other
choices of O are more convenient.

In [Che8&3b], Cherednik showed that the Szego kernel of a locally free sheaf of Lie
algebras with vanishing cohomology on a smooth algebraic curve solves a geometric
version of the GCYBE. This construction of geometric r-matrices was extended by
Burban and Galinat in [BG18] to include torsion free sheaves of Lie algebras on singular
projective curves. It turns out that the geometric datum (X, /) associated to a
non-degenerate solution r of the GCYBE (0.1) satisfies the axioms from [BG18], i.e.
H(«) = 0 = H'(«) and /|, = g for all points ¢ in an open neighbourhood of
p; see Remark 3.3.1. Hence, it is possible to construct a geometric r-matrix p from
(X, o). Moreover, r can be recovered by appropriately trivializing p; see Theorem 3.3.3.
This reveals that r is of geometric nature, which is surprising given its local analytic
definition. More precisely, there exists a Riemann surface Y such that r is, up to a
natural equivalence transformation, the restriction of a rational map ¥ x Y — g® g;
see Corollary 3.3.6.

If a solution 7 of the GCYBE is skew-symmetric (i.e. r'?(x,y) = —r?!(y, r)), Equation
(0.1) reduces to the more commonly known classical Yang-Baxter equation (CYBE)

(P2 (21, 0), 72 (21, 3)] + [ (w1, 22), 72 (0, 23)] + [ (21, 25), 7% (22, 25)] = 0. (0.3)

Solutions of the CYBE (0.3) are called r-matrices. Additional to the aforementioned
linear Poisson structure, an r-matrix defines a quadratic Poisson structure on an
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appropriate group, which is compatible with the group’s multiplication; see [Dri83;
FTO07; CP95]. For instance, a constant solution r € g ® g of the CYBE (0.3) with a
g-invariant symmetric part endows the connected, simply-connected Lie group G of
g with a Poisson bracket such that the multiplication G x G — G is a morphism of
Poisson manifolds: G is a so-called Poisson-Lie group. The infinitesimal counterpart
of such a Poisson bracket on G is a Lie bialgebra structure on g. Recall that a Lie
bialgebra a is a Lie algebra equipped with a 1-cocycle §: a — a® a, called Lie bialgebra
cobracket, which induces a Lie bracket on a*. Lie bialgebra structures can be studied
using Manin triples, i.e. triples (m,m,, m_) of Lie algebras such that m = m; & m_
holds and m.y are Lagrangian with respect to a non-degenerate, invariant, symmetric
bilinear form on m. We say that a Lie bialgebra cobracket 6 on m, is determined by
a Manin triple (m,m,, m_) if 0 is dual to the Lie bracket of m_ under the bilinear
form on m. The fundamental example of a Manin triple is the classical double of a
Lie bialgebra a: ®(a) := a @ a*, equipped with its canonical bilinear form, possesses
a unique Lie algebra structure such that (D(a), a,a*) is a Manin triple determining
the Lie bialgebra cobracket on a. Non-degenerate r-matrices can be used to construct
infinite-dimensional examples of these structures. In fact, for every non-degenerate
solution 7 of the CYBE (0.3), the assignment

d(a)(z,y) = la(zr) @ 1 +1 @ aly),r(z,y)], (0.4)

defines a Lie bialgebra cobracket on g(r) and (g((2)),g(r),g[z]) is a Manin triple

isomorphic to the classical double of g(r) for an appropriate bilinear form on g((2)); see

[ES02, Proposition 6.2].

In [BD83a], Belavin and Drinfeld derived the most important results in the structure
theory of non-degenerate solutions r of the CYBE (0.3), under the assumption that r
depends on the differences of its variables, i.e. r(x,y) = p(z — y) for some meromorphic
function p: U — g ® g. They proved that:

e p extends uniquely to a skew-symmetric meromorphic function p: C — g ® g with
only simple poles.

e The pole set A of p is a lattice in C and they call p elliptic (resp. trigonometric, resp.
rational) if rk(A) = 2 (resp. rk(A) = 1, resp. rk(A) = 0).

e Elliptic r-matrices are elliptic functions and trigonometric (resp. rational) r-matrices
can be transformed into rational functions of exponentials (resp. rational functions)
by means of a pole set preserving equivalence transformation.

We refer to this splitting of non-degenerate r-matrices into three classes as Belavin-
Drinfeld trichotomy in the following. In [BD83b], Belavin and Drinfeld showed that the
assumption r(x,y) = p(x — y) can actually be achieved by certain natural equivalence
transformations, however, it is unclear whether these transformations respect the classes
of the Belavin-Drinfeld trichotomy. Nevertheless, this proves that non-degenerate -
matrices are automatically skew-symmetric. In particular, non-degenerate r-matrices
are exactly non-degenerate generalized r-matrices, hence the name.

Recall that there are only three types of connected complex algebraic groups of
dimension 1: elliptic curves, the multiplicative group C*, and the additive group C.
In all three cases the universal covering is C. The Belavin-Drinfeld trichotomy can be
reinterpreted as follows: every non-degenerate r-matrix, depending on the difference
of variables, is equivalent to the pull-back of a rational function on a one-dimensional,
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connected, complex algebraic group to the universal covering. This observation gives
the Belavin-Drinfeld trichotomy a clear algebro-geometric flavor and is relevant in its
proof (where e.g. Chevalley’s structure theorem on algebraic groups is used), but a
direct interpretation of the trichotomy in algebro-geometric terms remained obscure.

One of the main results of this work is a novel completely algebro-geometric proof
of the Belavin-Drinfeld trichotomy, clarifying the geometry behind this splitting. Let
r be a non-degenerate solution of the CYBE (0.3). We prove that a particular unital
subalgebra O C Mult(g(r)) exists such that X is of arithmetic genus one, where (X, .o7)
is the geometric datum associated to r; see Theorem 3.2.5. In this case, we call
(X, o) the geometric CYBE datum of r. Recall that an irreducible projective curve
of arithmetic genus one is a plane cubic curve, i.e. it is determined by an equation
y? = 23 + ax + b for some a,b € C. Furthermore, X is elliptic if 4a® # —27b% and has a
unique singularity s otherwise. In the latter case, s is either nodal (if 4a®> = —27b% # 0)
or cuspidal (if a =0 = b) and

C* if s is nodal,

. . (0.5)
C  if s is cuspidal.

X\{S}g{

We prove that r is, up to an equivalence transformation preserving X,

e an elliptic function in both variables if and only if X is an elliptic curve,

e a rational function of exponentials if and only if X is a nodal plane cubic curve, and
e a rational function if and only if X is a cuspidal plane cubic curve;

see Theorem 6.2.1. The ambiguity in the categorization of r-matrices that do not
depend on the difference of variables is absent in this approach. We point out that
the classical double of g(r) can be interpreted geometrically. For all ¢ € X we have an
exact sequence

0 — H(o) — (X \ {¢}, &) & o, — Q(,) — H'() — 0 (0.6)

(see [Par01, Proposition 3] or [Gall5, Chapter 3]), so H(«/) = 0 = H'(«) implies
Q) =T(X \ {¢}, &) ® o, and (Q(,), (X \ {¢}, o), ,) becomes a Manin triple,
if Q(QZ) is equipped with a canonical geometric bilinear form. If ¢ = p is the smooth
point at infinity, this Manin triple is isomorphic to the classical double (g((2)), g(r), g[2])
of g(r).

In [BD83a], Belavin and Drinfeld proved that elliptic r-matrices exist only for
g = sl,(C) and that all of these were already found by Belavin in [Bel81]. The Lie
subalgebras of g((z)) associated to elliptic r-matrices are precisely the Lie algebras of
quasi-periodic functions studied e.g. in [Gol84; RSTS89; Skr12]. Consequently, the
geometric CYBE data of elliptic r-matrices have an explicit description. In [BH15],
Burban and Heinrich showed that the sheaf of Lie algebras associated to an elliptic
r-matrix can be realized as the sheaf of traceless endomorphisms of a simple vector
bundle on the underlying elliptic curve.

The classification of rational r-matrices is a representation wild problem, so one
cannot expect to obtain a complete list of solutions for arbitrary g. Nevertheless, Stolin
provides reductions of this classification problem to more approachable Lie theoretic
problems in [Sto91b; Sto91c| and uses these to calculate all rational r-matrices for
certain low-dimensional g. His methods build on the observation that rational r-matrices
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r are in bijection with Lagrangian orders 20 C g((27')) such that g((27')) = g[z] & 2.
This is related to the fact that a rational r-matrix defines a Lie bialgebra cobracket
on g[z] by Formula (0.4). From this perspective, (g((27')), g[z],20) is isomorphic to
the associated classical double. Let r be a rational r-matrix. In [BG18], Burban and
Galinat used Stolin’s theory to show that C[272, 273]g(r) = g(r) holds. This results in a
more straightforward construction of the geometric datum (X, «7) of r. If s denotes the
unique cuspidal singularity of X, their construction shows that the geometric Manin

— —

triple (Q(%),T'(X \ {s}, &), &) is isomorphic to (g((z™')), g[z],20).

Trigonometric r-matrices were also classified in [BD83a]. These are parametrized
by so-called Belavin-Drinfeld quadruples @ = ((I1;,11_, ¢), h). More precisely, every
trigonometric r-matrix is equivalent to a trigonometric r-matrix r? determined by
an appropriate Belavin-Drinfeld quadruple ). Recently, Polishchuck showed that
Cle*/(e* —1)%,e*/(e* — 1)%]g(r?) = g(r?) and uses this fact to construct the geometric
datum of 7?; see [Pol21].

In this work, we give a different geometrization scheme for trigonometric r-matrices,
which yields a more concrete description of the geometric datum to 7%; see Section 8.1.
It is based on the observation that Stolin’s theory of rational r-matrices uses Manin
triples of the form (g((271)), g[2], 20) instead of (g((2)), 20, g[z]), which suggests that
there is a more appropriate theory of Manin triples for trigonometric r-matrices as well.

Let v € g® g be the Casimir element. Fix a triangular decomposition g =n, d&hdn_
and note that v = v + v + 7— for some v, € h ® h and 75 € ny ® ng. The simplest
trigonometric r-matrix is given by g°(exp(z), exp(y)), where

—o vy
0°(u,v) = u_o T To/2. (0.7)

Recall that the affine Lie algebra g = g[u, u™!] @ Cc possesses the so-called standard Lie
bialgebra structure, which was introduced in [Dri85]; see also [CP95, Example 1.3.8]. Tt
turns out that the Lie bialgebra cobracket on glu,u™'] = g/Cc induced by the standard
structure of g is determined by g° via Formula (0.4); see [CP95, Example 2.1.10].

We will show that such a connection holds for any affine Kac-Moody algebra £ and
that this yields the desired theory of Manin triples for trigonometric r-matrices; see
Subsection 5.4.4. It is well-known (see [Kac90]) that a 0 € Autc.a(g) of order m € N
exists such that [&, £]/c is isomorphic to the twisted loop algebra

£:= £(g,0) = P grz", where g, == {a € g | o(a) = exp(2mik/m)a} (0.8)
kEZ

and ¢ is the center of K. The Lie bialgebra cobracket on £ induced by the standard Lie
bialgebra structure of £ is determined by a o-twisted version p° of p° via Formula (0.4).
In fact, any r-matrix o' := ¢° +t for some ¢t € £® £ defines a Lie bialgebra structure on
£ in this way; see Proposition 5.4.8. Furthermore, for every Belavin-Drinfeld quadruple
Q, r9 is of the form gf(exp(x/m),exp(y/m)) for an appropriate t = tg5 € AL and
o € Autcag(g); see Lemma 8.2.12. We call the r-matrices of the form gf, for some
t € £® L, o-trigonometric r-matrices and argue that these are the appropriate two-
parameter versions of trigonometric r-matrices. The standard bialgebra structure of
a Kac-Moody algebra is well-known to be determined by a Manin triple; see [CP95,
Example 1.3.8]. We will use this fact to deduce a bijection between o-trigonometric
r-matrices and certain subalgebras 20 C £ x £ such that (£ x £, £,20) is a Manin
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triple; see Theorem 5.4.9. Here, £ x £ is equipped with a canonical bilinear form and
£ is identified with its diagonal embedding.

The Belavin-Drinfeld classification of trigonometric r-matrices [BD83a, Theorem
6.1] cannot be transported directly to a classification of the Lie bialgebra structures
associated to o-trigonometric r-matrices. This stems from the fact that holomorphic
equivalence transformations are needed to achieve the difference-dependent form and
these transformations do not define endomorphisms of twisted loop algebras. We
adjust the proof of [BD83a, Theorem 6.1] to deduce that o-trigonometric r-matrices are
determined by Belavin-Drinfeld quadruples, up to equivalence transformations which
respect the associated Lie bialgebra structures; see Theorem 8.2.1. Furthermore, we give
a concrete description of the Lie algebra 0% associated to r® for a Belavin-Drinfeld
quadruple @; see Remark 8.2.7. In our joint work with Maximov [AM21], we use the
algebro-geometric theory of the CYBE presented here to derive a direct reduction of
Theorem 8.2.1 to [BD83a, Theorem 6.1].

Using results from [KW92], we prove that the Lie algebra 20 C £ x £ associated to a
o-trigonometric r-matrix o has a natural Clu, u_]/(u;u_)-module structure. Therefore,
the completed module 20 lives on the formal neighbourhood Spec(Cluy,u_]/(uiu_))
of the singular point s of a nodal plane cubic curve X. We show that the sheaf
associated to o(exp(z/m),exp(y/m)) is given by formally gluing £ on X \ {s} = C*
with 20 on the formal neighbourhood of s; see Lemma 8.1.2 and Theorem 8.1.3. Since
the Lie algebra 20 has a concrete description if o = 09 for some Belavin-Drinfeld
quadruple ), we obtain a tangible description of .7 in this case as well. Furthermore,
this geometric approach reveals the classical double of the Lie bialgebra structure on

— —

£ defined by p: it is isomorphic to the Manin triple (Q(<%),'(X \ {s}, &), ); see
Proposition 8.1.4. In particular, we will see that (&) = Q(«,) = £ x £, where
£:E+ (resp. £7) is the completion of £ in positive (resp. negative) powers of z, i.e.
£ = [lij209;%7 © DBijco8;2’.

To conclude the introduction, let us note that the notion of non-degenerate generalized
r-matrices can be generalized to arbitrary fields k of characteristic 0 by considering
formal power series instead of meromorphic functions. These series will be called
formal generalized r-matrices and are especially interesting for k = R from the point
of view of integrable systems (see e.g. [BBT03]) and for k = C((h)) from the point
of view of quantum groups (see e.g. [KPS20]). For k = C the formal and analytic
setting lead to the same theory by virtue of Proposition 3.4.5. This work will be
formulated in the language of formal generalized r-matrices. We will see that many of
the results for generalized r-matrices mentioned above stay valid for formal generalized
r-matrices over arbitrary fields of characteristic 0. In particular, we will see that the
presented geometrization scheme still works and provides a geometric trichotomy of
skew-symmetric formal generalized r-matrices by the three different types of plane cubic
curves; see Theorem 3.2.5 and Remark 3.2.6.

Content and structure

In this section, we give a more detailed exposition of the content of this work following
precisely the structure of the main body. In the process, we give the precise formulations
of our main results. This work is split into two parts.
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Part I consists of a detailed look at the universal geometrization procedure for formal
generalized r-matrices over a field k of characteristic 0 as well as the consequent
properties of said objects; it is based on our work in [Abe21]. Chapter 1 is thereby
dedicated to the derivation of some necessary results in the theory of sheaves of (not
necessarily associative) algebras. In particular, we prove that the results in [Kir78;
Kir83], about local triviality of Lie algebra bundles, hold in an algebro-geometric context
if the classical topology notion is replaced by the étale topology; see Section 1.2. In
Section 1.3 we introduce a special set of subalgebras of A((z)), called A-lattices, for
any (not necessarily associative) finite-dimensional k-algebra A. If A is central (see
Subsection 1.3.1) and simple, any pair (O, W), consisting of an A-lattice W C A((z))
and a unital subalgebra

O C Mult(W) ={X e k(=z) | \W C W} (0.9)

of finite codimension, determines a geometric datum ((X, %), (p,¢,()) = G(O,W).
This datum consists of a coherent torsion-free sheaf of algebras &/ on an integral
projective curve X and a formal trivialization (¢, () of (X, <) at a k-rational smooth
point p € X; see Subsection 1.3.5. After introducing appropriate categories of pairs
(O, W) and geometric data ((X,.27), (p,c,()), G becomes an equivalence of categories;
see Theorem 1.3.6. Let us point out that any finite-dimensional simple algebra over an
algebraically closed field is automatically central.

Let g be a semi-simple finite-dimensional Lie algebra over k. In Chapter 2, we
introduce formal generalized r-matrices with values in g. These are certain elements
of (g ® g)(«))[y], which solve a formal version of (0.1). We define an appropriate
notion of equivalence among them, called formal equivalence. Moreover, we will discuss
skew-symmetric formal generalized r-matrices, which are simply called formal r-matrices.
We show that a formal generalized r-matrix r determines a Lie algebra g(r) C g((2))
complementary to g[z]. A central observation in this setting is: if a formal generalized
r-matrix is normalized appropriately, the subalgebra g(r) C g((z)) is Lagrangian if and
only if r is skew-symmetric; see Subsection 2.3.2.

In Chapter 3, we use the fact that g(r) is a g-lattice for any formal generalized
r-matrix r in the geometrization scheme from Chapter 1 to assign a geometric datum
to r and examine the properties of this datum. The main results obtained in Section
3.1 and Section 3.2 can be summarized as follows.

Theorem A.

Let g be a finite-dimensional, central, simple Lie algebra overk, r € (g®¢)(z))[y]

be a formal generalized r-matriz, O C Mult(g(r)) be any unital subalgebra of

finite codimension, and G(O, g(r)) = (X, <), (p,¢,()).

(1) The geometric genus of X is at most one, H*(o/) = 0 = H' (o), and < is
étale g-locally free at p.

(2) If the geometric genus of X is one and O = Mult(g(r)), then X is elliptic
and r is skew-symmetric up to scaling by an element of k[y]*.

(3) If r is skew-symmetric and normalized, there is a canonical choice for O such
that h' (Ox) = 1, & is étale g-locally free at the smooth locus C of X, and
the Killing form of < |c extends to a perfect pairing of x of — Ox.

Theorem A.(1) & (2) imply that the normalization of X is PL if r is not equivalent to
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a formal r-matrix, i.e. the projective curves associated to non-skew-symmetric formal
generalized r-matrices are essentially all rational. As for k = C, an integral projective
curve over k of arithmetic genus one with a k-rational smooth point is either an elliptic
curve, a nodal plane cubic curve or a cuspidal plane cubic curve; see Remark 3.2.6.
Therefore, Theorem A.(3) can be seen as a splitting of normalized formal r-matrices
into three categories by the underlying curves. The three classes of this geometric
trichotomy are preserved by arbitrary formal equivalences; see Remark 3.2.7.

In Section 3.3, we derive a scheme that translates properties of a geometric datum
(X, ), (p,c,C)) associated to a formal generalized r-matrix 7 into properties of 7. To
this end, note that Theorem A.(1) ensures the existence of a smooth open neighbourhood
C of p such that 7|¢ is étale g-locally free. We point out that, if k = C, this is equivalent
to o/, = g for all ¢ € C closed; see Theorem 1.2.3. We call a quadruple ((X, <), (C,n)),
where 7 is any non-vanishing 1-form on C', a geometric GCYBE model of r. If r is
skew-symmetric and normalized, there is a distinguished choice of GCYBE model
called the geometric CYBE model of r (see Subsection 3.3.1), where e.g. O is chosen
according to Theorem A.(3). Following [BG18], we construct the geometric r-matrix
p € T(CxC\A, o/ Ko) (here A is the diagonal of C') corresponding to ((X, <7), (C,n))
in Subsection 3.3.2. The section p can be seen as a global extension of r and, after étale
trivializing o/ at p, we obtain a rational extension of r. More precisely, the following
results hold; see Theorem 3.3.3 and Theorem 3.3.5.

Theorem B.

Let g be a finite-dimensional, central, simple Lie algebra overk, r € (g®¢)(x))[y]

be a formal generalized r-matriz, ((X, <), (C,n)) be a geometric GCYBE model

ofr, and p € T(C x C\ A, o/ Ko7) be the geometric r-matriz of (X, <), (C,n)).

(1) The geometric Taylor expansion of p at C' x {p} (see Subsection 3.3.]) equals
Ay)r(x,y) for some X € k[z]*.

(2) If r is skew-symmetric and normalized and (X, /), (C,n)) is its geometric
CYBE model, we get A\(z) =1 in (1).

(3) There exists an étale X-scheme Y such that r is equivalent to a Taylor
expansion of some rational section of (g ® g) @ Oy «y .

Theorem A states that, if r is not equivalent to a formal r-matrix, the normalization
of X coincides with PL. Therefore, Y can also be thought of as an étale Pi-scheme in
this case. Observe that Y is one-dimensional. If k = C, we may assume that Y is a
Riemann surface and obtain the extension result mentioned earlier.

We conclude Part I by interpreting formal generalized r-matrices for k = C (resp.
k = R) as Taylor expansions of non-degenerate solutions of the GCYBE (0.1) (resp. a
similar real analytic notion); see Section 3.4. In particular, Proposition 3.4.5 states that
in this way the theory of non-degenerate solutions of the GCYBE (0.1) (resp. a similar
real analytic notion) coincides with the theory of formal generalized r-matrices over
C (resp. R). Thus, all our established results are applicable to the original analytic
context.

Part II consists of an in depth look at the theory of formal r-matrices with values in
a finite-dimensional simple Lie algebra g over k = C. We begin by collecting some
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important results about twisted loop algebras in Chapter 4. Almost all of them are
fairly well-known and can be found in [Kac90] or [Hel78, Section X.5]. The only notable
exceptions are the results in Subsection 4.1.8 and Subsection 4.2.5 about maximal
subalgebras commensurable with a Borel subalgebra by Kac and Wang [KKW92].

In Chapter 5, we give an overview of the theory of Lie bialgebras. Most importantly,
we discuss their relation with Manin triples (see Section 5.2) and present the procedure
of constructing new Lie bialgebras from known ones, called twisting, from [KS02]; see
Section 5.3.1. Following [AM21; AB21], we use the relationship between affine Kac-
Moody algebras and twisted loop algebras, to define the standard Lie bialgebra structure
on £ = £(g,0) (see (0.8)) for any o € Autc.aig(g) of finite order; see Subsection 5.4.4.
Furthermore, we introduce o-trigonometric r-matrices and show that they define the
Lie bialgebra structures on £ obtained by twisting its standard Lie bialgebra structure.
This results in the bijection of o-trigonometric r-matrices with certain Manin triples
(£ x £,£,290) in Theorem 5.4.9. We conclude Section 5 with a discussion of rational
r-matrices (in the sense of Stolin [Sto91b; Sto91c]) and their relation with Lie bialgebra
structures on the polynomial Lie algebra g[z]; see Subsection 5.4.5.

In Chapter 6, we give the announced new proof of the Belavin-Drinfeld trichotomy,
using the theory established in Part I. More precisely, the geometric trichotomy from
Theorem A.(3) implies that the sheaf of Lie algebras, appearing in a geometric CYBE
model, restricts to an étale g-locally free sheaf of Lie algebras on a one-dimensional,
connected, complex algebraic curve. We classify these sheaves in Subsection 6.1.
Combined with Theorem B, this yields the following version of the Belavin-Drinfeld
trichotomy; see Theorem 6.2.1.

Theorem C.

Let g be a finite-dimensional, simple, complex Lie algebra, r € (g ® g)(z))[v]

be a normalized formal r-matriz, and (X, /), (C,n)) be the geometric CYBE

model of r. Then r is equivalent to the Taylor series in the second variable at 0

of a non-degenerate r-matric C x C — g ® g, which is

e clliptic in both variables if and only if X is elliptic,

o of the form o(exp(xz/m),exp(y/m)), for some o € Autc.ag(g) of order m and
some o-trigonometric r-matriz o, if and only if X has a nodal singularity, and

e a rational r-matriz if and only if X has a cuspidal singularity.

Note that this approach immediately implies that the three classes of the Belavin-
Drinfeld trichotomy are preserved by arbitrary formal equivalences, since this statement
was already observed to hold for the geometric trichotomy; see Remark 6.2.6.

To present a complete picture of the situation, we reproduce the explicit geometric
construction of elliptic r-matrices from [BH15] as well as their classification from [BD83al;
see Chapter 7. In particular, we see that elliptic 7-matrices are parametrized by triples
(1, (n,m)) consisting of a complex number 7 with positive imaginary part and a pair
0 < m < n of coprime integers. We refine the classification from [BD83a| by proving
that the elliptic r-matrices corresponding to the triples (7, (n,m)) and (7, (n’,m’))
are equivalent if and only if C/(1,7); = C/(1,7")z, n =n' and m’ € {m,n — m}; see
Proposition 7.2.4.

In Chapter 8, we discuss o-trigonometric r-matrices in detail beginning with the
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explicit geometrization procedure from our joint work with Burban [AB21]. More
precisely, we combine the theory of Manin triples for o-trigonometric r-matrices from
Subsection 5.4.4 with the results from Subsection 4.2.5 on subalgebras of twisted loop
algebras and the construction of torsion-free coherent sheaves on singular curves from
[Bod+06] to derive the following results; see Section 8.1.

Theorem D.

Let g be a finite-dimensional, simple, complex Lie algebra, o € Autc.ag(g) have

order m € N, and £ = £(g,0) be the associated twisted loop algebra (0.8).

Moreover, let ¢ be a o-trigonometric r-matriz and (£ x £, £,20) be the associated

Manin triple from Theorem 5./.9.

(1) 20 is a torsion-free Lie algebra over Cluy,u_]/(usu_).

(2) Q3 determines a sheaf of Lie algebras </ on a plane cubic curve X with nodal
singularity s such that

T(X\ {s}, o) = € and o, = W = lim W/ (uy, u_)"W. (0.10)

(3) The geometric CYBE model of the normalized formal r-matrix defined by the
Tylor series of o(exp(x/m),exp(y/m)) iny =0 1is (X, o), (X \{s}, du/u)),
where du/u is understood as a rational 1-form on X.

(4) The geometric r-matriz of (X, <), (X \ {s}, du/u)) can be identified with .

We present a classification of o-trigonometric r-matrices, respecting the associated
Lie bialgebra structures on £, in Section 8.2. To this end, we adjust the methods
from [BD83a, Section 6] to this more general context. We conclude Chapter 8 by a
discussion of equivalences. In particular, we show that the theory from Part I implies
that formal equivalences between o-trigonometric r-matrices are actually regular in
nature. This is the key observation used in [AM21] to reduce the aforementioned
classification of o-trigonometric r-matrices to the Belavin-Drinfeld classification of
trigonometric r-matrices [BD83a, Theorem 6.1].

We conclude this thesis with a discussion of rational r-matrices in Chapter 9. More
precisely, we give an explicit geometrization of rational r-matrices in the vein of [BG18],
using the theory of maximal subalgebras commensurable with a Borel subalgebra; see
Section 9.2. Moreover, we give a brief overview over Stolin’s structure theory of rational
r-matrices from [Sto91b; Sto91c]. Finally, we will see in Proposition 9.2.9 that the
algebro-geometric theory from Part I implies that formal equivalences between rational
r-matrices are actually polynomial in nature.

Conventions in notation and terminology

We denote by N, Z,Q,R and C the sets of natural, integer, rational, real and com-
plex numbers respectively, where by convention N excludes {0} and Ny = N U {0}.
Throughout this document k denotes a field of characteristic 0 with algebraic closure k.

Algebra. All rings are commutative and have a unit and morphisms of rings preserve
said unit. For a ring R and R-modules M and N, the space of R-linear maps M — N
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(resp. M — M) is denoted by Hompg(M, N) (resp. Endgr(M)), while the tensor
product of M and N is written as M ®r N. For R = k the indices are omitted.
The invertible elements of R are denoted by R* and M* := Hompg(M, R) is the dual
module of M. For any family {m; € M |i € I}, where [ is some index set, we define
(m; | i € I)g = D;c; Rmy.

If R is a domain, let Q(R) = (R \ {0})"'R denote its quotient field and put
Q(M) =M ®rQ(R). Let f: R — R be a morphism of rings and M’ be an R'-module.
We say that a map g: M — M’ is f-equivariant if it is a group homomorphism satisfying
g(rm) = f(r)g(m) for all r € R, m € M. If R and R’ are both domains, the maps
Q(R) = Q(R') (resp. Q(M) — Q(M’)) induced by f (resp. g) is again denoted by f
(resp. g). N

For any R-bilinear map B: M x M — R, we write B*: M — M* and B: M ®@r M —
Endg(M) for the morphisms defined by a — B(a, —) and a® b — B(b, —)a respectively.
If R=k, M,N C L for some vector space L over k, and dim((M + N)/(M NN)) < oo,
we say that M and N are commensurable and write M =< N.

In this text, an R-algebra A satisfies no additional assumptions, i.e. A = (A, pa)
consists of an R-module A equipped with a multiplication map pus: A ®r A — A. In
particular, a Lie algebra over R is an R-algebra. For any family {a; € A | i € I},
where [ is some index set, (a; | i € I)ga denotes the smallest R-subalgebra of A
containing a; for all ¢ € I, i.e. the R-subalgebra of A generated by {a;, € A | i € I}.
The group of invertible R-algebra endomorphisms of A, i.e. invertible R-linear maps
[ A— Asatistying fua = pa(f ® f), will be denoted by Autgae(A). For another
R-algebra A’, A @ A’ will denote the direct sum of R-modules, while A x A" is used
for the direct sum as R-algebras. If A is a Lie algebra, we use expressions of the form
l[a® 1 a1 ® as] = [a,a1] ® az, [l ® a,a; ® as] == a1 ® [a, as], etc. for all a,a,as € A.

Algebraic geometry. Let %, & be sheaves of abelian groups on a topological space
X and f:.% — ¢4 be a morphism of sheaves. For U C X open and p € X, we denote
by F(U) = I'(U,.Z7) and %, the set of sections of .# over U and the germ of .# in
p respectively. Similarly, fy =I'(U, f): I'(U,.#) — I'(U,¥) and f,: %, — ¥, are the
morphisms induced by f on the level of sections and germs, where the indices U and p
will be omitted if there is no ambiguity. We write H" (%) for the n-th global cohomology
group, in particular H(.#) = I'(X,.%) = .#(X). If H*(%) is a finite-dimensional
k-vector space, we denote its dimension by h"(.%).

Assume that X = (X, Ox) is a ringed space and %#,¥ are Ox-modules. For a
morphism f: X — Y = (Y, 0y) of ringed spaces, we write f: 0y — f,0Ox for
the additional structure morphism and let f*: f~'0y — Ox be the induced map.
The H°(Ox)-module of @x-module homomorphisms .# — 4 (resp. .F — .F) is
denoted by Homg, (#,¥) (resp. Endy, (%)), while its sheaf counterpart is denoted
by Home, (F,9) (resp. Ende, (F)). The Ox-module tensor product of .# and ¥ is
written as ¥ ®g, 4. If X is locally ringed and p € X, the maximal ideal of the local
ring Oy, is denoted by m, and we put s(p) = Ox,/m, as well as F|, = .%,/m,.Z,.
The fiber product of two schemes X, Y over a scheme S is denoted by X xg¢Y and the
index S will be omitted if S = Spec(k).



PART 1

Algebraic geometry of formal
generalized r-matrices






Some facts about sheaves of algebras

1.1 Basic definitions and properties

In this section, we discuss sheaves of algebras with a special focus on sheaves of Lie
algebras. In particular, we define the Killing form of a locally free sheaf of Lie algebras
in Subsection 1.1.2, which will turn out to be an important tool while working with the
geometric data of formal generalized r-matrices in Chapter 3.

1.1.1 Sheaves of algebras. Let X be a ringed space. A sheaf of algebras on X is
an Ox-module &7 equipped with an Ox-linear morphism p: & ®4, & — & called
multiplication map. The left (vesp. right) multiplication is the Ox-linear morphism
ly: o — Ende, () (vesp. ry: o — Endg, (<)) given by left (resp. right) mul-
tiplication of the T'(U, Ox)-algebra I'(U, o) for each U C X open. A morphism of
Ox-algebras f: of — A is an Ox-linear map such that pug(f @ f) = fuw.

We call o7 a sheaf of Lie algebras if for every U C X open u,, defines a Lie bracket
on I'(U, 7). In this case we write [,], = po and ad, = £,y = —r,. Morphisms of
sheaves of Lie algebras are simply morphisms of sheaves of algebras. Although irrelevant
in the following, we note that other important types of algebras such as associative,
alternative, Jordan, etc. algebras also generalize to the sheaf setting in the same natural
way.

Remark 1.1.1.

Let f: Y — X be a morphism of ringed spaces and &7 (resp. %) be a sheaf of
algebras on X (resp. Y'). The sheaf of algebras f*</ (resp. f.9) is naturally a
sheaf of algebras on Y (resp. X) with the multiplication defined through

Frod o, 1o — (A Ry, )18 of
(resp. f.B Qo [ B — [(B ®0, B) L3 B),

where the unlabeled arrow is the canonical one. It is easy to see that f*</ (resp.
f«%B) is a sheaf of Lie algebras, if o (resp. A) is.

If we assume that X is a locally ringed space and p € X is an arbitrary point with
residue field x(p), the stalk <7, (resp. the fiber .o7|,) is naturally an Ox ,-algebra
(resp. k(p)-algebra), which is a Lie algebra if o7 is a sheaf of Lie algebras. Indeed,
this can be seen as a special case of the inverse image construction by choosing
Y = ({p}, Ox,) (resp. Y = ({p}, k(p))) and considering the inverse image with
respect to the canonical morphism f: Y — X.

1.1.2 Killing form of a locally free sheaf of Lie algebras. Let X be a ringed space
and o/ be a sheaf of Lie algebras on X. We call an Ox-bilinear form B: o X & — Ox
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invariant (resp. symmetric, non-degenerate, perfect), if for all U C X open, By defines
an invariant (resp. symmetric, non-degenerate, perfect) bilinear form on I'(U, &).
Assume that 7 is finite locally free. Then the bilinear form &7 x & — Ox defined by

the composition
A X A — End(A) x End() — End(A) — O, (1.1)

where the first map is ad,, x ad,,, the second is given by the sheaf composition and the
third is the sheaf trace, is called Killing form of < .

Lemma 1.1.2.

Let of be a finite locally free sheaf of Lie algebras on a ringed space X.
(1) The Killing form IC of < is a symmetric invariant bilinear form.
(2) For any morphism f:Y — X of ringed spaces, the pairing

FK: frd x frd — f*Ox = Oy (1.2)

can be identified with the Killing form of f*<f .

(3) Iy is the Killing form of <, as free Ox ,-Lie algebra for every x € X and, if
X is a locally ringed space, the fiber K|, is the Killing form of < |, as a Lie
algebra over the residue field k(x) of x.

Proof. The proof of (1) is clear and (3) follows from (2) and the observation that the
functor (), (resp. (+)|,) can be realized by the inverse image via ({p}, Ox,) = X
(resp. ({p}, k(p)) — X). Therefore, it remains to prove (2).

The canonical map x: f* &ndg, () — Endg, (f*</) coincides with the isomor-
phism

EndﬁX,f(q)(Jyf(Q)) ®ﬁx,f(q) ﬁyﬂ = Endﬁy,q (”Q{f(Q) ®ﬁx,f(q) ﬁYﬂ) (1'3)

in the stalk in any point ¢ € Y, where we used that o7 is finite locally free. This
shows that

Frat 24 fnd,y (of) = Endp, ()

Trf*d

and f* Endg, () —— Endy, (f*) -5 Oy
coincide with ads-, and f*Tr, respectively and that x is compatible with the

composition of endomorphisms of sheaves. Therefore, applying f* to (1.1) and
using x implies that f*IC,, coincides with the Killing form of f*.<7. m

1.2 Local triviality of sheaves of algebras

Let o7 be a sheaf of algebras on a k-scheme X. In general, we will see that for our
applications we cannot expect .o to be locally free in a Zarsiki sense: the existence of
an open subset U C X and a k-algebra A such that I'(U, &) = AR I'(U, Ox) is not
guaranteed. However, we will see that local triviality in the less rigid étale topology is
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ensured in our context. In this section, we explain the formal meaning of étale local
triviality and give some important results concerning sheaves of algebras with this

property.

1.2.1 Types of local triviality of sheaves of Lie algebras. Let < be a sheaf of
algebras on a k-scheme X and A be a k-algebra. There are several different natural
notions of A-local triviality for the sheaf of algebras .-

o o/ is called weakly A-locally free at x € X if the fiber &7|, is isomorphic to A ® k(z)
as a Lie algebra over k(x), where we recall that k(z) is the residue field at .

o o/ is called formally A-locally free at x € X if the completed stalk o, is isomorphic
to A® ﬁAX,x as Lie algebra over ﬁAX@.

e o/ is called étale A-locally free at x € X if there exists a k-scheme Y and an étale
morphism f:Y — X of k-schemes such that x € f(Y) and f*< is isomorphic to
A ® Oy as sheaf of Lie algebras on Y.

e of is called Zariski A-locally free at x € X if there exists an open neighbourhood U
of x such that &/|y is isomorphic to A ® Oy as sheaf of Lie algebras on U.

e o/ is called weakly (resp. formally, resp. étale, resp. Zariski) A-locally free if &7 is

weakly (resp. formally, resp. étale, resp. Zariski) A-locally free at all closed points
x e X.

Remark 1.2.1.

(1) If o is étale A-locally free, then 7 is locally free as Ox-module; see [GRT71,
Seconde partie, Théoréme 3.1.3].

(2) Let p € X be an arbitrary point. Obviously, o is weakly A-locally free in
p € X if it is formally A-locally free in p. Since open immersions are étale, .o
is both formally and étale A-locally free in p if it is Zariski A-locally free in p.
Furthermore, if k is algebraically closed and p is a closed point, o7 is formally
A-locally free in p if it is étale A-locally free in p.

1.2.2 Etale local triviality of sheaves of algebras. Recall that k denotes the alge-
braic closure of k.

Lemma 1.2.2.

Let o7 be a sheaf of algebras on a finite-type k-scheme X, A be finite-dimensional
k-algebra, and w: X x Spec(k) — X be the canonical projection. The sheaf o is
étale A-locally free at a point p € X if and only if m*</ is étale (A ® k)-locally
free at all ¢ € 7 (p).

Proof. “ = 7 Follows directly from the fact that the property of being étale is
stable under base change; see [DG67, Proposition 17.3.3.(iii)].

“«=" Etale A-local triviality is a local property and .o is locally free; see
Remark 1.2.1.(1). Therefore, we can assume that M = I'(X, &) is a free R-algebra
for X = Spec(R), where R = k[xy,...,x,]|/] for some ideal I C k[xy,...,zy].
Then X x Spec(k) = Spec(R) for R = Kk[zy,...,7,]/kl and the natural injective
morphism ¢: R — R induces 7: X x Spec(k) — X. By definition, p is a prime
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ideal of R. Fix ¢ € 7 '(p), i.e. ¢ C R is a prime ideal such that :71(g) = p. The
étale A-local triviality of 7*.<7 in § can now be formulated as: there exists an étale
morphism f: R — S of k-algebras, such that § = 7_1(F) for some prime ideal
7 C S and there exists an isomorphism

V: M@r S (M@rR)®5S5 - (AKk) @ ST A®S

of S-algebras. We may assume that S = k[zy,...,7,]/(s1,...,8;) for some
S1,...,5: € k[z1,...,2,]. The morphism f is completely determined by the
images fi = f(z; +kI) € S of z; + kI € R fori € {1,...,m}. We can describe ¢
by a matrix [1)] € Matgy4(S) after choosing a basis of A. Here d = dim(A).
Since k is algebraic over k, we can choose a finite field extension k’ of k such

that sy,...,sx €K[z1,..., 20, f1,- - fm,det([1]) 7! € S and [¢] € Matgyq(S) for
R =Kl[zy,...,2,)/KT and S =K[xy, ..., z.]/(s1,. .., Sk)-

Here we used that only finitely many elements of k appeared in these constructions.
The assignment x; + k'l — f; for ¢ € {1,...,m} defines a k-algebra morphism
f: R' — S making the diagram

R —— 8 (1.4)
b
R——S

!

commutative, where the vertical maps are the canonical ones. In particular, it
holds that f~!(r) = ¢ for ¢ := /"71(q) and r := 77 1(F).

Since f can be identified with f ®y idg, f is étale because f is; see [DG67,
Proposition 17.7.1.(ii)]. Furthermore, R — R’ is étale since k — k’ is finite,
the characteristic of k is 0, and ' & R ® k/’. The composition g: R — S
of the canonical morphism /: R — R’ with f is étale and satisfies g~'(r) =
L)) = o Y(F (7)) = p, where we used ¢ = ¢+ and (1.4). The matrix [¢]
defines a morphism M ®r S — A ® S of S-algebras, which is bijective because of
det([¢)])t € S. Tt is easy to see now that & is étale A-locally free in the point

p. [

The rest of this section is dedicated to the translation of results by Kiranagi [Kir78;
Kir83] about the analytic local triviality of real Lie algebra bundles into the language of
algebraic geometry. We start with the algebro-geometric version of the statement from
[Kir78] that a Lie algebra bundle with isomorphic fibers is automatically analytically
locally free as a Lie algebra bundle.

Theorem 1.2.3.

Let of be a sheaf of algebras on a reduced finite-type k-scheme X, A be finite-
dimensional k-algebra, and m: X x Spec(k) — X be the canonical projection.
The sheaf o is étale A-locally free if and only if T/ is weakly (A ® k)-locally

free.
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Proof. By Lemma 1.2.2 we may assume that k = k and so we have to show that
o/ is étale A-locally free if and only if <], = A for all closed points p € X. The
“ = 7 part was already discussed in Remark 1.2.1. It remains to prove the “<="
part. Recall that an algebraic prevariety is a locally ringed space associated to the
closed points of a reduced k-scheme of finite type and that the category of reduced
k-schemes of finite type is equivalent to the category of algebraic prevarieties. As
a consequence, we are permitted to work in the latter category.

Etale local triviality is a local property. Therefore, we can assume that X
is an affine variety, i.e. the ringed space associated to the closed points of an
reduced affine k-scheme of finite type. Let us identify A with a k-algebra of
the form (k¢ p4). The I'(X, Ox)-algebra I'(X,.o) can be identified with the
['(X, Ox)-module of all regular maps X — k¢ equipped with a multiplication map
fo: F Qe @ — . Said multiplication map is determined by a regular map
0: X — Alg, = Hom(k? ® k% k) via p(a @ b)(p) = 0(p)(alp) ® b(p)) for all
a,b: X — k¢ regular and p € X. By definition, «7|, = (k% 6(p)) for all p € X.
The group G = GL(d, k) acts on Alg, by

(L-9)(v®w)=L"9(Lv® Lw) VL € G,9 € Alg,,v,w € k% (1.5)

The orbit G - 14 coincides with the set of multiplications on k? determining an
algebra structure isomorphic to A. Therefore, §(X) C G - ua by assumption. Let
us split the remainder of the poof into three steps.

Step 1. The canonical map o: G — G - 4 is a surjective smooth morphism
of algebraic prevarieties. Consider the stabiliser H of p4 in G. The canonical
map 0: G — G/H = G - uy defined by L — L - 4 is a faithfully flat morphism
of algebraic prevarieties and the induced morphism G x¢.,, G —+ G x H is an
isomorphism; see e.g. [Mill7]. Note that the pull-back diagram

Gxgu, GEXGxH——G | (1.6)

| |

GG

combined with the fact that H and hence G x H — G is smooth and o is flat,
implies that o is smooth; see [DG67, Proposition 17.7.4].

Step 2. For all p € X there exists an étale morphism f:Y — X and a
morphism s: Y — G such that p € f(Y) and os = 0f. Consider the pull-back
diagram

Gxop X ——G | (1.7)

)
Since the morphism o is surjective and smooth, so is g; see e.g. [GW10, Proposition
6.15.(3)]. Let p € X be an arbitrary point. Using the construction in [DGG67,
Corollaire 17.16.3], we see that there exists a locally closed affine subvariety
Y C G x¢.pu, X such that f = g|y is étale and p € f(Y). Let s be the restriction
of the canonical projection G x¢.,, X — G to Y. By construction os = .
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Step 3. s induces an isomorphism ¢: f*o/ — A® Oy. We can identify
(Y, f*o) with the I'(Y, Oy )-module of all regular maps Y — k¢ equipped with
the multiplication pi s, determined by p s« (a ®0)(q) = 0(f(¢))(a(q) ®b(q)) for all
a,b: Y — k? regular and ¢ € Y. Evaluating os = 6f at an arbitrary point ¢ € Y
results in s(q) - pa = 0(f(q)). Therefore,

s(q)0(f(q))(a(q) ®b(q)) = s(q)(s(q) - pa)(alq) @ b(q)) = pna(s(q)alq) ® s(q)b(q))

holds for all regular a,b: Y — k¢ and ¢ € Y. This shows that the T'(Y, Oy )-linear
automorphism 1 of {a: Y — k? | a is regular} defined by v(a)(q) = s(q)a(q) for
all a: Y — k? regular and ¢ € Y induces an isomorphism ¢: f*«/ — A ® Oy of
sheaves of algebras. m

Remark 1.2.4.
Note that, under the assumptions of Theorem 1.2.3, 74|, = | () ®w(n(p) k for
all p € X x Spec(k) since

({p}, k) ———— X x Spec(k)

| I

{r(@)}, (7 (p))) ——— X

commutes. Therefore, the statement of Theorem 1.2.3 can be reformulated as: <7
is étale A-locally free if and only if @, ., k = AQk for all p € X.

The following result is an algebro-geometric version of [Kir83, Lemma 2.1].

Proposition 1.2.5.

Let o7 be a locally free sheaf of Lie algebras on a reduced finite-type k-scheme
X such that o7|, is semi-simple for some closed point p € X. Then <f is étale
o |,-locally free at p € X.

Proof. Lemma 1.1.2, Remark 1.2.4 and Cartan’s criterion for semi-simplicity imply
that 77|, is semi-simple for all ¢ € 7~*(p) if and only if 7|, is semi-simple.
Therefore, using Lemma 1.2.2] we may assume that k is algebraically closed. As in
the setting of the proof of Theorem 1.2.3, we can work in the category of algebraic
prevarieties, assume that X is an affine variety and that o/ is free of rank d. Let
Lie; C Alg, = Hom(k? ® k¢ k?) be the affine subvariety of all of possible Lie
brackets on k?. Then I'(X,.e7) can be identified with the T'(X, Ox)-module of all
regular maps Y — k¢ equipped with a Lie bracket j,, defined by a regular map
0: X — Liey via p(a ® b)(q) = 0(q)(alq) ® b(q)) for all a,b: X — k9 regular and
qe€ X.

The action of G = GL, (k) on Alg, discussed in the proof of Theorem 1.2.3
restricts to an action on Liey. In particular, the orbit G - 6(p) coincides with
the set of Lie brackets on k% which determine a Lie algebra structure isomorphic
to |, = (k% 0(p)). Combining [NRG7, Theorem 7.2] with Whitehead’s Lemma,
and the fact that 7|, is semi-simple, we see that G - §(p) C Lie; contains an
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open neighbourhood V' of §(p) and as a consequence U = §~'(V) is an open
neighbourhood of p. This means that for all ¢ € U, we have 7|, = (k% 0(p)) = </|,.
Theorem 1.2.3 now asserts that 7|y is étale A-locally free. O

1.2.3 Interlude: the small étale site. The concept of “étale topology” can be for-
malized by passing from usual topologies to Grothendieck topologies. Roughly speaking,
this means that we replace the set of open subsets with a category of morphisms
resembling open immersions in the original context. We will not define Grothendieck
topologies here. However, we sketch in the following how in this context topological
notions such as sheaves and coverings can be understood for the only example relevant
to us: the topology where étale morphisms are treated as open immersions.

Let S be a scheme. The small étale site S¢ is the category of étale S-schemes, i.e.
the category of schemes S’ equipped with an étale structure morphism fg: 8" — S
and morphisms of S-schemes as morphisms. Note that all morphisms in Sg are étale
itself (see [DGG7, Proposition 17.3.4]) and open subsets U C S are understood as
objects in Sg via the open immersion U — S. For two morphisms U, V' € Sg the fiber
product U xg V € Sg takes the role of the intersection of U and V' and the natural
étale morphisms U < U xg V — V can be thought of as the respective inclusion maps.
An étale neighbourhood of a point p € S is an object U € Sg such that p € fy(U). We
call a family {U,}ie; C Sg étale covering of U € Sg if all { fu, }ier factor over fi; and
UiEI fUl(Uz) = U holds.

A presheaf # on Sg is a contravariant functor .%: Sg; — set, where set is the
category of sets. In particular, for every S” € Sg we have a set I'(S', . F) = .Z (S') of
sections and for every morphism S’ — S” in Sy there is a restriction map

(Ys: D(S", F) = (S, Z). (1.8)

We call F a sheaf if for every U € Sy and every étale covering {U, };c; of U the natural
sequence

LU, 7)) ——1lLie; LU, ) == 11 jer T(U; xp U;, F) (1.9)

is an equalizer. In other words, for every family {s; € I'(U;, #)}icr such that the
identities s;|v,x,u;, = Sjluixyu; hold for all i,j € I exists a unique s € I'(U,.#)
satisfying s|y, = s; for all ¢ € I.

Morphisms of presheaves and sheaves are simply natural transformations as functors.
For any U € Sg, we get a sheaf |y on Uy via I'(V, Z|y) = T'(V, F) for all étale
morphisms V' — U, where on the right-hand side the induced morphism V — U — X
is used. Notions such as sheaves of (abelian) groups, sheaves of modules, sheaves of
algebras, etc. can be naturally generalized to produce subcategories of the category of
sheaves on Sg;.

The easiest example of a sheaf on Sg; is the sheaf hy represented by some S-scheme
Z, which assigns to each S’ € Sg the set of morphisms S’ — Z of S-schemes. Clearly,
h¢ is a sheaf of groups if G is a group scheme over S. For every &g-module %, the
assignment Sg > U — HO( f5F) defines a sheaf .Z¢ on Sg with values in the category
of abelian groups. More accurately, . is an Og«-module.
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We now want to interpret étale local triviality of sheaves of algebras using the small
étale site. Let &/ be a sheaf of algebras on a k-scheme X and A be a k-algebra. The
sheaf o7 is étale A-locally free in p € X if and only if there exists an étale neighbourhood
U € X of p such that |y = A ® Oy as Oy g-algebras.

1.2.4 Sheaves of algebras and torsors. In this paragraph, we will briefly recall the
notion of (étale) torsors and their relation to sheaves of algebras. These objects are
algebro-geometric versions of principal fiber bundles. We will restrict ourselves to the
definition of torsors using 1-cocycles, which is similar to the definition of principal fiber
bundles using 1-cocycles; for a more general approach see e.g. [Mil80, Paragraph I11.4].
Our interest in torsors stems from the fact that they are classified by an analog of
the first Cech cohomology group. This will be useful in some classification problems
concerning sheaves of algebras; see Subsection 6.1.

Let S be a scheme, ¢4 be a group sheaf on S¢; and U = {U, };¢; be an étale covering of

S. In the following, we use the notation U;, ;, = U;, Xg--- xgU;, forall 4y,... 1, € I.
A set {gij € I'(U;j,9)}ijer is called étale 1-cocycle trivialized at U if
(gij|Uijk~) (gjk’|Uijk) = gik|Uijk (1'10)

holds for all 4,7,k € I. It is called cohomologous to another étale 1-cocycle {g;;}i jer
if there exists a family {h; € I'(U;,¥)}ier such that g;; (hj|Uij) = (hi|Uij) gi; for all
1,7 € I. The set of cohomology classes of étale 1-cocycles trivialized at U will be
denoted by H(U,%). Note that for another étale covering U’ := {U!};ep of S we have
an étale covering U xg U’ := {U; xg U]’-}iel,jgp and natural maps

H'(U,¥) — HY(U x5 U, ¥) +— HY(U,9)

making the set of étale covers to a directed set and the étale 1-cocycles to a directed
system over this set. An étale & -torsor is an element of

H'(Sq, ) = lim H'(U, G). (1.11)

Note that ﬁl(Sét,%) is a pointed set, i.e. it has an distinguished element defined by
the neutral element of I'(S,%) interpreted as a 1-cocycle trivialized on the trivial étale

covering S — 5. If 9 is represented by some group scheme G over S, i.e. 94 = hg, we
also write H!(S¢, G) == H' (S, 9).

Lemma 1.2.6.

Let X be a quasi-compact k-scheme and A be a k-algebra.

(1) Let 9 be the group sheaf on Xg defined by: T'(U,¥9) are the sheaf of algebras
automorphisms of A® Oy for all U € S¢. The isomorphism classes of étale
A-locally free sheaves of Lie algebras on X are in bijection with Iv—Il(Xét7g).

(2) Assume that X is reduced, A is finite-dimensional, k is algebraically closed,

and Auty i (A)x = X x Auti (A), where Auti (A) is the affine scheme

k-alg k-alg
with k-rational points Auty as(A). The isomorphism classes of étale A-locally

free sheaves of Lie algebras on X are in bijection with I:]:l(Xét,Aut]k_alg<A>X).
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Proof of (1). Let o/ be an étale A-locally free sheaf of algebras on X. Then there
exists an étale covering {U;}ier of X and isomorphisms ¢;: [, & — A ® Oy, of
sheaves of algebras. Let ¢;; € I'(U;;,%) be defined as the composition

T (p; ] o 5 -1
A® Oy, — s fr o —amify o A 6y, (1.12)

for all 7,5 € I, where m: U;j = U; xg U; — U; and m: U;; — U; are the canonical
projections. It is easy to see that g = {gi;}ijer is a 1-cocycle and a sheaf of algebras
isomorphic to 7 defines a 1-cocycle cohomologous to g. Thus, we have defined a
mapping from the set of isomorphism classes E of étale A-locally free sheaves of
algebras to H! (X, ).

We will now construct the inverse of the map £ — ﬁl(Xét, ). Let g = {gij }ijer
be an étale 1-cocycle trivialized at the étale covering U = {U;};c; of X. Since
X is quasi-compact, we may assume that [ is finite. Then U = [[;c; U; € Xg
and the structure morphism fy: U — X is faithfully flat since it is étale and
surjective. Let ¢ € I'(U xx U,¥) be the automorphism of A ® Oy defined by
{9ij}ijer- The cocycle condition (1.10) now takes the form 73}, (¢) = mi,(P)m5, (),
where m;;: U xx U xx U — U xx U is the projection (z1,z2,z3) — (z;,x;) for
ij € {21,31,32}. Faithfully flat descent (see e.g. [Mil80, Proposition 2.22]) provides
a coherent sheaf &7 on X equipped with a sheaf of algebra structure such that
fod = A® Oy, i.e. & is an étale A-locally free sheaf of algebras. Indeed, this
claim can be reduced to the case that X and U are affine. Then 7 coincides with

fux Ker(on] —7m5: A® Oy - A® Opyxy)) - (1.13)

In particular, 27 is a subsheaf of algebras of fy.(A®0OY ), since ¢ is an automorphism
of sheaves of algebras. Here, w1, my: U Xx U — U are the canonical projections.
Furthermore, we can also deduce that an étale 1-cocycle cohomologous to g results
in a sheaf of algebras isomorphic to . Thus, we obtain a map ﬁl(Xét, 9)— F
and it is not hard to see that this map is inverse to the map F — ﬁl(Xét,g )
constructed above.

Proof of (2). It suffices to prove that ¢ is naturally equivalent to the group
sheaf on X represented by Auty.,(A)x as contravariant functor on Xg with
values in the category of groups. For this, note that every automorphism of
A ® Oy as sheaves of algebras on a X-scheme U is uniquely determined by a
regular map U(k) — Autyag(A), where U(k) are the k-rational points of U,
which coincide with the closed points of U since k is algebraically closed. This
regular map is uniquely determined by a morphism U — Autﬂi‘fglg(A), which again
defines a morphism U — Auty ,5(A)x of X-schemes. We obtain an isomorphism
LU, 9) = haugyp,a)x (U). Tt is straight forward to see that these isomorphisms

define the desired natural equivalence. O]
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1.3 Lattices in current algebras and sheaves of
algebras on projective curves

Let A be a finite-dimensional vector space over k and W be a subset of the space
of A-valued Laurent series A((z)) (for an introduction on formal power and Laurent
series, see Subsection 2.1.1 below). In the following, we write W, :== W N 2z7*A((2))
and note that ... C Wy, C Wiy, C ... holds. Moreover, we say that an element
F(z)=z"%a+...€ W\ Wy_1 is of order k and has main part z *a.

Let A be a finite-dimensional k-algebra. A subspace W C A((2)) is called A-lattice of
index (ho, hy) if W is a subalgebra and both

ho = dim(A[z] N W) and h; = dim(A((2))/(A[z] + W)) (1.14)

are finite. In other words, dim(W,) < oo and ¢ € Ny exists such that for all a € A and
k > ( an element a € W with main part az~* exists.

Remark 1.3.1.
Note that a unital k-lattice O automatically satisfies Oy = O Nk[z] = k. Indeed,

if there exists f € Og \ k, Oy would contain the infinite linearly independent set
{(f = f(0))* | k € N}, which contradicts the fact that O is a k-lattice.

In this section, we establish a connection between A-lattices, which are modules
over k-lattices, and sheaves of algebras on a projective curve, which are formally A-
locally free at a distinguished k-rational smooth point. More precisely, we introduce
appropriate categories of such lattices and geometric data in subsections 1.3.2 and
1.3.3 and construct an equivalence between these categories in the remainder of this
section. These constructions are based on the methods used in [Mum78; Mul90]. The
existence of a k-lattice stabilizing an A-lattice, which is necessary for this geometrization
procedure, can be settled if A is central simple by a result of Ostapenko; see [Ost92] or
Theorem 1.3.3. Let us begin this section by recalling the definition and basic properties
of central simple algebras.

1.3.1 Prelude: central simple algebras. Let A be a finite-dimensional k-algebra
with multiplication g4 (a,b) = ab for all a,b € A. The centroid of A is the k-subalgebra
C' of End(A) consisting of k-linear maps ¢: A — A such that

(ab) = a(b) = ¥ (a)b for all a,b € A. (1.15)

In other words, C' is the centralizer of the subalgebra (r,, ¢, | a € A)x.a; of End(A)
generated by {r,, ¢, | a € A}, where r,(a) == £,(b) = ab for all a,b € A. Obviously,
kidy € C and A is called central if C' = kid4. Recall that A is called simple if AA # {0}
and there is no k-subspace I C A such that A+ AI C I holds except {0} and A. The
following theorem summarizes the basic properties of central simple k-algebras, which
can be found in e.g. [Jac79, Section X.1].
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Theorem 1.3.2.

Let A be a finite-dimensional simple k-algebra with centroid C'. The following

results are true.

(1) C is a field. In particular, k — C' is a finite field extension.

(2) If A is central and K' is any field extension of k, AQK is again central simple
as a kK’ -algebra.

(3) If A is central, the identity End(A) = (14,4, | @ € A)kalg holds.

1.3.2 The category Lat, of ringed A-lattices. Let A be a finite-dimensional k-
algebra. A ringed A-lattice is a pair (O, W), where O is a unital k-lattice and W is an
A-lattice such that OW C W. A morphism of ringed A-lattices

(w, @) (O1,W1) = (02, W2) (1.16)

consists of a series w € zk[2]* and a map ¢ € Endy[.j.a5(A[2]) € End(A)[z] such that
f(z) = f(w(z)) maps Oy to Oz and a(z) — ¢(z)a(w(z)) maps Wi to Wy. The class
of ringed A-lattices with this notion of morphisms defines the category Lat 4 of ringed
A-lattices. We have the following important result from Ostapenko [Ost92].

Theorem 1.3.3.

Let A be a finite-dimensional, central, simple k-algebra and W be some A-
lattice. The unital k-algebra Mult(W) = {f € k((z) | fW C W} is a k-
lattice. In particular, (O, W) € Laty for all A-lattices W and unital subalgebras
O C Mult(W) of finite codimension.

Proof. First note that Mult(W) N k[z] = k, since otherwise we would get a
contradiction with dim(Wy) < oo in a similar way as in Remark 1.3.1. Thus, we
have to show that ¢ € N exists such that for all j > ¢ there exists A € Mult(W) with
main part z77. Let us denote by r, (resp. £,) the right (resp. left) multiplication by
an element a € A((2)) considered as an element in Endy.)(A((2))) = End(A)((2)),
i.e. £y(b) = ab = ry(a) for all a,b € A((z)). Note that r,, ¢, € End(A) for a € A.
Let J = (14,4, | @ € W)kae € End(A)((2)).

The fact that A is central combined with [Jac79, Chapter X, Theorem 4.] implies
that End(A) = (74,4, | @ € A)gale. In particular, for every L € End(A) exists
a non-commutative polynomial f = f(x1,...,z,) and ay,...,a, € A such that
f(ma,...,my) = L, where m; € {ry,, l,,} for all i € {1,...,q}. Let {f;}{=; be the
unique polynomials defined by the following inductive process: f; is the sum of
all monomials of f depending on z, and, if fi11,..., f, are given, f; is the sum
of all monomials of f — f;41 — -+ — f, which depend on ;. By construction, f;
depends only on z4,...,7; and every monomial of f; contains a factor ;. Let f;;
denote the homogeneous component of f; of degree j and g¢;;(x1, ..., x;;v;) be the
polynomial where the leftmost x; appearing in every monomial of f;; is changed
to y;. Since W is an A-lattice, we can chose s € N such that for all i € {1,...,q}
and k € Ny there exists b¥ in W with main part 2=*"*a;. Let m¥ be the left (resp.
right) multiplication by b if m; is the left (resp. right) multiplication by a;. By
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construction g;; ('Tﬁ(l), co,m ﬁf) has main part z=%% f;;(my, ..., m;). Thus,
7 L 0 0. —k-+s(deg(f)—3)
—~ —~ —~ s(ae, -
Z 9ij (m1a--->mi§mi B ) (1.17)
=1 =1

has main part z~*=*4¢(/) [ Putting (L) := sdeg(f), we see that for all k € Ny
exists an element of J with main part 2 *"(®) L. Let {L;}?", be a basis of End(A)
and set r = max{r(L;) |i € {1,...,q}}. We have:

for all L € End(A), k € Ny exists L* € J with main part 2~ *7"L. (1.18)

In [Ami76] the author constructs a non-commutative, non-vanishing homogeneous
polynomial P = P(zy,...,z,) in ¢ := 2dim(A)?-variables which takes values in kid 4
when evaluated on End(A)?. In particular, we may choose Ly, ..., L, € End(A)
such that P(Ly, ..., L,) =id4. Using (1.18) results in

P (LS, Ly 4, L) = Nidy (1.19)
for all j > rq, where )\; € k((z)) has main part z77. Since the left-hand side of
(1.19) is an element of J, we can see that \; € Mult(W). O

1.3.3 The category GeomLat, geometric A-lattice models. Let A be a finite-

dimensional k-algebra. A geometric A-lattice model is a quintuple ((X, <), (p,c,()),

where

e X is an integral projective curve over k, p € X is a smooth k-rational point equipped
with a k-algebra isomorphism ¢: O, — k[z] and

e &/ is a torsion-free coherent Ox-algebra equipped with a c-equivariant algebra
isomorphism (: tgzgp\ — Alz].

In particular, 7 is by definition formally A-locally free in p. Note that ¢ induces

an isomorphism Q(& xp) — k((2)) and ¢ induces a c-equivariant algebra isomorphism

o~

Q(«7,) — A((z)) which will again be denoted by ¢ and ¢ respectively. Since 7 is torsion-
free, I'(U, &) C Q(47,) holds for all U C X open, and ( is an algebra isomorphism, it
can be seen that o7 is a sheaf of Lie algebras if A is a Lie algebra. A morphism of

geometric A-lattice models

(f,0): (X1, 94), (p1,c1,01)) = ((Xa, @), (P2, €2, C2)) (1.20)

consists of
e a birational morphism f: X, — X such that f(p2) = p; and

R 7 R
ﬁX 1,P1 ﬁX 2,P2

N A

k[-]

commutes while
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o ¢: o — f.o is a morphism of O, -algebras such that, under consideration of
(fedl)p, = o, the following diagram commutes

bpy

'Q{l,Pl %7172 :

o A

Al7]

1.3.4 The trivialization functor T: GeomLat, — Lat,4. In order to relate the
categories GeomLat, to Lat,, for some finite-dimensional k-algebra A, we note the
following general result.

Theorem 1.3.4.

Let X be an integral projective curve over k and p € X be either a smooth closed
point or, if X is additionally Gorenstein, an arbitrary closed point. Then we
have a canonical exact sequence

0 — H(Z) — T(X\ {p}, %) & Z, — Q(ZF,) — H'(F) — 0

for every coherent sheaf F on X.

The statement concerning a smooth point on an arbitrary integral projective curve
can be found in [Par01, Proposition 3], while the Gorenstein singular case is discussed
in [Gallb, Chapter 3]. Let ((X, %), (p,c,()) € GeomLat, for an finite-dimensional
k-algebra A. Then Theorem 1.3.4 implies that

(e(T(X \{p}, Ox)), C(T(X \ {p}, &)))) € Lata. (1.21)

This assignment is easily seen to define a functor T: GeomLat, — Lata, called
trivialization functor.

1.3.5 The quasi-inverse G: Lat, — GeomLat4 of T. Let us split the construction
of the quasi-inverse of T into two steps, starting with the observation that any unital
k-lattice defines an integral projective curve over k.

Proposition 1.3.5.

Let O be a unital k-lattice of index (ho, hy).

(1) gr(0) = Bpren, t*Or C O[t] is a unital graded k-algebra and hg = 1. Further-
more, X := Proj(gr(0)) is an integral projective curve over k of arithmetic
genus hy.

(2) There is a distinguished k-rational smooth point p € X equipped with a
natural k-algebra isomorphism c: ﬁAXJ, — k[z] such that the induced map
¢: Q(Ox,) — k((2) satisfies ¢((T(X \ {p}, Ox)) = O. In particular, ¢ induces
an isomorphism Spec(O) — X \ {p}.
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Proof. That gr(O) is a graded k-subalgebra of O[t] follows directly from OO, C
Ogyy for all k, ¢ € Z, while hy = 1 was already shown in Remark 1.3.1. We proceed
in five steps.

Step 1. O has Krull dimension one. The condition dim(k((2))/(k[z]+0O)) < oo
implies that for a sufficiently large r € N there exist elements f and g of O
with main parts z=" and 2z7"~! respectively. The fact Oy, = k implies that the
canonical projection O — k[z7] is injective. Consequently, k[f, g] C O is of finite
codimension, since for every ¢; > r and 0 < f5 < r — 1 the element f*~*g¢* has
main part 2~ ‘2. Therefore, the Krull dimension of O and the Krull dimension

-r

of k[f, g] coincide. The latter is one, since, if hy,. .., hy is a basis of kK[f, glr(r41)-1
we have

k[f, 9leriy-1 2 [ —g" = crha + - + il (1.22)
for some ¢y, ..., c; € k, which is a polynomial relation of f and g.

Step 2. Construction of p and c. By definition of X = Proj(gr(O)), the
homogeneous prime ideal p = () = @y, t*7' Oy, generated by ¢ € gr(0) is a
point of X. Observe that t*h is an element of the homogeneous elements S of
gr(0O) \ (¢) if and only if h has order k. This shows

Oxp, = (S7'gr(0))o = {a/h | a,h € O,a/h € k[z]} = Q(O) Nk[2]. (1.23)

Choosing f, g as in Step 2 yields u == f/g € Q(O) N zk[z]*. Therefore, k[u] C
Q(0) Nk[z] C k[2] and k[u] = k[2] results in an isomorphism c: Oy, — k[z].
We conclude that p is k-rational and smooth.

Step 3. We have ¢(I'(D4(t), Ox)) = O, i.e. Spec(O) = D, (t). Since k[z]w) =
k((z)) for u from Step 2, we can see from (1.23) that the rational functions on
X can be identified with Q(O) via the isomorphism c: Q(ﬁAXJ,) — k((2)). More
precisely, we can deduce that

c(T(D+(t"h), Ox)) = gr(O)[(t"h) o € Q(O) (1.24)

holds for all t*h € gr(O). More precisely, the formal trivialization ¢ induces the
natural isomorphism T'(D, (t*h), Ox) = gr(O)[(t*h)~]o. In particular, we see that

c(T(D4(t), Ox)) = gr(O)[t']o = O. (1.25)

Therefore, ¢ defines an isomorphism Spec(O) — D, ().

Step 4. X is an integral projective curve over k. Using the steps 1,2 and
4, it remains to show that X is a k-scheme of finite type, since then dim(X) =
dim(D4(¢)) = 1. Thus, we have to show that gr(O) is a finitely-generated k-
algebra; see e.g. [GW10, Lemma 13.9.(2) and Proposition 13.12]. We will prove
that each basis B of the finite dimensional space @’,;2:0 t*Oy,, containing t,t" f and
t"t1g, generates gr(O), where f, g and r are as in Step 2. Let us write R for the
k-subalgebra of gr(O) generated by B. We prove by induction on k > 72 that
t*O,, C R, which is obvious for k = 2. By induction assumption t*10x_1 C R, so
t*O,_1 C Rsincet € R. Let h € O have main part az * and ¢; > 7,0 < o <r—1
be such that k = ¢1r + ¢5. Then

th —a(t" ) (" )2 = thh — ath 290 € tRO,_, C R,
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proving t*h € R and this gives the induction step.

Step 5. D, (t) = X \ {p} and h'(Ox) = hy. Since O Nk[z] =k by Step 1, the
open subscheme D, (t) UD, (t""'g) = D, (t) U {p} of X, where g is as in Step 2,
is not affine and hence a proper k-scheme by [Har77, Chapter IV, Exercise 1.4].
Therefore, D (t) U{p} — X is both open and closed, so X = D, (¢) U{p}, since X
is integral. Setting .# = COx in the exact sequence of Theorem 1.3.4 and applying
c results in the desired: h'(0x) = dim(k((2))/(k[z] + O)) = hy. O

Theorem 1.3.6.

Let A be a finite-dimensional k-algebra, (O, W) € Laty be a ringed A-lattice,

(ho, h1) be the index of W, and (X, ¢, p) be the geometric datum associated to O

in Proposition 1.5.5.

(1) gr(W) == @pept* Wi C WIt,t7Y is a graded gr(O)-subalgebra and the as-
sociated sheaf of algebras o/ on X is coherent, torsion-free and satisfies
(), 1 () = (ho, ). -

(2) There is a natural c-equivariant isomorphism (: <, — A[z] such that the

o~

induced map ¢: Q(27,) — A((2)) satisfies ((I'(X \ {p}, &) =W.
(3) (O, W) — (X, ), (p,c,C)) defines a functor G: Laty — GeomLats such
that TG = idpae, and GT = idgeomLat 4 -

Proof. The fact that O Wy, ua(Wy, @ Wy) C Wiy, for all k, ¢ € Z immediately
implies that gr(WW) C W{t,t7!] is a graded gr(O)-subalgebra. Here,

pat A(2)) @) A(2) — A(2) (1.26)

denotes the multiplication map of A((z)), which can be identified with the k((2))-
linear extension of the multiplication map of A. It is obvious that o7 is torsion-free
since gr(WV) is torsion-free. We split the rest of the proof into several steps.

Step 1. &7 is coherent. Since X is noetherian, it suffices to prove that gr(W) is
finitely-generated by [Har77, Proposition 5.11.(c)]. Choose r € N such that for all
k > r and for all v € A there exists an element in W with main part vz=* as well
as an element in O with main part 2~%. Since W, = W N A[z] is finite-dimensional,
so is Wy for all k € Z and W_;, = {0} for k sufficiently large. Let B be any basis
of the finite-dimensional vector space @i~ ___ t*W}, C gr(W) and M be the gr(O)-
submodule of gr(W) spanned by B. From k = Oy we see that t*W, C M for all
k < 2r. We show gr(W) = M through proving t*W,, C M by induction on k > 2r.
The base case k = 2r thereby automatically satisfied. By induction assumption
t*=1W,._; € M, which immediately implies that t*W,_; C M since t € gr(O). Let
a € W have main part vz~*. There exists b € W with main part vz=" and h € O
with main part 27"~¢ for ¢ = k — 2r. Therefore, t*a — t"**ht"a € t*W,_; C M.
The observations t"b € M and t"**h € gr(O) show that t*a € M, which concludes
the induction.

Step 2. Construction of ¢ and proof of ((I'(X \ {p},«/)) = W. The same
reasoning as in Step 3 of Proposition 1.3.5 yields 7, = Q(W) N A[z]. For each
v € A exists k € N such that there is some a € W with main part vz=* and h € O
with main part z=*. Therefore, a/h € Q(W) N A[z] satisfies a(0) = v. This shows

27
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that k[2](Q(W) N A[z]) = A[z]. Using ¢ we get ¢ as the composition
=y Doy, Oxp = (QW) N AL]) Sqoyuter K2 = A[2],

where the last isomorphism is given by multiplication. The same arguments as in
Step 4 of the proof of Proposition 1.3.5 imply that ((T'(Dy(¢), &)) = gr(W)[t™!]s =
W, so Dy(t) = X \ {p} concludes the proof.

Step 3. h%(&) = ho,h' (/) = hy.  Applying ¢ to the exact sequence in
Theorem 1.3.4 for .# = o results in h”(«/) = hy and h'(&/) = hy.

Step 4. Proof of (3). The identity TG = idp., and the proof of GT =
idgeomLat, are straight forward. It remains to prove the functoriality of G. Let
(w, @): (01, W1) = (Oz,W3) be a morphism in Lat, and write

G(OHWl) = ((Xz;fQ{zL (piachgi)) for i € {172} (127)

Then w defines a unital graded morphism w: gr(O;) — gr(O2) of k-algebras via
thh(z) — t*h(w(2)). Clearly, w(t) = t and if hy, hy € Oy satisfy hy/hy € 2k[2]*, we
have w(hy)/w(hs) € zk[z]*. This proves that X, = D (w(t)) U D, (w(t"*g)), for
g and r as in Step 1 of the proof of Proposition 1.3.5. Thus, w defines a morphism
f: Xy — X, by virtue of [GW10, Paragarph 13.2]. Now, w™(tgr(O,)) = t gr(Oy)
implies that f(p2) = p1 and it is easy to see that f is a local isomorphism at
p2. The map gr(0;) — gr(Oy) defined by tfa(w(z)) — t*¢(a)(w(z)) defines a
graded f-equivariant morphism. Therefore, it induces a morphism ¢: @ — f,.9%
of sheaves of algebras. O

Remark 1.3.7.

Let A be a finite-dimensional k-algebra, O be an unital k-lattice, (O, W) € Lata
be a ringed A-lattice, and G(O, W) = ((X, <), (p,¢,()). By construction, <7 is
formally A-locally free in p, so &/, = A. Therefore, Theorem 1.2.5 implies that
o/ is étale A-locally free in p if A is a semi-simple Lie algebra.

1.3.6 Normalization of lattices. In this paragraph, we will see that the integral
closure of lattices corresponds to the normalization of lattice models. We fix a finite-
dimensional k-algebra A.

Lemma 1.3.8.

Let (O, W) € Laty, OV be the integral closure of O and W* = O*W. Then
(O, W") € Lata and the natural inclusions O C OY, W C WY induce a morphism
(O, W) — (O¥,W"). The assignment (O, W) — (O”, W") defines an endofunctor
of Lat 4.

Proof. The inclusions O C Q(0") = Q(O) C k((z)) identify O¥ with a unital
subalgebra of k((2)) containing O. It is well-known that O C O¥ and W C WY are
of finite codimension. Consequently, (O, W") € Lat4. The remaining statements
are straight forward to prove. m
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For a lattice (O, W) € Laty, the ringed lattice (O”, W*) constructed in Lemma 1.3.8 is
called integral closure of (O, W).

Lemma 1.3.9.

Let (O,W) € Laty and (O",W") € Latsa be its integral closure and
(v,0): (X, o), (p,c,C)) = (X¥, "), (p", ¢, (")) be the image of the canonical
morphism (O, W) — (0¥, W") under G. Then v: X* — X is the normalization
of X and v: & — v,V is injective with a torsion cokernel.

Proof. Since the curve X¥ \ {p”} = Spec(O") is smooth, so is X”. Therefore,
v: X¥ — X is the normalization, since v is birational. It is easy to see that ¢
defines an isomorphism of &/ and v,./” at p, so the kernel and cokernel of ¢ are
torsion sheaves. In particular, the kernel of ¢ is trivial, since it is a torsion subsheaf
of a torsion-free sheaf. O

For a geometric A-lattice model ((X, &), (p, ¢, ()) with trivialization
T((X, ), (p,c.¢)) = (O, W), (1.28)
we call G(OY,W") = ((X¥,«"), (p", ", (")) the normalization of ((X, <), (p,c,()).

1.3.7 Changing the base field. Let A be a finite-dimenional k-algebra, (O, W) €
Lat 4, k' be an arbitrary field extension of k, and Ay := A®k’. The images O and W} of
O ®k and W @k’ under the multiplication maps k((2)) @ k" — k'((z)) and A((2) @ k' —
Ay/((2)) define a ringed Ay-lattice (Op, Wys), where Ay is considered as k’-algebra.
Then G(O,W) = ((X, <), (p, ¢, ()) and the geometric datum ((Xy, ), (px, cxr, Ger))
constructed from (O, Wy/) in the same vein satisfies the following compatibilities:
e Op = O ®K induces an isomorphism Xy = X x Spec(k’) such that the canonical
map O — Oy is compatible with the canonical morphism 7: X — X. Furthermore,
7(pw) = p and the following diagram commutes

ﬁ’\ij % ]k[[z]] .

3| l
ﬁAXk, D! T k/ [[Z]]

e The multiplication map W ® k' = W) induces an isomorphism 7*.«/ = o of sheaves
of Lie algebras such that the following diagram commutes

J;—<>A[[z]] .

I

”Q%l;’p[k’ ?k,) A]k’ [[Z]]

In particular, if k — k' is Galois with Galois group G, then G acts on X by auto-
morphisms of X-schemes and on @4, by Ox-linear automorphisms of sheaves of Lie
algebras in such a way that X and ./ are the respective fixed objects.



Formal generalized r-matrices

In this chapter, we use the following notation: g is a semi-simple Lie algebra of dimension
d € N over a field k of characteristic 0, K is the Killing form of g, {b,...,b4} C g is
a basis orthonormal with respect to K, and v = Y% b, ® b; € g ® g is the Casimir
element.

2.1 Basic definitions and properties

In this section, we introduce the main object of interest: formal generalized r-matrices
with values in g. By definition, these are series in (g®g)((«))[y] with the same properties
as certain Taylor series of non-degenerate solutions of the GCYBE 0.1, but the ground
field is not restricted to be the complex numbers. We begin by recalling some general
facts and definitions relating formal power series.

2.1.1 Prelude: formal power series. Let M be a module over a ring R. Then

MJz] = { > myt

keNy

my € M} (2.1)

is the module of M -valued formal power series. As R-module, it is isomorphic to
[Tken, M, but the representation (2.1) is chosen in order to equip R[z] with a ring
structure with unit 1 € R C R[z] and multiplication

k
(Z rkzk) (Z skzk) = Z ngsk_gzk,where e, Sk € R for all k € Ny,

keNg keNg keNp £=0

and M[z] with an R[z]-module structure via

keNp =0

k
Z rez” Z m2t | = Z ngmk,gzk,where re € R,my € M for all k € Nj.
keNg keNg

Note that we have a canonical map M[z] — M given by

m= Y muz" — m(0) = my. (2.2)
keNg

It can be easily seen to be equivariant with respect to R[z] — R. The R((2)) := R[z][z]-
module M((2)) = M[z][z7"] is called module of M-valued formal Laurent series.
Elements p in M((z)) (resp. M((x1))...(zx)) will sometimes be denoted with the
formal variable (resp. variables) for convenience: p = p(z) (resp. p = p(x1,...,Tk)).
Moreover, a generic element m € M((2)) is written m(z) = ez miz®, where we keep
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in mind that if m # 0 there exists a unique integer |m/|, called order of m, such that
M_jm 7# 0 and m_, = 0 for all £ > |m|. In particular,

m(z) € m_ 2z ™ 4 27 M A ] (2.3)

and we call m_,, 2™ the main part of m. Observe that the module structure of M ((2))
takes the simple form

(Z rkzk) (Z mkzk> = Z remy_e2", where 1, € R,my, € M for all k € Z.

keZ kezZ kLez

Remark 2.1.1.
If M is an R-algebra, M((z)) is automatically equipped with the structure of an
R((2))-algebra via

Z myz" Z ng2 | = Z mmk,gzk,where my, e € M for all k € 7Z.
keZ keZ kLET

Clearly, M[z] is an R[z]-subalgebra of M ((z)) and it is easy to see that if M is a
Lie algebra, M[z] and M((2)) are too.

For an element m(2) = Y pez mi2®, we call the series m’(2) == Y pey kmpz®~1 its formal
derivative. This defines an R-linear derivation of M ((z)) as R((z))-module, since

(rm) = > kremig—ez"" = > (Urgmy—g +ro(k — Omy—g) 257 = r'm +rm/ (2.4)
k€T, kLT

for all 1 = Yycpmiz® € R((2) and m = Ypep miz® € M((2)). Henceforth, we write
Mzy, ..., x] == M[z] ... [xx]. Take caution, since M((xy,...,xx)) usually denotes
the quotient module of M|z, ..., zx] and does not coincide with M ((x1)) ... (zx))-

Lemma 2.1.2.

Let M be a module over a ring R. The following results are true.

(1) R[z]* = {r € R[z] | 7(0) € R*} and for every u € zR[z]* exists a unique
w € zR[z]* such that u(w(z)) = w(u(z)) = z. Furthermore, every R-algebra
automorphism of R[z] is of the form r(z) — r(u(z)) for some u € zR[z]*.

(2) Assume that R has characteristic 0. For any r € R[z]* exists a unique
u € zR[z]* such that v'(z) = r(u(2)).

(3) Assume that R has characteristic 0. For every 1) € Endg(M)[z] and my € M
ezists a unique m € M[z] such that m' =¢¥m and m(0) = 0.

(4) For every f € M[x,y] with f(z,z) = 0 in M[z] exists g € M[x,y] such
that f(z,y) = (x — y)g(z,y). Furthermore, if f(z,y) = h(x) — h(y) for some
h € M|z], the relation g(z,z) = h'(z) holds.

Proof of (1). It is easy to see that r(0) € R* for all » € R[2]*. On the other hand,
if r = Y pen, k2" € R[] satisfies 7(0) = rog € R*, we can construct s = Y e, Sk2°
inductively by sy = ry* and spyq = —1g " z’gzo Serre1—¢ and verify that rs = sr =1
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holds. For every r = Y ey, 762" € R[z] and u € Ypenurz® € 2R[z]* the
composition 7(u(z)) = Ypen, k2" € R[z] exists. Indeed, it can be verified that
co = 1o and

k
=Y > Ty g, (2.5)

=0 (j1,....j¢) N
Jitetie=k

where we emphasize that N excludes 0. If 7(0) = rp = 0, we can again define
inductively r, = u; ' and

k
reer=—u YN gy, (2.6)

=0 (j1,....je) N
Jitetge=k

to achieve that ¢; = 1 and ¢; = 0 for all £ > 0. In particular r(u(z)) = 2 and,
since the composition is associative and the above argument shows that r has a
left compositional inverse, u(r(z)) = z holds automatically.

Since every R-algebra automorphism of R[z] is automatically local, it is contin-
uous in the (z)-adic topology. Therefore, it is completely determined by its image
of z, which is necessarily in zR[z]*, concluding the proof.

Proof of (2). From (2.5), we can deduce that for an arbitrary r = Y ey, 752" €
R[2]* the series u = ¥ ey urz® € 27'k[2]*, determined inductively by u; = g
and

1 k
= m Z T'[U/jl e Uje, (27)
£=0 (jy,....j¢)EN?
Jitetie=k

Uk+1

satisfies u/(z) = r(u(z)).

Proof of (3). Write ¢ = Ypen izt It is easy to verify that defining
my € M inductively by my; = ﬁllz’gzo Ye(mg_y) yields a unique element
m = Y pen, k2" € M[z] such that m’ = ¢Ym.

Proof of (4). Let f = YN, fx be the decomposition of f into homogeneous
components, i.e. fr is the homogeneous component of f with total degree k for
all k € Ng. Then f(z,z) = 0 if and only if fx(z,z) = 0 for all k € Ny, so we may
assume that f = fi, € M|z, y] for some k € Ny. Since z —y € R[z,y] = R|yl[z] is
monic, the polynomial division algorithm provides g € M|z, y] and r € M[y] such
that

flx,y) = (x —y)glz,y) +r(y). (2.8)

Therefore, 0 = f(z,z) = r(z) proves the first part of the statement. The second
part can be deduced from the following observation: for h(z) = h2*, we have
glz,y) = b Sh2a 2y =17 so g(z, 2) = hpkzF1 O
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2.1.2 Series in standard form. Recall that g is a semi-simple Lie algebra of dimension
d € N over k with Killing form K, while v € g ® g denotes the Casimir element of
g. In particular, the identity v = %, b; ® b; holds, where {by,...,bs} C g is a basis
orthonormal with respect to g. The most important property of ~ is its g-invariance:

[a®1+1®a,y]=0forallacg. (2.9)
Consider (z —y)~! as the series 32 x7*~1y* € k((z))[y]. Then,

oo d
SN ey @ Yk (2.10)

k=0i=1

8
IYang(Z,Y) = c—y =
is an clement of (g @ g)(@)[y] = (a(=) ® 9)[y] = (5 © §) ® k(@) [y], which we shall
call Yang’s r-matriz, as is usually done for its analytic counterpart.

A series r € (g ® g)((z))[y] is said to be in standard form if

Ay)

r(z,y) = ol +ro(z,y) = My)rvang(z,y) + ro(z, ) (2.11)

for some A € k[z]* and ¢ € (g ® g)[x,y]. In this case

e 1 is called normalized if A\ =1,

o 7(x,y) = ANZ)Tvang(®, y) — T(ro(y, z)) € (g ® 9)(z))[y], where 7 is the k[z, y]-linear
extension of the linear automorphism of g ® g defined by a ® b — b ® a, and

e 1 is called skew-symmetric if 7 = r.

Remark 2.1.3.

(1) For a general r = r(z,y) € (g ® g)(2))[y] there is no appropriate 7 since
switching = and y does not define a map of k((z))[y] into itself. Therefore,
a well-defined notion of skew-symmetry for elements of (g ® g)((z))[y] needs
additional assumptions, e.g. that they are in standard form.

(2) Let r = r(z,y) = f(@,y)rvang(2,¥) + 10(z,y) € (g ® 9)(2)[y] for some
f €klz,y]* and ry € (g ® g)[z,y]. Then

flz,y) — fy,y)
T —y

r(,y) = (Y, Y)ryang(T,y) + ~ + oz, y) (2.12)

combined with part (4) of Lemma 2.1.2 shows that r is in standard form. In
particular, 7 is also in standard form.

2.1.3 Formal generalized r-matrices. Let ij € {12,13,23}, U(g) be the universal
enveloping algebra of g and R = k((«1))(z2))[z3]. The assignments

=t t?=t,010tand t® =1@tforallt=t, Rt, €gR g (2.13)

define linear maps (-)“: g ® g — U(g) ® U(g) ® U(g). Let s be the image of s €
(9@ g)(«)[y] via the map

()9 ®idr

(gg)(@)[y] = (g@g)(z)]z;] C(g2g) @R (U(g) ® U(g) @ U(g)) ® R.
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A series r € (g ® g)(z))[y] is called a (normalized) formal generalized r-matriz if it is
in (normalized) standard form and solves the formal generalized classical Yang-Baxter
equation (formal GCYBE)

GCYB(r) = 0, where GCYB(r) == [r'2, v + [r12, r®] 4 [r13, 7%9]. (2.14)

Here, the brackets in GCYB(r) are the usual commutators in the associative R-algebra
(Ulg) @ U(g) @ U(g)) © R.

Example 2.1.4.
TYang 1S & skew-symmetric formal normalized generalized r-matrix since

(21 — z2)(21 — 23) (22 — 23) GCYB(rvang ) (21, 2, 23)

= (2 —a9) — @~ 2 + - e =0, A
Here, we used that the fact (2.9) implies that
[ = =l vl = [, ). (2.16)
It is easy to see that for any A € k[z] and 7(z,y) = AY)7vang(Z, V)
GCYB(7F) (21, 22, x3) = M@2)M(23) GCYB(7vang ) (21, 22, 23) = 0. (2.17)

holds, so 7 is a generalized r-matrix. This series is not skew-symmetric if A ¢ k*.

We conclude this subsection by summarizing some important observations.

Remark 2.1.5.

(1) Defining r3? .= —7%3 in (2.14) results in the analog form of the GCYBE used
in the introduction (0.1).

(2) Observe that e.g.

[(81 (029 82>13, (tl (029 t2)23] =5 Q tl X 52t2 -5 ® tl (%9 t232 =5 tl &® [SQ,tQ]

is an element of g ® g ® g for all sy, s9,1,%5 € g. This and similar calculations

show that GCYB(r) € (9 © g ® g)((x1))(w2))[z3] for every r € (g ® g)(«))[y]
in standard form. This can be further refined since equation (2.9) implies that
[a®1+1®a,y] =0 for all a € g[z]. We can use this fact to derive that

ro®, 7] = (v, 7(r0)%] = [r5” + 7(1r0)*, 7] € (6 ® 9 ® g)[x1, 2, 5] (2.18)
vanishes for 1 = x3, where ry is determined by
r(x,y) = ANY)Tvang(®, y) + 10(x,y) for some X € k[z]*. (2.19)

This and similar identities combined with Lemma 2.1.2.(4) and Example 2.1.4
imply that GCYB(r) € (g ® g ® g)[x1, 22, 23] for all r € (g ® g)(2)[y] in
standard form.
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(3) Let k' be an arbitrary field extension of k and r € (g ® g)((z))[y] be a formal
generalized r-matrix. Then gy := g ® k' is a semi-simple Lie algebra over k’
and the image r of r under the canonical map

(6©9)(2)[y] = (g ®w o) (2)[y]

is again a formal generalized r-matrix, called extension of r via k — k'.

2.1.4 Equivalence of formal r-matrices. For ¢ € Autyp.ja,(g[2]) the image of ¢
under

Autypzag(8]2]) € Endugep(g[2]) = End(g)[=] (2.20)
is again denoted by ¢ = ¢(2). Furthermore,
» ® ¢ € End(g)[z] ®x End(g)[2] = (End(g) ® End(g))[z] (2.21)
is also denoted by ¢(2) ® ¢(2) while p(z) ® (y) denotes
¢ ® ¢ € End(g)[2] ® End(g)[=] < (End(g) ® End(g))[z, y]- (2.22)
A series 7 € (g ® g)((x))[y] is called equivalent to r € (g ® g)(x))[y] if
r(z,y) = n(y)(e(x) @ ey))r(wz), wy)), (2.23)

where the triple (u, w, ) is called equivalence and consists of a series pu € k[z]*, called
rescaling, an invertible series w € zk[z]*, called coordinate transformation, and an
automorphism ¢ € Autyp.j.ag(g[2]), called gauge transformation. Furthermore, we say
that 7 is gauge equivalent (resp. coordinate equivalent) to r if p =1 and w = z (resp.
p=1and ¢ = idgp)). As the name suggests, these transformations define equivalence

relations on (g ® g)((x))[y]-

Lemma 2.1.6.

The following results are true.

(1) Equivalences preserve the property of being a formal generalized r-matriz.

(2) An equivalence preserves skew-symmetry if and only if it has a constant
rescaling part.

(3) Ewvery series in standard form is coordinate equivalent to one in normalized
standard form.

(4) An equivalence (p, w, @) of two normalized formal r-matrices automatically
satisfies p € k* and w(z) = pz.

Proof. Let r(z,y) = AMy)rvang(z,y) + ro(x, y) for p € k[z]*, 1m0 € (g ® g)[z,y] and
7 € (g®g)(x)[y] be equivalent to r via an equivalence (p, w, ). Using of Lemma
2.1.2.(4) and (p(2) ® p(2))y = 7 (see e.g. Remark 2.3.2 below), we can deduce that

(¢(2) @ 9 ())rvane(w (), w(Y)) — w'(Y) ryang(v,y) € (@@ @)[z,0],  (2.24)
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hence 7 is in standard form. In particular, if 4 = 1, ¢ = idg[,; and w is the unique
solution of w'(z) = AMw(z)) (see Lemma 2.1.2.(2)), 7(x,y) = r(w(z),w(y)) is in nor-
malized standard from, so (3) is proven. It is easy to see that GCYB(F)(x1, 2, z3)
equals

pla)pu(ws) (P (1) @ p(2) ® p(3)) GCYB(r) (w (), w (@), w(ws)),

which is zero, since GCYB(r) = 0. This proves (1). It is easy to see that 7 is
skew-symmetric if r is skew-symmetric and p € k*. Assume that r and 7 are
skew-symmetric. Then, multiplying 7(x,y) — 7(7(y, x)) = 0 with z — y and putting
x =y = z results in p/(z) = 0 because of Lemma 2.1.2.(4). Therefore, A\ € k* and
(2) is proven. If we now additionally assume that r and 7 are normalized, we can
deduce from (2.24) that w(z) = pz. O

Remark 2.1.7.

The study of formal generalized r-matrices will be pursued up to equivalence:
equivalent r-matrices will be treated as interchangeable. In light of of Lemma
2.1.6.(2), only equivalences with constant rescaling part will be used if skew-
symmetry is relevant to the context. In particular, Lemma 2.1.6.(3) would
permit us to restrict our attention to normalized formal generalized r-matrices.
Nevertheless, this will be done only if necessary, since non-normalized formal
generalized r-matrices appear naturally in the algebro-geometric context; see e.g.
Theorem 3.3.3 below.

2.2 Lie subalgebras of g((z)) complementary to g[z]

In [Che83a], Cherednik assigns a Lie subalgebra of g((z)) complementary to g[z] to each
non-degenerated solution of (0.3). This was generalized by Skrypnyk to non-degenerate
solutions of (0.1); see [Skr13]. In this section, we will discuss the formal analog of that
construction.

2.2.1 Lie subalgebras associated to formal generalized r-matrices. For a series
oo d
s=s(1,y) =YY sei() @by* € (90 9)(«)[y]
k=01:=1
it is always possible to define the vector subspace

g(s) = (sri(2) | k e No,i € {1,...,d}) (2.25)

of g((2)). Tt is the smallest subspace of g((z)) satisfying s € (g(s) ® g)[y] and does not
depend on the choice of basis {b;}%_,. The following observation is fundamental to the
remainder of this work.
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Proposition 2.2.1.
The assignment r — g(r) gives a bijection between normalized formal generalized
r-matrices and Lie subalgebras 20 C g((z)) satisfying g((z)) = g[z] & 2.

Proof. Let r(z,y) = X2, %, rri(7) ® y*b; be a normalized formal generalized
r-matrix. The identity g((2)) = g[z]®g(r) is a direct consequence of 1 ; —27*71b; €
g[z] for all k € Ny,i € {1,...,d}. It remains to show that g(r) is a subalgebra of
3((2)). The fact that [2*a ® 1+ 1 ® z*a,v] = 0 holds for all a € g, k € Ny, forces

co d
(P2 12 ) (2, 20, 23) = DD rp(an) @ [ahb @ 1+ 1@ ahb,q],  (2.26)
k=0 i=1

which is an element of (g(r) ® g ® g)[z2, 23], to vanish for x5 = x3. Therefore,
Lemma 2.1.2.(4) implies that

[, 0] + [P, 7] € (g(r) @ g ® g)[22, 73] (2.27)

This, combined with 0 = GCYB(r) = [r'2, 73] + [r12, 2] 4 [r13 723], shows that

d

SN ki), re(21)] ® abb; @ a5y = 12, 0¥ (21, 20, 23) (2.28)
k=0 1i,j=1

is an element of (g(r) ® g ® g)[xs, x3]. We conclude that [ry;, ;] €
k.l € No,i,7 € {1,...,d}. In particular, g(r) is a subalgebra of g((2)).

Let us consider now a Lie subalgebra 20 C g((2)), satisfying g((z)) = g[z] ® 2.
For every k € Ny,i € {1,...,d} there is an unique element 7"1%2’ € 2 such that
ri — biz F71 e g[z]. By construction,

g(r) for all

M) =SS B ebyt € @oa)(@)]  (2.29)
k=0 i=1

is in normalized standard form and satisfies g(r™) = 20. Furthermore, we can see
that ") = 7. Thus, it remains to show that GCYB(r¥) = 0. In Remark 2.1.5.(2)
it was noted that GCYB(r¥) € (g ® g ® g)[x1, Ta, z3]. Since g(r®) = 27 is closed
under the Lie bracket, (2.27) and (2.28) show that GCYB(r%) € (W®g®g)[z2, 3]

Summarized, we obtain
GCYB(r?) € (W ® g @ g)[ws, 23] N (9@ 6 @ g)[w1, 22, 23] = {0}, (2.30)

since g[z] N 2W = {0}, concluding the proof. O

Remark 2.2.2.

If one focuses on a certain class of formal generalized r-matrices, there sometimes
exist more appropriate ways to assign Lie algebras to said series, which should not
be confused with the universal method described here. We will see a examples of
this occurrence in the Subsection 5.4.4 and Subsection 5.4.5.
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2.2.2 Equivalence of formal generalized r-matrices on the level of subalgebras.
It is always possible to give a finite set of generators for the Lie algebra associated to a
formal generalized r-matrix by virtue of the following result.

Lemma 2.2.3.
Letr =372, Zle T (2) ® y*b; be a normalized formal generalized r-matriz. The
identity g(r) = (ro; | ¢ € {1,...,d})kalg holds.

Proof. Since {ro;}¢, is a basis of g(r) N 271g[z], it suffices to show that the Lie
subalgebra W of g(r), generated by g(r) N z27'g[z], equals g(r). Assume that for
some m € N we have g(r) N z7"g[z] C W. For every pair a,as € g exist unique
ai,az € W and s € g(r) such that

a1(2) — a1z a1(2) — agz™™, 5 — [ag, ag)z” ™ € g[2]. (2.31)

Since [ay,as] € W and s — [a1,a9] € (r) _mg[[z]] C W, we see that s € W.

Therefore, [g, g] = g implies that g(r) Nz 1g[z] C W and W = g(r) is verified
by induction on m. O]
Lemma 2.2.4.

Let 7 € (g ® g)(x)[y] be equivalent to a formal generalized r-matriz r via
an equivalence (p,w, ). Then g(7) is the image of g(r) under the map ¢, €

Auty a1.(9((2)) defined by a(z) — p(z)a(w(z)).

Proof. First note that for any s(z,y) = 222, 54, sp.i(7) @ biy* € (g2 9) () [y]
and A\(2) = 22, \2® € k[2]* we have

3(2,y) = Aly ZZ(ZM e )@bz-y’“

k=01i=1

and hence g(5) = g(s). Therefore, we may assume that r is normalized and
w(z) = w'(2). Then 7 is also a normalized formal generalized r-matrix, as can be
seen in the proof of Lemma 2.1.6.

Since vy, : 9((2) — 9((2)), defined by a(z) — p(2)a(w(z)), is a k-linear automor-
phism of Lie algebras and g(r) Nz g[z] = {(1® a)r(z O) | @ € g*} generates g(r)
by Lemma 2.2.3, ¢,,(g(r)) is generated by ¢, (g(r) N 27 g[2]). We have

Pul((1® )r(z,0) = ((2) ® a)r(w(2),0) = (1@ (p(0) " awp(0) ™)) 7(z,0),

where w(0) = 0, p(0) € k* and ¢(0) € Autg.,(g) was used. Since a
1(0)Lap(0)~! defines a linear automorphism of g*, we see that

euwl(a(r)Nz""glz]) = a(F) Nz~ 'g[z]

and hence ¢,,(g(r)) = g(7) by applying Lemma 2.2.3. O
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2.3 Formal r-matrices

This section is dedicated to the study of skew-symmetric formal generalized r-matrices.
Similar to the analytic context, we drop the word “generalized in this context.

2.3.1 Skew-symmetry and the formal classical Yang-Baxter equation. A series
r € (g®g)(x)[y] is called a (normalized) formal r-matriz if it is in (normalized)
standard form and solves the formal classical Yang-Bazter equation (formal CYBE)

CYB(r) = 0, where CYB(r) = [7“12, 7"13] + [7“12,7“23] + [7’13, r23]. (2.32)

Here, 712,713 723 are defined in Subsection 2.1.3 and the brackets are commutators in

(U(g) @ U(g) @ U(g)) @ k((x1))(w2)) [s]-

Proposition 2.3.1.
A seriest € (g®9)(x))[y] is a formal r-matriz if and only if it is a skew-symmetric
formal generalized r-matriz.

Proof. 1t is obvious that a formal generalized r-matrix r solves the formal CYBE
(2.32) if ¥ = r, so we have to prove the contrary, i.e. that each formal r-matrix
solves the formal GCYBE (2.14) and satisfies 7 = r. The equations (2.27), where
the 7 is replaced by r, and (2.28) imply that g(r) C g((2)) is a Lie subalgebra since
CYB(r) = 0. Therefore, Proposition 2.2.1 states that GCYB(r) = 0. In particular,
we have:

0= CYB(r) — GCYB(r) = [r'?,r* — 74]. (2.33)

Multiplying (2.33) with z; — 3, setting x; = 3 and subsequently multiplying
with an element of k[x3]* results in [y!3,r* — 723] = 0. Application of the map
a1 ® as ® az — az ® lay, ag] gives the desired 7 = r. Here we used the following
fact:

v+ idy under p: g ® g — End(g), defined by a1 ® ay — ad(aq)ad(az). (2.34)

Indeed, if g = @% , g; is the decomposition of g into simple ideals, we have
v = Zle vi, where ; is the Casimir element of g;, so we may assume that g is simple.
Furthermore, an element f € End(g) with the property f ® idy = id o5, where k is
the algebraic closure of k, already satisfies f = idg, so we may assume k = k. The
endomorphism p(vy) = S¢, ad(b;)? is the quadratic Casimir operator of the adjoint
representation, which is a multiple of the identity because of Schur’s Lemma and

is equal to the identity since Tr(idy) = d = %, K (b;, b;) = Tr(u(y)). O

2.3.2 Skew-symmetry on the level of subalgebras. Let us denote the k((z))-bilinear
extension g((z)) X g((z)) — k((2)) of the Killing form K of g with the same symbol. Then
9((2)) is equipped with the k-bilinear form K, defined by

K_i(s,t) =resoK (s,t)dz= > K(sp, te) (2.35)

k+l=-1
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for all s = ez si2®,t = Speztrz® € 9((2)), where respddz = A_; for any series
A= ZkGZ )\kzk € k((Z))

Remark 2.3.2.

The k((z))-bilinear extension of K is the Killing form of g((z)) as a Lie algebra
over k((z)). Therefore, v can also be understood as the Casimir element of g((z)).
In particular, [a® 14+ 1®a,v] =0 for all a € k((2)) and (¢(2) ® ¢(2))y = v for all

¢ € Autyppag(8]2]) C Auty(z)-ag(9((2))- (2.36)

Moreover, K_; is symmetric, non-degenerate and invariant, i.e. K_1([a,b],c) =
K_1(a,[b,c]) for all a,b,c € g((2).

Using the bilinear form K_; admits us to understand the skew-symmetry of normalized
formal generalized r-matrices using the associated Lie subalgebras of g((z)).

Lemma 2.3.3.

Let v be a normalized formal generalized r-matriz. Then g(r)t = g(7) (with
respect to the bilinear form (2.35)) is a g(r)-module satisfying g((2)) = g[z] ® o(7).
In particular, v is skew-symmetric if and only if g(r)* = g(r).

Proof. Let us write

ZZM ) @ y"b; and T(x,y) = ZZm ) @y, (2.37)

k=0 i=1 k=0 i=1
as well as ry,;(z) = 27F 71, + 2 OZ] 17‘,€j 2b;. Then we have
(%, y) — ryang(T, y) Z Z Tﬁ bj ® y*b, (2.38)
kf=01i,j=1
and hence 7, ;(2) = 2771b; — Y02, % 17",“ 2*b;. Therefore, we can deduce
K (1 Tey) =it — il = 0. (2.39)

This implies that g(7) C g(r)t. Now 0 = g[z] Nng(r)* = (g[z] ® g(r))* and
a((2)) = g[z] ® g(7), since T is in normalized standard form, show that g(r)* = g(7).
The fact that [g(7), g(r)] C g(7), i.e. g(7) is a g(r)-module, is a direct consequence
of the inavariance of K_;.

We see that 7 =7 implies g(r)*

= g(r). On the other hand, since both r and 7
are of normalized standard form, g(r) =

g(r)*+ = g(7) forces
r—re(a(r)@g)lyl N (g® gyl = {0} (2.40)

We can conclude that g(r)* = g(r) if and only if 7 = r. O
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2.3.3 Difference dependence of formal r-matrices. For a normalized formal r-
matrix 7(z,y) = 25 Sr, () ® biy* € (g ® g)(z))[y] the formal CYBE can be
rewritten as

oo d
SN rki(21) @ L4+ 1@ 1y i(x2), 7(21, 22)] @ biz”
k=01i=1

0o d
Z Z Tk Il ®r€j(~r2) [bwb] k+€'

(2.41)

This implies that we can define a linear map ¢: g(r) — g(r) ® g(r) by

d(a)(z,y) = lalr) @1+ 1@ a(y), r(z,y)],

for all a € g(r). This fact can be used to show that formal r-matrices depend on the
difference of its formal variables up to equivalence. More precisely we have the following
result, which is a variation of the theorem in [BD83b].

Proposition 2.3.4.

Let r(z,y) be a normalized formal r-matriz. There exists s € 2~ (g ® g)[z] and
© € Autyppa(g[2]) such that s(x —y) = (¢(z) ® o(y))r(z,y). Furthermore,
g(s) == @(g(r)) is closed under the formal derivation a(z) — a'(2).

Proof. Let D: g(r) — g(r) be the composition of § with the Lie bracket [,]: g(r)®
g(r) — g(r). Combining the fact (2.34) with [a® 1 + 1 ® a,v] =0 for all a € g[z]
and Lemma 2.1.2.(4) results in

g ] _ la(-r) —a(y) 8

L] 2 d(z2). 2.42
P oy 2L a'(z) (2.42)

a(z) ® 1+ 1®a(y),

If we write h(z,y) € g[z,y] for the image of 7(x,y) — ryang(z,v) € (g ® g)[x, V]
under the k[z, y]-linear extension of the Lie bracket g ® g — g and use the fact
that

a®1+1Qa,c®d =[a,d®d+c® [a,d - [[a,d,d] + e [a,d] = [a, [c, d]

holds for all a, b, c € g, we can deduce that D(a)(z) = d'(2) — [h(z, 2), a(z)].
Let ¢ € End(g)[#] be the unique solution of ¢(0) = idy and ¢’ (2) = ad(h(z, 2))¥(2)
provided by Lemma 2.1.2.(3). For every ay,as € g the series

c1(2) = ¥(2)]ar, ag] and ¢5(2) = [p(2)ar, P(2)as] € o[7] (2.43)

satisfy ci(z) = [h(z, 2), ci(2)] and ¢;(0) = [a1, as] for i € {1,2}. Therefore, Lemma
2.1.2.(3) forces ¢; = co. Thus, 1) defines an element of Autyp.j.a(g[2]). Let ¢(2) =
¥(2)~! € End(g)[~] and note that ¢(z) also defines an element of Autyp.j-e(g[2]).
Consider the normalized formal r-matrix 7(z,y) = (¢(x) ® ¢(y))r(z,y) and note
that g(7) = ¢(g(r)) by Lemma 2.2.4. Let D = ¢Dvy: g(7) — g(7) and observe
that

D(a)(z) = ¢(2)D(¥(a))(2) = ¢ (2)(¥'(2)a(z) + P(2)a’(z) = [I(z, 2), P (2)a(2)])
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= d'(2) + ¢(2)([1(z, 2), ¥(2)a(2)] = [h(z, 2),¥(2)a(2)]) = d(2).

In particular, D: g(7) — g(7 7) is the restriction of the formal derivative to g(7).
Since g(7) is closed under D, which is the restriction of the formal derivative to
g(7), we have

=D*

(1@ K (b, ) -7(2,0) € 0(7) 1 (b2 + g[:])

foralli € {1,...,d}, k € Ny, where #¥)(z,0) := D¥7(z,0). The proof of Proposition
2.2.1 and the expansion of 7(z — y,0) as a series imply that

-2

“xow'—ﬂx—%m

and we can see that putting s(z) := 7(z,0) concludes the proof. O

Remark 2.3.5.

The linear map ¢ actually defines a so-called Lie bialgebra structure on g(r). We
will discuss these structures in detail in Section 5.1.2 and return to the setting
above in Subsection 5.4.2.




Algebro-geometric properties of
formal generalized r-matrices

Throughout this chapter, g is a finite-dimensional, central, simple Lie algebra over a
field k of characteristic 0 and every formal generalized r-matrix takes values in g if not
stated otherwise.

3.1 Geometrization of formal generalized r-matrices.

Let r € (g®g)((x))[y] be a formal generalized r-matrix. The algebra g(r) is a g-lattice of
index (0,0) by Proposition 2.2.1, so Theorem 1.3.3 implies that every unital subalgebra
O C Mult(g(r)) = {) € k((2)) | Ag(r) C g(r)} of finite codimension is a k-lattice
satisfying Og(r) C g(r). Therefore, (O, g(r)) € Laty; and Theorem 1.3.6 provides a
geometric g-lattice model G(O, g(r)) = ((X, <), (p, ¢, ()), where:

e X is an integral projective curve over k of arithmetic genus dim(k((2))/(k[z] + O)).

e p € X is a k-rational smooth point.

e ¢: Ox,— k[z] is an isomorphism inducing an isomorphism Spec(O) — X \ {p}.

e o/ is a coherent sheaf of Lie algebras on X which is étale g-locally free at p (see
Remark 1.3.7) and satisfies h’(«/) = 0 = h'(&).

e (: 4, — g[z] is a c-equivariant isomorphism such that ¢(I'(X \ {p}, &)) = g(r).

3.1.1 Geometrization of equivalences. Let ri,7 € (g ® g)(z))[y] be formal gen-
eralized r-matrices, which are equivalent via some equivalence (u,w, ), and O; C
Mult(g(r1)) be a unital subalgebra of finite codimension. It is easy to see that the
image O, of O; under the automorphism of k((z)) defined by A(z) — A(w(z)) is a k-
subalgebra of Mult(g(r)) of finite codimension. Let ((X;, %), (pi, ¢i, G;)) = G(Oy, (7))
for i € {1,2}.

Proposition 3.1.1.
The equivalence (j,w, ) defines an isomorphism

((Xh 'dl)a (pla C1, Cl)) — ((X27 '%)a (an Co, <2)) (31)

in the category GeomLat,.

Proof. 1t is easy to see from Lemma 2.2.4 that the equivalence (u,w, @) defines
an isomorphism (O, W;) — (Oz, W3) in Lats. Thus, the statement is a direct
consequence of the functoriality of G. O
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3.1.2 Example: homogeneous formal generalized r-matrices. It is easy to see
that g(ryang) = 2~ 'g[z!]. This subalgebra is stable under multiplication by z~*. In
general, a subalgebra W C g((z)), satisfying g((z)) = g[z] ® W, is called homogeneous if
z~'W C W. Such a subalgebra is automatically a deformation of g(rvang) in the sense
that there exists A € End(g)[z] such that A(0) = id, and

W = Ag(ryang) = (27" T A(2)bi | k € Noyi € {1,...,d} ). (3.2)

The series A is thereby uniquely determined by 271 A(2)b; € W for all i € {1,...,d}.
Recall that two Lie brackets [,]1, [, ]2 on a vector space [ are called compatible if [, ]+, ]2
defines a Lie bracket. In this case A[,]1 + u[, ]2 is a Lie bracket for all A\, u € k. The
condition on A in order for W to be a Lie algebra is examined in [GS02], where the
following result is proven.

Theorem 3.1.2.
The vector space W = Ag(Tyang) C 9((2)) for A(z) =idg+2zR + - -- € End(g)[~]
is a Lie subalgebra if and only if

[A(z)a, A(2)b] = A(2)([a, b] + z[a, b|r) (3.3)
holds for all a,b € g, where
[a,b]r = [Ra,b] + [a, Rb] — R[a, b] (3.4)

is a Lie bracket of g, compatible with the original Lie bracket.

We call a formal generalized r-matrix r homogeneous if r is normalized and the Lie
algebra g(r) = Ag(ryang) is a homogeneous Lie algebra. Since 7 is in this case also in
normalized standard form, we can see that g((z)) = g[z] ® g(7), hence there exists a
unique invertible series A € End(g)[z] such that A(0) = id, and () = Ag(ryang)-

Lemma 3.1.3.

Let r € (g ® g)(x)[y] be a homogeneous generalized r-matriz and A, A €
End(g)[z] be given by g(r) = Ag(rvang), 8(T) = Ag(rvang). If A(z) ® A(y) is
understood as an element of (End(g) ® End(g))[z,y],

Az) ® Ay) y

f (3.5)

r(z‘,y) =

holds, where v € g ® g is the Casimir element. In particular, v is skew-symmetric
if and only if A= A.

Proof. Tt is easy to see that g(7) = g(r) implies that

K(CLl,CLQ) k=—1

. s (3.6)

resoz” K (Aay, Aag)dz = {

for all a;,as € g. From this we can deduce that K(Aa;, Aay) = K(ay,as) for all
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ay,as € g((2)) and as a consequence (A(z) @ A(z))y = ~. Therefore,

Alz) ® Ay)

r—y € (g ®9)(=)[v] (3.7)

7(z,y) =

is in normalized standard form by virtue of Lemma 2.1.2.(4). Furthermore, it is
straight forward to verify that 7 € (g(r) ® g)[y] and hence

r—7€ (g(r)®@g)[y] N (g ® g)[z,y] = {0}, (3.8)
where we used that r and 7 are both of normalized standard form. OJ

Geometrically, homogeneous r-matrices are exactly those r-matrices whose “maximal”
geometric datum has the underlying curve PL. More precisely, we have the following
statement.

Lemma 3.1.4.

Let r be a normalized formal generalized r-matriz, O C Mult(g(r)) be a unital

subalgebra of finite codimension, and G(O, g(r)) = ((X, <), (p,¢,()).

(1) r is homogeneous and O = Mult(g(r)) = X =PL.

(2) X 2P = O = Mult(g(r)) and r is equivalent to a homogeneous formal
generalized r-matriz.

Proof. The proof of (1) is straightforward, so it remains to proof (2). The identity
O = Mult(g(r)) holds, since O is integrally closed. Furthermore, k((2)) = k[z] + O
holds. This and ONk[z] = k can be used to deduce that O = k[u~!] for an arbitrary
u € zk[z]* such that v=' € O. Let w € zk[z]* be the compositional inverse
of u: w(u(z)) = 2. Then 7(z,y) = r(w(z),w(y)) satisfies Mult(g(7)) = k[z7}].
In other words, g(7) is homogeneous. After potentially rescaling 7, we obtain a
homogeneous formal generalized r-matrix equivalent to r. O]

3.2 Properties of geometric data associated to formal
generalized r-matrices

Let r be a formal generalized r-matrix, O C Mult(g(r)) be any unital subalgebra of
finite codimension, and ((X, <), (p,¢,()) == G(O,g(r)). In this section, we discuss
the properties of ((X, %), (p,¢,()). In particular, we will see that there are certain
restrictions on X and these lead to splittings of formal generalized r-matrices into
distinct categories. For instance, we will see in Subsection 3.2.3 that, if r is normalized
and skew-symmetric, X can be chosen to be of arithmetic genus one, resulting in a
geometric trichotomy of normalized formal r-matrices. In this case, &/ turns out to be
étale g-locally free at the smooth locus of X; see Subsection 3.2.4.

3.2.1 Geometric dichotomy of formal generalized r-matrices. Recall that the
geometric genus of an algebraic curve is the genus of its normalization.
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Proposition 3.2.1.

Let r be a formal generalized r-matriz, O C Mult(g(r)) be any unital subalgebra
of finite codimension, and (X, ), (p,c,C)) = G(O,g(r)) (see Theorem 1.3.0).
The geometric genus g of X is at most one, i.e. g € {0,1}.

Proof. Let (v,0): (X, ), (x,c,p)) — (X¥, &), (p",c”,(")) be the image of the
integral closure (O, g(r)) — (0¥, g(r)”) under the geometrization functor G; see
Subsection 1.3.6. The cokernel of the injective morphism ¢: &/ — v,/ is a torsion

sheaf by Lemma 1.3.9, so h'(Cok(¢)) = 0. The long exact sequence in cohomology
of

0 — o — v,” — Cok(t) — 0 (3.9)
combined with h'(.7) = 0 = h'(Cok(¢)) implies that h'(27”) = 0. Let
K: o x ¥ — Oxv (3.10)

be the Killing form of the finite locally free sheaf @7¥ of Lie algebras, and K?: &7V —
AV* = Home,, (Y, Oxv) be the natural morphism induced by K. The fiber of
K in p coincides with the Killing form of «/¥|, = &7|, = g by virtue of Lemma
1.1.2 and is non-degenerate as a consequence. Therefore, X?|, is an isomorphism,
so Ker(K?) and Cok(K?) are torsion sheaves. In particular, h'(Cok(K?*)) = 0 and
Ker(K®) vanishes, since it is a torsion subsheaf of the torsion free sheaf 7. The
long exact sequence in cohomology of

0 — ¥ L% " — Cok(K?*) — 0 (3.11)

combined with h'(.27¥) = 0 = h'(Cok(¢)) implies that h'(.27**) = 0.
The Riemann-Roch theorem for &7” and «/** (e.g. in the version of [Liu02,
Chapter 7, Exercise 3.3]) reads

0 < h(«”) — h'(@&”) = deg(det(=”)) + (1 — §)rank(7")

0 < h%(&”*) — h' (&) = —deg(det(&”*)) + (1 — §)rank("),

where we used that det(.e7”*) = det(«/”)* implies deg(det(«/"*)) = —deg(det(")).
We conclude g < 1. O]

Since the geometric genus g of X is an invariant of the equivalence class of r by Propo-
sition 3.1.1, the Proposition 3.2.1 splits the equivalence classes of formal generalized
r-matrices into two types. In order to examine the g = 1 case, we need the following
observation.

Remark 3.2.2.

Let wx be the dualizing sheaf of X. Since p is smooth, wx , can be identified with
the Kéahler differentials Qlﬁxyp /- Therefore, using e.g. [Kun13, Corollary 12.5 and
Example 12.7], we obtain a c-equivariant isomorphism ¢*: ©x, — k[z]dz. More
precisely, the differential O, — Qlﬁx,p /k = wx,p induces a continuous differential
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d: Ox, — Gx,, whose image generates @y, and the identity ¢*(df) = ¢(f)'dz
holds. The isomorphism ¢* respects residues by [Tat68, Theorem 2J: res,n =
resoc™n for all n € Q(Dx,). Here we extended ¢* to a map Q(Wx,) — k((2))d=z.

The following result implies that for ¢ = 1, r is already skew-symmetric up to
equivalence. In particular, if r is not equivalent to a formal r-matrix, X” = PL holds
automatically, i.e. X is rational.

Theorem 3.2.3.
Let r be a formal generalized r-matriz and

w,0): (X, ), (p, ¢, 0)) — (X, %), (p", ¢, (")) (3.12)

be the image of the integral closure (Mult(g(r)),g(r)) — (Mult(g(r))”,g(r)")

under the functor G (see Subsection 1.5.0). Assume that the genus of X" is one.

(1) (v,¢) is an isomorphism and the Killing form IC of <f is perfect.

(2) There exist p € k[2]*, w € 2k[2]* such that 7(x,y) = p(y)r(w(z), w(y)) is
normalized and skew-symmetric, i.e. r is equivalent to the normalized formal
r-matrix T.

Proof. Let QY. be the sheaf of regular 1-forms on X”. We have H'(Q4.) = kn for
some global 1-form 7 on X” and this choice defines an isomorphism QY. = O..
Serre duality (e.g. in the version [Liu02, Chapter 6, Remark 4.20 and Theorem 4.32])
and the proof of Proposition 3.2.1 provide 0 = h'(7"*) = h’(&/*). Combined with
h'(e/) = 0 and the fact that Cok(:) is torsion (see Lemma 1.3.9), the long exact
sequence of (3.9) in cohomology implies that ¢: &/ — v,/ is an isomorphism. In
particular, g(r)” = g(r), Mult(g(r))” = Mult(g(r)), and X = X”. The first part of
(1) is proven.

Let du(z) = v/(2)dz = ¢*(n) (see Remark 3.2.2) and a,b € I'(X \ {p}, o). If
w € zk[z]* is the series uniquely determined by w(u(z)) = z and @ = ((a),b ==
((b), we may calculate

K4 (a(w(z)),g(w(z))) = resg K (&(w(z)),g(w(z))) dz
= resg K (5(2),5(2)) du(z) = res,K(a,b)n = 0.

Here, the second to last equality uses the commutative diagram (3.14) below and
Remark 3.2.2, while the last equality is due to the residue theorem [Tat68, Corollary
of Theorem 3| under consideration of K(a,b)n € T'(X \ {p}, Q2x). Thus, the image
27 of g(r) under a(z) — a(w(z)) satisfies 2+ = 2. Lemma 2.2.4 states that
W = g(r) for 7(x,y) = u(y)r(w(x),w(y)), where p € k[z] is arbitrary. This shows
that 7 is a formal r-matrix if we chose p in such a way that 7 is normalized; see
Lemma 2.3.3. Thus, (2) is proven.

It remains to prove the second part of (1), i.e. that K is perfect. This follows
from Cok(K?) = 0, which is a consequence of using h'(27) = h°(&7*) = 0 in the
long exact sequence of (3.11) in cohomology. Here, we used the Serre duality
again. [
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3.2.2 An inclusion result for orthogonal complements. Proposition 3.2.1 can be
used to derive the following useful lemma.

Lemma 3.2.4.

Let r be a formal generalized r-matriz, O C Mult(g(r)) be any unital subalge-
bra of finite codimension, and (O¥,gr(r)”) be the integral closure of (O, g(r)).
Furthermore, let k((2)) be equipped with the bilinear form defined by

()\ = Z Me2® = Z ukzk) — resoApudz = Z Ak - (3.13)

kEZ keZ lrl==1l

The chain of inclusions O**g(r) C O»Lg(r)” C g(r)"" C g(r)* holds.

Proof. Let (v,1): (X, ), (z,c,¢)) = (X¥, &), (p", ", (")) be the image of the
canonical morphism (O, g(r)) — (O¥, g(r)") under G. The diagram

DU, &) x T(U, ") 25T (U, Ox») (3.14)

e ;

9((2) x 8(2) ——— k(=)

commutes for all affine open U C X such that o/”|y is free. Consequently, (3.14)
commutes for all U C X open, by a gluing argument. In particular,

K(a,b) € M(L(X"\{p"}, Oxv)) = O” (3.15)
for all a,b € g(r)”. Hence, we see that
K_1(Xa,b) =resoK(Na,b)dz = resoAK (a,b)dz = 0
for all A\ € O"t. Therefore, Aa € g(r)”" and we can complete the chain of

inclusions by observing that g(r) C g(r)" implies g(r)"" C g(r)*. O

3.2.3 Geometric trichotomy of formal r-matrices. We can refine Proposition 3.2.1
for normalized formal r-matrices in the following way.

Theorem 3.2.5.

Let r be a normalized formal r-matrixz. There is a canonical unital subalgebra
O C Mult(g(r)) of finite codimension such that X has arithmetic genus one,
where (X, ), (p,¢c,C)) = G(O, g(r)) is the associated geometric g-lattice model.

Proof. Let (X", "), (p", ", (")) = G(O",g(r)"), where (O”, g(r)") is the integral
closure of (O, g(r)). If the genus of XV is one, the claim is already proven in
Theorem 3.2.3, so we may assume that h'(Ox.) = 0, i.e. k[z] + 0¥ = k((2)).
Since O” Nk[z] = k, the canonical projection O — k[z7!] is injective and as a
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consequence O = k[u] for an arbitrary v € 27 'k[2]* N O”. Lemma 3.2.4 states
that

0" *g(r) C g(r)™ =g(r), (3.16)

where k((2)) is equipped with the bilinear form (3.13) and the last equality follows
from Proposition 2.3.1 and Lemma 2.3.3. In particular, O**+ C Mult(g(r)) C O".
Since for all £ € Ny

(u**1) dz =0 (3.17)

resoutu'dz = resy ]
holds, where ()" denotes the formal derivative with respect to z, we see that
uw'O” C 0"+ C O”. Thus, (3.16) implies that k+4'O" C Mult(g(r)). The fact that
u' € O = k[u] has order two can be used to see that k+u'O" = k+0O"* = k[u’, u'u]
is an unital k-subalgebra of Mult(g(r)) such that dim(k((2))/(k[2] + k[, u'u])) = 1.
Choosing O = k[v/,v'u] = k + O”* implies that X has arithmetic genus 1. O

Theorem 3.2.5 can be understood as a geometric trichotomy of formal generalized
r-matrices, i.e. a splitting of formal generalized r-matrices into three categories. Indeed,
this follows from the following observation.

Remark 3.2.6.

Every integral projective curve Y over k of arithmetic genus one with a k-rational
smooth point ¢ is a plane cubic curve, i.e. determined by one cubic equation. This
can be seen for example from Theorem 1.3.4: fix an isomorphism t: Gy, — k[z],
write O = t(I'(Y \ {q}, Oy ), and note that the codimension of k[z] + O in k((2)) is
one. Then ONk[z] = t(I'(Y, Oy)) = k implies that O = k[f, g], where f has order
2 and ¢ has order 3. After properly adjusting f and ¢, we get ¢ = f3+af +b
for some a,b € k. This is a minimal polynomial relation between f and g, so
O = Kk[z,y]/(y?> — 2 — ax — b). In other words, Y is a plane cubic curve.

It is easy to see that X is smooth if and only if 4a® + 27b? # 0, in which case it is
elliptic, and has a unique nodal (resp. cuspidal) singularity if 4a® = —27b # 0
(resp. a = b =0). In the singular cases Y is rational, i.e. Y has the normalization
Pl —Y.

Another interesting observation is the fact that the three classes are preserved by formal
equivalences.

Remark 3.2.7.

Let r1, 79 € (g®g)((x))[y] be two normalized formal r-matrices which are equivalent
via the equivalence (p, w, ¢). Furthermore, let O; C Mult(g(r;)) be the subalgebra
constructed in Theorem 3.2.5 for r; = r, and ((X;, ), (p;, ¢, G)) = G(O;, g(13)),
where i € {1,2}. By virtue of Lemma 2.1.6.(4), we have p € k* and w(z) = pz.
Therefore, it is easy to see from the construction of O in the proof of Theorem
3.2.5 that A\(z) — A(w(z)) = A(pz) defines an isomorphism O; — Os. We can
deduce from Lemma 3.1.1 that X; = X,. Therefore, X; is elliptic (resp. nodal,
resp. cuspidal) if and only if X5 is elliptic (resp. nodal, resp. cuspidal).
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3.2.4 Geometric data of normalized formal r-matrices. In this section, we discuss
further properties of the geometric datum associated to formal generalized r-matrices.

Proposition 3.2.8.

Let r be a normalized formal r-matriz, O C Mult(g(r)) be chosen according to
Theorem 3.2.5, (v,1): (X, ), (z,¢c,0)) — (X¥, &), (p", ", (")) be the image
of the integral closure (O,g(r)) — (O, gr(r)") under G, and K" be the Killing
form of &/¥. There exists a unique perfect pairing KC: &/ x o/ — Ox such that

o x d —E 0 (3.18)

] |

V*ﬂfy X I/*%UV_ICI'/)V*ﬁXV

commutes.

Proof. The statement is already proven in Theorem 3.2.3 for h'(Ox.) = 1, so we
may assume h'(Ox.) = 0, i.e. O¥ = k[u] and O = k[u',v'u]; see the proof of
Theorem 3.2.5. Since X = C' U (X \ {p}), where C' is the smooth locus of X, we
have to define the paring K on the affine open set X \ {p} and show that it is
compatible with v, K. The diagram (3.14) implies that K: g((2)) x g((z)) — k((2))
restricts to a mapping g(r)” x g(r)” — O and it suffices to show that this pairing
restricts further to g(r) x g(r) — O. Observe that g(r)* = g(r) implies that K
restricts to a bilinear map

g(r) x g(r) = P = {\ € O | respAdz = 0}. (3.19)

We have O = k + O"+ C P, since 1 € O”. The codimension of P in O is one, i.e.
OV /P is spanned by u + P. The same is true for O”/O proving P = O.

It remains to show that IC is perfect. Similarly to the proof of Proposition 3.2.1,
the morphism K?: o — &/*, induced by K, is injective with a torsion cokernel
Cok(K?®). The long exact sequence in cohomology induced by

0— o L5 a7 — Cok(K*) — 0,

combined with h(.«7) = 0 = h'(.«7), implies h’(Cok(K?)) = h’(&/*) = h'(«/) = 0.
Here, we used the Serre duality (in e.g. the version [LLiu02, Chapter 6, Remark 4.20
and Theorem 4.32]). Note that h'(€x) = 1 and the fact that X is locally a complete
intersection (see e.g. Remark 3.2.6) thereby implied that the dualizing sheaf of X
is trivial. We conclude that Cok(K*) vanishes. Thus, K£* is an isomorphism. This
is equivalent to saying that IC is perfect. O

Theorem 3.2.9.

Let r be a normalized formal r-matriz, O C Mult(g(r)) be chosen according to
Theorem 3.2.5, and ((X, ), (p,c,C)) = G(O,g(r)). The sheaf of Lie algebras
| is étale g-locally free, where C' is the smooth locus of X.
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Proof. Let (X, 9%), (pg g, G)) be the geometric datum associated to (Og, W)
and m: X; — X be the canonical morphism, where we recall that k is the algebraic
closure of k and use the notation from Subsection 1.3.7. Observe that r is a
normalized formal r-matrix, 7 factors as Xy = X x Spec(k) — X, where the
second map is the canonical projection, and @4 = 7. Lemma 1.2.2 states that
o | is étale g-locally free if oo is étale (g @ k)-locally free, where 77'(C') = Ci
is the smooth locus of Xi. Hence, we may assume that k = k.

Using Proposition 3.2.8, Lemma 1.1.2 and Cartan’s criterion for semi-simplicity,
we see that o7|, is semi-simple for all closed ¢ € C. Therefore, &7 is étale o7,
locally free in any closed point ¢ € C; see Theorem 1.2.5. Consequently, o is
weakly o7 |,-locally free in all closed points in some open neighbourhood of ¢, since
étale maps are open; see also Remark 1.2.1. This forces &7|, = </|, = g for all
q € C closed, since C' is connected. Theorem 1.2.3 states that 7| is étale g-locally
free. O

Proposition 3.2.10.

Let r be a normalized formal r-matriz, O C Mult(g(r)) be chosen according
to Theorem 3.2.5, and ((X, <), (p,c,C)) = G(O,g(r)). There exists a unique
element n = n, € H'(wx) such that c¢*(n) = dz, where wx is the dualizing sheaf
of X.

Proof. As in the proof of Theorem 3.2.9, let ((Xi, <%), (pg, ¢, G)) be the geometric
datum associated to (O, W) and m: Xi — X be the canonical morphism, where
the notation from Subsection 1.3.7 is used. Then 7 is a normalized formal 7-
matrix and 7 factors as X; = X x Spec(k) — X, where the second map is the
canonical projection. In particular, 7*wx = wx_ is the dualizing sheaf of X (see
e.g. [Con00, Theorem 3.6.1]) and the image of ¢*(7,) under k[z]dz — k[z]dz
equals to ci(ﬁy) , for any n € H'(wx). Therefore, ¢*(7,) € kdz if and only if

Py
ci(ﬁy) € kdz. As a consequence, we may assume that k = k.
Py

Let 1 be a non-zero global section of the dualizing sheaf wy of X and ¢*(7,) =
dw(z) = w'(2)dz for some w(z) € zk[z]. The dualizing sheaf can be identified
with the sheaf of Rosenlicht regular 1-forms. More precisely, 7 is a rational 1-form
on the normalization X” of X, which is regular on v~(C') (where C is the smooth
locus of X) and satisfies

Z res, fn = 0 for all s € X singular and closed, f € Ox; (3.20)
q€v=1(s)

see e.g. [Con00, Theorem 5.2.3]. The residue theorem on X" implies that res,fn = 0
for all f € I'(X \ {p}, Ox). Combining this with Remark 3.2.2 and using diagram
(3.14) results in

reso K (C(a), ¢(b))w'dz = res,K(a,b)n =0 (3.21)

for all a,b € T'(X \ {p}, «). This implies that w'g(r) C g(r)* = g(r). In other
words, we obtain w’ € Mult(g(r)) Nk[z]* = k*. We can conclude the proof by
replacing 7 with (w')~'n € H%(wy). O
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3.3 Global aspects of formal generalized r-matrices

In the last section, we have examined the structure of geometric g-lattice models
associated to formal generalized r-matrices. In this section, we deduce a scheme to
transport properties of said models back to properties of formal generalized r-matrices
by using the notion of geometric r-matrices (see Subsection 3.3.2) as moderator. The
central observation is that formal generalized r-matrices can be recovered as Taylor
expansions of geometric r-matrices; see Theorem 3.3.3. As an application, we will see
that any formal generalized r-matrix is the Taylor expansion of an appropriate rational
map; see Theorem 3.3.5.

3.3.1 Geometric CYBE and GCYBE models. Let r be a formal generalized r-matrix,
O C Mult(g(r)) be a unital subalgebra of finite codimension, and ((X, &), (p, ¢, ()) =
G(O, g(r)) be the associated geometric g-lattice model; see Theorem 1.3.6. The sheaf
o/ is étale g-locally free in p by Theorem 1.2.5. Since étale morphisms are open, we can
chose a smooth open neighbourhood C' of p such that o7|¢ is étale g-locally free. After
properly shrinking C', there exists a non-vanishing 1-form 7 on C. We have obtained a
geometric datum ((X, <), (C,n)), where

e X is an integral projective curve over k.

C C X is a non-empty smooth open subset.

7 is a non-vanishing 1-form on C.

o/ is a coherent sheaf of Lie algebras &/ on X such that h’(&) = 0 = h'(«) and
| ¢ is étale g-locally free.

Let us call ((X, ), (C,w)) a geometric GCYBE model of r. If r is normalized and
skew-symmetric and O is chosen according to Theorem 3.2.5, we can choose C to be
the smooth locus of X (see Theorem 3.2.9) and n = 7, (see Proposition 3.2.10); in this
case ((X, ), (C,n)) is called the geometric CYBE model of r.

Remark 3.3.1.

(1) A geometric GCYBE model of a formal generalized r-matrix is not unique,
while the geometric CYBE model of a normalized formal generalized r-matrix
is.

(2) For k = k the geometric GCYBE model ((X, &), (C,n)) satisfies the axioms
used in [BG18] to construct a geometric analog of a generalized r-matrix called
geometric r-matriz. Indeed, in this case Theorem 1.2.3 implies that <7|¢ is
étale g-locally free if and only if it is weakly g-locally free. Therefore, the
above conditions can be seen as an appropriate generalization of the axioms
used in [BG18] if one works over a non-algebraically closed ground field. In
the next subsection, we recall the construction of the geometric r-matrix and
observe that it works in our generalized setting.

(3) Assume r is normalized and skew-symmetric, ((X, <), (C,n)) is the geometric
CYBE model of 7 and k = k. Then we can see that ((X, ), (C,n)) satisfies
the geometric axiomatization of skew-symmetry given in [BG18, Theorem 4.3].
Note that the third condition in said theorem can be seen as a consequence
of the fact that the Killing form of «7|c extends to a pairing &/ X & — Ox
by Proposition 3.2.8; see [Gall5, Theorem 1.2.(2)]. Hence, we again obtain
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a generalization of said axiomatization which works over non-algebraically
closed fields.

3.3.2 The geometric r-matrix. Let r be a formal generalized r-matrix, O C Mult(g(r))
be any unital subalgebra of finite codimension, and ((X, <), (C,n)) be a geometric
GCYBE model of r. Let A denote the image of the diagonal embedding 6: C' — X x C.
The choice of non-vanishing n € T'(C, Q},) induces the so-called diagonal residue sequence

res’]

00— ﬁXxC — ﬁXxC’(A) —5 (S*ﬁc — 0. (322)

The map res} is thereby determined as follows: for a closed point ¢ € C' with local
parameter u, defined on an affine open subset U of C, the sheaves Q) and Oxxc(—A)
are locally generated by du and

U—UZ=u®1—1®UEF(U,ﬁx)®F<U,ﬁx)gr(UXU,ﬁxxx)

around ¢ and (g, ¢) respectively; res} maps (u—v)~! to u, where p is defined by n, = udu.
Tensoring (3.22) with & K o/ |¢ = prie e, . pr5d|c, where X &2 X x C 22 C
are the canonical projections, gives rise to a short exact sequence

0 — I NRA|c— I RA|c(A) — 0. |c o H|c) — 0. (3.23)
The Kiinneth formula implies that

H(o/ R o |¢) = H' (o) @ H*(|¢) = 0 and
1 1 0 0 1 (3'24)
H'(o/ B o |c) = (H'() ® H(/|c)) © (H() ® H'(/|c)) =0,

where we used h”(«7) = 0 = h'(.«7). The long exact sequence in cohomology, induced
by (3.23), yields an isomorphism R: H’(«Z X o7 |c(A)) — H(|c @ |c).

For every ¢ € C exists an étale morphism f: Y — C such that ¢ € f(Y) and
f*d|c = g® Oy. Lemma 1.1.2 asserts that the inverse image f*K of the Killing form
KC of &7|c can be identified with the Killing form of g ® &y . The pairing f*IC is prefect,
because of the simplicity of g. Thus, we see that K is perfect by varying ¢q. This implies
that the morphism

EZ 527|c XKoo JZ%|C — é"ndﬁc(&ﬂc), (325)

defined by a ® b — Ky(b, —)a for all affine open U C C and a,b € I'(U, &), is an

isomorphism. Summarized, we obtain an isomorphism
® = KR: H'(«/ K o |c(A)) — Endy, (|c). (3.26)

The section p = ®~1(idy.) € H (o X o7 |c(A)) is called geometric r-matriz of the
geometric GCYBE model ((X,.«7), (C,n)) of r.
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3.3.3 Equivalence of geometric r-matrices. Let 11,75 € (g ® g)((x))[y] be formal
generalized r-matrices. which are equivalent via some equivalence (u,w, ), let O; C
Mult(g(r1)) be a unital subalgebra of finite codimension and let Oy be the image of O,
under the automorphism of k((z)) defined by A(z) — A(w(z)). Moreover, let

(f;0): (X1, 24), (p1, 1, C1)) = G(O1, 8(r1)) — G(O2,8(r2)) = (X2, #4), (P2, €2, C2))

be the isomorphism of geometric g-lattice models provided by Lemma 3.1.1. In particular,
f: Xe — Xy and ¢: o) — f.9% are isomorphisms. Chose geometric GCYBE models
(Xi, ), (Cy,m;)) of vy for i € {1,2} in such a way that f~1(Cy) = Cy and f*ny, = 1.
Let p; € H(o X |, (A;)) be the geometric r-matrix of ((X;, %), (Cy,1;)), where
i€ {1,2} and A; C X; x C; is the image of the diagonal embedding §;: C; — X; x C;.

Lemma 3.3.2.
The identity (f*o X f*@)(f X f)*p1 = p2 holds, where f*f.ofy = oty was used
implicitly.

Proof. Consider the commutative diagram

0—— f*h B f*ah|c — [* o B [ |c(Dg) — b4 Endgy, (f*Hi|c,) — 0,
Jf*(@@f*(@ Jf*(@&f*((ﬁ) Jf*(fi’)—f*@i’)l
0—— ,Qfg X %lc _— % X @{2|C(A2) E— (527* éandﬁ% (%’02) —0
(3.27)

where the upper row is (f x f)* of (3.23) for & = o7, the lower row is (3.23)
for & = o, and the isomorphisms |c, ® Fi|c, — Endg,, (Fic,) for i € {1,2},
constructed analog to (3.25), were used. Here, the commutativity of the right
square follows form the following fact: for any free Lie algebra [ of finite rank over
a ring R with Killing form K, the adjoint of ¢ € Autp..(l) with respect to K;
coincides with 17!, so

Ki(¥(a) @ (b)) = Y Ki(a @ b)y" (3.28)

holds for K((a ® b) = K|(b,-)a € Endg(l), where a,b € L.

It is straight forward to show that the inverse image along f x f of the diagonal
residue sequence (3.22) for X = X; and n = 7 coincides with the diagonal
residue sequence for X = X, and n = f*; = ny. This implies that (f x f)*p; is
mapped to idy« )., under H(f* ey R f*oti| o, (Dg)) — Endg,, (f*|c,). Thus,
the commutativity of (3.27) implies that

(S ()R (O x ) pr — idap)e, (3.29)

under H' (% K #%|c,(Az)) — Endg, (9]c,), so p2 = (f*(¢) B f*(¢))(f x f)*p
holds. [l
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3.3.4 Interlude: geometric Taylor series. Let S be a scheme and T' C S be a closed
subscheme, defined by a sheaf of ideals .# C Og. The formal completion of S along T is
the locally ringed space & whose topological space coincides with the topological space
of T'and Og = Y&n(ﬁs/ﬂ")\rp Here, we recall that for any inverse system {.% },cn of
sheaves of abelian groups on S, we have I'(U, lim .7, ) = lim I'(U, %, for all U C S open.
There is a canonical morphism j: & — S, which is simply the canonical inclusion of T’
into S on the level of topological spaces and 5°: &g — 7,0g is the canonical morphism
induced by the completion on the level of local sections. If S is integral and noetherian,
the canonical morphism j7*: . % — 5,7*.% is injective for any coherent sheaf . on S.
For any open subset U C T and a € T'(U, %), we call the section j*a € T'(y~1(U), 7*F)
Taylor expansion of a in T'.

In the following, we will use a concrete special case of this construction. Assume that
S =T x T for some one dimensional finite type k-scheme T and let ¢t € T" be a smooth
closed point. We can fix an isomorphism ¢;: ﬁAT,t — k(t)[2] by virtue of the Cohen
structure theorem; see e.g. [DG64, p. 19.6.4]. Let & be the completion of S along
T x {t}, where the underlying topological space is identified with 7" and the underlying
sheaf of rings is identified with the sheaf of rings U + ¢,(I'(U, O7r))[y] € &(t)(x))[y]
on T'. Here, recall that we also use ¢; to denote the isomorphism Q(07,;) — k(t)((2))
induced by ¢;. Let & be a sheaf of algebras on 7" which is formally A-locally free at ¢
for some finite-dimensional k-algebra A. We can identify j*(% X %) with the coherent
sheaf

U — (G(T(U, B)) @ry Au)) [Y] € (Anty Oy Anry) (@) [Y] (3.30)

on &, where A,y = A® k(t) and (: %’t - AQ® ﬁ/\X,t = Aywlz] is some fixed
isomorphism. In particular, for every V' C T x T open with non-empty intersection
with 7' x {p}, the Taylor expansion in T' x {t} takes the form

L(V, BRB) L5 (TG V), B)) @ty Au) W] S (Auy Oniey Asi)) ()[y]. (3.31)

3.3.5 Taylor series of the geometric r-matrix. The following statement can be seen
as a generalization of [BG18, Theorem 6.4].

Theorem 3.3.3.

Let r be a formal generalized r-matriz, O C Mult(g(r)) be any unital subalgebra
of finite codimension, and (X, <), (p,¢,C)) = G(O,g(r)). Furthermore, choose
a geometric GCYBE model (X, <), (C,n)) of r and let

peHY (A Rof|o(A) CT(X x C\ A, o/ Ko (3.32)

be the geometric r-matriz of ((X, <), (C,n)).
(1) There exists a X € k[z]* such that y*(p) = My)r(z,y), where

FX xC\A, dRA) — (g(r) @9)ly]l € (e@a)(«)[y]  (333)

is the Taylor expansion in X x {p} given by (3.31) for the datum T = X,
B=od, t=p, A=g,G=(c=candV =X xC\ A.
(2) If (X, o), (C,n)) is the geometric CYBE model of r, 7*(p) =r.
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3.3.6 Proof of Theorem 3.3.3 Let u € I'(V, Ox) be any local parameter of p, where

V C C is an affine open neighbourhood of p. Chose U to be some affine open subset of

the intersection of

e the projection of the open set {(¢,¢') € V x V | (u —v)(q,¢") # 0} to the first
component with

e an open neighbourhood of p where du generates Q.

It is straight forward to show that du generates T'(U,Q}) and u — v generates the

space I'(U x U, Oxxc(—A)). By definition res (%) =1if n|y = p~'du. Let x be a
preimage of id, |, under

FrUxU, oK) — T'(U, o @)= Endg, (). (3.34)
Then both p|y«y and %X map to idg, under the canonical map
I'U x U, o Kof|c(A)) — Endg, (|v). (3.35)
Since (3.23) and K induce a short exact sequence

00— dK %|C — ' X %|C(A) — Oy Endﬁc<ﬂyc) — O, (336)

and U is affine, we obtain py = pluxy — = I'U x U, o Kf), ie.

1®
Pluxs = —2x + po. (3.37)
u—v
Write fi = ¢(u), u = c(u) € k[z]. Then
7A@ p) = py), s (u—v) =a(z) - a(y) € kz,y]. (3.38)
Similarly, let po == 7*(po), X = 7*(Xx) € (g ® g)[z,y]. The diagram

DX x O\ A, o/ B o) —L—— (g(r) @ 0)[y) ——— (a2 0) (=) [y]  (3.39)

J e

PUXUNA, & Ro) —= (((TU N\ {p}, o)) @ 9)[y]

commutes. Therefore, (3.37) implies that the image of p under (3.33) is of the form

Hz,y) = ngj(_y)ﬁ(y)%(% y) + Polz,y)- (3.40)
Lemma 2.1.2.(4) can be used to see that
(@(x) —a(y) ™" — @ (y)(z —y)" €k[z,y] (3.41)
and Y(z,y) —7 € (z — y)(g ® g)[z,y]. Summarized, for \; := /@', we obtain
Favy) = 2y (3.42)
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for some 7 € (g ® g)[z, y].

Let Ag € k[z] satisty r(z,y) — A2(v)v/(x —y) € (g @ 9)[z,y] and put A = A\;/Aa. The
image 7 of p under (3.33) is by definition in (g(r) ® g)(«))[y]. But so is A(y)r(z,y) €
>\1 (y)TYang(xa y) + (g & g) [[ZL’, y]] and

(z,y) = Ay)r(z,y) € (a(r) @ g)[yl N (g © g)[z, y] = {0}

concludes the proof of Theorem 3.3.3.(1).

For (2), observe that if r is skew-symmetric and normalized (i.e. Ay = 1), and
(X, ), (C,n)) is the geometric CYBE datum of r, A; = 1 by virtue of Proposition
3.2.10. Indeed, the above construction of \; implies that A\;'dz = ¢*n holds. Hence,
A =1 in this case.

3.3.7 The geometric GCYBE. Let r be a formal generalized r-matrix, ((X, /), (C,n))
be a geometric GCYBE model of r, and p be the geometric r-matrix of ((X, &), (C,n)).
Assume that C is affine and let % be the quasi-coherent sheaf on C' associated to the
universal enveloping sheaf of H’(.e7|¢) as H(0¢)-Lie algebra and ¢: H%(e/|¢) — H*(%)
be the canonical map. It can be shown that ¢ is injective; see [Gall5, Lemma 1.6]. For
ij € {12,13,23}, let m;;: C' x C' x C' — C x C denote the natural projections, defined
through (z1, z2, x3) — (24, z;). Moreover, note that there are natural maps

()4 AW o — my(URURU), (3.43)
defined, under consideration of the Kiinneth formulas

H (o |c W o |c) = H(|c) @ H ()
H (v R Ru) =0 (%) (%) H (%),

by t'2 = 1(a) ® 1(b) @ 1,11 = 1(a) ® 1 ® ¢(b) and t** = 1 ® 1(a) @ 1(b) for t =a® b €
H(o|¢)®H%(e|c). Furthermore, if o: CxC — Cx C denotes the map (z,y) — (y, x),
let (-): &|c X .o |c — 0,(|c X .o|c) be the morphism defined on global sections by
the o-equivariant automorphism a ® b — —b ® a. The following result is a version of

[BG18, Theorem 3.11 & Theorem 4.3] in our setting.

Theorem 3.3.4.
In the notation of this subsection, the geometric r-matriz p, treated as an element

of T(C x C'\ A, o7 K.of), solves the geometric GCYBE
[p127p13] + [012, p23] + [Pls,ﬁ%] _ O, (3‘44)

where the left-hand side is defined in T(C x C x C\ S, % R U R U) for
Y ={(x1,29,23) € C x C x C | x; # x;,i # j}. Furthermore, if r is normalized
and skew-symmetric and (X, <), (C,n)) is its geometric CYBE model, p = p.

Proof. Similar calculations as in Remark 2.1.5 show that the left-hand side of the
geometric GCYBE (3.44) is actually contained in I'(C' x C' x C'\ &, & K .of K 7).

Let X5 be the formal completion of X x X x X along X x X x {p} (here p is the
point at infinity of X') and write 7o: X5 — X X X X X for the canonical morphism.
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We obtain an injective morphism
B:D(C X Cx O\E, o/ Bt Bar) — (T((C\ {p}) x (C\ {p})\ A, o B /) @ g) [,

where ¢ was used. Since )*: T'(C x C\ A, &/ &) — (g ® g)(x))[y] from (3.33)

extends to an injective morphism

PUCNAPY) x (C\N{pD\ A, @ R ) — (g® 0)(2)(v), (3.45)

we obtain an injective morphism
[M(CxCxC\L,dRINRA)— (g9 9)(x1))(z2)) [23]. (3.46)

Using Theorem 3.3.3, it can be shown that the map (3.46) sends the left-hand side
of (3.44) to GCYB(7), where 7(x,y) = Ay)r(z,y). This is 0, since r is a formal
generalized r-matrix. The injectivity of (3.46) implies that p solves (3.44).

If r is normalized and skew-symmetric and ((X,.2), (C,n)) is its geometric
CYBE model, p is mapped to r via (3.33). This implies that p is mapped to T, so
r =T implies p = p, since j* is injective. O

3.3.8 Rational extension of a formal generalized r-matrix. Since the sheaf of Lie
algebras associated to a formal generalized r-matrix is étale trivial around the point at
infinity, we can trivialize the associated geometric r-matrix to obtain a proper rational
map. Theorem 3.3.3 then implies that the Taylor expansion of said map is equivalent to
r, up to passing to a finite field extension. More precisely, we have the following result.

Theorem 3.3.5.

Letr € (g®9)(x)[y] be a formal generalized r-matriz and X, o7, p, and p be the
same datum assigned to r as in Theorem 35.5.5. Furthermore, let f: Y — X be
an étale morphism such that p € f(Y) and an isomorphism Y: ' = g® Oy
of sheaves of Lie algebras exists. Fix an isomorphism c,: Oy, — k(q)[z] for
some q € f~(p) and let

I (8®0) @T(Y XY\ Ay, Oyxy) — (8u(g) On(q) 9n(@)) (2)[y]  (3.47)

be the Taylor expansion (3.31) for the datum T =Y, B=gR Oy, t =q, A=g,
G=1idy®cy, ct =c,and V =Y x Y \ A, where Ay = (f x f)"*A. Then

e=WxP)(fxf)pe(gg @LY xY \ Ay, Oyxy) (3.48)

satisfies: j,0 is equivalent to the extension ryq) of r viak — k(q) (see Remark

2.1.5.(3)).

Proof. We proceed using the notation from Theorem 3.3.3 and Remark 2.1.5.(3).
We see that the image of p under

DX x C\ A, Bo) L (g0 8)(2)[Y] — (8s() nia) 9n(a)) ()[¥]
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is equivalent to 7, by a rescaling A € k[z]* C r(¢)[2]*. The image of z under

o~

c ! J;;g I~ Cq
k[z] — Ox, — Oy, — k(q)[7]

defines a coordinate transform w € zk(q)[z]*. Similarly, the chain of maps

-1 o~ — TZJ\q ~ id ®cq
glz] — @, — frd, — g ® Oyy —" gu(gl?] (3.49)

induces a gauge transformation ¢ € Aut,(g)-alg(gx(g)[2]). Here, the middle arrow
of (3.49) is the composition of f; with the completion of the canonical map
(fuf*a), = f*o,. It is straight forward to show from the construction of j and j,
that the diagram

DX x C\ A, B o)~ (g0 0) (@) [y] —— (9u9) Dnte) u(a)) () 8]

(fo)*l /
Jq

(Y XY, [/ B f*f) 5 (90 0) OT(Y X ¥ \ Af, Gyy)

commutes. Here, the arrow in the upper right is defined by

s(z,y) — (p(2) @ e(y))s(w(z), w(y)) (3.50)

for all s € (g®@g)((z))[y]. In particular, this implies that the series jo is equivalent
to (g via the equivalence (X, w, ¢). ]

The section p from Theorem 3.3.5 is the solution of yet another version of the GCYBE.
For ij € {12,13,23}, let m;;: Y XY xY — Y x Y be the canonical projections
(y1,y2,93) = (vi,y;) and ¢ be the image of o under

(')ij®idﬁy><ny

(®g) ® Oyxy — (®9)® Oyxyxy — (U(g) ® U(g) ® U(g)) ® mij Oy xyxy »

where (-)7: g® g — U(g) ® U(g) ® U(g) has the same meaning as in the definition of
the formal GCYBE (2.14). Furthermore, let 0 = —70%p, where 0: Y XY — Y X Y is

given by o(z,y) = (y,z) and 7: (g ® g) ® Oyxy — (§ ® g) ® Oy y is the Oy y-linear
extension of a ® b — b ® a for a,b € g. Then we have

[Q127Q13] + [912’ 923] + [913’@23] =0. (351)

Moreover, if r is normalized and skew-symmetric and ((X, %), (C,n)) is its geometric
CYBE datum, the identity o = ¢ holds. Indeed, these statements follow by applying

(WRPRY)(f x fx f) (3.52)

to (3.44), using 0 = (¢ x ¥)(f x f)*p, and Theorem 3.3.4.

Since any smooth projective curve over the complex numbers is a compact Riemann
surface, a consequence of Theorem 3.3.5 in the case of k = C can be formulated as
follows.
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Corollary 3.3.6.

FEvery formal generalized r-matriz is equivalent to the Taylor series of an element
of a rational map R x R — (g ® g) ® K, for an appropriate compact Riemann
surface R.

3.4 Analytic generalized r-matrices

In this section, k € {R, C} is equipped with the standard euclidean topology and U(g)
is the universal enveloping algebra of g. Recall that g is central and simple over k.

3.4.1 The (generalized) classical Yang-Baxter equation. For two real vector spaces
W,V of finite dimension and any open subset U C W, we say that U — V' is a (real)
meromorphic map if it is a map defined on a dense open subset of U with values in V
that coincides with the restriction of some meromorphic map U — V ®g C, where U is
an open neighbourhood of U in W ®g C.

Recall that for ij € {12,13,23} the linear maps (-)”: g® g — U(g) ® U(g) ® U(g)
are defined by (2.13) and let us write (-)’* := (-)¥7, where 7 € End(g ® g) is defined
by 7(a ® b) = b® a for all a,b € g. Let U C k be a connected open subset and
r: U x U — g® g be a meromorphic map. Then r is called a generalized r-matriz if it
solves the generalized classical Yang-Bazter equation (GCYBE)

12(

[r x17$2)77113(1.17$3)] + [TlQ(xl,mg),ng(l'g,l'g)] + [TSQ(x37x2)7T13(x17x3)] = 07
(3.53

)

and it is called r-matriz if it solves the classical Yang-Baxter equation (CYBE)

[7’12@1,152),7’13(131,963)] + [7”12@17132),7’23(132,%’3)] + [7”13@1,1133),7’23(131,%’3)] =0,
(3.54

)

for all x1, x9, 3 € k for which these equations are defined respectively. Here, for example
r2(zy, x9) = r(z1,72)'? and the brackets on the left-hand side of both equations are
understood as the usual commutators in the associative k-algebra U(g) @ U(g) @ U(g). If
we want to emphasize that k = R (resp. k = C) we call r real (resp. complez) and if we
want to distinguish this notion of (generalized) r-matrix from its formal counterpart, we
will refer to it as analytic. Observe that calculations similar to Remark 2.1.5 show that
the left-hand side of (3.53) and (3.54) are meromorphic functions U x U x U — gRg®g.

3.4.2 Non-degeneracy and skew-symmetry Let r: UxU — g®g be a meromorphic
map for some connected open U C C, K be the Killing form of g, and K : g®g — End(g)
be the isomorphism defined by a ® b — K (b, —)a. We call r

e non-degenerate if for some (z,y) in the domain of definition of r, K (r(z,y)) is an

isomorphism and

o skew-symmetric if r(x,y) = —7(r(y,z)) for all (z,y) in the domain of definition of .
Non-degeneracy is a generic property: if r is non-degenerate, K (r(z,y)) is an isomor-
phism for all (x,y) in a dense open subset of the domain of definition of r.
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Let v € g ® g be the Casimir element of g, i.e. K(v) = idg. There is a particular
class of non-degenerate meromorphic functions which will be important in the following.
We say that r is in standard form, if 0 € U and

r(z,y) = :j(_y)yv +7o(2,y) (3.55)

for some analytic maps A\: U — k* and ro: U x U — g ® g. Indeed,

(& = ) K (r(@,9) o=y = Ay) idg (3.56)
implies that det(K (r(z,))) is non-vanishing in an open neighbourhood of the diagonal
{(z,y) € U x U | x = y}. The importance of the standard form is provided by the
following result, which is a generalization of an observation from [BD83b]. We point
out that the proof in the real case relies on the centrality of g.

Proposition 3.4.1.
Every non-degenerate generalized r-matriz r: U x U — g® g is in standard form
(3.55), after properly shrinking U and relocating the origin.

Proof. 1t suffices to prove that r has the form (3.55) locally around some (p,p) €
U x U, since we can then relocate the origin to put p = 0. We split the proof into
four steps.

Step 1. Translating the CYBE and GCYBE into operator language. We will
apply the coordinate-free methods presented in [KKKK11]. Consider the isomorphisms
K:g®g— End(g) and K®: g® g® g — Hom(g ® g, g) defined by

IN((al &® a2>(b1> = K(ag, bl)al and ’K’(?,) (a1 X a9 X ag)(bl & bz) = K(bg, ag)K(bl, CLQ)(ll
for all ay, as, as,b1,bo € g. Assume first that r is a generalized r-matrix. Then,

applying K® to the GCYBE (3.53) and evaluating in t; ® t, € g ® g yields

(K (r(x1,29))t1, K(r(xy, 23))ts] = K(r(x1, 22))[t1, K(r(xs, x3))ts]

— . (3.57)
+ K(r(zy, 23))[K (r(s, 72))t, ta],

where it was used that e.g. for any a,b,c,d € g we have:

KD ([(a @) (c@d)?)(t1 @ ) = KO (c@b® [a,d])(t @ tz) = K([a,d], t2) K (b, t1)c
= K([K(b,t1)a, d], ta)c = —K([K (b, t1)a, ta], d)e = —K (¢ ® d)[K (a ® b)t,, ta].

The other used identities can be derived similarly; see [KK11, Proposition 2.14]. If
r is a solution of the CYBE (3.54), we find

[K(T(l’l, Ig))tl, K(T(Il, Z)’Jg))tg] = K(T’(ZL’l, l’g))[tl, K(T’(.TQ, .133))752]

— — (3.58)
— K(r(zq, 23))[K (r(z2, x3)) 1, to]

by applying K®). Here, (-)* denotes the adjoint with respect to K.
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Step 2. r has poles along the diagonal. ~ Since non-degeneracy is a generic
property, we can choose a point (g, yo) in the domain of r such that K(r(xq,yo))
is an isomorphism and z — T, = K (r(z,90)) is analytic along the line, connecting
xo and o, but excluding yo. We prove by contradiction that = has a pole at (yo, %)
Assume that r is analytic in (yo,yo), i.e. z +— T} is analytic in yo. The equations
(3.57) and (3.58) reduce to

[T.t1, Toto] = T, ([t1, Ty to] + [Tyota, ta)) (3.59)
[thl, thg] - Tz([tla Tyotg] - [Ty*otl, tg]) (360)

respectively, by setting x; = z and x9, 13 = 3. Applying ¥, =T, o T, to (3.59)
and (3.60) evaluated at z = ¢ results in

Vo[ Toots, Tiota) = To([t1, Tyta] + [Tyeta, t2]), (3.61)
ulToot, Togt) = To([tr, Tyota] — [T 1, 2]). (3.62)

Comparing these equations with (3.59) and (3.60), evaluated at z = ¢, and using
the fact that T, is bijective, we see that 1, is a Lie algebra homomorphism in
both cases. Therefore, the fact that 1, is orthogonal with respect to K if it is
invertible, implies that det(t,) € {0, £1}; see e.g. [KK11, Lemma 2.3.] for details.
A continuity argument and 1, = id, force 1, and consequently T}, = 1, o T},
to be an isomorphism.

Setting 2z = yo in equation (3.59), we see that T, !'is an invertible derivation of
g, contradicting the simplicity of g. Setting z = g, in equation (3.60) leads to the
same contradiction, considering the fact that

det(Tyy) #0 = T7, = —T),. (3.63)

The proof of (3.63) can be found in [KK11, Lemma 3.2 and Lemma 3.4] for k = C
and uses Schur’s Lemma as well as the fact that every automorphism of g has a
fixed vector. Since g is assumed to be central, Schur’s Lemma applies for k = R
and an automorphism of g without fixed vector defines one on the simple complex
Lie algebra g ®g C by extension of scalars. Thus, the proof in [KK11, Lemma 3.2
and Lemma 3.4] also applies to the case k = R. Summarized, the assumption that
r is a solution of either the CYBE or GCYBE without a pole along the diagonal
leads to a contradiction. We have shown that r has a pole along the diagonal.

Step 3. After shrinking U, r(x,y) = (2(}3% + (gi(g)%i),l Using Lemma 2.1.2.(4)
for M = g®g as well as N7, (z—y)*M[z,y] = {0}, we can find a k € Ny and shrink
U in such a way that s(x,y) = (x—y)*r(x,y) is analytic on U x U and h(z) == s(z, 2)
is an analytic function on U which is not identically 0. After properly shrinking U
further, we may assume that h is non-vanishing and s(x,y) — h(y) = (x —y) f(z,y)
for an analytic function f: U x U — g ® g. Multiplying either (3.59) or (3.60)
with (7, — 29)* and setting z; = x5 results in

[K (h(xo))t1, K(r(xg, x3))ta] = K(h(xs))[t1, K(r(z2, x3))ts] (3.64)

in both cases. Choosing x3 in such a way that K (r(x2, 23)) is an isomorphism, we
see that K (h(xz)) is an equivariant endomorphism of g with respect to the adjoint
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representation. In other words, K (h(x3)) is in the centroid of g (see Subsection
1.3.1). Hence, K(h(xs2)) = A(z2)id, since g is central, where A\: U — k* is an
analytic function. This implies that h(zy) = A(z2)y. Summarized, we obtain

AMy)y
r—yk  (z—ykl

r(z,y) = (

Step 4. k =1. Assume that £ > 1. Then

k—1 [7,

13(

(x1 — xg)k’l['r’?’z(xg,xg), r13(:1:1, x3)] and (z1 — x9) x1,%3), r23(:1:2, x3)]

vanish for z; = z5. Therefore, multiplying the CYBE or the GCYBE with
(11 — x2)* L, using

12

[’7 ,7“(372, y3)23] = _[7127 T(l‘27y3)13]7

and taking the limit x1 — x5 results in

0= [h($2)127 Dy (2, l’3)13] + [f (2, 352)1277”(352, 373)13 + T($27$3)23]
= [h(22)"%, (v — 13) 0, 8(w9, 23)" — k(zo — 23) *Ls(wg, 23)"]

+ [f(za, 22) "2, 7 (w9, 23) " + (9, 23)%?),

where h,s and f are defined in Step 3. and the limit definition of 0,, was used.
Multiplying this with (25 —x3)**! and taking the limit 2, — 23, under consideration
of h(z) = A(2)y, yields —kA(z3)?[y'%,~4'] = 0. This contradicts the fact that
[v12,913] # 0. Indeed, [y'%,+'3] maps to v with respect to the linear map defined
by a @ b® ¢ — [b,a] ® ¢; see (2.34). Therefore, the assumption k£ > 1 leads to a
contradiction and we can conclude that k£ = 1. O

As an immediate consequence of this result, we can relate non-degenerate (generalized)
r-matrices to formal (generalized) r-matrices.

Corollary 3.4.2.

Let r: U x U — g ® g be a non-degenerate (generalized) r-matriz. Then, after
properly shrinking U and relocating the origin, the Taylor series of r iny =0 is a
formal (generalized) r-matriz.

In particular, Proposition 2.3.1 combined with the identity theorem (see e.g. [GRG5,
Chapter I.A, Theorem 6]) provides the following result.

Corollary 3.4.3.
A meromorphic function r: U x U — g ® g for some connected open U C k is a

non-degenerate solution of the CYBE (3.54) if and only if r is a non-degenerate
skew-symmetric solution of the GCYBE (3.53).

In the following, we restrict our attention to analytic generalized r-matrices in standard
form.
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3.4.3 Analytic equivalence. Let U; C k be a connected open subset and r;: U; xU; —
g ® g be a meromorphic map in standard form for i € {1,2}. We call ry analytically
equivalent to r via the analytic equivalence (u,w, ¢) if

ro(m,y) = pu(y)(e(z) @ p(y))ri(w(z), w(y)), (3.65)

where (u, w, ) consists of

e a non-zero analytic p: W — k>, called rescaling, for some connected open neighbour-
hood W C U, of 0,

e an analytic embedding w: W — U; such that w(0) = 0, called coordinate transfor-
mation, and

e an analytic map ¢: W — Auty..(g), called gauge transformation.

A similar result to Lemma 2.1.6 holds for analytic equivalences. More precisely, analytic

equivalences define an equivalence transformation on the set of generalized r-matrices

in standard form and analytic equivalences with constant rescaling part preserve skew-

symmetry and thus the property of solving the CYBE (3.54). The proof of these

statements uses a reduction to the complex case and the identity theorem (see e.g.

[GR65, Chapter I.A, Theorem 6]), under consideration that the domain of definition of

a complex meromorphic function on a connected open set is connected.

3.4.4 Comparison of analytic and formal generalized r»-matrices. Let us denote
the Taylor series of any meromorphic map r in standard form in y = 0 by Or, i.e.

=01
Or(e,y) =3 - (Fr@y)| _v" € @@ )@l (3.66)

J=0

By virtue of Proposition 3.4.1, any non-degenerate generalized r-matrix r may be
assumed to be in standard form and Or is a formal generalized r-matrix in standard
form. Furthermore, the identity theorem (see e.g. [GR65, Chapter I.A, Theorem
6]) implies that r is uniquely determined by Or, so © defines an embedding of non-
degenerate generalized r-matrices (up to relocating the origin) into the set of formal
generalized r-matrices. However, there might be formal generalized r-matrices which
do not converge to analytic generalized r-matrices. Nevertheless, we can see that
non-degenerate analytic r-matrices actually provide representatives for any equivalence
class of formal generalized r-matrices.

Proposition 3.4.4.
FEvery formal generalized r-matriz is equivalent to a series of the form Or (see
(3.66) ) for some analytic generalized r-matriz r in standard form.

Proof. Let r € (g®¢)((x))[y] be a formal generalized r-matrix, ((X, <), (p,c,()) =
G(Mult(g(r)),g(r)), chose a geometric GCYBE model ((X, <), (C,n)) of r and
let p be the associated geometric r-matrix.

The analytic manifold C*" = (C*", 0&"), defined by the k-rational points of C,
is 1-dimensional. In the real case this may be seen through the implicit function
theorem and the fact that p € C*". Let U — C*" be an analytic parameterization
around p, where U = (U, OF") is the locally ringed space associated to an open disc
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(resp. an open interval) if k = C (resp. k = R). We write ¢: U — C*" — X for the
resulting morphism of locally ringed spaces and we may assume 0 € U and ¢+(0) = p.
The sheaf of Lie algebras t*.# can be identified with an analytic fiber bundle on
U with fiber g and structure group Auty..,(g). Indeed, for k = C this follows
from Theorem 1.2.3 and the observation that étale g-local triviality implies local
triviality in the complex topology, while for k = R this is due to [Kir83, Lemma
2.1]. These fiber bundles are always trivial since U is contractible; see [Gra58, Satz
6] for the complex and [GMT86, Chapter VIII, Propositions 1.10 & 1.19] for the
real case. Thus, there exists an isomorphism ¢: (*.o/' — g ® 0" of sheaves of Lie
algebras and ¢ X ¢) defines an isomorphism (*o/ X 1*o7 — (g ® g) ® O
Consider the meromorphic map

0= WRY)(tx)p:UxU—g®g.

The Taylor series of ¢ in the second variable in the preimage of p under ¢ is
equivalent to r. This can be deduced with an argument similar to the proof of
Theorem 3.3.5. O

Proposition 3.4.5.

Two analytic generalized r-matrices in standard form are analytically equivalent

if and only if their Taylor series in y = 0 are formally equivalent. In particular,

© from (3.66) defines a bijection between

e the set of analytic equivalence classes of real (resp. complex) analytic generalized
r-matrices in standard form and

e the set of equivalence classes of formal generalized r-matrices over k =R (resp.

k=C).

Proof. Let 11,79 € (g ® g)((x))[y] be equivalent formal generalized r-matrices and

(X1, 94), (p1,¢1,G1)) = G(Mult(g(r1)), g(71)) g G(Mult(g(ra)), 9(r2)) =t ((Xa, @), (p2, c2, (2))

be the isomorphism of their respective geometric g-lattice models provided by
Lemma 3.1.1. In particular, f: X — X is an isomorphism such that f(py) =
p1 and @: o/ — f.of is an isomorphism of sheaves of Lie algebras. Chose
geometric GCYBE models ((X;, %), (Ci,m;)) of r; for i € {1,2} in such a way that
f7HCy) = Cy and f*ng = my. For i € {1,2}, let p; be the geometric r-matrix
of ((X;,9%),(Ci,m;)), let C2 be the analytic manifold defined by the k-rational
points of C; and let ¢;: U — C — X be a local parametrization around p;,
where U; is an open interval (resp. open disc) around the origin if k = R (resp.
k = C). As explained in the proof of Proposition 3.4.4, there exist isomorphisms
Vi il — g ® Oy, such that

is a meromorphic map whose Taylor series is equivalent to r;. Thus, it remains to
show that p; and oy are analytically equivalent.
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By virtue of Lemma 3.3.2, we have (f*¢o X f*¢)(f x f)*p1 = pa. Application of
(Y R ) (1g X 1)* results in

(U2((fr2)70) Rba((f12)"0) ) (f12 % fa)"pr = o2 (3.68)

After properly shrinking U,, there exists an analytic embedding w: U — U; such
that tyw = fio and w(0) = 0, since f is an isomorphism that maps py to p;. We can

rewrite (3.68) as (p(x)@p(y)) o1 (w(z), w(y)) = o2(x,y), where ¢: Uy = Auty ae(9)
is the analytic map induced by the chain

w* ’L,b;l 19)*

Ut g® Oy, (3.69)

of isomorphisms of sheaves of Lie algebras. m
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Twisted loop algebras

4.1 Kac-Moody algebras

This section provides a survey of the theory of Kac-Moody algebras, with the purpose
of applying said theory to twisted loop algebras in the next section. All statements will
be presented without proof; we refer to [[Kac90] for the statements from subsections
4.1.1-4.1.6 and to [KW92] for the results in the remaining subsections 4.1.7 and 4.1.8.
As usual, k denotes an arbitrary field of characteristic 0.

4.1.1 Generalized Cartan matrices. A generalized Cartan matriz A is an element
A = (aij)g’jzl € 777 such that Qi = 2, Qi < 0 and Q5 = 0 1mphes Qj; = 0 for
all i,j € {1,...,q}. The matrix A is said to be symmetrizable, if there exists a
diagonal matrix D such that DA is symmetric. Another generalized Cartan matrix
B = (bij){ j—; is called equivalent to A if there exists a permutation o of {1,..., ¢} such
that b;; = a()e(;) for all ,j € {1,...,¢}. Furthermore, A is called decomposable if it
is equivalent to a generalized Cartan matrix in block diagonal form with at least two
blocks and indecomposable otherwise. Finally, an indecomposable generalized Cartan
matrix is said to be of finite type if rk(A) = q, of affine type if rk(A) = ¢ — 1 and of
indefinite type if rk(A) < g — 1.

4.1.2 Realizations of generalized Cartan matrices and Kac-Moody algebras.

A quadruple (&, b, I, ITY) is called realization of a generalized Cartan matrix A =
(aij)i =1 if b is a vector space of dimension 2¢ — rk(A), II = {a1,...,aq} C b,
IV = {af,...,a} C b are linearly independent subsets satisfying a;(;’) = a;; and
ie{l,. ..,q}}, called

R is the ]k—Lle algebra generated by h and symbols { e, e
Chevalley generators of K, with relations

[b,b] = 0; [, e] = £ai(h)e;s

7 7] = by ad(ed) et =

where h € b,i,j € {1,...,¢q} and i # j in the last relation. A Lie algebra is called
Kac-Moody algebra with Cartan matrix A if it is isomorphic to K for some generalized
Cartan matrix A with realization (&, b, IT, ITY).

Lemma 4.1.1.

Let A be a generalized Cartan matriz. The following results are true.

(1) There exists a realization (R, 4,11, 11) of A.

(2) For any realization (fi b, 11 I:IV) of a generalized Cartan matriz B equivalent
to A exists an isomorphism b — b which identifies IT (resp. IV ) with Il (resp.
Hv) and extends to an isomorphism of Lie algebras 8 — R by mapping the
respective Chevalley generators onto each other.
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(3) [R, 8] is generated by the Chevalley generators of K. Furthermore, the center
of R is contained in b’ = hN[R, K] = II).

(4) If A is indecomposable, every ideal of R either contains [R, K] or is contained
in the center of K.

4.1.3 Weyl group and root structure of Kac-Moody algebras. Let us fix a realiza-
tion

(8.6, 11={ar,..., 00}, IV = {a,... . a}}) (4.1)
of a generalized Cartan matrix A with Chevalley generators {ezTF e lied{l,... ,q}} for
the rest of this section. For a € h*, we write

Roe ={r € R|[h,z] =a(h)x for all h € H} (4.2)

and call a root with root space K, if @ # 0 and K, # 0. Let us denote the set of
roots by ®. For any ¢ € {1,...,q}, let ; be the k-linear automorphism of b defined by
h — h — a;(h)a), which is called i-th fundamental reflection. The group W of k-linear
automorphisms generated by {r1,...,r,} is called Weyl group. Note that W naturally
actson h* by w- A= A\w for all A € b* and w € W.

Lemma 4.1.2.

The following results are true.

(1) R=b DB Poco Ra is a direct sum of h-modules.
(2) @ C (an,...,ay)z and ® = O, LI P_, where

O, ={a=a0o+...a.04 ]| (ag,...,a,) € N{\ {0}, € D} (4.3)

and ¢_ = - .
(3) The action of W on h* restricts to an action on ®, i.e. WP = ®.
(4) For a € WII C ® it holds that dim(R,) =1 and ® N Za = {a, —a}.

A root « is called positive (resp. negative), if o € @, (resp. € _). Furthermore, «
is called real (resp. imaginary) if a € ®* := WII (resp. a € ™ := P\ §™°).

Lemma 4.1.3.

Assume that A is indecomposable.

(1) If A is of finite type, ® = @™ is finite and there exist unique ky, ...k, € N
such that ag = YL, ki € T and Y1, k; is mazimal.

(2) If A is of affine type, there are unique relatively prime ky, ..., k, € N such that
S kia;; = 0 and in this case ™ = (0)z for § = S, kioy. In particular,
Olqrvy, = 0.

4.1.4 Z-grading of Kac-Moody algebras. Recall that for an abelian group A (written
additively with neutral element 0) and a Lie algebra 2 an A-grading of 2 is a vector
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space decomposition A = P,c4 A, such that [A,,A;] C A1, Note that Ay C A is
automatically a subalgebra and 2 = @,c4 A, is a direct sum of 2Ap-modules. For
another A-graded Lie algebra 2, a Lie algebra morphism ¢: A — 2 is called A- graded
if o(A,) C A, for all a € A.

For any o € ® and s = (sq,...,5,) € N§ \ {0}, the s-root height is defined by
hty(a) = ¥9_, a;s;, where ai,...,a, € Z are uniquely given by a = >9_; aja;. Let
K] be the direct sum of the vector spaces &,, where o runs over all roots satisfying
hty(ar) = j.

Lemma 4.1.4.
R =@jcz R is a Z-grading as Lie algebra, called grading of type s.

4.1.5 Invariant bilinear forms. The discussion of invariant bilinear forms in the
theory of Kac-Moody algebras is summarized in the following lemma.

Lemma 4.1.5.

There exists a non-degenerate, invariant, symmetric, bilinear map B: R x 8 — k

if and only if A is symmetrizable and in this case B has the following properties:

(1) For o, B € b* we have B(R,, Rz) # 0 if and only if « = —f and in this case
Bla,xss is non-degenerate.

(2) For a € b*, let xo be the preimage of the identity under the isomorphism
Ra ® Ry — End(R,) defined by a ® b— B(b,—)a. Then

a®1,x5] +[1®a,Xat+s] =0 (4.4)

for all a, B € b* and a € R,.

(3) The kernel of B restricted to [R, R] is the center of R.

(4) If A is indecomposable, B is unique up to scaling and the choice of a vector
subspace of b complementary to h N [R, K].

4.1.6 Dynkin diagrams Assume that A is indecomposable. The Dynkin diagram

D(A) of A is the graph consisting of ¢ vertices and the vertices i,j € D(A) are

connected with respect to the following rules:

o If a;;a;; < 4 and |a;j| > |aji| there are |a;;| lines connecting ¢ and j as well as an
arrow pointing towards i if |a;;| > 1.

o If a;ja;; > 4 the vertices ¢ and j are connected by a bold-faced line equipped with
the orderd pair of integeres |a;;|, |a;;| as integers.

Theorem 4.1.6.

The following results are true.

(1) A can be uniquely reconstructed from D(A).

(2) If A is of finite type, D(A) is one of the diagrams shown in Figure J.1. In
particular R is a finite dimensional split simple Lie algebra. All such Lie
algebras arise in such a way from appropriate generalized Cartan matrices of
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finite type.
(3) If A is of affine type, D(A) is one of the diagrams shown in Figure /J.2.

We see that the theory of Kac-Moody algebras for generalized Cartan matrices of finite

type is essentially the theory of finite-dimensional split simple Lie algebras. The next
section is completely dedicated to a detailed discussion of Kac-Moody algebras arising
for generalized Cartan matrices of affine type over an algebraically closed field.

Figure 4.1: If A is of finite type, D(A) is one of the following diagrams. Here, n = ¢ and we can
choose a labeling of the simple roots of & such that the vertex with label ¢ represents the simple root
a; and the grey subscript of said vertex is k; from Lemma 4.1.3.(1).

Ann>1 @—@— f
1 Z
7
Ban>2 ®—@— @)X@ O—2—B—0—06—®
2 2 9 3 4 3 2 1
Con>3 @—@— ) ()
1 2 2 1 Fj 3
) D—@—3—0—06—06—~0
Donsi D—G - — 3 2 4 6 5 4 3 2
Lo ’ R (0—2)) 30—
2 3 4 2
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Figure 4.2: If A is of affine type, D(A) is one of the following diagrams. Here, n = ¢ — 1 and we can
choose a labeling of the simple roots of & such that the vertex with label ¢ represents the simple root
a;4+1 and the grey subscript of said vertex is k;41 from Lemma 4.1.3.(2).
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1 2
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DSZn >4

—_
—_

By O—0—2LB—®
1 2 3 2 1
Dy’
1

SN
®
« @)—MM

2 1
©) ©O—®
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4.1.7 Automorphisms of a derived Kac-Moody algebra modulo its center. The
goal of this subsection is to describe the set of automorphisms of & = [R, 8] modulo
its center ¢. For brevity let us assume that A is indecomposable, however, note that all
notions introduced in the following can be generalized to the decomposable case. First,
we have the following result.

Lemma 4.1.7.
For every real root o and x € R, the endomorphism ad(x) of R is locally nilpotent:
for all y € & exists a k € N such that ad(z)*y = 0.

Let Tnnag(R) (resp. Inn(R)) € Auty.,(R) be the subgroup generated by
{exp(ad(z)) | @ € @™,z € Ry} (resp. {exp(ad(z)) | a € N OF x € R,}). (4.5)

An automorphism of R is said to be inner of adjoint type if it is contained in Inn,q(RK).

Remark 4.1.8.

The group Inn,q(R) is actually the image of the so called Kac-Moody group of K
under its natural action on K. We will skip a detailed introduction of this group,
since we do not need any of its representation theoretical properties besides its
action on K.

Let i € {1,...,q}. A straight forward calculation shows that the restriction of
exp(ad(e; )) exp(—ad(e;")) exp(ad(e; )) € Inn,q(R) to b coincides with the i-th funda-
mental reflection r; € W. Therefore, the Weyl group W can be understood as a subgroup
of Inn,q(RK). Moreover, there exists a natural homomorphism ©;: SLa(k) — Inn,q(R)
such that

(05 (;\ ?) = exp(ad(Aej)) and 1, (é i‘) = exp(ad(Ae;)) for all A € k. (4.6)

Let H; == ¢;({diag(A\,\™') | A € k*}) C Inn,q(KR) and H be the subgroup of Inn,q(8)
generated by Hy, ..., H,. The group H is stable under conjugation by elements of W
and the normalizer of H can be identified with W x H.

Proposition 4.1.9.
It holds that Inn,q(R) = Upew BiwBy = Uyew BywB_, for By = HInni (R).

The group H = Homg({(ay, . .., ag)z,k*) acts on & by
Az = M)z forall \ e H z € R, and o € P. (4.7)

The automorphisms in the image Inng.(R) of this action in Auty ., (R) are called inner
automorphisms of scaling type. Write Aut(A) for all permutations o of {1,... ¢}
satisfying ao(io(;) = aij, where A = (a;)f;—, and let {¢;", e; } be Chevalley generators

of R.
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Lemma 4.1.10.

The following results are true.

(1) Inn,g(R) is stable under the conjugation of elements of Inng.(R).

(2) For every o € Aut(A) the assignment &(ef) = eff(i) determines a unique
7 € Auty . (R).

(3) The assignment w(ef) = —ef for alli € {1,...,q} and w(h) = —h for all
h € b determines a unique w € Auty_z(R) called Chevalley involution.

(4) Inng.(R) NInn,g(R) # {idg} and w € Inn,q(R) if and only if A is of finite type
in which case Inng.(R) C Inngg(R).

Let ¢ be the center of K and recall that ¢ C K. Define the group Inn.q(8&/c)
(resp. Inng(R'/c)) as the image of Inn.q(R) (resp. Inng(RK)) under the canonical
map Auty aig(R) = Autyag(R'/c). We write

Inn,q (8 /c) if A is of finite type

. (18)
Inng. (R /¢) x Inn,q(R'/c) otherwise

Inn(R'/c) = {
for the group of inner automorphisms of K'/c. Similarly, let the subgroup Out(&'/c) C

Auty a15(8'/¢) of outer automorphisms of £ /¢ consist of all elements of the form w's,
where o € Aut(A) and ¢ = 0 if A is of finite type while i € {0, 1} otherwise.

Theorem 4.1.11.

The identity Autyaig(R'/c) = Out(R'/c) x Inn(R'/c) holds. In particular, for
any symmetric, non-degenerate, invariant bilinear form B of R, the induced
non-degenerate invariant bilinearform B on & /¢ is stable under Auty_uq(R'/¢):

B(p(a), ¢(b)) = B(a,b) for all a,b € &' /¢, o € Auty (R /¢). (4.9)

4.1.8 Subalgebras of Kac-Moody algebras. For any subset S C {1,...,q}, let n?
denote the subalgebras of & generated by {ef | i € S} and omit the superscript if
S ={1,...,q}. The algebras by = b @ ny are called standard Borel subalgebras. For
any proper subset S C {1,...,q} the subalgebras p5 = b @ n;gF of K are said to be
standard parabolic.

Proposition 4.1.12.

The following statements are true.

(1) For any proper subalgebra p of & containing by exists S C {1,...,q} such
that p = p3.

(2) Let S C{1,...,q} and ®3 =®, N{; | i € S)z. Then ni = Dacas Ra-

(3) Let a3 C R be a subalgebra and a; C ny be a subalgebra of finite codimension
such that ay is also an ideal in a; and ay/as is a finite-dimensional solvable
Lie algebra. Then there exists ¥ € Inn,q(R) such that ¥(a;) C b.

(4) Let a; C R be a subalgebra and ay C ny be a subalgebra of finite codimension
such that [ay,a3] C ay. Then there exists S C {1,...,q} and 1 € Inn,q(R)
such that [¢(ay), pl] C pi.
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4.2 Twisted Loop algebras and affine Kac-Moody
algebras

In this section, we will discuss the theory of twisted loop algebras. As we will see, this
is closely related to the theory of Kac-Moody algebras arising from generalized Cartan
matrices of affine type or affine Kac-Moody algebras for short. The main references
for this section are [Kac90, Chapter 6-8] and [Hel78, Chapter X.5]. All statements
presented without proof or explicit reference can be found there. Throughout this
section, the field k, which is as usual of characteristic 0, is additionally assumed to be
algebraically closed.

4.2.1 Definition and generalities. Let g be a simple Lie algebra over k, o €
Auty a1¢(g) have order m € N and fix an m-th primitive root of unity ¢ € k. The loop
algebra of g is the free k[u, u™!]-Lie algebra £(g) := g[u,u '] = g ® k[u,u '] with Lie
bracket determined by

[ai®, "] = [a, b)a"™ for all a,b € g, k, ¢ € Z. (4.10)

It can be identified with the Lie algebra of regular functions k* — g of affine varieties
over k. The twisted loop algebra £(g, o) of the pair (g, o) is the fixed point subalgebra
of £(g) with respect to the action a(@) — o(a(e7'%)), where o is applied coefficientwise.
This means

£(g,0) = {a € £(g) | a(et) = o(a(u))} < £(g). (4.11)

Observe that £(g,idy) = £(g). Let g7 be the eigenspace of o to the eigenvalue g/ and
write £(g,0); = uw’g7. Clearly, g9,,,, = g7 for all k € Z, so £(g, 0) is stable under the
multiplication by k[u, '] C k[u, @], where u = u™.

Lemma 4.2.1.

The following results are true.

(1) £(9,0) = ®;cz £(g,0); is a Z-grading of a Lie algebra.
(2) £(g,0) is a free k[u,u !]-submodule of £(g) and

2(9) = £(97 0) ®Jk[u,u*1] k[ﬂ, ﬂ_l] (412)

as k[u, u"t]-Lie algebras.

(3) For every p € Autyag(g) there is a canonical kK[u,u™']-linear isomorphism
£(g,0) — £(g, pop~t) of Z-graded Lie algebras.

(4) Let K be the Killing form of g. Then the map Kj: £(g,0) x £(g,0) — k
defined by

Ki(a,b) == resoK (a(@), b(w))a ™ 'du for all a,b € £(g,0) (4.13)

is non-degenerate, invariant, symmetric, and bilinear for every k € Z.

Proof. Observe that £(g,0) = @,cz £(g,0); holds as vector spaces and since o
is an automorphism of g as a Lie algebra, it is easy to see that [g7,g7] C o7,
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This implies [£(g,0);, £(g,0)x] € £(g,0)k+j, proving (1). For (2), note that
£(g,0) is torsion free, hence free, as a k[u,u!]-submodule of £(g). Therefore,
the multiplication map £(g,0) Qxpu.-1 k[@, u7'] — £(g), given by a ® X — Aa,
is injective. It is also surjective, since g = 69}“:_01 g7. Now u*a — u*p(a), where
a € g, defines an isomorphism £(g, o) — £(g, pop~!) with the properties stated
in (3) and (4) is a simple straight forward verification. O

Remark 4.2.2.

(1) The map Spec(k[a,u"]) — Spec(k[u,u™']) is étale induced by klu,u"'] C
k[u,u"']. Therefore, Lemma 4.2.1.(2) implies that the sheaf of Lie algebras
on Spec(k[u,u™1]) defined by £(g,0) is étale g-locally free in the sense of
Subsection 1.2.1.

(2) Let d € N satisfy ged(m,d) = 1. There exists & € Auty i (g) of order m such
that ¢ = o, so £(g,0) = {a: kX — gregular | a(e?z) = oa(z)}. Indeed,
choose k,¢ € Z such that kd + ¢m = 1, then o = "™ = g and we can
take & = o”. Since ged(n,d) = ged(k,m) = 1, it is easy to see that o* has
order m and a € £(g,o") if and only if o(e?2) = o*da(z) = ca(z). We can
conclude that choosing a primitive root of unity different from ¢ does not lead
to new twisted loop algebras.

4.2.2 Connection to affine Kac-Moody algebras. Henceforth, we write £ = £(g, o)
and L = k[u,u™!]. As already mentioned, twisted loop algebras are closely related to
affine Kac-Moody algebras. In fact, they are derived algebras of affine Kac-Moody
algebras modulo the respective center. To understand this, we recall the construction
from [Kac90, Section 8.2]. There exists a Lie algebra structure on the vector space

£=L@kedkd (4.14)

with the following properties.
(1) The Lie bracket is uniquely determined by the following rules

o [tFa,u'b] = uF*[a, b] + kKo (T*a, u'b)c for all u*a,u'b € £.
e cis the center of £ and [d, i¥a] = ki*a for all iFa € £.

(2) &= Djez £, is a Z-graded Lie algebra, where £ = £ 4 ke + kd and £; = £; for
all j € Z\ {0}.

(3) Ky extends to a non-degenerate, symmetric, invariant bilinear form [?0 on £ by
putting Ko(c,d) =1 and

Ko(a, ¢) = Ko(a,d) = Ko(c,¢) = Ko(d,d) = 0 for all a € £. (4.15)

In particular, Ko|gxg = Kolgxg is non-degenerate.
(4) [£, £] /ke = £ as Z-graded Lie algebras.
The connection between affine Kac-Moody algebras and twisted loop algebras is now
summarized in the following theorem.
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Theorem 4.2.3.

The Lie algebra £y = g§ is reductive. Let g§ = ny @ H D n_ be a triangular
decomposition and set 5% =9HDdkedkd C Eo. There exist uniquely determined
I1C (9Hpkd)* C H* and 11V C H@ke C H as well as a generalized Cartan matriz
A of affine type such that (E,fq, I, I1V) 4s a realization of A with the following
properties.

(1) There exists a tuple s € Ngim(@)+1 \ {0} such that the standard Z-grading of

£ coincides with the grading of type s as a Kac-Moody algebra.

(2) Let g§ = w', +$' +n'_ be another triangular decomposition and (£, ', I, TI'V)
be the associated realization of some generalized Cartan matriz A" of affine
type. Then A and A" are equivalent and the automorphism ofﬁ identifying
the respective realizations is graded and identifies the respective triangular
decompositions of gg.

Proof. Everything except (2) is explicitly stated in [Kac90, Chapter 8]. For
(2), note that the triangular decomposition g5 = n; + $ 4 n_ can be trans-
formed into g = n/, + $' + n’_ by using an automorphism of g§ of the form
¢ = exp(ad(ay))...exp(ad(ag)) for ai,...,ar € g3. Indeed, this can be seen e.g.
by translating the description of inner automorphisms from Subsection 4.1.7 to
this context and using the well-known fact that Borel subalgebras of reductive Lie
algebras can be transformed into each other by means of inner automorphisms.
The automorphism ¢ extends to a graded automorphism of £ and is seen to satisfy
the desired properties, after recalling the constructions in [Kac90, Chapter 8]. [

The rest of this section is dedicated to a detailed discussion of the consequences of this
theorem.

4.2.3 Root structure of loop algebras. As in Theorem 4.2.3, let g5 =ny +H+n_
be a fixed triangular decomposition and

(E,b =9 =9+ketkdIl={ag,...,a,}, 1Y = {ag,...,a;/})
be the associated realization of A = (ay;)},;—, where n = dim(£)). Write
dP=>d, LD =PeLPm (4.16)

for the associated polarized root system, {e+ e;

e iE{O,...,n}} C £ be a set of
Chevalley generators and let s = (s, ...,s,) € Nyt \ {0} be the tuple such that the
natural Z-grading of £ coincides with the grading of type s. Then for every a € ® it

holds that a(d) = hts(a) = deg(a) € Z for any a € £, and «a(c) = 0. Note that

g, =8, = {a € Law) ‘ [h,a] = a(h)a for all h € 5’)} cg (4.17)
In particular, § is called Cartan subalgebra of £ and
By =HON: C L where Ny = {ef,..., e ) C L, (4.18)

are its standard Borel subalgebras.
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Lemma 4.2.4.

The following results are true.

(1) a € @ if and only if a|y # 0.

(2) There are unique relatively prime ko, ..., k, € N such that

P = {a € {ag,...,an)z | alg =0} = (§)z. (4.19)

(3) Ko defines a positive definite bilinear form on Hg = > qco Qaly C H*, where
we consider Q as a subfield of k.

Proof. Part (1) follows from (2) since ® is the disjoint union of ®* and ®™. By
virtue of Lemma 4.1.3, there exist unique ky, ..., k, € N such that ®™ = (§)7 for
§ = Y1 o kia;. It holds that d|s = 0, since 0|rvy, = 0 and $ C (IIV)x. The fact
that o, ..., a, € h* are linearly independent and satisfy ag(c) = -+ = a,(c) =0
implies that d|g = 0 is, up to scalar multiple, the only linear relation between
apls, - anly. Let o = Y0 klay; satisfy alg = 0 for some k..., k], € Z. Then
there exists A € k such that k] = A\k; for all i € {0,...,n}. Since k{, ..., k] are
integers and ky, . .., k, are relatively prime positive integers, we can conclude that
A is an integer. Therefore, a € (0)z = ®™ proves Part 2. For the third part of the
assertion, we can observe that

K(h,W') =Tr(ad(h) ad(h')) = Y a(h)a(h') holds for all h,h' € $.  (4.20)

acd

Here, the second equality uses the fact that the trace of an operator coincides with
the sum of its eigenvalues. This implies that Ko(A, \) = ¥ co Ko(A, alg)? for all
A € Yoo Qalg, so it remains to argue that Ko(als, Blg) = Ko(a, 3) € Q, for all
a, € ®. This is a consequence of [Kac90, Proposition 5.1]. n

Remark 4.2.5.

It is common to identify roots of £ with pairs $ x Z by applying H > HXZ
defined by a — (alg, @(d)). This results in a notion of roots that is intrinsic to £:
it can be used to omit the reference to the affine Kac-Moody algebra £. However,
we will not do so in order to make the application of the theory established in
Section 4.1 more unambiguous.

4.2.4 Automorphisms of Loop algebras. For all A € k* the assignment py(a)(u) =
a(Au) defines an element p1) € Auty,,(£), which is not L-linear if A™ # 1.

Lemma 4.2.6.

The following results are true.

(1) The assignment ¢ — @, where p(a)(u) = @¢(u)a(u) for all a € £, defines
a bijection between Autr . (L) and the set of invertible elements ¢(u) €
End(g)[u, u™'] with the properties 1(ct) = o (u)o~" and

D(@)a(@), b(@)] = [¥(@)a(@), »(@)b(@)] for all a,b € L. (4.21)
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(2) Autk_alg(ﬁ) = {/L)\,Wﬂ)\ | AE kx} X AutL_alg(ﬂ).
(3) A mapping ¢ € Auty (L) fizing By or B_ (see (4.18)) induces a unique
v € Aut(A) such that (L£,) = v(Ls) for all a € P.

Proof. The proof of (1) is straight forward. Using the statements in Subsection
4.1.7 it can be seen that Inn(£) C Auty ,,(£). Furthermore, for any v € Aut(A)
we have 7((u—1)£) = (Au—1)£ for some A € k*; see 4.2.8.(3) below. This implies
that p -1 € Auty .. (L), proving (2). For (3), we may assume that p(B;) = B,.
Since M, = B, B, |, we see that ¢ also fixes N, and H. By [KW9I2, Lemma 1.29],
there exists a linearly independent set {fo, ..., 5.} C ® such that p(£,,) = Ls,
for i € {0,...,n} and for all « € &7 exist ay,...,a, € Ny such that o = 327"  a;5;

or « = — Y. ya;3;. The roots py,..., [, are positive, since ¢ fixes M. Thus,
{Bo,-..,Bn} = II has to hold and 3; = ;) for i € {0,...,n} defines v € Aut(A)
with the desired properties. O]

The following result is more specific to our applications.

Lemma 4.2.7.
Let AL C £ be subspaces such that £ =2, +A_ and there exists p+ € Inn,q (L)
with p4(AsL) CBL. Then there exists ¢ € Innyg(L) such that p(AL) C B.

Proof. Let o = b_wb, for by € Inn,y(L) satisfying b (B1) = B, and w($H) = H;
see Proposition 4.1.9. Then B, +¢~1(B_) D A, +A_ implies B, +w 1(B_) = L.
In particular, there exist {0, ..., 5.} C @, such that w(L_,,) = £_4, for all i €
{0,...,n}. By [KW92, Lemma 1.29], {B, ..., 5,} C ®, are linearly independent
and for all @ € & we have o € 31" (Nof;, so Il = {5, ..., B,}. This implies that

w(B_) = B_. Therefore, p = b, ¢, has the desired property (L) C BL. O

4.2.5 Some facts about subalgebras of Loop algebras. For any S C {0,...,n},
the canonical projection B3 of the standard parabolic p3 C £ to £ is called standard
parabolic subalgebra of £ with respect to S.

Lemma 4.2.8.

Let A C £ be a subalgebra.

(1) If A contains a subspace f of ) satisfying f+ C f, it holds that [$), 2] C A.

(2) If B C A, there exists S C {0,...,n} such that A =P5.

(3) If A is an ideal, A = f£ for some f € Clu]. In particular, all maximal proper
Lie ideals of £ are of the form (Au— 1)L for some A € k*.

Proof of (1). Assume there are distinct ay, ap € U {0} such that (a3 — )| =0,
i.e. (a1 — ap)lg is in the kernel of h* — §*, which coincides with the image of §+
under the isomorphism $ — $H* defined by K. Since § is coisotropic, this results
in Ko((an — ag)ls, (an — as)|g) = 0. Lemma 4.2.4.(3) implies that ay|g = aol|g, so
we can conclude that

Oé1|f = 042|f - Oél|fJ = 062|f) for all 1,00 € o U {O} (422)
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For a subspace i C h = 5% and A\ € i* we write

gy={ae|lha=Nhaforalheil= P L. (4.23)
acPU{0}
a|~l:)\

Using [Kac90, Proposition 1.5] and [f, ] C A we can write

A=EPen). (4.24)

AEf*

Therefore, (4.22) and (4.23) imply that for every A\ € §* such that £, # {0}
exists & € ® U {0} such that £\ = £,,), where by definition (4.23) and under
consideration of Lemma 4.2.4

Loy = P Lo (4.25)

a/€a+<1)im

This and (4.24) implies that [$),A] C 2.

Proof of (2). Without loss of generality assume that 2l contains B.. The
inclusion ) C 24 and [Kac90, Proposition 1.5] imply that % = @,couioy 2N Lialy)
where we use the notation from (4.25). Take a € AN £(y),,) NMN_ for some a € P
and assume o € ® was chosen in such a way that the £,-component of a is
non-zero and a(d) is minimal with this property. Using £5; C B, C 2 for § from
Lemma 4.2.4, dim(£,/) = 1 for all o € ™ and applying [Hel78, Lemma X.5.5’.(iii)]
iteratively we see that

Lo CAN Loy, for all o € ® such that o'y = aly and o' (d) > a(d).  (4.26)

alg

Following the proof of [KW92, Lemma 1.5] we show that
A =P where S={aecll| £, C A} (4.27)

Assume the contrary. Let v ¢ (S)z be a negative root of minimal height such
that there exists an element a; € 2,,) N MN_ with a non-zero £,-component
a@;. Then there exists a; € IT'\ S such that [e], @] # 0 and v + a; € (S)z; see
[Hel78, Lemma X.5.5%(iii)]. Note that equation (4.26) implies v # «;. We can find
az €L o, €6, C2A such that

B(lef, @], as) # 0. (4.28)

The invariance of the form B then gives 0 # [a1,as] € £_,,. Applying (4.26) to
a = [a1, as] € A results in a; € S contradicting our choice of ;.
Proof of Part (3). This is [Kac90, Lemma 8.6]. O

Recall that two vector subspaces V7, V5 of a vector space V' are said to be commensurable,
in symbols V; =< V5, if dim((V; + V5)/(V1 NV3)) < oo.

Proposition 4.2.9.
Let A C £ be a subalgebra commensurable to B .
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(1) There exists i € {0,...,n} and ¢ € Inngg(L) C Auty ag(L) such that p(A) C
B, where BY is the standard parabolic subalgebra of £ to {0,...,n}\ {i}.

(2) If A+ C A it automatically holds that u= C A+ C . In particular, A is a
free Lie algebra over k[u™!].

(3) If A+ C £ is a subalgebra containing A, there exists ¢ € Inng(L) C
Auty a1g(L) such that p(A) C By. Furthermore, if A C AL is an ideal
and A+ /2 is solvable, we have o(A+) C B.

Proof of (1). We may assume without loss of generality that 2 is commensurable
with B,. Let k € N be such that @;.,4 £; €A C Bjoi £ and T := w2 1L
Obviously, J is an ideal in 2 and
EB £, CIC QB L;. (4.29)
j=(3k-+1)m >(k+1)m
The subspace A = A 4+ ke of £ is a subalgebra. Since J C @;>(kt1)m £ and
A C @j>_m £, the construction of the commutator of £ in Subsection 4.2.2
implies that [a,b]¢ = [a,b]; for all a € T and b € 2. Hence, J C 2 is an ideal
with respect to the Lie bracket of £. By (4) of Proposition 4.1.12, there exists
an inner automorphism ¢ of £ and i € {0,...,n} such that [p(i),@/z(i)l)] C ﬁﬁ),
where pgf) = Sf) @ ke @ kd denotes the positive standard parabolic subalgebra of

£1t0{0,...,n}\ {i}. Since the only non-trivial ideals of £ are £ @ ke and ke (see
Lemma 4.1.1), we can deduce that

{a € S( a p+ pQ} pgf). (4.30)

It follows that w(N) Py @ Consider p: £ — £ induced by . The map ¢ is
L-linear, since it is 1nner see Lemma 4.2.6. Applying the canonical projection
£ — £toy(A) CpY, we end up with an inclusion () C By .

Proof of (2) We may assume without loss of generality that 2( is commensurable
with B,. We know from (1) that there exists an i € {0,.. n} and ¢ € Inn,q (L)
such that (1) C ‘,]39 Let ®; C & be the subset such that q3+ = Daco,ui0} Lo
and note that ®; N &~ C &' by Lemma 4.2.4. Let v be the imaginary root such
that £, = u$), then uP;” = Buca, Loty We claim that

wBY < PO in other words K <u‘¥ ) = {0}. (4.31)

Since B(Lq, £s++) # {0} if and only if o = —f — 7, it suffices to show that a € @,

implies —a — v ¢ ®;. We have two cases to consider:

o Ifa € ®;NP™ or a =0, then —a — 7 is imaginary and ®; N+ C ®™ implies
that —a — vy ¢ ®,.

o If o € &; N P™ and we assume that —a — v € ®;, then there exist a € £,,b €
£~ such that 0 # [a,b] € £_, NP (see [Hel78, Chapter X, Lemma 5.5']), so
—~ € ®;. This contradicts ;NPT C & and we can conclude that —a —y ¢ ;.

Thus, the claim (4.31) is proven. Using o(2A) C R and the fact that (-)*

inclusion reversing yields

uA C up! (q:z@) C ! (mﬁf“) cat cu. (4.32)

Chapter 4 Twisted loop algebras
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Here, we used that the L-linearity of ¢~ implies
up™ (BY) =7 (up) ot (PY), (4.33)

and ¢! respects Ky (see Theorem 4.1.11), so ¢! (‘,BS?’L) =t (‘B@)L C AL
That 2l is free is a direct consequence of the fact that it is torsion-free.

Proof of (3) We may assume without loss of generality that 2( is commensurable
with BF. Therefore, there exists & € N such that @,., £; € A C @, £;, so
Djori1 £ CAF C @j. ;1 £ holds and we see that A+ is also commensurable
with B, Part 1. states that there exists ¢; € Inn,q(£) and i € {0,...,n} such
that 1 (A) C ¥ (AL) = (AL C ‘B@, where we used that 1, respects Ky by
virtue of Theorem 4.1.11. Put J := ‘B@’L N1 (A) and observe that

D1()/3 2 (Y1 () + PO PO C @) /B C o= PP pPt (4.34)

where s; is the finite-dimensional semi-simple Lie algebra with Chevalley generators
{ej,e; 17 €{0,...,7} \ {i}}. It can be seen that the bilinear form on s; induced
be K coincides with the Killing form of s;. Therefore,

Ko (12(2) + B0 g () + 50 = {0} (4.35)
and Cartan’s criterion for solvability implies that
U (A)/T = (¢1 () + ‘139*) /‘,]3@’L is solvable. (4.36)

Note that A == 1, () +ke C Lisa subalgebra, ﬁlﬂ‘ﬁﬁ)’l =7 C M7 is a subalgebra
of finite codimension and an ideal in 2( and (4.36) implies that 24/J is solvable.
Since J C 91, is a subalgebra of finite codimension, [KW92, Lemma 2.4] and
[PV8&3, Theorem 3] implies that there exists ¢, € Inn,g(£) (in the notation of
Subsection 4.1.7) such that ,(A) C b, = B, & ke @ kd. The automorphism 1,
induces 1y € Inn,q(£) such that g1 (A) C B . Putting ¢ = 191h; concludes the
first part of the proof.

If 2+ /2 is solvable, 1 (A+) /B is too, since (1 (A) +B7 ) /B is solvable
and ‘B@’L C ¢, (A+). Repeating the argument from (4.36) onward for 1), (2A)
replaced by 1 (2(+) concludes the proof. ]

4.2.6 The case that o is an outer automorphism. Let the Cartan matrix of g have a
Dynkin diagram of type X,, from Figure 4.1. Henceforth, fix a triangular decomposition
g=1t_®bhdn,, ve Aut(X,) and assume that that ¢ = 7 € Out(g) in the notation of
Subsection 4.1.7.

Proposition 4.2.10.

The fized point algebra gg of g is simple, g5 = n_ & H & ny is a triangular
decomposition, where $ = h N g, ny = gJ N0y, and gf is an irreducible gg-
module isomorphic to g7 .

Let 101: {&1, e ,&n} be the set of simple roots of gJ with respect to the triangular
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decomposition gf =n_ & H D ny,, {éj 8] | je{1,. }} be the associated Chevalley

generators h=9H=9H@kedkd C £and § = X7, {; &; be the highest weight of
£ =97 =g, = £ 1. Define o, ..., , € h* by

ols = =0, ls = @, a0(c) = 0 = a;(c) and ag(d) = 1, a;(d) = 0 (4.37)

for all s € {1,...,n}. Chose gf € £1,, in such a way that ag (Féj, 87}) = 2 and write

j
a) = [Oj,oj} €h.

Proposition 4.2.11.
The quadruple (£,5,11 .= {ag, ..., }, 11V = {ay,...,a)}) is the realization of
the Cartan matriz with Dynkin dz’agmm of type X (™) mentioned in Theorem /.2.3

with Chevalley generators defined by ef = = atle ef and e = éf forie{l,...,n}.

Furthermore, kg = 1,k = {1,...,k, = £, coincide with the integers given in
Lemma /J.2./.(2) and s = (1,0,...,0).

4.2.7 Classification of finite order automorphisms The structure theory of twisted
loop algebras inherited by the theory of Kac-Moody algebras can be used to classify
the finite order automorphisms up to conjugacy; see [Kac90, Section 8.6].

Theorem 4.2.12.

The following results are true.

(1) {2?{, .. ,2:} C g generates g as a Lie algebra.

(2) For all 8" = (s, ...,s),) € Ng™' there exists a unique o(s.m) € Autiaig(g) of
order m' = m Y. k;s,, called automorphism of type (s';m), determined by
o'(ef (1)) = 5Sze+(1). Furthermore, the image of 0(y.m) under the projection
Auty.(g) — Out( ) is o.

(3) The mapping s' +— 0(s.m) defines a bijection between N§t'\ {0} and the
conjugacy classes of ﬁmte order automorphisms of g with representative of

order m in Out(g).

Note that the given definition of an automorphism of type (s, m) depends only on
v € Aut(X,,) and the triangular decomposition of g.

4.2.8 Regrading. Let ¢’ € Auty,,(g) have finite order m’ and a representative of
order m in Out(g). Then ¢’ is conjugate to oy ) for some s’ € Ny \ {0}, so £(g, o) is
canonically isomorphic to £* = £(g, O(s',m)) s Z-graded Lie algebras. This Lie algebra
can be related back to £ via a process which we call regrading.

Lemma 4.2.13.
The mapping U5 e — usiel defines an Lie algebra isomorphism £ — £°.

o~

From Theorem 4.2.3 we now that £ (resp. £9) is the Kac-Moody algebra of the
generalized Cartan matrix of type X (™ equipped with the Z-grading of type s (resp
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s'). Thus, the isomorphism from Lemma 4.2.13 can simply be interpreted as equipping
the Kac-Moody algebra of X (™ with another Z-grading. This motivates us to call said
isomorphism regrading of type s'.



Lie bialgebras

As usual, k is a field of characteristic 0 throughout this chapter.

5.1 Basic definitions and properties

In this chapter, we give a brief overview of the theory of Lie bialgebras, which is
fundamentally linked to the notion of r-matrices and especially their skew-symmetry
property. We begin by introducing Lie coalgebras, i.e. algebraic objects dual to Lie
algebras, in Subsection 5.1.1. A Lie bialgebra consists of a vector space equipped with
compatible Lie algebra and Lie coalgebra structures; see Subsection 5.1.2.

5.1.1 The category of Lie coalgebras. For a vector space V over k the linear maps
7y VRV = VeV and Alty : VeVeV — VeV eV are defined by 1y (v, ®vs) == v2@v;
and

Alt\/(’Ul ® (%) ® Ug) =M ® Vo ® V3 + Vo ® V3 ® U1 —|— V3 ® U1 ® Vo (51)

for all vy, v9,v3 € V. A vector space ¢ over k equipped with a linear map d.: ¢ = ¢®¢ is
called Lie coalgebra if said map is skew-symmetric, i.e. d.(a) + 7.0.(a) = 0 and satisfies
the co-Jacobi identity Alt.((6. ®1id)d.(a)) = 0 for all a € ¢. If there is no ambiguity, the
index ¢ in 6, is dropped. A Lie coalgebra morphism ¢: ¢ — ¢’ is a linear map satisfying
(p ® ¢)d. = 0sp. We have defined the category of Lie coalgebras.

Lemma 5.1.1.

The following results are true.

(1) For a Lie coalgebra ¢ the restriction of §F: (¢ ® ¢)* — ¢* to ¢* @ ¢* C (¢ ® ¢)*
defines a Lie algebra structure on ¢*. This procedure defines a contravariant
functor from the category of Lie coalgebras to the category of Lie algebras. This
functor restricts to an equivalence of categories on the respective subcategories
of finite-dimensional objects.

(2) For a Lie algebra a the linear map 0q+ = [,|i: a* — (a ® a)* defines a Lie
coalgebra on a* if and only if this map takes values in a* @ a* C (a ® a)*.

Proof of (1). By definition [Ai, Ao]e=(a) == 65 (A1 @ A2)(a) = (A ® A3)dc(a), for all
A1, A2, A3 € ¢ and a € ¢. Therefore, we can deduce that

A1, Aaler 4 [A2, Ao]er = (A1 @ A2)(0c(a) + Tedc(a)) = 0. (5.2)
It holds that

[[A1, A2Jers Agler (@) = [(A1 ® A2)dc, Asglex (@) = (A1 @ A2 ® A3) (6 ®idg)dc(a), (5.3)
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so the Jacobi identity in A1, A2, A3 equals (A ® A2 ® A3)Alt((0, ®id,)dc(a)) = 0 by
permuting Ay, Ao, A3 appropriately in each term. The fact that ¢ — ¢* is functorial
is clear, since (-)* is an contravariant endofunctor of the category of k-vector spaces.
The assertion about finite dimensional coalgebras follows from Part 2. and the
facts that the restriction of (-)* to the category of finite dimensional vector spaces
is its own quasi-inverse and commutes with tensor products.

Proof of (2) The ” = 7 direction is clear from the definition of a Lie
coalgebra, so it remains to prove 7 <= ". Let A € a* and ay,a9,a3 € a. By
definition, d,= = [,]* satisfies 0q+ (A\)(a1 ® az) = A([a1, ag] ) and the assumption that
Jq+ takes values in a* ® a* means that 6o« (A) = Y5 J ) ® Aj @) for some )\ -
where i € {1,2},5 € {1,...,k}, so M[ar, az]a) = %, AV (a ))\( (a3). Combined

Jj=1" J
we see that

(Sar(N) + T bar (A)) (a1 ® @) = zk:()\gl)(al))\f)(ag) + AP (a2) AP (1))

=
= M[a1, as]er + [az, a1]ax) =0

(5.4)

holds. Furthermore, we can calculate

Je-(AD) (a1 © ag) AP (az)

M-

(6(1* X ida*>5a* ()\)(al X as K CL3) =

<
I
—

I
[~
>~
S~
=
—~
<
=
=
.“_.
\_/
>
<
—~
<
S~—
I

/\(Halaa2]aa a3]a)~

<.
I
—_

Therefore, we can deduce that

Altgr ((8a @ 1) (N)) (a1 @ az @ az) = (6g= @ 1)dqx (M) Alt(a; ® ag ® a3)

— A((lax, as), as] + [faz, as), aa] + [as, i, as) (5:5)

0
holds. This concludes the proof, since A, a1, as and ag where chosen arbitrarily. [

5.1.2 The category of Lie bialgebras. For a Lie algebra a over k the space a®" is an
a-module, where the action is defined by

a-(a® - ®a,) =Y a1 @ Qa1 Q[a,0] ®aj1 Q- ® ay, (5.6)

for all a,as,...,a, € a. In particular, we have a linear map 0: a®" — Hom(a, a®")
defined by 0t(x) = z -t for all x € a and ¢t € a®”. Elements in the image of 0 are called
1-coboundaries and elements in the kernel of 0 are called a-invariant. Observe that

[a®1+1®a,t]:=a-t=0t(a) (5.7)

hold for all @ € a,t € a ® a.
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Remark 5.1.2.

Let t € a®®*t) be g-invariant and write ¢t = Dir,inel birpin @ by ® -+ @ by,
for some basis {b; }ic;, where I is some (possibly infinite) index set. Note that
the sum is finite. Then i == (t;, ;. | 1,...,%, € I)k C a is a finite-dimensional
subspace. The identity by - t = 0 implies that

bk7 AT ZZ 215%17 0 15J,04 1 5ee050 61 (58)

(=1 jel

where {C%}ijrer C k is determined by [bj,bx] = 3,7 Cipbi. Observe that all
sums here are finite. This shows that i C a is a finite-dimensional ideal.

A Lie algebra a is called Lie bialgebra if it is also a Lie coalgebra and the Lie cobracket
dq is a 1-cocycle, i.e. 6q([ar, asls) = a1 - dg(as) — as - d4(aq) holds for all ay,as € a. In
this case, d, is called Lie bialgebra cobracket. A linear map between two Lie bialgebras
is a Lie bialgebra morphism if it is a morphism of both Lie algebra and Lie coalgebra
structures. We have defined the category of Lie bialgebras over k.

Remark 5.1.3.
Under consideration of Lemma 5.1.1, the functor a — a* defines a contravariant
autoequivalence of the category of ﬁmte dimensional Lie bialgebras over k.

5.2 Manin triples

In this section, we will discuss how Lie bialgebras can be encoded in terms of Lie
algebras using the notion of Manin triples. Roughly speaking, the Lie algebra and Lie
coalgebra structure of some Lie bialgebra can be described by two separate Lie algebras
and the compatibility between them can be understood using an enveloping Lie algebra
equipped with an invariant, non-degenerate, symmetric bilinear form.

5.2.1 Definition. Recall that a subspace W of a vector space V over k equipped with
a symmetric bilinear form B is called isotropic (resp. coisotropic, resp. Lagrangian) if
Wt ={we W | B(v,w) =0 for all v € V} satisfies W C W+ (resp. W+ C W, resp.
Wt =Ww).

A Manin triple ((m, B), m,, m_) consists of a Lie algebra m equipped with an invariant,
non-degenerate, symmetric bilinear form B: m x m — k and isotropic subalgebras
my C m such that m = m, @& m_. If the choice of bilinear form on m is clear from the
context, we omit B in the datum of the Manin triple, i.e. we write (m, m,, m_) instead
of ((m, B), m,m_).

Lemma 5.2.1.

Let ((m, B),m,,m_) be a Manin triple.

(1) Then my = mg, i.e. my are Lagrangian.

(2) The canonical injection B*: m — m* induced by B restricts to injective maps
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Bii my —>m*¢

Proof. Let a = a; +a_ € m D my be an arbitrary element, where ay € my are
uniquely determined. By definition, 0 = B(a,b) = B(a_,b) for all b € m, and
B(a_,b) =0 for all b € m_ C mt. We conclude a_ = 0, since B is non-degenerate,
so a = a; € m,. Since my and m_ play symmetric roles, this proves (1). For (2),
notice that the kernel of the composition B* with the restriction m* — m? is easily
seen to be mi = my, hence the isomorphism theorem and m/m. = mz conclude
the proof. n

5.2.2 The classical double. Historically, Manin triples originated in [Dri83] as a
construction associated with Lie bialgebras: the so-called classical double. To understand
said construction, we first recall the following easy construction from linear algebra.
Let V., W be two vector space over k and B: V x W — k be bilinear. Then there is an
induced bilinear pairing B®*: V& x Wk — k defined by

B (v, @ @ vp, w1 ® - - @wy,) = Blvy,w) ... Blvg, wy), (5.9)

for all vy,...,v, € Vywy,... wp € W. Assume now that B is non-degenerate, i.e. the
canonical maps V — W* and W — V* induced by B are injective. Then B®* is
non-degenerate for all k£ € N.

Proposition 5.2.2.

Let a be a Lie bialgebra over k. There exists a unique Lie algebra structure on
D(a) == ad a* such that both a and a* are subalgebras of ®(a) and the canonical
pairing

B(a1 F )\1, as + /\2) = )\1(@1) aF )\2(&2) ‘v’al, as € a, /\1, /\2 €a* (510)

is invariant. In this case, ©(a) is called the classical double of a and
(D(a), B),a,a*) is a Manin triple satisfying B®*(04(a), \1 ® A2) = B(a, [A1, A2)as)
for all a € a and A\, Ay € a*.

Proof. Note that for all @ € a and A\;, Ay € a*

B(5a(a), M ® Aa) = (A @ A0)8(a) = [\, Ml (@) = B(a, M, Aaae) (5.11)

holds by definition. Furthermore, a* = a and a*' = a* is also obvious. Let

L] =1]o@: D(a) x D(a) = D(a) be the unique skew-symmetric map such that

[a”axu = [7 ]Cl’ [’]

for all @ € a,A € a*. It is easy to see that [,] is the only map satisfying
B([dl, dg], dg) = B(dl, [dg, dg]) for all dl, dg, d3 c @(a)

It remains to prove that [,] satisfies the Jacobi-identity. In the following § =
0a, G1,a2 € a and A, Ay € a*. It suffices to show that the Jacobi identity in

wxar = |, o and [a, \] = =Aad(a) + (A ® idy)da(a) (5.12)
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ap,as, A\ (resp. ag, A, Ag) is satisfied, which will be denoted by Jac(ai, as, A1)
(resp. Jac(ag, A1, A2)). We have

B([ay, [az, M]], A2) = B(—[a1, A1 ad(a2)], A2) + B((ids @ ad(a1))d(a2), A1 @ A2)
= B(ay, —[\ ad(az), A2]) + B((idy ® ad(a1))d(az), A1 @ A2)

= —B((ad(az) X idg)é(al), )\1 & )\2) + B((lda & ad(al))é(ag), )\1 & )\2)
(5.13)

Similarly, one shows that
B([[a1, M1], az), A2) = —B((id, @ ad(az))d(a1), A1 @ Ag) + B((ad(a;) ® ida)d(az), A1 @ Ag)
and combined this results in

B®*(ay - 0(ag) — az - 6(ar), \1 @ A2) = B([ay, [az, M]] + [[a1, M), az], o). (5.14)
Furthermore, a similar argument shows

B®*(ay - §(ag) — ay - 6(a1), A\ ® Ao) = Blay, [[ag, M], o] + [A1, [az, A2]]).  (5.15)
Comparing these expressions to
B#*(8([ar, az]), M ® A2) = Blar, as], [A1, do]) = B([[ar, az], M, A2) = Blau, [az, [Ar, Ae]]),

we can conclude

B®2((5([a1, CLQ]) — aq - 5(0/2) + as - 5(&1), )\1 ® )\2) (5 16)

= B(Jac(al,ag,)\l),)\g) = B(al,JaC<a2,)\1,)\2)). ‘
The left-hand side of this equation vanishes since § is a 1-cocycle and the non-
degeneracy of B concludes the proof. O

5.2.3 Manin triples determining Lie bialgebra structures. The duality of Lie co-
bracket and Lie bracket under the bilinear form of a Manin triple can be used to
generalize the notion of classical double and provides the possibility to construct Lie
bialgebra structures from Manin triples. This will be used in Section 5.4.

Proposition 5.2.3.
Let ((m, B),m,,m_) be a Manin triple, S C m, generate m, as Lie algebra and
assume there exists a linear map 6: m, — m, ® m, such that

B®(§(a), w; ® wy) = Bl(a, [wy, ws]y) for all @ € S,w;,w, € m_. (5.17)

Then 6 is a 1-cocycle if and only if (5.17) holds for all a € my and in this case §
is unique with this property and defines a Lie bialgebra structure on m, .
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Proof. Let m_: m — m_ be the canonical projection. Repeating the derivation
of (5.14) in the proof of Proposition 5.2.2, where A — Xad(a) is replaced by
w — m_[a, w], results in

B®*(ay - 6(az) — ay - §(ay), w; @ wy) = B([ay, [az, w1]] + [[a1, w1], as], wy)

= B([[a1, as], w1], ws) = B([ay, as], [wy, ws])

(5.18)

for all ay,ay € M :={a € m| (5.17) holds for a} and wy,wy € m,. Note that if
d is a l-cocycle <= (5.17) holds for all a € S (5.19)

is true and these equivalent conditions are satisfied, then ¢ is uniquely determined
by (5.17) since B is non-degenerate. Furthermore, in this case ¢ defines a Lie
bialgebra structure since the skew-symmetry and co-Jacobi identity can be checked
using (5.17) and the invariance of B. It remains to prove (5.19).

7 = 7 1If ¢ is a l-cocycle, (5.18) takes the form

B®2((5([CL1, az]),wl X 'IUQ) = B®2(a1 . (5(@2) — as - (5(@1),’(!)1 X 'LUQ)

_ B((ar, as), fwn, wa)). (5:20)

for all a;,as € M. In particular, M is a Lie subalgebra of m, containing S. Since
S generates m,, we have M = m,.
7«7 1If (5.17) is satisfied for all @ € m,, we can combine

B®2((5([(Z1, GQ]), w; X ’UJQ) = B([al, GQ], [U)l, wg]) (521)
with the equality (5.18) and the Jacobi identity in m to obtain
B®2<(5([6L1, CLQ]) — ay - 5((12) + as - (5((11), w1 X ’LUQ) = 0, (522)

for all a;,as € m, and wy,ws € m_. Therefore, § is an 1-cocycle since B is
non-degenerate. O]

We say that a Lie bialgebra cobracket d,, on my is determined by a Manin triple
((m7 B)7 my, m—) if

B®(6, (a), w1 @ we) = Bla, [wy, ws]w_) for all @ € my, wy, wy € m_ (5.23)

holds. The classical double construction shows that any Lie bialgebra is determined by
some Manin triple.

5.2.4 Manin triples and isomorphisms of Lie bialgebras. It is possible to construct
isomorphisms between Lie bialgebra structures by relating Manin triples defining said
structures.

Lemma 5.2.4.
The following statements are true.
(1) Let my and w', be two Lie bialgebras determined by Manin triples (m, m,, m_)
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and (w',w’,,m" ) respectively. If there exists an orthogonal Lie algebra iso-
morphism ¢: m — w' satisfying p(my) C m'y, then @ln, : my — W, is an
isomorphism of Lie bialgebras and we say that the Manin triples (m,m,,m_)
and (m’, m/_,m’) are isomorphic.

(2) Every Manin triple consisting of finite dimensional algebras arises up to
isomorphism as the classical double of a Lie bialgebra.

Proof. The proof of Part (1) is straight forward. For (2), note that for any Manin
triple ((m, B), my, m_) we have the canonical isomorphism B* : m_ — m*. This
identifies [,]% with a Lie bialgebra cobracket on m, which is determined by

m_
((m, B),m;, m_). It is now easy to see that ¢: m — D(a) defined by ¢|n, = idm,
and ¢|,_ = B® results in the desired isomorphism of Manin triples. O

5.3 Twisting Lie bialgebra structures

Following [[KS02], we examine in Subsection 5.3.1 the condition for which a 1-cocycle
defined by adding a 1-coboundary to a given Lie bialgebra cobracket defines a new
Lie bialgebra structure. In Subsection 5.3.2, we will see that this procedure can be
described using Manin triples if the original Lie bialgebra structure is determined by a
Manin triple.

5.3.1 Classical Twists. For a Lie algebra a we denote by U(a) the universal enveloping
algebra of a and by (1)7: a®a — U(a) ® U(a) ® U(a) for ij € {12,13,23} the linear
maps defined by t2 =t® 1, t? =a; ® 1 ®ay and t? = 1®t, where t = a1 ® ay € a® a.
We can calculate e.g.

[(a1 @ ag)™, (b @ by)®] = a1 @ by @ [ag, by] €Ea®a®@ a, (5.24)

for all ay,as,b1,bo € a, where the brackets denote the commutator of the unital
associative k-algebra U(a) ® U(a) ® U(a). This shows that for allt € a® a

CYB(t) == [t'?, '] + [t'%, %] + [t'3, %] (5.25)

defines a quadratic map CYB: a®a > a®a® a.

Proposition 5.3.1.

Let a be a Lie bialgebra with Lie bialgebra cobracket § = 6,. Then §' == § + Ot
defines a Lie bialgebra structure on a for some t € a ® a if and only if both
t+7(t) €a®a and CYB(t) — Alt((0 ® idy)t) € a ® a ® a are a-invariant.

Proof. Clearly, §' is an 1-cocycle for all ¢ € a ® a and it is skew-symmetric if
and only if a - (¢ + 7(t)) = 0 for all a € a. Hence, it remains to be show that
Alt ((6' ® id,) 0 0%) (a) = 0 for all a € a if and only if CYB(t) — Alt((d ® id,)t) €
0 ®a®ais a-invariant. Since a equipped with ¢ is a Lie bialgebra, we have
Alt (6 ®1)0d) = 0. In the following we write t = Y% | a; ® b;, fix an element
a € a and write 6(a) = Y7, x; ® y;. We proceed in three steps.
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Step 1. Alt((0t ® id,)0t(a)) = —a - CYB(t). A direct computation shows that
a - [t'% 3] equals
k
> (o, [ai, a5]] @ by @ by + a4, 5] @ [a, b)) @ b + [a5, 05] ® bi ® [a, by])

ij—1
k
= > (la,a], )] ® b; @ b; + [ag, [a, a5)] ® b @ by + [ai, ;] @ [a, bi] @ b
4,7=1

J
Hai,a] @b @ [a,b]) = [(a- 1), 47] + [t (a - 1)),
Similarly, we can derive the identities
@ [12,7) = [(- 1), + (17, a0 and - [P, = [(a- 1), ) 4 [P, (0 0]

By definition

(Ot ® id,)0t(a) = zk: ([[a, a;], a;] ® b; @ b; + a; @ [[a, a;], bj] @ b;

1,j=1

+[ai, a5] @ b @ [a, b] + a; @ [a;, b;] @ [a,0:]) = [(a- 1), 7] + [(a- 1), ¢7].

Write (71 @1y @x3)7% = 2;@x; @) for {i,j,k} = {1,2,3} and x1, z9, 23 € a. Then

it is easy to see that for skew-symmetric sy, s, € a®a we have [s1?, 533|231 = [s13, s33].
This and similar identities combined with the above equalities shows
Alt((0t ® idy)0t(a)) = —a - CYB(t). (5.26)

Step 2. Alt((0®id,)0t(a)+ (0t®id,)d(a)) = a- Alt((d®id,)t). We can calculate

(0 @ idq)0t(a) = Z(d([a, a:]) @ bi + 0(a;) ® [a, b)) = Z:((a o 8(a;) — a; - 6(a)) @ b;
k
+ 6(a;) ® [a, bi]) = (0 ®idy)0t(a) = a- (d ®idy)(t) — Z(ai -0(a)) @ b;.

Then we have the following identities

(Ot @ ida)d(

{ n
ZZ(I‘],CLZ ®b ®y]+al®[$j7b]®yj>

<.
Il
—
.
Il
i

(5.27)
(las, 2] © 5 ® bi + 25 © [ais ] © by)-

e}
(@]
=
=
®
e
[
NE
M:

i=1 j=li=1
Since t is skew-symmetric, i.e. t = — ¥ | b; ® a;, we have
¢k ¢k
ZZ%% Ry @b =) > [r,b] ®y; ® a.
Jj=1i=1 j=1li=1

and consequently Alt (Zf L 4@, b @y —[a, xj]®yj®bi) = 0. Similarly, the

skew-symmetry of d(a) yields Alt Z E (25,0 ®b; @ y; —x; @ [a;,y;] @ b; | =0.

j=1i=1

Summarized, we arrive at Alt((6 ® id,)0t(a) + (0t ® idy)d(a)) = a - Alt((6 @ id,)t).
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Step 3. Conclusion. Combining steps 1 and 2, we see that Alt((6* ® 1)§'(a))
equals

Alt((0 ® idg)d(a)) + Alt((6 ® idq)0t(a) + (6 ® idg)d(a)) + Alt((0t ® ida)0t(a))
=0+a-Alt(§ ®1id4(t)) —a- CYB(t) = a - (Alt(0 ® id4(t)) — CYB(t)).

This concludes the proof. O

For a Lie cobracket d of a Lie bialgebra a, a tensor t € a ® a is called classical twist of
J if it is skew-symmetric, in symbols ¢ + 7(t) = 0, and Alt(d ® id,(t)) = CYB(t) holds.
In particular, the Lie bialgebra cobrackets of the form §' = § + 9t for a classical twist ¢
of § are called twists of 0.

5.3.2 Twisting Manin triples determining Lie bialgebra structures. The proce-
dure of twisting translates nicely to Manin triples. Before stating the formal result,
recall that two subspaces Vi, V5 of a vector space V' over k are called commensu-
rable, written V; =< V3, if dim((V4 + V2)/(Vi N V3)) < oco. Furthermore, recall that for
any Manin triple ((m, B), m,, m_), the bilinear form B induces injective linear maps
Bi:mi®@ms — Hom(ms, my) by a®b+— B(b, —)a. The following result from [AM21]
is a generalization of the methods from [Sto91b; Sto91c].

Theorem 5.3.2.
Let 6 be a Lie bialgebra cobracket on a Lie algebra m, , determined by a Manin
triple ((m, B),m;, m_). Then

tr—m’ = {B ()(w) —w|wem_} (5.28)

defines a bijection of classical twists t € my ® m, of 6 and subalgebras o C m
such that wo < m_ and ((m, B),m,,w) is a Manin tm’ple Moreover, for any
classical twist t of my, the Manin triple ((m, B),m,,m") determines the Lie
bialgebra cobracket 0°.

Proof. Let t = Y% a; ® b; € my ® m,. be an arbitrary tensor, write T := B, (t),
and m* = {Tw —w | w € m_} Cm. The proof is conducted in five steps.

Step 1. m’ < m_. The definition of 7" implies that dim(Im(7")) < oo, so
dim(m_/Ker(T)) < co. Combining this with Ker(7) = m_ Nm’ and m_ +m’ C
m_ + Im(7") yields dim((to +m_)/(loNm_)) < oo.

Step 2. m' is isotropic if and only if t + Tn(t) = 0. For all wy,wy € m_ we
have

B(Tw1 — U)l,ng — wg) = —B<Tw1,w2) — B(’U)l, TU)Q)

_ (; B(bw1) Blas, ws) + B(bi;WQ)B(ai,w1)> | (5.29)

Therefore, t = —1,(¢) is equivalent to the fact that m’ is isotropic.
Step 3. m' is an isotropic subalgebra if and only if t is a classical twist of 0.
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For every wy, wy, w3 € m_ we have

k
B®3(w1 & wo K w3, [t12,t13]) = Z B(wl, [ai, CLj])B(wg, bz>B<w3, b])

1,7=1

k (5.30)
= Z B(wl, [B(U)Q, bi)ai, B(U)g, bj)(lj]) = B(U)h [T’IUQ,TU)?,]),
ij=1
and similarly we obtain
B®3(w; @ wy @ ws, [t*2,1**]) = B(w,, [Tws, Tw;]) and
®3 13 423 (5.31)
B (w1®w2®w3,[t 7t ]) :B(U}37[TU)1,TUJ2D.
Since my is determined by (m,m,,m_), we see for i,j,k € {1,2,3}
B(w; ® wj @ wg, (0 ® idw, )t) = B(T'wy, [w;, w;]). (5.32)

Combined, this shows
B(U)l X wy K ws, Alt(((5 X 1)t> — CYB(t)) = B([Tw1 — Wy, TU)Q — wg], T’LU3 — wg).

The non-degeneracy of B implies that m! is an isotropic subalgebra of m if and
only if ¢ is a classical twist of § = . .

Step 4. For an isotropic subalgebra vo C m such that vo < m_ and ((m, B) my, o)
is a Manin triple, there ewists a classical twist t of m, such that v = m!.
For any w € m_ we have a unique splitting w, + v, for some w, € m, and
v € w. Let T: m_ — m, be defined by T(w) = w;. Then by construc-
tion o = {Tw—w | w e L_} and dim((to + m_)/( N m_)) < oo implies that
dim(Im(7")) < oco. Since v is isotropic, we have B(Twy,ws) = —B(wy, Tw,) for
all wy,wy € m_. Note that B gives a non-degenerate pairing between the finite-
dimensional spaces m_/ Ker(7T') and Im(T). Let {Tw;};_, be a basis for Im(7") and
{vi + Ker(T)}?_, be its dual basis for m_/ker(T). Then

n

> B(wg, —Tw;)Tw; = ZB Twy,, v;)Tw; = Twy, (5.33)

=1 i=1

for all k € {1,...,n}. Since T is completely determined by its action on {w;}?",,
we have the equality T'= — > | B(Tv;, —)Tw;. Setting t .= — > | Tw; @ T,
we see from steps 2 and 3 that ¢ is a classical twist of § such that o = m?’ .

Step 5. The Manin triple (m,m,,m' ) determines §*. For all wy,ws € m_ and
a € my we have

B®2(5t( ) (Tw1 — wl) X (ng — )) = B®2(5(a),wl 029 w2) + B®2(CL “tw ® wQ)
= B( wl,wg + Z CL CLZ (bzuw2) + B(awwl) ([avbiLw?D)
= B(a, [wy,ws]) + B([a,ng},wl) — B([a, Tw1],ws) = B(a, [Tw; —wy, Tws — ws)),

where we used the fact that m, is Lagrangian in the first and last equality. O]
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5.4 Examples of Lie bialgebras

We now look at some examples of Lie bialgebras. First, we discuss the process of defining
Lie bialgebra cobrackets using structure constants, which we call constant r-matrices in
Subsection 5.4.1. Then, in Subsection 5.4.2, we explain how formal r-matrices can be
viewed as an infinite dimensional counterpart to this approach. Finally, in subsections
5.4.3-5.4.5, we present certain infinite-dimensional Lie bialgebras which will be central
to the remainder of this work.

5.4.1 Quasitriangular Lie bialgebras and constant r-matrices. A basic but im-
portant example that reveals the effectiveness of the twisting method is the case of
the trivial Lie bialgebra cobracket, i.e. § = 0. We have the following special case of
Proposition 5.3.1.

Lemma 5.4.1.
For a Lie algebra a and a tensort € a ® a the linear map o = Ot defines a Lie
bialgebra structure on a if and only if both t + 7(t) and CYB(t) are a-invariant.

Let 6 = Or be a Lie bialgebra cobracket on a Lie algebra a for some r € a ® a. We call
d quasitriangular if r solves the constant classical Yang-Baxter equation CYB(r) =0
and triangular if additionally r + 7(r) = 0. In this case, r is called constant r-matriz.
Examples of quasitriangular Lie bialgebras structures can be constructed from finite-
dimensional Manin triples.

Lemma 5.4.2.

Let ((m,B),m,,m_) be a Manin triple such that dim(m) = 2d < oo and let
{7}, C my be bases such that B(bf,b;) = 6;. Thenr = >¢ bf @b; is a
constant r-matriz and 6 = Or defines a Lie bialgebra structure on m restricting to

a Lie bialgebra structure on m, determined by ((m, B), my,m_).

Proof. Let [bF, bi] s ]kbk Then B([bf,b;],bf) = B(b;, [bf,bf]) = C;

i Y5

and B([b;", b7 ], bk) B(bf, [by, b ]) = Cj;,; implies that
d
z ) ] Z kl]bk + jklbk) (534)
k=1
Therefore, we see that
d
CYB(r) = > (CHbf @b @by — b ® (Cfiuby + Coybl) @ b5 +bf @ bf @ Cpuby ) -
1,7,k=1

This expression vanishes since C’” = C’ik and relabeling indices yields

Z b ® Cibr @b = Z Ciirbi @ by @ by and

i,5,k=1 i,5,k=1

. J (5.35)
YT @CLbi @by = > b @bl @ Cby.

Z'7j7k:1 ’L,],kzl
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It is easy to see that the isomorphism m ® m — End(m) defined by a; ® as —
B(ag, —)a; maps r + 7(r) to idy. This implies that r + 7(r) is m-invariant, so r is
a constant r-matrix and Or defines a Lie bialgebra structure on m.

Observe that (5.34) implies

d
ar(b) = > (Ciubl @by +bf ® (Ciybe + Cuabih))
g k=1
d d d d
= Y Chbi @by — > Cibr @b + 3 Chbf @b = 3 Cyubf @b,
Jk=1 3k=1 k=1 Jk=1

so Or restricts to a Lie bialgebra cobracket on m, and

BE2(5(b7), b7 @ by) = Oy = B, [by . b ]) (5.36)

J

concludes the proof. O

Lemma 5.4.3.

Let g be a simple finite-dimensional Lie algebra over an algebraically closed field k
of characteristic 0 with Casimir element v € g ® g. Every Lie bialgebra cobracket
on g is of the form Or for anr € g® g satisfying r +7(r) = Ay and CYBy(r) = 0.

Proof. By Whitehead’s Lemma, every 1-cocycle, in particular every Lie bialgebra
cobracket, is of the form Or for some r € g®g. Lemma 5.4.1 states that r+7(r) and
CYB(r) are g-invariant. The space of g-invariant elements of g® g is spanned by ~,
ie. 7+ 7(r) = My for some A € k. It is not hard to see that this implies CYB(r) €
g A gAg. The space of g-invariant elements of g A g A g is spanned by CYB(y) (see
[Kosb0, Theorem 11.2]), i.e. CYB(r) = uCYB(y) for some p € k. Let a € k satisfy
a? = —p. Then I(r + ay) = Or and CYB(r + ay) = CYB(r) + o?CYB(y) = 0 to
conclude the proof. O

Constant r-matrices are, as the name suggests, closely related to formal r-matric
The following lemma depicts examples of this. The proof is straightforward.

eS.

Lemma 5.4.4.
Let g be a semi-simple finite-dimensional Lie algebra over k with Casimir element

yeEg®Rg. Forateg®g, the following results are true:
(1) t+ 7(t) = 0 and CYB(t) = 0 if and only if

r(oy) = o1+ 1€ (0@ 0)(@)l] (5:37)

s a formal r-matrix.
(2) t +7(t) = v and CYB(t) = 0 if and only if

y
exp(z —y) — 1

r(z,y) = +te(g®g)(2)y] (5.38)

is a formal r-matrix.
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5.4.2 The Lie bialgebra structure associated to a formal r-matrix. Let g be a
finite-dimensional semi-simple Lie algebra over k and r € (g®g)((«))[y] be a normalized
formal r-matrix. In Subsection 2.3.3, it is shown that

d(a)(z,y) =[a(zx) @1+ 1R aly),r(z,y)] (5.39)

defines a linear map d: g(r) — g(r) ® g(r). This map defines a Lie bialgebra structure
on g(r). More precisely, we have the following result.

Proposition 5.4.5.

Let g be a finite-dimensional semi-simple Lie algebra overk andr € (g®¢)(z))[y]
be a normalized formal r-matriz. The linear map ¢ defined by (5.39) is a Lie
bialgebra cobracket on g(r) and (g((2)), 9(r), 8[z]) is a Manin triple isomorphic to
the classical double of g(r).

Proof. Tt is easy to see that 0 is a 1-cocycle and (g((2)), g(r), g[z]) is a Manin triple;
see Proposition 2.2.1 and Lemma 2.3.3. Let 7(2,y) = Ypen, ooy 7ri(2) ® yFb;
for some orthonormal basis {b;}¢_, of g with respect to the Killing form K of g.
Equation (2.41) reads

YD k) @yt = Y0 D rhawn) @ reg(na) @ [bi, bylagt (5.40)

kENg i=1 k,6€Ng 4,j=1

Combining K_1(r(2),b;2°) = 8;;0k for all 4,5 € {1,...,d},k, ¢ € Ny with the
fact that g((2)) = g[z] ® g(r) shows that a — K_;(a, —) defines an isomorphism
K?,: g[2] — ¢(r)*. Applying K%} (—, bzt @ b;xh @ 1n(23)) to (5.40) yields

K?f(d(rm,n)(:ﬂ, ), bz* ® bjy[) =K _1(rmn(2), [bizk, bjze]). (5.41)

This implies that 0 defines a Lie bialgebra structure on g(r) and K?,: g[z] — g(r)*
is an isomorphism of Lie algebras, so (g((2)), g(r), g[z]) is isomorphic to the classical
double of g(r). O

It is easy to see that the Lie bialgebras g(r) and g(7) are isomorphic if and only if
7 € (g ®g)(x)[y] is gauge equivalent to r. In this language, Theorem 2.3.4 can be
understood as: the canonical derivation of g(r) is, up to equivalence in r, given by the
restriction of the formal derivative d/dz to g(r).

5.4.3 The standard bialgebra structure on Kac-Moody algebras. Let

R — (ﬁ,h,H:: {ag, ..., a1V = {&Y,...,av})

q

be the realization of a symmetrizable generalized Cartan matrix A,

{ef e |ie{l,...,q}} (5.42)

be a choice of Chevalley generators, ® = ®, 1P _ be the associated polarized root system
and B be a fixed non-degenerate invariant bilinear form. We can extend the action K on
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KRR to M =[], geaufoy Ra®Kp to turn this vector space into a K-module. The bilinear
form B induces an isomorphism &, ® 8_, — End(8&,) by a ® b — B(b, —)a. Let x, be
the preimage of the identity under this map and define 7r p) = X0/2 4+ Xaca_ Xa € M.
Then a + a - rgr,p) defines a linear map o, p): & — M. As the notation suggests,
7R,B) and d(r,p) are completely determined by the choice of realization R and bilinear
form B. From now on we write r and ¢ instead of rg gy and d(gr, 5.

Lemma 5.4.6.

For & defined as above, the identities 6(h) = 0 for all h € b and §(ei) = 1/2a Nef
foralli e {1,...,q} hold, where o € b is uniquely determined by B(al, ) = «;.
In particular, 6: 8 — R ® R is a I-cocycle.

Proof. Part 2. of Lemma 4.1.5 states that [a ® 1, x5] + [1 ® a, Xa+s] = 0 holds
for all a, 8 € ® U {0} and a € R,. For h € K = bh this immediately implies
d(h) = h-r =0 and we can see that

S(ef) =+

%

e xot+ Y ([ @1 Xaa] + 1@ €, Xal)

acd_

1

2? o+ [ef @ Lx—al + 2 ([6f © Lxa—al + 1@ 6] xa]) (5:43)
acd_

1 Lo+ +

2 'L X0+[ ®17X*a¢]:§[ei ®1_1®617X0]

Here, we used the fact that for any o € ® U {0}, [e] ® 1, x,] # 0 if and only if
a+ao; € dU{0}.

Let {h;}}_; C b be a basis orthonormal with respect to B, where n := dim(b).
Then X0 = Z?:l hj X hj and

lef ®1,x0] = Z et @hj=—=>ef @a;(hj)h; = —ef ®af, (5.44)
where >°7_; a;(hj)h; = Y7_) B(aj, hj)hj = af was used. In a similar fashion, we
see [1®@ef, xo] = —af ® e Combmed we conclude §(ef) =1/2a; Nef. A similar
calculation yields d(e; ) = 1/2a; A e; . Since {e] ,e; } U b generates 8], 0 takes

values in any submodule of M containing §(ef), in particular & ® f. O

Our next goal is to show that ¢ defines a Lie bialgebra structure determined by a Manin
triple. Therefore, let by = b & ny be the standard Borel subalgebras of & with respect
to the realization R. Note that

B(Q)((a-l—aa—)v (b-f—a b—)) = B(a+7b+) - B(CL_, b—) a:tab:t €ER

defines a symmetric, non-degenerate, invariant bilinear form on K x K.

Proposition 5.4.7.
Let v: 8 — R X R be the morphism defined by a — (a,a), 0 = Im(¢) and
w:={(a;,a_) €by xb_|ay+a_e€ng+n_}. Then d defines a Lie bialgebra
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structure on 8 and (R x K,0,10) is a Manin triple determining the Lie bialgebra
cobracket 0 — 0 ® 0 defined by (a,a) — (L ®1)d(a).

Proof. The fact that & x & = 9@ o and 9 C 9+ holds can be directly verified.
For any (a4,a_), (by,b_) € v, let arp and by be the h-component of ay and by
respectively. Then ay y = —a_j and by , = —b_ , implies

B(Q)((a”m a*)7 (b+7 b*)) = B<a+,f)7 b+,h) - B<a*7f)7 b*,b) = 07 (545)

so (R x R,0,1) is a Manin triple. By virtue of Proposition 5.2.3 and the symmetry
of b, and b_ it remains to prove for all (a4,a_), (by,b_) € to that

B(3(ef), (a+ — a-) @ (by — b)) = B ((t @ )d(e)), (as,a-) @ (bs,b-))
= B(2)((6+ 6+)7 [(CL+,CL_), (b-i-v b—)]) = B(€+ [a+7b+] - [CL_, b—])

holds. Both sides of this equation are non-zero if and only if a;, —a_,by —b_ €
h+ke; . Since § is skew-symmetric, B is bilinear and the map (ay,a_) — ay —a_
defines an linear isomorphism o — K, we may assume that a/2 = a; = —a_ €
h,bp =0 and b_ =e; . Then

B, (ar —a ) ® (~e;)) = — Blaf, a)Blef ;)

concludes the proof. O

The Lie bialgebra structure ¢ is called the standard Lie bialgebra structure of & with
respect to ((&, b, I, 11Y), B).

5.4.4 The standard bialgebra structure on twisted loop algebras. Let g be a
finite-dimensional simple Lie algebra over k = C and 0 € Autc.a,(g) have order m € N.
Furthermore, let £ = £(g,0) C g[a,u"'] be the associated loop algebra and K, be
the bilinear form of £ described in Lemma 4.2.1. Fix a triangular decomposition
gl =n_®HDn, and let (E,fj, IT, 1Y) be the associated realization due to Theorem
4.2.3. Recall that Ko induces a non-degenerate, invariant, symmetric bilinear form K,
on £.

Let 0 be the standard bialgebra structure of £ with respect to ((E,S%, I, ITY), f(\o)
(see Subsection 5.4.3). Since 6([&, £]) C [£, £] ® [£, £] and d(c) = 0, we can see that
induces a bialgebra structure 6° on £ = [€, £]/Cc = £ by

8°(a+Cc) = 6(a) + (Ce @ [, 8] + [£, £] ® Ce) (5.46)

for all @ € [£, §]. We call the Lie bialgebra cobracket 6° the standard Lie bialgebra
structure of £ = £(g, o) with respect to triangular decomposition gf =n; & H B n_.

Let us choose Chevalley generators {e;,e; | i € {0,...,n}} C £. The definition of &
immediately implies that

§°(ef) = 1/2a; Nef (5.47)
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holds for all i € {0,...,n}, where of € $ is uniquely determined by Ky(af,-) = a;|g.

Let B, = H @& I C £ be the standard Borel subalgebras and ¢: £ — £ x £ be the
embedding a +— (a, a). Then the Lie bialgebra cobracket defined by (a,a) — (1 ®)0°(a)
is determined by the Manin triple (£ x £,0,20°), where ® = Im(¢),

W = {(ar,a_) € B xXB_|ar+a_ €N, +N_}, (5.48)
and £ x £ is equipped with the bilinear form
K ((ay,a”), (by, b)) = Ko(ay,by) — Ko(a_,b_) for all ay, by € £. (5.49)

Indeed, this can be seen using the same argument as in Proposition 5.4.7.

The next goal of this subsection is to see that §° and its twisted versions are closely
related to a certain class of r-matrices. Since (6 ®0)y =, we have vy € o (g] ®g7 )
Let v; be the g7 ® g7 ;-component of v with respect to this decomposition. Furthermore
let 70 = 74 + V5 + 75 be the unique decomposition of 7y such that v, € $ ® $ and
75 € ny ®nz. Consider the rational map ¢°: C x C — g ® g defined by

1 m—1

0°(u,v) = @y =1 JZ:%J <6) %+t e/2 (5.50)

as an element of the £-module (£ ® £)[((u/v)™ —1)7!].

Proposition 5.4.8.

Let g be a finite-dimensional, simple, complex Lie algebra, o € Autc.aie(g) have

order m € N, and fiz a triangular decomposition g = ny @ $H S n_. Furthermore,

let 0° be the standard Lie bialgebra structure on £ = £(g,0) with respect to

9 =n, ®HDn_ and o° be given by (5.50).

(1) 6 == 6° + Ot defines a Lie bialgebra structure on £ for some tensort € £® £
if and only if t is a classical twist of 5° if and only if o' = o° +t solves the
CYBE (3.54).

(2) 6*(a)(,?) = [a(0) ® 1+ 1 ® a(), o' (u, V)] for allt € L® L,a € L.

Proof. Note that the inclusions

(L@ Q[(a/m)m -1 C(g@glua 0,0 (@/0)" - 1)7'] C (g g)(@)(?)

defined by the Laurent expansion in v = 0 are compatible with the respective
£-module structures. Here,

(u/v mz: <~)

in (g® g)(@)(v)), where we wrote yjipm =y; forall k € N, j € {0,...,m —1}.
Let ® = @, LI®_ be the polarized root system of £ associated to gg = n, @HdSn_
and let s € N"*1\ {0} be chosen such that the natural grading of £ coincides with

SOTEE 20
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the Z-grading of type s as Kac-Moody algebra (see Subsection 4.1.4). For any
j € Z\{0}

(1’)jw = Y e (5.52)

acd
hts (@)=—j
holds. Here, for all a € ®, x, is the preimage of the identity under the canonical
isomorphism £, ® £_, — End(£,) defined by a ® b — B(b,-)a. We obtain

0°=79/2+ D Xa (5.53)

aed—

and the identity §°(a)(2,?) = [a(¥) ® 1 + 1 ® a(?), 0° (4, V)] for all a € £ is now a
direct consequence of the definition of the standard structure of £ in Subsection
5.4.3. Since

0t(a) (@, 0) = [a(@) ® 1 + 1 ® a(B), (i, D)) (5.54)

holds for all a € £ C g[u,v] and t € £® £ C (g ® g)[u, v,u"*, 0], this concludes
the proof of (2).

The map 6' = §° + Ot defines a Lie bialgebra structure on £ if and only if
t + 7¢(t) and Alte((6° ® 1)t) — CYB(t) are £-invariant elements; see Proposition
5.3.1. But Remark 5.1.2 implies that

£%" has no non-zero £-invariant elements (5.55)

since £ has no finite-dimensional ideals (see e.g. Lemma 4.2.8.(3)), so t is a classical
twist. Observe that, under consideration of £® £ C (g ® g)[a,u "', 0,071,

Tef®l T(U,u)=0 = T=((a/d)™—1)T forsomeT € £ £, (5.56)

holds. This can be used to see that the left-hand side of the CYBE (3.54) in o is
an element CYB(¢') of £® £ ® £. A similar calculation as in Proposition 5.3.1
shows that Alte((0* ® ide)d*(a)) = 0 is equivalent to a - CYB(o') = 0 for all a € £.
In particular, Alte((6* @ idg)o’(a)) = 0 is equivalent to CYB(o") = 0 by virtue of
(5.55), which concludes the proof of (1). O

Elements of the form o' := ¢° + ¢ for some classical twist t € £ ® £ are called o-
trigonometric r-matrices and we call ¢° the standard o-trigonometric r-matrix with
respect to the triangular decomposition g§ = n_ ® $ ® n;. Furthermore, the Lie
bialgebra cobrackets of £ of the form §* := §° + 9t for t € £ ® £ are called twisted
standard Lie bialgebra structures of £. Combining Theorem 5.4.8 with Theorem 5.3.2
and the fact that §° is determined by the Manin triple (£ x £,90,20°) provides the
following theory of Manin triples for o-trigonometric r-matrices.

Theorem 5.4.9.
Let g be a finite-dimensional, simple, complex Lie algebra, o € Autc_e(g) have
order m € N, and fix a triangular decomposition g5 = ny ©$HD®n_. Furthermore,
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let 0° be the standard Lie bialgebra structure on £ = £(g,0) with respect to

900 =n, ®@HDn_ and 0° (resp. W°) be given by (5.50) (resp. (5.48)).

(1) o' = 0° +t — W' defines a bijection between o-trigonometric r-matrices and
subalgebras W C £ x £ such that ((£ x £, Ké2)), D,20) is a Manin triple and
W =< NW°. Here, W' = Q° is defined in Theorem 5.5.2 and Ké2) is given by
formula (5.19).

(2) Lett € £& & be a classical twist of 8°. The Manin triple ((£x &, K?), D, 25¢)
determines (up to £ = D) the Lie bialgebra cobracket §' .= 6°+0t: £ — £R L,
given by the formula

5t(a) (@, 7) = [a(@) ® 1 + 1 ® a(D), o' (&, B)] for all a € L. (5.57)

The notation was purposefully chosen in such a way that ¢° = ¢°, §° = §° and 20° = 25°.
Let us conclude this subsection with an investigation, under which circumstances two
different twisted standard Lie bialgebra structure of £ are isomorphic.

Lemma 5.4.10.
Let p € Autepyu—1)a1g(£), ¢ € End(g)[@, u™'] be the associated Laurent polynomial
and ty,ty be two classical twists of 6. Then

(p® )"t =89 <= (¢ ® @)™ = 0™ (5.58)

Proof. Combining (p(a) ® @(u))y = v with (5.56) implies that

(p(u) ® ¢(0))0" (u,0) — 0*(u,7) € £® L. (5.59)

For all a € £, (¢ ® ¢)d" ¢~ (a) = 6" is equivalent to
[a(@) ® 1+ 1®a(v), (¢(u) @ ¢(v))o" (4, v) — 0™ (u,v)] = 0. (5.60)
In particular, (¢(2) ® ¢(v))o" (4, v) — 0 (u,v) € £® £ is L-invariant. Therefore,
this is equivalent to (¢(u) ® ¢(v))o" (u,v) = 0™ (@,v) by virtue of (5.55). O

We say that two classical twists ¢; and t5 of 6° (resp. two o-trigonometric r-matrices o™
and ") are regularly equivalent if there exists ¢ € Autcp, ,-11.a15(£) satisfying (5.58).
We will study the structural and geometric theory of o-trigonometric r-matrices up to
regular equivalence in detail in Chapter 8.

Remark 5.4.11.
The results and definitions in this paragraph can be repeated ad verbatim if C is
replaced by any algebraically closed field k of characteristic 0.

5.4.5 The standard Lie bialgebra structure on polynomial Lie algebras. Let us
consider a finite dimensional semi-simple Lie algebra g over k with Killing form K and

Casimir element ~. If we equip g[z, 271] with the non-degenerate, symmetric, invariant
bilinear form K_;, defined by

K_i(a,b) = resoK (a(z),b(z))dz for all a,b € g[z, 2],
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then (g[z,27'],g[z], 27 'g[z™"]) becomes a Manin triple. Consider the g[z]-module
M = (g®g)[z,y, (z — y)~'] and observe that g[z] ® g[e] = (9 ® g)[z,y] is a g[z]-
submodule of M and

~
r—y

TYang (2, Y) = € M. (5.61)

Therefore, a(z) — [a(z)@1+1®a(y), "vang(, y)] defines a linear map Oryang: g[2] — M.
Since [a® 1+ 1® a,v] =0 for all a € g, we can see that d(a) = 0 and

0(za) =[(z —v)a® L, "yang(, )] + y[a ® 1 + 1 @ a, ryang(x,y)] = [a ® 1,7].

Therefore, Oryang takes values in (g ® g)[z,y], since g[z] is generated by g U zg. Fur-
thermore, it is not hard to see that

K®(6(za), 2 wy @ 27 'wn) = K¥%([a ® 1,7], w1 @ wy) (5.62)

= K([a, w1], w) = K(a, w1, ws]) = K_1(za, 2 *[wy, wy)) '
holds for all wy,ws € g and consequently for all wy, wy € g[z~!]. Thus, Proposition 5.2.3
implies that Oryang defines a Lie bialgebra cobracket on g[z] determined by the Manin
triple (g[z, 27, g[z2], 2 tg[z7"]). We call Oryang the standard Lie bialgebra structure
on glz]. Following Stolin [Sto91b; Sto91c|, we call the formal r-matrices of the form
' = ryang + t for t € (g ® g)[x,y] rational r-matrices.

Theorem 5.4.12.

Let g be a finite-dimensional semi-simple Lie algebra g over a field k of character-

istic 0 with Killing form K and Casimir element . Let ryang(x,y) = v/(x — y)

and define Oryang: 9(2] = (9@ 9)[z,y] by a(z) — [a(z) ® 1+ 1® a(y), ryang(T, y)]-

(1) Or' := Oryang + Ot defines a Lie bialgebra structure on g[z] for some tensor
t € (g®9)[x,y] if and only if t is a classical twist of Oryang if and only if
rt = TYang + T @s a rational r-matriz.

(2) rt — W' = (27'g[z7Y])! (see Theorem 5.5.2) defines a bijection between
rational T-matrices and subalgebras 2 C gz, 27| such that W =< 27 g[z7"]
and ((g[z, 27|, K_1),9[z],20) is a Manin triple.

(3) For any rational r-matriz r*, the Lie bialgebra corbacket Or' is determined by
((g[z7 Z_l], K—1)7 9[2]7 wt)

Proof. Note that (2) and (3) follow from (1) and Theorem 5.3.2, so we only need
to prove (1). The map Oryang + Ot defines a Lie bialgebra structure on g[z] if and
only if ¢ + 74 (¢) and Altg((Oryang ® 1)t) — CYB(t) are g[z]-invariant elements;
see Proposition 5.3.1. But Remark 5.1.2 implies that

g[2]®" has no non-zero g[z]-invariant elements (5.63)
since it has no finite-dimensional ideals. Indeed, any non-zero ideal i C g[z]

contains the torsion-free k[z]-module [i, g[z]], which is non-zero due to [g,g] = g
and infinite-dimensional as a consequence. Therefore, ¢ is a classical twist of Orvan,.
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The argument in Example 2.1.4 shows that 7vane is a solution of the formal
CYBE (2.32). Therefore, the CYBE for r" = ry,,, + ¢ is easily seen to coincide
with

CYB(ryang) — Altgro)(Oryang ® 1)t) + CYB(t), (5.64)

which is zero if and only if ¢ is a classical twist. O

Remark 5.4.13.

The bilinear form K_; has a natural extension to g((2")). It is easy to see that the
Manin triples (g[z, 27", g[2], 20) such that 20 < »~'g[2~"] and (g((27")), g[z], 20)
such that 20 =< z~'g[z"!] are in bijection; see e.g. [St095]. Therefore, the theory
of Manin triples for rational r-matrices presented in Theorem 5.4.12 is equivalent
to the one used by Stolin [Sto91b; Sto91c].

Let us conclude this section by discussing the relation of equivalence of r-matrices and
isomorphism of the associated bialgebra structures.

Lemma 5.4.14.
Let ¢ € Auty)ag(9]2]), @ € End(g)[z] be the associated polynomial and t;,ts be
two classical twists of 5. Then

(P ® )" = <= (PR P)r"* =1, (5.65)

Proof. Combining ¢(z) ® ¢(z)(y) = v with of Lemma 2.1.2.(4) implies that

(@(2) @ @W)r" (x,y) = rvang(r, y) € (8. @ 8)[2,y]. (5.66)

For all a € g[z], (¢ ® ©)Or'tp~(a) = Or'? is equivalent to
la(z) ® 1+1® a(y), (B(z) ® @(y))r' (x,y) —r*(z,y)] = 0. (5.67)

In particular, (¢(z) ® ¢(y))r'*(z,y) — r'2(z,y) € (g @ g)[z,y| is g[z]-invariant.
Therefore, this is equivalent to (p(z) ® @(y))r"(x,y) = r'2(x,y) by virtue of

We say that two classical twists t; and ¢y of Oryang (resp. two rational r-matrices ri
and r2) are polynomially equivalent if there exists ¢ € Auty(,).aig(g[2]) satisfying (5.65).
We will study the structure and geometry of rational r-matrices up to polynomial
equivalence in detail in Section 9.



The Belavin-Drinfeld trichotomy

6.1 Sheaves of algebras on algebraic groups of
dimension one

It is well-known that any connected complex algebraic group of dimension one is either
isomorphic to an elliptic curve or affine, in which case it is either the additive group
Spec(C|z]) or the multiplicative group Spec(C[u,u']). In this section, we will derive
some classification results for sheaves of algebras on these schemes. The affine case
is considered in Subsection 6.1.1 and is based on the relation of sheaves of algebras
and torsors discussed in Subsection 1.2.4 and the results of Pianzola on the latter
from [Pia05]. The elliptic case will be presented in Subsection 6.1.3 and is based
on the well-known relation between analytic and algebraic geometry (see Subsection
6.1.2, [Ser56]) and the description of vector bundles on elliptic curves using factors of
automorphy; see e.g. [lenll].

6.1.1 Affine case. The classification of weakly trivial sheaves of algebras over one-
dimensional, connected, affine algebraic groups over an algebraically closed field of
characteristic 0 is provided by the following statement.

Theorem 6.1.1.

Let k be an algebraically closed field of characteristic 0, A be a finite-dimensional

k-algebra, and < be a weakly A-locally free sheaf of algebras on a k-scheme X.

(1) If X = Spec(k[u,u™"]), there exists ¢ € Auty .z(A) of order m € N and a
primitive m-th root of unity € € k such that o is isomorphic to the sheaf of
algebras associated to

L(A,0) = {a(a) € Ala, @] | a(ed) = o(f(@))}

on X, where the module structure of L(A, o) is defined by u = a™.
(2) If X = Spec(k|z]), o is isomorphic to the sheaf of algebras associated to Alz]
on X.

Proof. In both cases, Theorem 1.2.3 states that o7 is automatically étale A-locally
free on X and for this reason, up to isomorphism, determined by an element of
H' (X4, Autyaz(A)x); see Lemma 1.2.6. The arguments in [Pia05] imply that there
is a canonical injection H'( Xy, Autyag(A)x) — H' (X, Out(A)x), where Out(A)
is the group of connected components of Auty ,(A) and Out(A)x = X x Out(A).
The case of X = Spec(k[u,u']) is thereby considered explicitly in [Pia05] while
the case of X = Spec(k[u]) works analogous. Since Out(A) is finite, we have a
bijection of H (X, Out(A)y) and the non-abelian continuous cohomology group
H'(71(X, ), 0ut(A)), where x € X is a closed point, 7, (X, ) is the associated
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étale fundamental group and the action of m; (X, z) on Out(A) is trivial.

Proof of (1). If X = Spec(k[u,u™']), we can choose z = (u — 1) and then it is
explained in [Pia05] that H' (71 (X, x), Out(A)) is in bijection with the conjugacy
classes in Out(A) and the Auty_a4(A) x-torsor of L(A, o) is mapped to the conjugacy
class of the class of o' in Out(A). In particular, every Auty ,5(A)x-torsor is
represented by some L(A, o) for an appropriate o.

Proof of (2). 1If X = Spec(k[z]) and z = (2), the group m (X, z) is trivial.
Therefore, ﬁl(Xét,Autk_alg(A) x) has only one element, consisting of the trivial
Auty a1g(A) x-torsor on X, i.e. the one represented by A[z]. O

Corollary 6.1.2.

Every weakly locally trivial sheaf of Lie algebras on Spec(k[u,u™']) is associated to
a twisted loop algebra. Every weakly locally free sheaf of Lie algebras on Spec(k[z])
is trivial, i.e. associated to a polynomial Lie algebra.

6.1.2 Interlude: analytification. A ringed space (X, Ox) is called C-space, if Ox is
a sheaf of C-algebras. A locally ringed C-space (V, Oy ) is called local model space if
there exists an open subset U C C™ (in the complex analytic topology) and holomorphic
functions fi,..., fr on U, such that

V={2€C"| fi(z) == fulz) =0} (6.1)

is the vanishing locus of fi,..., fr and Oy = 4 /(fi1,..., fr) are the holomorphic
functions on V', where ¢ is the sheaf of holomorphic functions on U. A complex
analytic space is a locally ringed C-space which is locally isomorphic to a local model
space.

For every reduced and separated C-scheme X of finite type, it is clear that the closed
points of X can be equipped with the structure of a complex analytic space, which
will be denoted by (X", 0%") and is called analytification of X. There is a natural
morphism ¢: X" — X of locally ringed spaces, which identifies points of X*" as closed
points of X and regular functions of X as holomorphic functions on X?". The following
results can be found in [Ser56].

Theorem 6.1.3.

Let X be a projective C-scheme.

(1) The assignment F +— F*" = 1*F defines an equivalence of the category of
coherent sheaves on X and coherent sheaves on X2".

(2) For any coherent sheaf F on X and anyn € Ny there is a natural isomorphism
H"(X,. %) — H"(X?, 7).

(3) For any coherent sheaf F on X and any q € X**, the canonical morphism

ﬁi(q) — j:;m is bijective.

6.1.3 Elliptic case. Let X be an elliptic curve over k = C. There exists an biholo-
morphic map v: X* — C/A for some lattice A = (A1, A2)z C C of rank two. Let
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pr: C — C/A be the canonical map, o/ be a locally free sheaf of rank d on X and
E — C/A be the vector bundle with sheaf of holomorphic sections v,.27*". In e.g.
[len11] it is explained that, since pr*F is trivial as a vector bundle, F is determined by
some holomorphic map ¢: A x C — GL(d, C) satisfying

PN+ N, 2) =D\, z+ N)®(N,2) for all A, N € A and 2z € C, (6.2)
called factor of automorphy, in the sense that

E=CxC% ~ , where (z,a) ~ (z+ X\, ®(\, 2)a) for all A € A. (6.3)
Assume that o7 is an étale g-locally free sheaf of Lie algebras for some finite-dimensional
complex Lie algebra g. Then it is easy to see that E is a holomorphic fiber bundle

with fiber g and structure group Autc.ag(g). Therefore, [Gra58, Satz 6] implies that
7 E = C x g as holomorphic fiber bundles. This implies that ® takes values in

AU-t(C—alg (g) :

Theorem 6.1.4.

Let g be a simple, finite-dimensional, complex Lie algebra, o/ be a weakly g-locally
free acyclic (i.e. h' (&) = 0) sheaf of Lie algebras on an elliptic curve X, and
v: X* — C/A be a biholomorphic map for some A == (A, \a)z C C of rank
two. There exist commuting ¢1, ¢2 € Autcag(g) of finite order without common
non-zero fixed vector such that v,o/*® is isomorphic to the sheaf of holomorphic
sections of

Cxg/~ (z,a) ~ (2 + A1, ¢1(a)) ~ (2 + Az, P2(a)). (6.4)

Proof. Let m: C — X®" be the map induced by pr: C — C/A and v: X** — C/A.
We split the proof into four steps.

Step 1. h°(#7) = 0 = h'(«). The morphism &/ — &7* induced by the Killing
form of o7 is an isomorphism, since <7|, = g is simple for all p € X closed; see
Lemma 1.1.2. Therefore, the Serre duality implies h®(.«7) = h'(e7*) = h'(«/) = 0.

Step 2. Description of I'(X \ {p}, &), where p = tw(0). Theorem 1.2.3 states
that o7 is étale g-locally trivial. As argued above, this implies that the holomorphic
vector bundle £ — C/A with holomorphic sheaf of sections v,27*" is determined by
a factor of automorphy ®: C x A — Autc ae(g). Using the first step and Theorem
1.3.4 results in I'(X \ {p}, &) & JZZ: = Q(;z/f;) Let 20 be the algebra of global
meromorphic sections of v,.27* which are holomorphic except in pr(0) € C/A, i.e.

. a is holomorphic on C \ A

W= {&: € = g meromorphic a(z+ X)) = ®(\ 2)a(z),V\ € A}z e C\ A} '

The Laurent expansion of local sections of v,.a7*" in 7r‘(0) with respect to some
holomorphic coordinate z of C in 0 combined with h'(&/*") = h'(«/) = 0 for
i € {0,1} induces the identification 20 @ g[[z] = g((2)). The canonical isomorphism
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(: 527 — ,Qf “0) = 8[#] induces a commutative diagram

DX\ {p}, &) ® o, —— Q) . (6.5)
(=

Woglz] ——=——0

Il

)

so C(D(X \ {p}, o)) = 0.

Step 3. ® is locally constant up to isomorphism.  Proposition 2.2.1 and
9((2)) = g[z] ® W implies that there exists a normalized formal generalized r-
matrix 7 such that g(r) =20 = ((I'(X \ {p}, &/)). We can chose a global 1-form 7
on X such that 7*/*n = dz as a holomorphic 1-form on C. The residue theorem
forces

reso K (((a), ((b))dz = res,K(a,b)n =0 (6.6)

for all a,b € T'(X \ {p}, &), where K is the Killing form of /. Therefore,
g(r)t = g(r) and Proposition 2.3.1 forces r to be skew-symmetric. Combining
Lemma 3.1.1 and Proposition 2.3.4, we may assume that g(r) is closed under the
derivation with respect to z, after probably replacing ./ with an isomorphic sheaf
of Lie algebras. In particular, we have

da da 0P da
O 2) - (2) = (2 +A) = 5-(A 2)a(z) + B(A, 2) -~ (2). (6.7)
for every a € 20. Therefore, 92(\, z)a(z) = 0 for all z € C\ A, a € 20. Since

W ® C((2) = g(2)), we see that B<I> ()\ z) =0, and thus @) = ®(\, 2) € Autca(9)
is independent of z.

Step 4. P = {®,}rca is a finite abelian group. Equation (6.2) implies that
O\ Dy = Dy forall \, N € A, so P = {P)},ca is a commutative subgroup of
Autca(g) generated by ¢y = @y, ¢2 = @,,. A non-zero element in g which is
fixed by all elements in P would define a global section of /. Hence, such an
element does not exist by Step 1. Assume that P has infinite order and let s be
the Lie algebra of the smallest algebraic subgroup S of Autc a(g) containing P.
Since P is infinite, s can be identified with a non-zero subalgebra of g. Since P is
abelian and dense (with respect to the Zariski topology) in .S, it can be shown that
S is abelian. Therefore, the action of S on s is trivial and each non-zero element
of s is fixed by all elements in P. This is a contradiction. We can conclude that P
has finite order. |

6.2 The trichotomy theorem

The results of Subsection 6.1 and the geometric trichotomy presented in Theorem 3.2.5
and Remark 3.2.6 can now be combined with the notion of geometric r-matrix to derive
a new proof of the Belavin-Drinfeld trichotomy. In particular, in this section we proof
the following result:
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Theorem 6.2.1.

Let g be a finite-dimensional, simple, complex Lie algebra, r € (g ® g)(z))[y]

be a normalized formal r-matriz, and ((X, /), (C,n)) be the geometric CYBE

datum of r. The following results are true.

(1) X s an elliptic curve if and only if r is equivalent to the Taylor series of an
analytic r-matriz7: CxC — g®g iny = 0, such that 7(x+ X\, y+N) = 7(z,y)
for all X\, X in some rank-two lattice in C.

(2) X is a nodal plane cubic curve if and only if there exist some o € Autc.aig(9)
of order m € N and o-trigonometric r-matriz o (see Subsection 5././) such
that r is equivalent to the Taylor series of ¥(x,y) = o(exp(x/m),exp(y/m))
m y = 0.

(3) X is a cuspidal plane cubic curve if and only if r is equivalent to the Taylor
series of a rational r-matriz 7 (see Subsection 5./.5) iny = 0.

6.2.1 Proof of Theorem 6.2.1. Let O C Mult(g(r)) be chosen as in Theorem 3.2.5,
(X, ), (p,c, Q) = G(O,g(r)), and p be the geometric r-matrix of ((X, o), (C,n)). Let
X = (X 0%) denote the complex analytic space associated to X and ¢: X** — X
be the canonical morphism of locally ringed spaces. Recall that C' is the smooth locus
of X and write C*" := ,~}(C') C X" for the respective smooth locus of X",

If X = C' is smooth, it is a complex elliptic curve, so there exists a lattice A C C of
rank two as well as a biholomorphic map v: C/A — X?" such that 7(A) = p. Otherwise,
X is a plane cubic curve with a unique singular closed point s and normalization
v: PL — X, where one of the following cases occurs:

e s is nodal and we can choose coordinates (ug : u;) on PL such that

v Hs)={(1:0),(0: 1)} and v(1:1) = p. (6.8)

In particular, v restricts to an isomorphism Spec(Clu, u™']) — C for u = uy /ug and
induces a biholomorphic map v: C* — C?*".
e s is cuspidal and we can choose coordinates (z : z;) on P{ such that

v 1s)={(0:1)} and v(1:0) = p. (6.9)

In particular, v restricts to an isomorphism Spec(Cl[z]) — C for z = 21 /2y and induces
a biholomorphic map v: C — C?*".
Summarized, we have a holomorphic covering 7: C = (C,08") — C*" satisfying
17 (0) = p, defined by
v(Zz+A) if X is elliptic
7(Z) = (v (exp(2)) if X is nodal (6.10)
v(2) if X is cuspidal
in some holomorphic coordinates Z on C. Let m := 7: C — X. The invertible sheaf
QF = 1*Q¢ can be identified with the sheaf of holomorphic 1-forms on C*", so (*n

can be viewed as holomorphic 1-form. We can assume that 7*n = dZ. Indeed, it is
well-known that there exists a A € C* such that 7*n = AdZ if X is elliptic and

. Adu/u if X is nodal
V(o) = { /

] . ) . (6.11)
Adz if X is cuspidal
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Hence, we can achieve that A = 1 by replacing r with Ar(Az, Ay).

Lemma 6.2.2.
Let 0: 0% — C[Z] be the isomorphism defined by the Taylor series in 0. Then
the diagram

~ o
Oxp—— & (6.12)

|
Clz] =2 Cl4
commutes. Furthermore, for any rational function f on X, ¢(f) € C((2)) coincides
with the Laurent series of a meromorphic function on C in 0 which is
(1) elliptic if and only if X is an elliptic curve,
(2) a rational function of exponentials if and only if X is a nodal plane cubic
curve, and
(3) rational if and only if X is a cuspidal plane cubic curve.

Proof. As in Remark 3.2.2, the canonical derivations Ox , — wx, and O — Q)

induce continuous derivations & x,p — Wx,p and ﬁg?o — Q?}}O whose images generate
the respective modules. These derivations will both be denoted by d, since it will
be clear from the context which one is in use. The completion &x , — Q' of

*

Wxp —2 (Mt QE), — Q) (6.13)

is described by df — d@h(f) for all f € Ox,. The identity ¢*(7,) = dz implies
that 7, = de!(2) (see Remark 3.2.2) and 7*n = dZ implies that d&b(c~'(z)) = dz.
This yields 7(c1(2)) = Z, i.e. (6.12) is commutative, since 6(3) = 2.

Let f be a rational function of X. Then 7°(f)(2) = f(w(%)) is a meromorphic
function on C and its Laurent series in 0 coincides with its image of the extension
of 0 to the respective quotient fields. The commutativity of (6.12) implies that
this Laurent series evaluated in z coincides with ¢(f) € C((2)). Looking at (6.10),
we can see that f(m(Z2)) is elliptic if and only if X is elliptic, a rational function of
exponentials if and only if X is nodal, and a rational function if and only if X is
cuspidal. Here, we used fitv = fvi and the fact that fv is a rational function on
Pt if X is singular, i.e. simply a quotient of two polynomials. O]

Lemma 6.2.3.
The “—=" directions hold in Theorem 6.2.1.(1)-(3).

Proof. Assume that 7 is of the form stated in Theorem 6.2.1. By Lemma 2.2.3,
g(7) is generated by {(1 ® a)7(2,0) | a € g*}, so it can be identified with a
subalgebra of meromorphic maps C — g, which are elliptic in case (1), rational
functions of exp(z/m) in case (2), and rational in case (3). Since r and 7 are
equivalent r-matrices in normalized standard form, Mult(g(r)) coincides with
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Mult(g(7)), up to z +— Az for some A € k*; see Lemma 2.1.6.(4). We have seen
in the proof of Theorem 1.3.3 that there exists a subalgebra O C Mult(g(7)) of
finite codimension with the property: for every f € O exists a non-commutative

polynomial P = P(zy,...,x,) and elements a4, ...,a, € g(7) satisfying
fidg((z)) = P(ad(al), e ,ad(an)). (6.14)

In particular, O consists of elliptic functions in case (1), rational functions of
exponentials in case (2), and rational functions in case (3). Thus, the same is true
for the image O of O in Mult(g(r)). Since the quotient field of O coincides with
the rational functions on X, this observation combined with Lemma 6.2.2 proves

all “<=" directions. O
Lemma 6.2.4.
There exists an analytic r-matriz 7: C x C — g® g of the form

7= (Y XP)(rx7)plexc (6.15)

for an isomorphism ¢ : 7'/ — g ® O¢ such that:

(1) If X is an elliptic curve, F(x + X,y + X) = F(x,y) for all \, N € nA, where n
is some natural number.

(2) If X is a nodal plane cubic curve, there exist some o € Autc.a(g) of order m
and o-trigonometric r-matriz o such that 7(z,y) = o(exp(x/m),exp(y/m)).

(3) If X is a cuspidal plane cubic curve, 7 is a rational r-matriz.

Proof of (1). Since &7 is weakly g-locally free on the elliptic curve X, Theorem
6.1.4 provides an isomorphism 9y : v*1*o/ — ., where . is the sheaf on C/A of
holomorphic sections of

C x g/ ~, where (z,a) ~ (2 + A1, ¢1(a)) ~ (2 + A2, p2(a))

for ¢1, 2 € Autc_ae(g) of finite order. Choose n € N such that ¢} = idy = ¢5.
Let ¢y pr*. — g ® O denote the canonical isomorphism, where pr: C — C/A
is the canonical projection. Then ¥ypr*a: C — g is an nA-periodic meromorphic
function for any rational section a of .. Therefore,

T=WRY)(rxm)p:CxC—-gRyg (6.16)

is an analytic r-matrix (see Theorem 3.3.4) satisfying the desired periodicity, where
¥ = 1o (pryy) and m = (wpr was used.

Proof of (2). Recall that v: Spec(Clu,u™!]) — C is an isomorphism (since X is
nodal) and 7 | is weakly g-locally free. Theorem 6.1.1.(1) provides an isomorphism
U1 vV o — £, where £ is the sheaf associated to £(g,0) C gla,a '] on
Spec(Clu, u™']) = v=1(C), for some o € Autc ag(g) of finite order m and u = ™.
Recall that v = Zg”:_ol v, for v; € g7 ® g7, since (0 @ o)y = 7. Choosing the local
parameter 1>~ (u — 1) of p and

m—1
x = (Y1 ®yp) (vt x v 1)*Y, where Y == Z (ﬁ/ﬁ)j”yj € £(g,0) ® £(g,0),
=0
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in (3.37) yields

(6.17)

0= (V1 Kby (v X v)*plexe = UU_XU

for some gy € £(g,0) ® £(g,0). In particular, g is a o-trigonometric r-matrix
by virtue of Theorem 3.3.4. Here, we used @™ = u, n = du/u, and the fact that
v = Z}”_Ol 7; implies that x is indeed a preimage of id., under (3.34). The
mapping a(u) — a(exp(z/m))) induces an isomorphism s : exp*/*.¥ — g ® O
such that

7= (g W ahg)(rexp xtexp) oloxe = (W R Y) (7 X 1) plexc: CxC—g®g

is of the desired form, where 1) := 19 (exp* t*1)1) and viexp = (Dexp = 7 was used.

Proof of (3). If X is cuspidal, the construction of 7 can be carried out similar
to the nodal case: using Theorem 6.1.1.(2), the local parameter 1> ~!(z) of p, an
appropriate x that is constructed from ~, and (3.37) gives 7 in the desired form,
under consideration of n = du. O

Lemma 6.2.5.
The formal r-matriz obtained from the Taylor expansion of r in y = 0 is gauge
equivalent to .

Proof. By construction in Lemma 6.2.4, 7 = (¢p K ¢) (7 X 7)*p|oxe for an isomor-
phism ¢: "¢/ — g ® O¢. Using Lemma 6.2.2, we can see that the composition

n 96
ale] 55 ) — e 2 g 6 U gl (6.18)

defines a C[z]-linear Lie algebra automorphism ¢ of g[z]. Here, the second arrow
is the isomorphism obtained by completing <7, — (m.1*%/), — (7" ) and 0 is
the map defined by the Taylor expansion in 0. It is straight forward to show that
the diagram

N(C x O\ A, o/ R o) — (82 0)(@)ly] — 2, (g @ g)() [y]

(WXW)*J(

MNCxC\ A, md Rr*al) —

= 8@ @T(Cx T\ A, 0)

commutes, where A, = {(z,y) € C x C | n(x) = w(y)}, 5* is given in (3.33),
and the unlabeled arrow is given by Taylor expansion in y = 0. The upper row
maps plexc to (¢(x) ® ¢(y))r(z,y) by virtue of Theorem 3.3.3. This concludes
the proof. O

Remark 6.2.6.
Note that the three classes from Theorem 6.2.1 are preserved by arbitrary formal
equivalences because of Remark 3.2.7. This fact remained unclear in the classical
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approach from [BD83a; BD83b].




Elliptic r-matrices

Throughout this chapter, g is a finite-dimensional, simple, complex Lie algebra.

7.1 Acyclic weakly g-locally free sheaves of algebras
on elliptic curves.

In this section, we present a classification of acyclic weakly g-locally free sheaves of
algebras on elliptic curves, refining Theorem 6.1.4 based on the results of [BD83a,
Section 5]. Translating said reference to the algebro-geometric language will result in
the classification of elliptic r-matrices in the next section.

7.1.1 Prelude: pairs of automorphisms of g without common fixed vector. The
classification of pairs of automorphisms of g without a common eigenvector of eigenvalue

1 relies on the following solvability criterion for finite-dimensional Lie algebras from
[BD84, Section 9].

Proposition 7.1.1.
Let I be a finite-dimensional Lie algebra and assume ¢ € Autcag(l) exists such
that det(¢ — idy) # 0. Then [ is solvable.

Proof. 1f ¢ has finite order and [ is simple, we can deduce from Theorem 4.2.3 that
[0 .= {a €| ¢(a) =a} # {0}, so det(p — id;) = 0. If ¢ has infinite order and [ is
simple, we can repeat the argument in Step 4. of the proof of Theorem 6.1.4 for
the group P generated by ¢ to see that again a fixed vector of ¢ necessarily exists,
so det(¢ —idy) = 0.

Assume now that [ is semi-simple and let i C [ be a simple ideal. Since [ is
a finite direct sum of its simple ideals, there exists n € N such that ¢"(i) = i.
Therefore, as argued above, there exists a € i such that ¢"(a) = a. Choosing n
to be minimal satisfying ¢"(i) = i, we see that a, ¢(a),...,¢" (a) € [ are linearly
independent, so 0 # @ == 7=} ¢*(a) satisfies ¢(a) = @. In particular, we conclude
det(¢ —id;) = 0.

Finally, let [ be an arbitrary finite-dimensional Lie algebra and ¢ € Autc ag()
satisfy det(¢ — id;) # 0. The automorphism ¢ respects the radical rad(l) of [.
Therefore, ¢ induces an automorphism of the semi-simple Lie algebra [/rad(l
without fixed point. This forces [/rad(l) = {0}, so [ = rad([) is solvable. O

The following result can be found in [BD83a, Proposition 5.2]. For sake of completeness,
we will give the proof presented there.
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Theorem 7.1.2.
Let ¢1, 2 € Autcag(g) be of finite order such that g1 = po¢r and

{acgl¢i(a) =a=gaa)} = {0}. (7.1)

There exist coprime integers 0 < m < n and an isomorphism ¢ : g — sl,(C) of
complex Lie algebras such that Y9~ = Adrm and Yoop™t = Ady, for

10 ... O 01 ... 0

0 ¢ ... 0 e 2 o, ¢ 271
=1. . ) Ay = - " |, where ¢ := ex (—) 7.2
! Do . : ? 00 ... 1 P n (7.2)

0 0 gn1 1 0 0

Proof. We will split the proof into several parts.

Step 1. ¢ induces an automorphism v of the Dynkin diagram of £(g, ¢1). The
Lie algebra gy == {a € g | ¢1(a) = a} is non-zero and reductive; see Theorem
4.2.3. Furthermore, ¢ defines an Lie algebra automorphism on gy without fixed
vector, so go is solvable by virtue of Proposition 7.1.1. Combined, we see that
go is abelian. In particular, go = $ is the only triangular decomposition of g,.
Let (E(g, 1), 9,11, 1Y) be the associated realization from Theorem 4.2.3. Since ¢
and ¢y commute, ¢o defines an automorphism of £(g, ¢1) which fixes the standard
Borel subalgebras induced by the realization (£(g, ¢1),$, 11, 11V). Therefore, ¢s
induces an automorphism of the Dynkin Diagram of £(g, ¢1); see Lemma 4.2.6.

Step 2. There exists an isomorphism : g — s0,(C). We have seen that
pa(a;) = oy, for some automorphism v of the Dynkin diagram of £(g, ¢1), where
II={ag,...,a} and o € $ is determined by o |5 = K (af, —) for the Killing form
K of gand i € {0,...,¢}. Assume that S C {0,...,¢} is stable under v. Then
0# a:=>c5al € go satisfies ¢2(a) = a, so a = 0 by assumption. Since II has
exactly one linear relation among its elements, we can deduce that S = {0,..., ¢},
so {17 | j € Ny} operates transitively on II. This forces the Dynkin diagram of
£(g, ¢1) to be of type Aél); see Figure 4.2. Therefore, ¢; is inner and there exists
an isomorphism ¢: g — sl,(C) for n = ¢+ 1.

Step 3. ¢1, ¢y define a homomorphism w: 73, — PGL,(C) for some N € N.
Repeating the first two steps for ¢; and ¢, switched implies that ¢, is also
inner. Therefore, there exists Aj, Ay € SL,(C) such that ¥¢;0~! = Ady, for
i € {1,2}, where Ads(a) = AaA™! for all A € SL,,(C) and a € sl,(C). The facts

¢r =idg = ¢y and ¢1¢y = ¢achy imply
A Ay AT A AY AY € Ker(Ad) = C*iden. (7.3)
Therefore, 7: Z3 — PGL,(C) := GL,(C)/C*idcx defined by (k, () — A¥AS is a

homomorphism.

Step 4. 7 is irreducible understood as projective representation. Since T is
a projective representation of a finite group, it is irreducible if and only if it
is indecomposable; see [Kar85, Chapter 3, theorems 2.5 & 2.10]. Assume 7 is
decomposable: there exists a non-trivial decomposition C" = V; & V5 such that
A;V; =V, for 1,5 € {1,2}. Let pr: C* — C" be the canonical projection onto V.
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It is easy to see that A;prA; ! = pr for i € {1,2}. Then a := pr— dimT(Vl)id(cn can be
interpreted as a non-zero element of sl,(C) such that ¢;(1)(a)) = 1 A;aA;* = ¥ (a)
for i € {1,2}. This is a contradiction. We deduce that 7 is irreducible.

Step 5. Concluding the proof. Consider the generators g; = (0,1) and go = (1,1)
of Z3 and note that Z%; is the product of the cyclic groups generated by g; and
g2. By virtue of [Kar85, Chapter 3, Theorem 7.1], we have N = n and 7 is
projectively equivalent to the projective representation 7’ determined by ¢; +— T
and gy — ToTT, where T) and Tj are given in (7.2). Note that TyT,Ty 'y ! €
Ciden, so 7'z Z2 — PGL,(C) is given by (k,¢) — TF™T%. The fact that 7 and 7’
are projectively equivalent can be formulated as: there exists P € GL,(C) such
that PA; P~ = iy T/ and PAyP~! = 1y Ty for some py, g € C*. In particular,
Adp Ady, Adp = AdTlm and Adp Ady, Adp = Adp,. Therefore, the isomorphism

= Adp1p: g — sl,(C) satisfies ©¢19 ! = Adpm and ¥y~ = Ady,. O

7.1.2 Refinement of Theorem 6.1.4. Recall that for every complex elliptic curve X
exists an isomorphism X** =2 C/(1,7)z, for an appropriate

7 € H:= {z € C| z has positive imaginary part}. (7.4)

Combining Theorem 7.1.2 and Theorem 6.1.4 immediately results in the following
refinement of the classification of acyclic weakly g-locally free sheaves of Lie algebras
on an elliptic curve.

Theorem 7.1.3.

Let o7 be an acyclic weakly g-locally free sheaf of Lie algebras on an elliptic curve
X and v: X* — C/(1,7)c be a biholomorphic map for an appropriate T € H.
There exist coprime integers 0 < m < n such that v,.o/*" is isomorphic to the
sheaf 2 (nm)) of holomorphic sections of

C x sl,(C)/ ~ (z,0) ~ (z 4+ 1, T"aTy™) ~ (2 + 7, ToaT, V) (7.5)

as sheaves of Lie algebras, where Ty and Ty are defined in (7.2).

7.1.3 Description via simple vector bundles. The following theorem from [BH15]
gives an intrinsic algebro-geometric description of the sheaves appearing in Theorem
7.1.3.

Theorem 7.1.4.

Let o/ be an acyclic weakly g-locally free sheaf of Lie algebras on an elliptic
curve X, v: X* — C/(1,7)c be a biholomorphic map for an appropriate T € H,
and 0 < m < n be coprime integers. For any simple locally free sheaf .7 (i.e.
éEndg, () = Ox) of rank n and degree m, the sheaf <7 defined by the short
exact sequence

0— o — Endp (F) 25 Ox —> 0. (7.6)
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I sutisiies Y™ B D fnam)-

Proof. If . and .’ are simple locally free sheaves of Lie algebras with the
same rank and degree, there is a canonical isomorphism &ndg, (.) = Endeg, ()
respecting the trace; see [BH15, Proposition 2.14] for details. Therefore, it suffices
to prove the assertion for some simple vector bundle .¥ of rank n and degree m.
We split the proof in three steps.

Step 1. Setup. It is easy to see that &7*" is the kernel of Tr yan. By virtue of
[lenl1, Theorem 5.24], we can chose . in such a way that .#*" is isomorphic to
the sheaf of sections of C x C"/ ~y, where

0 1 0
(2,0) ~1 (24 1,0) ~1 (2 +7,8(2)0) for ®(z) = 0 0 1 (7.7)
o) 0 ... 0

and ¢(z) = exp(—mimr — 2rimz/n). Consider the sheaf .7 of sections of C x
C"/ ~q, where

(2,0) ~o (24 1,T{v) ~g (2 + 7, Tyv) for T} = ™", Ty = co(2)T. (7.8)

Here, 1 = exp(—2mim7/n), ¢ € C* is chosen in such a way that c* = p(n—1/2
and T4, Ts, € are given in (7.2).
Step 2. . = .. Consider A: A x C — GL,,(C) defined inductively by

A0, 2) == iden, A(kT + 0, 2) = A(kT,2) = ®(2 + (k — 1)1)A((k — 1)7,2) (7.9)

for k,0 € Z,k > 0 and by A(kT +(,2) = A(=k7 + €,z — k7)" ! for k, £ € Z,k < 0.
Furthermore, let B(\, z) == D(z + A\)A(X, 2)D(z)~! for 2 € C,\ € A, where

d(2)"ay 0 0

0 d(2)"2ay ... 0
D(z) = _ ) _ .| for some ay,...,a, € C*.  (7.10)

0 0 ce. QA
Since ¢(z + 1) = ¢(2)e™™, the identity B(1,2) = D(z + 1)D(z)"! = e™T{" = T
holds for any choice of a4, ... O Therefore, [lenll, Theorem 2.6] provides the
desired isomorphism " = . if a4, ..., a, are chosen in such a way that Tj =

B(1, z) holds. Using ¢(z + 7) = ¢(2)n and choosing ay, . ..a, € C such that

ana;' =n" Fagagl, =cforall l<k<n—1 (7.11)
implies B(7,2) = D(z + 7)®(2)D(z) = cop(2)Ty = Ty. The system of equations
(7.11) has a solution for ay,...,a,. Indeed, putting a, = 1, we can see inductively
that a,_j = cfn~17277F = Fy=k=1/2 hag to hold for all k € {1,...,n — 1}
and (7.11) is consistent since ¢ = apa;’ = a;* = ¢ "'y =1/2 holds due to

n — pr(n=1)/2_Ip particular, we have shown .7%" & &

c
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Step 3. & = 2(;, ). It is straight-forward to see that the kernel of the sheaf

trace Tr 51 &ndg, (/) — Ox is given by
C x 51,(C)/ ~3 for (2, A) ~3 (2 + 1, Adg/(A)) ~3 (2 + 7,Adgy(A)).  (7.12)

Now the identities Adzy = Adzm and Ady; = Adg, conclude the proof. O

7.2 Classification of elliptic r-matrices.

In this section, we derive the well-known explicit formulas for elliptic r-matrices from
[Bel81], using Theorem 7.1.3.

7.2.1 Preparation. Let us define Z;, = TFTy " for k, ¢ € Z,, where Ty, Ty were defined
n (7.2). Observe that the labeling is well-defined since 77" = id¢a = T3'. The following
lemma summarizes the basic properties of these elements.

Lemma 7.2.1.

Let ¢ = exp(2mi/n). The following results are true.
(1) {Zky ks | (K1, ko) € Z2\ {0}} C s1,,(C) is a basis.
(2) ﬂZkthTrl = 8kiZk17k2 for alli e {1, 2}, (k)l, k)g) S Zi \ {O}

(3) Tr(Zkl,kQZgth) = nfklkz(skh_gl(st’_gQ fOT’ all (]{71, k‘g), (61,62) € Zi \ {0} and

gké

Z 7Zk7g &® Z_k7_g € E[R(C) & ﬁ[n(C) (713)

k,0€Z2\{0} 2n?

is the Casimir element.

Proof. 1t is easy to see that the identities
Ty =eTy ' Ty and T T = e VI, (7.14)

hold. Therefore, Tr(Zy ) = e*Tr(Ty " TFTy ) = ¥ Tr(Zy,) implies that Tr(Zy )
vanishes if £ # 0 in Z,,. A similar argument shows Tr(Z,) = 0 if £ # 0 in Z,, so
Zyy € 51,(C) for (k,¢) € Z2\ {0}. The fact (7.14) also implies

nekikz (kl, kg) = —(fl,gg) € 2Ly,

Tr(Ziy oy Ztry) = € 20T ( Lyt ptn) = . ,
0 otherwise

where Tr(Zpo) = Tr(iden) = n was used. From this we deduce that
{Zs ko | (k1 k2) € 22\ {0}} C 8L,(C) (7.15)

is linearly independent, hence (1) is proven. Part (2) is a direct consequence of
(7.14) while the remaining assertion in (3) follows from the fact that the Killing
form of sl,(C) is given by (a,b) — 2nTr(ab). O
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7.2.2 The classification theorem. For any (k,¢) € Z2 \ {0} and 7 € H, a unique
meromorphic function z — Mg ¢(z;7) on C with pole set (1, 7)z exists such that

o lim, ,o2A(2;7) =1 and

o \iv(z+1;7) =fNis(z;7) and A o(2 + 73 7) = e o(25 7).

Existence and uniqueness of these functions can be seen by using the Mittag-Lefler
theorem or the following observation; see [Skr12].

Remark 7.2.2. .
For every k, ¢ € 7Z with image k, /¢ € Z,, the quasi-periodic functions A, can be
described using the theta function

Dar,a0)(2:T) =D _ exp (m(k +a1)*r + 2mi(k +ay) (2 + ag)) (7.16)
kez

with characteristic (a;,as) € C? via the formula

21/2,1/2)(03 T)ﬁ(k/n+1/2,—e/n+1/2)(2; 7’)

717
V(1/2,1/2) (23 T)V(k/nt1/2,~¢/m+1/2)(0; T) (7.17)

AralzT) =

The following theorem settles the classification of elliptic r-matrices.

Theorem 7.2.3.

Let r € (g ® g)(«)[y] be a normalized r-matriz, O C Mult(g(r)) be chosen
according to Theorem 3.2.5, and G(O,g(r)) = (X, o), (p,¢,()). Assume that
X s elliptic. There exist T € H and coprime integers 0 < m < n such that r is
gauge equivalent to the Taylor series of Tz (mmy) ny =0, where

kot
>
T (T Y) = D Akt — Y5 T) Zip @ Z_js, . (7.18)

k,ec72\{0} 2n?

Proof. Choose (T, (n,m)) such that there exist isomorphisms v: X** — C/(1,7)z
and ¢: p* o — 2(r (nm)), where = w': C/A — X for the canonical morphism
t: X* — X. The latter is possible because of Theorem 7.1.3.

Let 7 € (g®g)((«))[y] be the Talyor series of 7(; (nm)) (2, y) at y = 0. Lemma 7.2.1
implies that 7 is in normalized standard form. The j-th derivative )\7(72674(2; T) s
in z of Ak e(2:7)Zk e is an element of the subspace 20 of meromorphic sections
in I'(U, 2(+,(n,m))), where U = (C/A) \ {A}. Indeed, this follows from the j-th
derivative in z of the identities

AdTlm ()\mk,ﬁ(z; T)ZM) = €mk)\mk7g<z; T)Z]ﬁg = )\mk7g(z + 1; T)Z]ﬁg and

Z (7.19)
Adg, Nk (257) Ziy) = € Xt (25T) Ziop = Ao (2 + 75 7) Zio .-

Since global periodic functions are constant due to Lioville’s theorem and Adzm, Adr,
have no common fixed vector, we can see that

Lo(0) = g(F) = (Lo o(2:7) Zue) | ko€ € Z2\ {0}, j € No)e, (7.20)
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where Ly is the Laurent expansion in z = 0. Moreover, ((I'(X \ {p}, &)) = g(r)
and the chain

DX\ {p}, @) 25 T(U, ') -2 T(U, 24r () (7.21)

results in an isomorphism I'(X \ {p}, &) = 0. Therefore, ¢(g(r)) = g(¥) holds,
where ¢ € Autcp.jag(g]2]) is defined by the chain

ﬂW‘d—wwN%Qnmr%Wﬂ (7.22)

Here, the second arrow is the completion of @7, — (u.pu*</), — p*< and the
C[z]-linearity of ¢ is a consequence of Lemma 6.2.2. Application of Lemma 2.2.4
concludes the proof. O

7.2.3 Equivalences of elliptic »-matrices. To complete the classification of elliptic
r-matrices, it remains to investigate which elliptic r-matrices of the form (7.18) are
equivalent.

Proposition 7.2.4.
Let 7,7/ € H and 0 <m < n, 0 <m’ <n be two pairs of coprime integers. The

elliptic r-matrices r(; (nm)) and r; n/ 1)) are formally equivalent if and only if
C/(1,7)z=C/(1,7")z,n=n' and m’ € {m,n —m}.

Proof. Using the construction in Section 7.2 and Lemma 3.1.1, we can deduce
that 7((nm)) and 7 (v my) are equivalent if and only if there exist isomor-
phisms f: (C/<1 T >Z — C/(1,7)z and V1 Z- (nm)) = Z(r,(n/m)), Where we used
[+ 20 ) = Lir (n y)- Obviously, n = n' has to hold The isomorphism v is
determined by a holomorphic map C — Autcag(g), which we will also denote by
1, satisfying

Y(z+1) Adgm = Ad Y(z) and ¥ (z + 7) Adp, = Adg, ¥(2); (7.23)

see e.g. [lenll]. We see that v is bounded, so constant by virtue of Liouville’s
theorem. There are two possible cases.

Case 1. ¢ is inner. Let A € SL,(C) satisfy ¢y = Ad4. The identities (7.23)
are equivalent to

T ATT™ = €M A and T, Y ATy = 2 A (7.24)

for some ki, ky € {0,...,n —1}. Let A = (ay)7,—, and chose i,j € {1,...,n}
such that a;; # 0. Then TobAT, ' = " A implies ay; # 0 for all i, 5/ € {1,...,n}
such that i/ — j = i — j (mod n) and the identity T/" AT, ™ = e A states
g@=Dm'=("=Umg,, ., = ek1q,,. Chose i’ and j' in such a way that i’ =i+ 1 (mod n)
and j'=j+1 (mod n). Then

s . I (s
g™ ]mai/j/ = é‘klai/j/ and 8(1 Dm’=(j I)malj = €k1(lij (725)
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imply that im’ — jm =k; = (i — 1)m' — (j — 1)m (mod n). Therefore, m —m’ =
0 (mod n) and 0 < m,m’ < n implies m = m’.

Case 2. ¢ is outer. Let A € SL,(C) satisfy 1) = Ad o, where o(a) = —a®
for all a € sl,,(C) represents the only non-trivial outer automorphism of s, (C).
Since Tf = Ty and TY = T, ', we have 0 Ady, = AdT1_1 o and o Adp, = Adrp, 0.
Therefore, we can see that (7.23) reads

Ady Adem o= AdTlm’ Adso and Ady Adp, 0 = Adp, Ady o (7.26)

Thus, there exist ki, ky € {0,...,n — 1} such that
T AT™ = M A and Ty AT, = 2 A. (7.27)
Using 11" = T "™ and repeating the proof of Case 1. yields m’ =n —m. O

7.2.4 Example: elliptic r-matrices over g = sl3(C). Let 7 € H, ¥(,, 4,) be the
theta function of characteristic (a1, ay) € C* (see (7.16)), and write

9, 0:7) 911 (0; )\
o= (1/2,1/2)( ;)0 ,1)( 77)7 and k = 1 — <W> . (7.28)
V(1,1/2)(0; )01 /2,1)(0; 7) Y (1,1)(0;7)

Then the quasi-periodic functions A; 1, A1 o and Ag; can be expressed using the Jacobi
elliptic functions sn, cn and dn via

dn(az; k)

sn(az; k)

cn(az; k) a

Mi(z7) =« s hoi(z7) =« and Ajo(z;7) =

sn(az; k) sn(az; k);

see [Skr12]. Let us put

1 1 (1 0 1 1 (0 1 1 1/0 -1
P3‘_221,0_2<O _1>7P2'_QZO71_2<1 0>5P1'__221,1_2<1 0)7

then [P, Pj] = —e;, P, holds for all {7, j,k} = {1,2,3}, where ¢ is the Levi-Civita
tensor. Moreover, K (P;, P;) = 4Tr(P,P;) = —20,; for all i, j € {1,2,3}. Then

a (dn(az; k) cn(az; k)
e (T, y) = ) <sn(a2'k:)Pl ® P+ S :

az; k)

P ® P+
n( s

——P;® P
n(az; k) ° © 3) ’

where z = x — y, is essentially the only elliptic r-matrix for g = sly(C) associated to
T € H.



Trigonometric r-matrices

Let g be a finite-dimensional, simple, complex Lie algebra. We have seen in Theorem

6.2.1 that a normalized formal r-matrix whose associated curve is a nodal Weierstrafl

cubic is equivalent to a certain Taylor series of a o-trigonometric r-matrix for an

appropriate 0 € Autc.ag(g) of finite order. In this chapter, we investigate these

r-matrices in detail. For this purpose, we use the notation from Subsection 5.4.4:

e o is a Lie algebra automorphism of g of order m € N, 7 is the Casimir element of g
and K is the Killing form of g;

o gl =n_@dHDn, is a fixed triangular decomposition and v = ;”:_01 v € 697]”;01 97297,
(resp. Yo =0 +Y+7% € (n+:Qn_)B(HRN)S(n_®n,)) is the natural decomposition;

o £:=£(g,0) Cglu,u'], L :=Clu,u"!] for u=a™ and Kj is the bilinear form of £
defined in Lemma 4.2.1;

° (E, h=9H1 = {ag, ..., a,}, 1) is the realization provided by Theorem 4.2.3 to the

given triangular decomposition of gg, {ej, e; ’ jeAo,... ,n}} is a set of Chevalley
generators of said realization and ® = ®* LU ®~ = ®™ |J $'™ is the associated root
system;

e B = H DN, are the standard Borel subalgebras, i.e.

m:l: =nyL P @ ngj = <6;t | ] S {07 v ,n}>(C—alg; (81)

+5>0

e 0° = 0p° is the standard Lie bialgebra structure of £ to gj =n_ @& $H @ n,, where

o 1 mlrang _
g(u,v>=(u/v)_1j§% (5> Y+ % + /2 (8.2)

is the standard o-trigonometric r-matrix and we write o' = p° + t, 8" := §° + Ot for
all t € £® £. The tensor ¢ is a classical twist of §° if and only if §* is a Lie bialgebra
cobracket if and only if o' is a o-trigonometric r-matrix;

o ((£x L, KSQ)), D,20°) is the Manin triple determining ¢6° (up to £ = @), where 23°
is given in (5.48), and (£ x £,D,20") is the consequent Manin triple determining ¢*
(up to £ = D) for any classical twist ¢ of 6°; see Theorem 5.4.9.

8.1 Explicit geometrization

In this section, we give an explicit description of the geometric data associated to
o-trigonometric r-matrices. More precisely, we assign a geometric g-lattice model to
any classical twists ¢ of 6° in Subsection 8.1.1 and prove that this construction yields
the geometric datum of ¢! in Theorem 8.1.3. The sheaf of Lie algebras in this model is
constructed from 20* following the theory of torsion-free sheaves from [Bod+06]. We
will see in Proposition 8.1.4 that the classical double of ' appears naturally in this
geometric picture.
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8.1.1 Construction of geometric g-lattice models from classical twists of §°. Let
t be a classical twist of §° and write 20 := 0. Recall that ® = Im(¢) for the injective
Lie algebra morphism ¢: £ — £ x £ defined by a — (a,a) and

Qﬁo = {((IJF,(I,) € %+ X SB_ ‘ ay +a_ € 9’@ —I—‘)’L} . (83)

Theorem 5.4.9 implies that the Manin triple (£ x £,0,20) determines the Lie bialgebra
cobracket ® — © ® © given by (a,a) — (1 ® ¢)0'(a) and 20 < 20° holds. Let
pry: £ x £ — £ be the projections defined by pr, (a;,a_) = ax. Then the subalgebras
pro(20) = W, C £ satisfy

W, x W =W, xW_ )" CW- =2 CW, xW_. (8.4)

Summarized, 20+ C £ are coisotropic subalgebras of £ commensurable with B, i.e.
2+ C W, and Wi =< B in symbols.
Proposition 4.2.9 implies that «*20. C 20+ C .., so

20, is a free Lie algebra over Ly = C[u™'] C L. (8.5)
Combining this with (8.4) implies that
20 is a torsion-free Lie algebra over Cluy,u_]/(uiu_), (8.6)

where the multiplication is defined by u, (ay,a_) = (ua,,0) and u_(ay,a_) = (0,u"ta_)
for all (ay,a_) € 20.

Let us write Uy := Spec(L+) and U := Spec(L) as well as .Z, #, for the sheaves of
Lie algebras on U, Uy defined by £,20. respectively. We identify PL with the gluing of
U, and U_ along U. Since . =< B, the multiplication map gives rise to isomorphisms
W, @, L= L. Therefore, we can glue #, and #_ along £ to produce a sheaf of Lie
algebras % on P{. In particular, we have Pt = U, UU_, U = U; N U_ and there are
canonical isomorphisms Ay, = #o, Blv = L.

The Mayer-Vietoris sequence combined with the fact that £ x £ = © @ 20 gives
2, +920_ = £ implies that H"(%) = 20_ N2V, and h'(%) = 0. Note that

Blo =W, /uW, = W, and B|oo = W_/u™'W_ = W_, (8.7)

where 0 == (u) € Uy and oo == (u™!) € U_.

Lemma 8.1.1.
The following results are true.
(1) The Lie algebra 20 = W/ (uy,u_)W admits a linear isomorphism

Wx (W, NW_) — W, xW_, ((wy,w_),a) — (wy —a,w_ —a).

(2) W # W, x W_.

Proof of (1). The identity £ x £ =D & 20 yields

W, xW_ = (W, NW_) dW. (8.8)
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Combining this with (uy,u_ )20 = vQ0, x v~ 'Y _ immediately implies the state-
ment.

Proof of (2). Assume 20 = 20, x 2J_. Then (8.4) implies 2. = W+ and
(8.8) implies £ =W, & W_. Combining Proposition 4.2.9.(3) with Lemma 4.2.7
provides ¢ € Inn,q(£) such that (W) C B.. Thus,

Mo C p(We)" = (W) = (W) C B, (8.9)

50 (W) = H1 ® Ny for some Ho C §H. The identities (W)t = (W) and
©(W,) D (AW_) = £ are equivalent to HL = H and H, D H_ = H.

The proof of Lemma 4.2.4.(3) can also be used to deduce that K, defines a
positive-definite bilinear form on Hr = Ho ®g R. Clearly, H = Hr & iHr and
the projection 7: $ — $Hg restricted to H4 has kernel $H NiHr. The identities
$1 = H4 and the fact that K is positive-definite on $r imply $H1 NiHr = {0},
so 7|y, are isomorphisms. This implies that 4+ = {a + iAra | a € Hr} for
some Ay € Endg(Hg). But this contradicts $H; @& H_ = $H. We conclude that
W =2, x W_ is impossible. O

Let us define X by the push-out diagram
{0,00} ——{s} . (8.10)

L]

PL— X

Then X is a curve of arithmetic genus one with nodal singularity s € X, smooth locus
C = X \ {s}, and normalization v. Consider the sheaf of Lie algebras 7 defined by
the pull-back diagram

o — U, B (8.11)

L]

W— W, xW-_

where 20 and 20, x 2J_ are understood as skyscraper sheaves at s. Note that the
canonical projections 20 — 20, are surjective, so they induce a surjective morphism
0: 90 — W, x W_. The sheaf o7 is the torsion-free sheaf on X associated to the triple
(%,0,20) in [Bod+006, Theorem 16].

Lemma 8.1.2. P
We have h°(«/) = 0 = h'(«/), [(C, o) = £, and o, = 0 = §m W/ (uy, u_)*W.

Proof. By construction I'(C, &) = I'(U, ) = £. The short exact sequence
0— o — Wx1v,B— W, xW_ —0, (8.12)
H°(%) =290, NW_, and h' (%) = 0 induce the exact sequence

0— HY(&) —Wx (W, NW_) — W, xW_ — H(F) —0 (8.13)
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in cohomology. The middle arrow is the isomorphism from Lemma 8.1.1, so
h’(e7) = 0 = h'(a7). Observe that

W= W, xW_ (8.14)

J

?%_x +

gl

=t

is a pull-back diagram, since (u,u_ ) = w20, x v~ ' _. Similarly, the diagram

Jﬂ
g
)

(8.15)

=8

=t

is also a pull-back diagram. Here, we wrote Q/ﬁi = l'glﬂﬂi / w9, Note that
the completion of (v,%)s is isomorphic to W, x W_ as Cluy,u_]/(usu_)-Lie
algebras. Thus, applying the completion functor (/-\)s to the pull-back diagram
(8.11) yields .7, = 20, O

Let p == v(u—1) € X and ¢: Ox, — C[z] be the isomorphism obtained by the
completing L = Clu,u™!] — C[z] defined by h(u) + h(exp(z)). We have an c-
equivariant isomorphism (: Ja?p\ — g[z] of Lie algebras induced by the completion of the
morphism £ — g[z] defined by a(u) — a(exp(z/m)). Summarized, we have constructed
a geometric g-lattice model ((X, <), (p, ¢, ()).

8.1.2 The comparison theorem. The following theorem verifies that the geometric
datum constructed from a classical twist of §° in the Subsection 8.1.1 is indeed the
geometric datum of the formal r-matrix associated to said classical twist. It is a version
of one of the main results from [AB21].

Theorem 8.1.3.

Let r € (g® g)((x)[y] be the Taylor series of o' (exp(z/m),exp(y/m)) iny =0

for some classical twist t of 0° and ((X, <), (p,c,()) be the geometric g-lattice

model associated to t in Subsection 8.1.1.

(1) T((X, &), (p, ¢,¢)) = (Mult(g(r)), g(r)).

(2) The geometric CYBE model of v is (X, <), (X \ {s},du/u)), where du/u is
understood as Rosenlicht regular 1-form on X.

(3) The associated geometric r-matriz p of (X, o), (X \ {s},du/u)) satisfies
(v xv)p =g €(£®L[((u/v) —1)7"].

Proof. First, note that ((I'(X \ {p}, 7)) = g(r) would be a consequence of the
identity (v X v)*p = o' and Theorem 3.3.3. Since C[z] 4+ ¢(I'(X \ {p}, Ox)) has
codimension one in C((2)), we can see that either Mult(g(r)) = ¢(I'(X \ {p}, &))
or C[z] + Mult(g(r)) = C((z)). The latter would imply that ¢: &/ — £ is an
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isomorphism, so 20 = W, x W_. This does not occur by virtue of Lemma 8.1.1.
Therefore, it remains to proof (v X v)*p = o'. We split the derivation of this
assertion into several steps.

Step 1. Some preliminary notations. For any k € N let
o P®) = Cluy,u_]/(u_,us)* and P¥ = Clut!)/(u**) as well as
e Y*) := Spec(P®) x U, v = Spec(f’j(tk)) x U and Y#) = f/ﬁ) LYW,
Then we set: Y = ligY(k), Yy = @?ik), Y =Y, x Y_. Note that ¥ =
Spec(P) and Yy = Spec(Py), where P == Clv,v Jus,u_]/(usu_) and Py =
Clv, v~ Y[u*']. Finally, let St = Clv,v"1](u*')), Z1 == Spec(S+), S := Sy x S_
and Z := Z, U Z_. The canonical embedding Clu,u~!,v,v7!] C Si induce an
embedding 1: Clu,u™',v,v71] — S. The identities

—(u=—v)> v =1 = (u—v) Y V! (8.16)
k=0 k=0

imply that ¥(u — v) is a unit in S. As a consequence, 1 can be extended uniquely
to an algebra homomorphism ¢ : Clu,u™, v,v™!, (u — v)~!] — S, where

ﬂ( - ) — (—iw%hi&m’f) . (8.17)

u—v
Thus, considering U = Spec(Clu,u™!]) = v~ }(C), we obtain a morphism
7: Z = Spec(Clu, u™ v, 07 (u—0) ) =U x U\ A, (8.18)

where A = (v x v)"'A and A is the diagonal of C' x C. Next, we have a family of
morphisms of schemes a

(20 YW = X x €\ A) (8.19)

kEN’
defined as the product of the morphism Spec(P*)) — X mapping the unique
closed point to s and v: U — C. Taking the corresponding direct limit, we
get a morphism €: Y — X x C'\ A. In a similar way, we have a family of
morphisms (gk: YR 5 PLx U\ A>keN

£Y = PL x U\ A. Summing up, we get the following commutative diagram in
the category of schemes:

as well as the corresponding direct limit

Xx C\ALZEP xU\A—U x U\ A (8.20)
Tak ng

| oy UORE )
Y ¢ a Y ! Z

vghere V, Uk and 7 are the morphism induced by the canonical inclusions Pk C
P x PJ(rk) and Clv, v 1][u*'] C S4.
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Step 2. Formal series expression of p at s. Since 7 is torsion free, we get an
injective map

T(X x C\ A, & R.o/) = WHL := lim (W/(uy,u )W £)

Let T == {(k,i) € 22 | 1 < i < dim(g?)} and {by}3®) be bases for all
k € 7, which are chosen in such a way that K(b, b)) = Ok—edij. Then

{a(k,i) = b(k,i)ﬂk}(k Jer is a basis of £ with the property Ko(a(k,, a,j)) = Or,—e0i ;-
There exists a uniquely determined family (c(x))x,ijer of elements of 90 such that

for any k£ € N there exists a finite subset T, C T satisfying the following properties:
o The class CEZ?i) of ¢z in W/ (u_, uy )W is zero for all (k,i) ¢ T and

© )= % ey ® g € W/ (uy,u ) We £,
k
Recall that p € T'(X x C, o/ Ko7 |c(A)) CT(X x C\ A, o/ K.o7). In these terms

we may write

e*(p) = Z Clk,i) @ Q(k.)- (8.21)
(k,i)eY

Step 3. An expression for p on the smooth locus. Choosing the local parameter
V>~ Y(u — 1) of p and

m—1 m—1 m—1
Zu/v 7j€£®£ wherev—Z% @gj®g
j=0 7=0 7=0

in (3.37) yields

vx

(v xv)ploxe = ——+h, (8.22)

—v
for some h € £® £. We have to show that h =t + yn_ + 70,/2 to conclude the
proof.

Step 4. Comparing the expressions for p. It follows from (8.17) and (8.22)
that

Fxv)yp= 3 (e + (e his)) ® agy € (WEL) @p S, (8.23)
(k,i)eY

where the (h), hri)) € D C £+ x £ are determined by the expression h =
X kiyer Pri) @ agry (which is a finite sum in £® £) and

~ ~ O,CL_Z‘ if
£+><£_9w(k,i)={ E (k0

k
_ (8.24)
—a(,k,i), O) if k

1
0.

N\

Here, £+ = £ ® C((u*!)) and we note that

QW) = Wep (C(ur) x Clu-)) = £ x £ (8.25)
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It follows from (8.20) that (nu)*c*p = 7*(v x v)*t*p. Hence, for any (k,i) € T we
have:

Q/ﬁ D Cki) = Wiky) T (h(k,i)7 h(k,i)) S E+ X E_. (8.26)

It follows that ¢4 = w(,) for all but finitely many (k,4) € T, since all k) but
finitely many are zero. As @ is an isotropic subalgebra of £% x £, we deduce
from (8.24) the following orthogonality relation:

B2 (C( ) (a(k” //) a‘(k”,i”))) = 32 (’l,U( ) (a(k” //) a(k” i )) = —5k./k//5/ . (827)

Note that (8.26) actually completely determines the h ), since gt x & =DaW.

Step 5. h = Yon_ +70,/2 for t =0. We first assume that ¢t = 0, i.e. W = W,
and write ¢ = c{},; for every (k,i) € T. Then w; € W° for all (k,i) € T,
k # 0, so Clk,iy = W(k,) in this case. Furthermore, we have

dim(go) 0 lf—
(pry ®@idg) | > w @ aqs | = o (8.28)

Pl if +

Consider h =75 + /2. Then

dim(go)
(pry ®idy) ( > o) ® a(O,i)) = F% T /2 (8.29)
i=1

dlm (g0)

from which we can deduce >, C?O,i) ® aq,) € MW° ® £ or more specifically

C(0,) € QHO.

Step 6. In general h = You_ + Yp/2 +t. Recalling the definition of 20
via an endomorphism 7' constructed from ¢ in Theorem 5.3.2, we may see that
Clki) = Cliiy — L'y €W S Wis negatively dual to (@), @) Furthermore,
by definition of 7', the identity

(pri®idL ( Z T ,“) ®CL(;“)) =t (8.30)

(kji)eY

holds. Combined, we can conclude that h = v9, + 70,5/2 + t. O

8.1.3 The classical double of §°. Let ¢ be a classical twist of §° and write 20 := 20°.
Although 4" is determined by the Manin triple (£ x £,9,20), this is not the classical
double, since 20 — (£ x £)* is injective but not surjective. However, the classical
double emerges naturally from the geometric CYBE datum ((X, /), (C,n)) in Theorem
8.1.3 in the form of

Q) = Q(%) x Q(Fs) = &5 x £, (8.31)
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where £+ == £ ®,, C((u*")) and 2 was defined in Subsection 8.1.1. The bilinear form
can thereby be given using the pairing K of <7 (see Proposition 3.2.8) via the formula

f(\é2)(a, b= > res, K (ag, by)7i, = 1esoK (a0, bo) 7o + 16500 (Goe, boo ) Tinc
qev=1(s)

= > (K(as+;,byx) — K(a_j,b_y))
k=0

for a,b € Q(«,), where aq, by are the Q(4, ) -components of a, b for ¢ € v!(s) = {0, 00}
and ay = Yjep a4 00, be = Yepbe W € £F C g(@!)) are the respective images
under (8.31).

Proposition 8.1.4.

Letr € (g@g)((x))[y] be the Taylor series of o' (exp(x/m), exp(y/m)) iny =0 for
some classical twist t of 0°, ((X, ), (C,n)) be the associated geometric CYBE
datum used in Theorem 8.1.3, and 20 = 20¢. Then

(Q(),T(C, o), ) = (& x £, D, ) (8.32)

is a Manin triple determining 6" (up to £ = ®), identifying £t x £ with the
classical double of .

Proof. First, recall that <7, = 20; see Lemma 8.1.2. The fact that (£F x £, D,9)
is a Manin triple that determines 6 up to the identification £ = ® can be derived
from the fact that (£ x £,9,20) is a Manin triple determining 6" up to the same
identification; see Theorem 5.4.9. Therefore, it remains to prove that f(\ém induces
an linear isomorphism 20 — ©* = £* because of the uniqueness condition of the
Lie algebra structure on the classical double from Proposition 5.2.2.

First, observe that the canonical projection WC & x & =D W — W°
defines an linear isomorphism W =~ W compatible with the respective maps
W° — D* + W induced by Ké2) Thus, it remains to prove that K(() ) defines an

isomorphism W, — D*. Clearly, Ké induces linear isomorphisms

18 x {0}) — (@@) and J]({0} x £_;) — (@s])*. (8.33)

jEN jEN jEN JEN
Furthermore, KO also induces an linear isomorphism
w={(w,w_) e dH) xHDn) |wy +w_ eny +n_} — £5.  (8.34)
Combined, we deduce that the map

W =[x {o) emwa [[{0} x £ ;) — D (8.35)

JjEN jeN

induced by ?52) is an isomorphism, concluding the proof. O
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8.2 Classification

In this section, we translate the classification of trigonometric solutions of the CYBE with
one spectral parameter from [BD83a] to a classification of o-trigonometric r-matrices.
The latter is equivalent to the classification of classical twists of §°.

8.2.1 The classification theorem. A Belavin-Drinfeld triple (ILy,11_, ¢) consists of
two proper (possibly empty) subsets II.. C IT and a bijection ¢: I, — II_, satisfying

o Ko(¢(a)ls, 0(B)ls) = Kolals, fls) for all a, 5 € T1; and
e for any o € I exists an integer ¢ = ¢(«) € N such that

(), ..., ¢ Ha) € I, but ¢'(a) ¢ I1,. (8.36)

A Belavin-Drinfeld quadruple ((ILy,11_,¢),h) consists of a Belavin-Drinfeld triple
(I1,11_, ¢) and a tensor h € H A § such that

(pla)@1+1®a)(h+75/2) =0 (8.37)

holds for all o € I1,..

Let 57 == (ef,e; | a; € S)calg C £ for any S C II. NotethatifS;éH 5% is a
finite-dimensional semi-simple Lie algebra Wlth Chevalley generators {eZ e, | a; €S},
which induce a triangular decomposition s° = N5 & H° & NY, where NT = Dacas Lo
for some subsets ®5 C @,

For a Belavin-Drinfeld triple (IT,II_, ¢), let 6?: si, — sy be the unique Lie algebra
isomorphism defined by

7

0°(e) = ef;(i) for all ; € II;, where by abuse of notation ¢(o;) = agq).  (8.38)

Moreover, let Qi: £ — £ be the unique extension of 9(%13‘[ by 0 with respect to the
decomposition £ = (H @ Bacaras La) ® NT. Note that 0% are both nilpotent because
of (8.36).

Consider a Belavin-Drinfeld quadruple @ = ((I1.,II_, ¢), k), let us choose root vectors
{bo € £, | v € ™ LD} such that B(by,b_o) =1 for all & € 1+ and write

to=h+ > Zb, N0 (b) € £ L. (8.39)

1§ 1
+ J=
a€¢+

Recall the notion of regular equivalence between classical twists of §° (resp. o-
trigonometric r-matrices) introduced in Subsection 5.4.4. The subsections 8.2.2-8.2.6
below are dedicated to the proof of the following theorem.

Theorem 8.2.1.

The tensor tg defined in (8.39) is a classical twist of 6° for any Belavin-Drinfeld
quadruple Q) and any classical twist t of 6° is reqularly equivalent to tg for an
appropriate Belavin-Drinfeld quadruple Q. In particular, any o-trigonometric r-
matriz ot is reqularly equivalent to o9 := o'@ for an appropriate Belavin-Drinfeld
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I quadruple Q.

Theorem 8.2.1 can be seen as a generalization of [BD83a, Theorem 6.1]. It can
in fact be reduced to [BD83a, Theorem 6.1], by using the relation of formal and
regular equivalences discussed in Subsection 8.3.1 below, which relies on the explicit
geometrization of o-trigonometric r-matrices from Theorem &.1.3 and the geometry
of equivalences from Lemma 3.3.2; see [AM21]. In this work, we will proof Theorem
8.2.1 by adjusting the proof of [BD83a, Theorem 6.1] using the structure theory of loop
algebras established in Section 4.2.

8.2.2 Interlude: the Cayley transform. Let V be a k-vector space equipped with
a non-degenerate symmetric bilinear form B and A € End(V) possess an adjoint
A* € End(V) such that A = idy —A*, or, equivalently,

B(Av,w) + B(v, Aw) = B(v,w) for all v,w € V. (8.40)

Clearly, Im(A—idy)* = Ker((A—idy)*) = Ker(—A) = Ker(A) and similarly the identity
Im(A)* = Ker(A — idy) holds. Note that for all v; € Ker(A) and vy € Ker(A4 — idy)

v = (A —1idy)(—v;) € Im(A —idy) and vy = Avy € Im(A) (8.41)
hold. Combined, we see that
Ker(A) = Im(A — idy)* € Im(A4 — idy) and Ker(A —idy) = Im(A4)* C Im(A).

Therefore, the bilinear form B induces non-degenerate bilinear forms on the quotient
spaces Im(A — idy )/ Ker(A) and Im(A)/ Ker(A — idy) and it is easy to see that the
map 0: Im(A —idy)/ Ker(A) — Im(A)/ Ker(A — idy) given by

(A —idy)v+ Ker(A) — Av + Ker(A — idy) (8.42)
is a well-defined orthogonal linear isomorphism. The triple
CT(A) == (Im(A —idy),Im(A), 6) (8.43)

is called Cayley transform of A.

Remark 8.2.2.

Classically, the Cayley transform of a real skew-symmetric & x k-matrix M is
(up to sign convention) the orthogonal matrix (M + idgs)(M — idgr)™!; see e.g.
[GVLI6, Problem 2.5.1]. Assume that A and A — idy are invertible and consider
S =2A—idy. Then V =Im(A — idy) = Im(A), S* = 2(idy —A) —idy = =5
and

0= A(A—idy) ™t = 2424 — 2idy) ™ = (S +idy)(S — idy) (8.44)

satisfies 0* = 6~'. Thus, the notion of Cayley transform defined here is a
generalization of the aforementioned classical notion from linear algebra.
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8.2.3 Proof of Theorem 8.2.1 I: Cayley transform and classical twists of §°. Let
t = le a; ® b; € £® £ be an arbitrary skew-symmetric tensor and recall that
(£ x & K?),D,20°) denotes the Manin triple determining 6° from Subsection 5.4.4.
The map p: W° — £ defined by p(ar,a_) = ay — a_ is a linear isomorphism with
inverse

pta) = ((my + mg/2)a, —(7_ + 7 /2)a) for all a € £, (8.45)
where 7y, Ty £ — £ are the canonical projections of 91, and $) respectively. Consider

R =pr (Tp™ — ™) = n_ +75/2 + Ko(t) € End(£) (8.46)
where, for a,ax € £ and ¢(a) = (a,a), T € End(£ x £) is defined by

Tlar,a ) =Y K ((bi,by), (ar,a))(as, a5) = Ko (t)(ay —a) (8:47)

i=1
and Ky: £® £ — End(&) is given by a ® b — Ko(b, —)a. Then

R' —ide = —my —mg/2 + Ko(t) = pro (T~ — p~') and

W= {Tw—w|weW}={(R—ide)a, R'a) | a € £} (8.48)

hold. Moreover, 7 = 74, 7§ = 7 and Ko(t)* = Ky(re(t)) = —Ky(t) implies that
Rt’* = idg —Rt.

Lemma 8.2.3.
Let t € A2°L, R == R be given by (8.46), and CT(R) = (2,,20_,0) be the
Cayley transform of R. Then 20 = 20" defined in (8.48) satisfies

W= {(wy,w_) €W, x W_ | O(wy + W) = w_ + W} (8.49)

Furthermore, t is a classical twist of 6° if and only if

o W C £ are subalgebras (then W C Wy are automatically ideals) and
o 0: 920, /91 — W_ /WL is a Lie algebra homomorphism.

In this case, the notation 20 = 20t is consistent with Theorem 5./.9.

Proof. The definition of the Cayley transform immediately implies that
0 = {((R—1idg)a, Ra) | a € £}
C{(wy,w-) €W, x W_ | 0(a+ W) =b+W:} (8.50)
= {((R —idg)a, Rb) | R(a — b) € Ker(R — idg),a,b € £}.

For every a,b € £ such that (R —idg)a = Rb and R(a —b) € Ker(R —idg), we can
deduce that a = R(a — b) € Ker(R — idg), so 0 = (R — idg)a = Rb implies

{((R—idg)a, Rb) | R(a —b) € Ker(R —ide),a,b € £} N D = {0}. (8.51)

Combining this identity with £ x £ =% & 20, forces the inclusion in the second
line of (8.50) to be an equality, so the formula from the first part of the assertion
is proven.
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The fact that, if 201 C £ is a subalgebra, 201 C 2. is an ideal, is a direct
consequence of the invariance of K. By virtue of Theorem 5.3.2, ¢ is a classical
twist of 0° if and only if 20 C £ x £ is a subalgebra. Using the formula from the
first part of the assertion, it is easy to see that 2 C £ x £ is a subalgebra if and
only if 20, C £ are subalgebras and 6 is a Lie algebra homomorphism. m

Lemma 8.2.4.
Let t € A2L and R = R' be defined as in (8.46). The tensor t is a classical twist
of 0° if and only if R satisfies

[Ra, Rb] = R([Ra,b] + [a, Rb] — [a,b]) (8.52)

for all a,b € £.

Proof. Let CT(R) = (W,,2_,0) be the Cayley transform of R. By virtue of
Lemma 8.2.3, we have to prove that 20 C £ are subalgebras and 6 is a Lie algebra
homomorphism if and only if (8.52) holds for all a,b € £.

7 = 7 Since W, = Im(R —ide) C £ is a subalgebra, there exists some
¢ € £ such that [(R —idg¢)a, (R —ide)b] = (R — idg)c. Applying the Lie algebra
morphism 6 yields [R_a, R_b] = R_c + d for some d € W+ = Ker(R — idy).
Subtracting [(R — idg)a, (R — ide)b] = (R — idg)c from this equation results in
[Ra,b] + [a, Rb] — [a,b] = ¢+ d. Finally, applying R — ide leaves us with

(R —ide)([Ra, b] + [a, Rb] — [a,b])
This equation is easily seen to be equivalent to (8.52).

7 <= 7 The equations (8.52) and (8.53) imply that 2. C £ are subalgebras
and 6 is a Lie algebra homomorphism. O]

(8.53)

Let us conclude this subsection by investigating the compatibility of the objects discussed
here with the notion of regular equivalence introduced in Subsection 5.4.4.

Lemma 8.2.5.

Let t1,t € £® £ be classical twists of 0° and ¢ € Auty ..(L). Then, ¢ defines a
reqular equivalence of t1 and ty if and only if (¢ X @)W = W™ if and only if
@R o1 = R™ (see (8.46)).

Proof. Let us write K: g ® g — End(g) for the isomorphism defined by the
assignment a ® b — K (b, —)a. Observe that
K, i Zo . o(ia(i P =y dU
Ko(a®b)(c)(u) = resy | K(b(v), c(v))a(u)g =resy | K(a(t) ® b(fu))c(v)?
holds for all a,b,c € £ C glu,u"!], where we recall u™ = u,?™ = v. Equation
(5.53) implies that

((w_ + ”’5> a> (@) = reso (T((g(a, T)))a(@)djj> (8.54)

2 v
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holds for all a € £. Therefore, we can deduce that

R'i(a) (1) = resg (fc’(gti (1, @)M@)d”> (8.55)

v

holds for any a € £ and i € {1,2}. From this we can see that
(@(a) ® $(0))e" (U, 7) = 0" (4, D) (8.56)

implies the identity pR"p~! = R'2. Here, ¢ € End(g)[u,u '] is defined by
o(a)(u) = p(u)a(u) for all a € £ and we use that the adjoint of ¢ with respect
to the Killing form £ x £ — L is ¢!, It is clear that pR"¢~! = R™ implies
e(RM" —ide)p™ = (R —idg), so (¢ x )" = W, Finally, assume that
(p x )W = 2% holds. Then (¢ ® p)d ¢~ and §2 are both determined by
(£ x £,9,20%). Therefore, (¢ ® p)dtp~! = §2, ie. t; and ¢y are regularly
equivalent. O

8.2.4 Proof of Theorem 8.2.1 II: Equation (8.39) defines a classical twist of §°.
Let us begin this paragraph with the following observation.

Lemma 8.2.6.

Let (11, 11_, ¢) be a Belavin-Drinfeld triple, h € HA\$, and CT(H) = (H4,9_, o)
be the Cayley transform of H = Ky(h) +idg /2 € End($)). Then ((I1,,I1_, ), h)
is a Belavin-Drinfeld quadruple if and only if H+ = H* & (H1 N HI=L) and
9'1|ﬁnJr = 9¢’5H+, where HT C H+ NHEL was used to identify H'™* as a subspace

of H+/9H%.

Proof. Tt is easy to see that (8.37) is equivalent to
(H —ids)o(a)" = (Ko(h) —ids /2)¢(a)" = (Ko(h) +ids /2)a" = Ha"  (8.57)

for all « € I'y. Here, for any a € ®, a* € $ denotes the element uniquely
determined by a|g = Ko(a*,-) € H*.
7 = 7 For every a € 11, (8.57) implies that

o = Ha* — (H —idg)a* = (H —idg)(¢(a)" — a¥) € H, (8.58)
holds. Furthermore, we can deduce
6(0)" = H(8la)" —a”) € - (8.59)

in a similar fashion. In particular, = C $. holds. Lemma 4.2.4.(4) implies that
9 = H= @ H+L. Therefore, H1 D H'= @ (H N HEL) and H C HT++ implies
HE C HNHTEL Note that H1 N HTEL = (§T+ @ H)* implies

dim($Hs N H=L) = n — dim(9™* © H1)

o - . o (8.60)
=n — (dim(H#) + (n — dim(H4)) = dim(Hx) — dim(H+)
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50 H1 = H= @ (H1 N HTHL). The identities (8.58) & (8.59) provide
0" () = 0"((H —idg)(¢(a)" — a*) = 0" (H($(a)" — a”)) = ¢(a)" = 6°(a”),

concluding the proof.

7 <= 7 For every a € Il exists an a € $) such that o = (H — idg)a and
¢(a)* = Ha. Subtracting the first from the second equation gives a = ¢(a)* — a*.
Therefore,

(H —idg)(¢()" — a*) = a* = Ha* — (H — idg)a”
implies (8.57), proving the assertion. ]

Let @ = ((I1;,I1_, ¢), h) be a Belavin Drinfeld quadruple. It is easy to see from the
defining formula (8.39), that

Rolte) = —= Ry - (8.61)
T ’ T — 6% .
where we used 07 /(my — 07) = 232,097, (0% /(7y — 07))" = 07" /(m— — 677) and
Ko(to)lm. = —(Ko(to)|m,)*. This implies that
_ — id 67
R=Re=—""""y (Ko(h) + W) - (8.62)
T — 02 2 Ty — 0%

holds. Let (20,,20_,0) be the Cayley transform of R and ()4, 9_,0") be the Cayley
transform of Ky(h) + idg /2. Then the identities

Wy =N @ He N, (8.63)

hold. Therefore, Lemma 8.2.6 implies that 20, C £ are subalgebras and we have
canonical isomorphisms 204 /1 = s+ @ f., identifying the center of 0. /W1 with
fr = (91 NH™")/H1. Note that f[gn, . = 6" holds by definition and (fy) = §-,
since 0 is orthogonal. To conclude that tq is a classical twist of 0° (or, equivalently, that
09 = ¢° + tg is a o-trigonometric r-matrix), it remains to show that 6], : s+ — s'-
is a homomorphism of Lie algebras; see Lemma 8.2.3.

Every element b € mE+ can be written as

b=(R—idg)a=— (ijeﬁ) a (8.64)

for some a € ;. Therefore,

_ 0% b _ a6
o(b) = — (m £ 9?;) a=000) = Ol = 0% (8.65)

This, Lemma 8.2.6, and 6* = 6! implies that 6| .u, = 6°. In particular, 0 is a
homomorphism of Lie algebras, so ¢ is a classical twist of d.
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Remark 8.2.7.

Let us clarify the explicit form of the Lie algebra 20% := 25t@ associated to o% =
0° + tg for the Belavin-Drinfeld quadruple @ = ((IL;,I1_, ¢), k). Let ($4,9_,0")
be the Cayley transform of Ky(h) + idg /2. Then 209 = 20U+11-9) ¢ 9ph where

-9 = {(a,b) € (5™ +90,) x (s +90) | 0%(alm,) = blux_}
W = {(a,0) € (9 NH™) x (5N H") 0" (a+ 57) =b+ 91}

Here, ¢ was defined in (8.38) and ali, denotes the image of a € s+ 4+ 91, under
the canonical projection

sE4N.=s"e P L,— s (8.66)

1T
a€di\o F

8.2.5 Proof of Theorem 8.2.1 III: Spectral properties of R!. In order to prove
Theorem 8.2.1, it remains to show that any classical twist of §° is regularly equivalent
to tg for an appropriate Belavin-Drinfeld quadruple Q). Fix a classical twist ¢ of 6° and
put R := R'; see (8.46). Let £ = U2, Ker((R— Aide)’) be the generalized Eigenspace
of R to A € C. Observe that there exists a vector space splitting £ =V_ & V&V,
such that

R(Vb) - ‘/0, R|V_ = idv_, R’V+ =0, and dlm(‘/o) < 00, Ve <8, (867)

since R = m_ + m5/2 + Ko(t). Therefore, £ (resp. £!) is commensurable to B,
(resp. %B_) and we can immediately deduce the following facts by reduction to the
finite-dimensional case: £ = @,cc £ holds and for every A € C exists k = k(\) € N
such that

€% = Ker((R — Nide)*) and Im((R — Mide)¥) = @ £V (8.68)
MNeC\{\}

Lemma 8.2.8.

For M\, \y € C, the following results are true:

(1) Ko(£M, £2) £ {0} if and only if \g =1 — ;.
A1)o

(2) If Ay + Ay # 1 we have [€M, £2] C €3+,

(3) If Ay ¢ {0,1} we have [£M, £17M] = {0}.

Proof. Part (1) is a direct consequence of (R — \idg)** = (—=1)*(R — (1 — \)idg)*,
Im((R — Aide)")* = Ker((R — Aide)"*) and Im((R — Aide)*) = @yec £ for
any A € C and k = k(\) € N.

Equation (8.52) implies that

[(R - )\1idg)0,7 (R - )\Qldg)b] = (R - )\1 idg)[a, (R - )\2 ldg)b]

(B = A d(R ~ Mide)a, 8]+ (1 + e — DR - Adaidelatl 0
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holds for all a,b € £ and A, Ay € C. Let A, Ay € C, ag, by € £ and write
ar = (R — A\id¢)*ag and by = (R — Ay ide)*by (8.70)

for any k € N. We can see by induction on n = k 4+ ¢ that a, = b, = 0 implies
(M +A2—1)R— A1 Ao ide)"[ag, bo] = 0. Indeed, combining the induction assumption
with (8.69), results in the desired

0= (()\1 —+ )\2 - 1)R — )\1>\2 idg)nil({al, bl] - (R — /\1 idg)[ao, bl] — (R - )\2 idg)[al, bo])
= (()\1 + )\2 — 1)R — )\1)\2 idg)n[ao, bg]

The identity (A1 + A2 — 1)R — A A2)"[ag,bo) = 0 for n = k+ C if ap = by = 0
concludes the proof of (2) and (3). O

Lemma 8.2.8 implies that £ = @,cc\(0,1} £A is a finite-dimensional subalgebra of £
and £° (resp. £!) is a subalgebra of £ commensurable with B, (resp. B _). Moreover,
we see that £91 = 9@ &' (resp. £+ = €1 @ &) is a subalgebra of £ containing £°
(resp. £') as an ideal. Note that R := R|e satisfies det(R') # 0 # det(R — idg¢) by
construction. Therefore, £ C Im(R — id¢) N Im(R) combined with (8.52) and (8.53)
implies that R'/(R' — idg/) defines an automorphism of £ without fixed vector. In
particular, £ is solvable by virtue of Proposition 7.1.1.

Proposition 8.2.9.

Replacing t by a regularly equivalent classical twist of 5°, the normalizer of £°
(resp. £') is equal to B (resp. B_). Furthermore, R(M,) C Ny, R(H) C H
and R(M_) CN_.

Proof. Since for i € {0,1} the subalgebra £/ @ £ C £ contains £ = (£' @ £')*+
as ideal and £’ is finite-dimensional and solvable, there exists ¢, € Auty (L)
such that p(£%@ £') C B, and (L' ¢ £') C B _; see Proposition 4.2.9.(3). Since
L0p & @ £ = £, we can assume ¢ = 1) by virtue of Lemma 4.2.7. Replacing R
with ¢Rp~! amounts to replacing ¢ with an regularly equivalent classical twist
of §° (see Lemma 8.2.5) and £* by ¢(£*) for all A € C. Thus, we may assume
L0 & C B, and £' @ £ C B_. Therefore,

N, =B C (L) =£'CB, andN_ =B C (') =£'CB_.
The identity Dt. = [B1, B.] implies that £0 = B, and £l =B where

L ={aeL|[a, Y C L} foral \eC. (8.71)
Therefore, considering B, NB_ = §), it remains to prove
R(£Y) C £ for all A € C. (8.72)

These inclusions are a consequence of: for any A € C, a € £ and b € £ such

that (R — \idg)*b = 0, [Ra,b] € £* holds by induction on k¥ € N. Indeed,
this is equivalent to (R — \id¢)[Ra,b] € £ and combining (8.52), the induction
assumption, and Rb € £* implies that

(R — Midg)[Ra,b] = [Ra, (R — Mide)b] — R[a, Rb] (8.73)

is an element of £*. O
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8.2.6 Proof of Theorem 8.2.1 IV: Conclusion. Let ¢ be a classical twist of 6°, R := R’
be the associated endomorphism from (8.46), and CT(R) = (2,20, ) be the Cayley
transform of R. Proposition 8.2.9 implies that we may assume Ko(t)(My) C Ny and
Ko(t)($) € $H, which yields

t=t, +h+t_ (8.74)

for some t+ € My @ Ny and h € H A §H. Therefore, if (9, ,0") denotes the Cayley
transform of Ky(h) +idy /2 € End($), this implies that

W, =Ny & Hx & (We NN). (8.75)

Then, W+ C W, forces H1 C H, so [9,2W.] C W by virtue of Lemma 4.2.8.(1).
Consequently, ) + 20, is a subalgebra of £ containing B, and Lemma 4.2.8.(2) gives
H+W,L = qﬁi for some proper subsets I1y C II. In particular, this shows H+ C §
and 24 N Ny = NI

We have seen in the proof of Lemma 8.2.6 that $ = $'™* @ H+= implies the identity
91 = H= @ (He N HIEL). Therefore,

W, /Wt = s+ @ fy for foo= (Ha N HTEL)/H1 (8.76)

The orthogonal isomorphism 6 of Lie algebras satisfies 6(f,) = f_ and 0(s'+) = s'!-
In particular, 6 defines an isomorphism s — s~ preserving the respective natural
triangular decompositions induced by £ =9, & H E MN_. It is a standard routine to
see that there exist {\; € C* | a; € I} such that

0(e;) = N ey for all a; € T1, (8.77)

where ¢: IT, — II_ is a bijection satisfymg Ko(p()|g, d(8)]g) = Ko(als, Bls) for all
a, B ell,.

The restriction Ry = R|y, is nilpotent, since M C £°. Therefore, the extension
of 4| o+ to an element of End(91;) by zero can be identified with Ry /(R; — idm, ).

In particular, said extension is nilpotent too, so ¢ satisfies (8.36). This implies that
(I14, 11, ¢) is a Belavin-Drinfeld triple. Lemma 8.2.6 implies that @ = ((IL,I1_, ¢), h)
is a Belavin-Drinfeld quadruple.

Since 20, and consequently (20,20 ,0), determines ¢ uniquely, we can see from
Subsection 8.2.4 that t = tq if \; = 1 for all o; € II, where \; are given in (8.77). In
general, this can be achieved up to regular equivalence: let {)\ cClie{0,...,n}}
be determined by \; = 0 for a; ¢ II, and exp(/\¢(Z )exp(—\;) = A\t for all oy € T1,.
These are seen to exist because ¢ satisfies (8.36). There exists a unique a € H"+ such
that a;(a) = A; for all i € {0,...,n} and it is easy to see that ¢ = exp(ad(a)) defines
a regular equivalence of ¢ to tg. Summarized, we have seen that ¢ = tg up to regular
equivalence, which concludes the proof of Theorem 8.2.1.

8.2.7 Existence of Belavin-Drinfeld quadruple. In this section, we prove that for
every Belavin-Drinfeld triple (II;,II_, ¢) exists a solution of equation (8.37). More
precisely, it is easy to see that the space of solutions of (8.37) is affine with underlying
vector space £ A o, where $Hy = {a € H | (¢(a) — a)(a) = 0, € 1 }. Therefore, we
will prove that this affine space is non-empty and determine that dim($),) coincides
with the order of the set IT\ II; to obtain the following result.
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Lemma 8.2.10.

Let (11,11, ¢) be a Belavin-Drinfeld triple and assume that TI\NTL; has k elements.
Then the h € H A $, such that (I1,,I1_, ¢), h) is a Belavin-Drinfeld quadruple,
form an affine space of dimension (k —1)(k — 2)/2.

Proof. The assignment h — ((a; ® a;)h)?;_, defines an injective map

i,j=0
m: HRXH— Mat(n+1)x(n+1)((j), (8.78)
since {aplg, . .., |y} spans $*. The image of m consists of all (a;;);;— such that
Z k; iy = U = Z k; iQji (879)

i=0
for all j € {0,...,n}, where kg, ..., k, € N are the unique coprime numbers such

that 21 ko = 0; see Lemma 4.2.4.

A matrix (a;;)} ;- defines a tensor h € $ ® $ such that ((II;,11_,¢),h) is a
Belavin-Drinfeld quadruple if and only if a;; + aj;; = 0 for all ¢,j € {0,...,n},
o kiai; =0 for all j € {0,...,n}, and

ag(iy; — @ij + K((d(w) + i)ls, ajlg) = 0 (8.80)

for all 7 € {0,...,n}, a; € II;. Using (8.80) iteratively combined with (8.36)
implies that (a,])” _o is completely determined by {a;; | a;,; € 111}, so the
remaining conditions a;; + aj; = 0 for all 4, j € {0,...,n} imply that (a;;)};_, is
completely determined by

4,j=0

{CLU | Qi, O € H\H+,Z < j} (881)

Therefore, Y77 k;ja;; = 0 defines exactly one linear relation between the elements
in (8.81) for k > 2, proving the fact that the affine space of solutions to (8.37) has
dimension (k — 1)(k — 2)/2 in this case.

It remains to prove the statement for £ = 1, i.e. we have to show that if
IT\ I} = {a;} for some i € {0,...,n}, there exists exactly one solution of (8.37).
Note that {¢p(a) —a | a € H+} is a linearly independent set of n = dim($))
elements, i.e.

{¢(a) —a | a €11, } is a basis of §" if IT\ I} = {a;}. (8.82)
Indeed, Za@h o(Pla) —a) = O can be rewritten as }7_ \jo; = 0 for some
X0y, A € C satisfying >ioA; = 0 and Lemma 4.2.4 states that 5\]- = \k;
for j € {0,...,n}. This forces )\0 = ... =X, = 0 and so ¢(S) = S holds for

S={ac€ H+ | Ao # 0}. But (8.36) forces S = (), proving (8.82). In particular,
dim($0) = k — 1 = 0.

Let {ba}aen, € 9 be the unique elements such that (¢(a) — ) (bg) = dap. It
can be easily verified that h = 3=, serr, hapba @ bg € H ® $, where

hag = =K ((d(a) + a)ls, (6(8) = B)ls)/2 = (K(d(a)ls, Bls) — K(als, 9(8)]s))/2,

is a skew-symmetric tensor solving (8.37). Here, we used K(¢(a)ls, d0(8)]s) =
K(alg, Blg) for a, f € I1. Summarized, we see that h is the only skew-symmtric
solution of (8.37), conclunding the proof. O
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Remark 8.2.11.

In [CP95, Section 3.2.C| the authors present the results of [BD83a] with a slight
flaw: they implicitly state that k(k — 1)/2 is the dimension of the affine space of
solutions of (8.37), in the notation of Lemma 8.2.10.

8.2.8 The classification theorem in the Coxeter twisting. In case the automor-
phism o is Coxeter, it is possible to describe Belavin-Drinfeld quadruples and the
associated o-trigonometric r-matrices intrinsically in g. This is the language chosen
in [BD83a]. In this subsection, we explain the relation of this description to the one
presented here.

Let g=1n, @ H D n_ be a triangular decomposition of g, v be an automorphism of
the Dynkin diagram of g of order k£ and 7 be the associated outer automorphism of
g with respect to the chosen triangular decomposition. We say that o is a Cozeter
automorphism of type k if o is conjugate to i, 1)) in the notation of Subsection
4.2.7. Equivalently, o is an automorphism of g of minimal order with the properties:
the representative of ¢ in Out(g) is of order k and g§ is abelian.

Let g; :==g7 for 1 <k <m — 1, write

gr ={a€gi|[ha] =a(h)aforall h € H} (8.83)
for any a € H* as well as
A, ={aeH gy #{0}} and = = {(a, k) € H" x {1,....m — 1} | a € Ay}. (8.84)
Observe that
g=9Hd Té_}l D ar (8.85)
k=1 aely,

and Ay = {a° = a|g | @ € II} completely determines II, since a(d) = 1 for all « € II.
Therefore, a Belavin-Drinfeld triple is determined by a triple (I'y, ', 7), where I'y C Ay
and 7: 'y — I'_ is a bijection satisfying the following conditions:

o K(1(a),7(B)) = K(v, ) for all o, 8 € I'y and

e for any o € I'; there exists { = {(a) € N such that

a,...,7a) €Ty and () ¢ T,. (8.86)

Let g'+ be the Lie subalgebras of g generated by the vector subspace @, cr . 97. Then

g'+ is isomorphic to the positive part of the semi-simple Lie algebra defined by the
Dynkin diagram associated to '+ and we have a direct sum decomposition
g = D (8.87)
(a,k)eE4

for appropriate subsets =, C =. Fixing non-zero elements in gf for all « € Ay, one can
extend the bijection 7 to an isomorphism of Lie algebras 7: gt'+ — g'-.
Let ¥: g — g be a linear map defined as the composition of the

g = gt+ SN g - SN g, (8.88)
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where pr is the canonical projection with respect to the direct sum decompositions
(8.85) and (8.87). Then ¢ is nilpotent and J(gx) C g for all k € {1, ...,m—1}. Let
Y = 1d — = 252, W It follows that ¢(gx) C gy for all k € {1,. — 1} as well.

For the triple (I',T"_, 7), we can chose a tensor h € A $

(7(0) @ idy +idy ®a) (h + 70/2) _Oforallael, (8.89)

Then ((I'y,T'_, 7),h) determines a Belavin-Dinfeld quadruple @ in the obvious way. In
[BD8&3b, Theorem 6.1], Belavin and Drinfeld consider the trigonometric r-matrix

X9 = o) +h+ S ((5) weons - () we). @0

Lemma 8.2.12.
Equation (8.90) defines a o-trigonometric r-matriz which is reqularly equivalent
to o%.

Proof. Let Q = ((I1;,I1_, ¢), h). By construction, there exists {\; € C* | a; € 11, }
such that 9(e; (1)) = Aief (1) for all o; € 1. Therefore, the same argument as in
the end of Subsection 8.2.6 shows that we may assume \; = 1 for all a;; € II, up to
regular equivalence. In particular, 6% (ef)(1) = 9(ef (1)). This and the observation

7

m— 1<(~> idg @)y (;) (Y ®1idy) ): 3> Zb— A0 (b)) (8.91)

Jj=0 Iy j=1
€D,

for any {b, € £a | @ € ®}, satistying B(ba,b_o) = 1 for all a € ®*, concludes

the proof. Here, we used that, for d in £=2aCcanCd (see Subsection 4.2.2), we

have:

e afd) <m=3" k; for all a € QD , where ko, ..., k, are the unique integers
defined in Lemma 4.2.4,

® Ya@—sba ®b_q = (W/3) 7 for all j € Z\ {0} and
o Y(by) =0 for all a ¢ .
The first fact is thereby a consequence of @E* C o O

8.3 Equivalences

In this section, we take a closer look at equivalences between o-trigonometric r-matrices.
More precisely, we investigate the difference between formal and regular equivalences in
Subsection 8.3.1 and the compatibility of the latter with Belavin-Drinfeld quadruples
in Subsection 8.3.2. Furthermore, we discuss the relationship between the regrading of
loop algebras described in 4.2.8 and the classical twists of the standard structure resp.
o-trigonometric r-matrices in Subsection 8.3.3.
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8.3.1 Regular and formal equivalence. We can consider o-trigonometric r-matrices
either up to regular equivalence or up to formal equivalence in the exponential language.
At first glance, the former seems stricter than the latter. However, the geometric theory
implies that this is indeed not the case.

Proposition 8.3.1.

Two o-trigonometric r-matrices 01 and 05 are reqularly equivalent if and only
if the Taylor series of p1(exp(xz/m),exp(y/m)) and gz(exp(z/m),exp(y/m)) in
y =0 are formally equivalent.

Proof. © = 7 is clear, so we have to prove “<=". Let (\ w,¢) be a for-
mal equivalence between the Taylor series r; and ry of pi(exp(z/m), exp(y/m))
and 1 (exp(x/m),exp(y/m)) in y = 0. Since r; and ry are normalized and
skew-symmetric, A = w’ € C* holds; see Lemma (2.1.6). For i € {1,2}, let
(X, %), (p,c,()) be the geometric datum of r; constructed in Section 8.1. Lemma
3.1.1 states that we have an automorphism f of X fixing p and an isomorphism
V: @ — f.oh. The automorphism f defines an automorphism of P, i.e. a Mébius
transformation, which restricts to an automorphism of Spec(Clu, u™!]) fixing (u—1).
Thus, f is the identity. In particular, this means that A = 1 and w(z) = z. Let
C' be the smooth locus of X. By construction, ['(C, @) = £ = I'(C, 44), so 9
induces a C[u,u!]-linear automorphism of £. Application of Lemma 3.3.2 and
Theorem 8.1.3.(3) now concludes the proof. O

Remark 8.3.2.

Proposition 8.3.1 can be used to reduce the classification of classical twists of §°
presented in Section 8.2 directly to the classification of trigonometric r-matrices
in [BD83al; see [AM21].

8.3.2 Equivalence and Belavin-Drinfeld quadruple. In the context of the classifi-
cation presented in Subsection 8.2, it is natural to ask under which circumstances the
classical twists (and so the o-trigonometric r-matrices defined by said twists) determined
by Belavin-Drinfeld quadruples are equivalent. This question is settled by the following
statement, which was already remarked after [BD83b, Theorem 6.1] without proof and
was proven in [AM21].

Proposition 8.3.3.

Let Q) = ((H@,H@,qﬁ(i)), h®) be a Belavin-Drinfeld quadruple for i € {1,2}.
Then tgoa) and tge are reqularly equivalent if and only if there evists v € Aut(A)
such that 17(1_[;1)) =11?, 56Vt = 6@ and 7(h) = h® hold (where U €
Out(£) is defined in Lemma 4.1.10.(2)).

Proof. Let us write t; = tga) and ty == toe).
“ =7 Lemma 8.2.5 states that @R ¢p! = R for some ¢ € Aut (L) If £
and £9 are the generalized eigenspaces of R and R to 0 respectively, ¢(£9) = £9
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holds. We have seen in the proof of Proposition 8.2.9 that the normalizer of £7 is
B, for i € {1,2}. Since an automorphism of Lie algebras respects the process of
normalizing, ¢ is an automorphism of £ fixing the Borel subalgebra B8.. Lemma
4.2.8 states that ¢ induces an automorphism v of the Dynkin diagram of £. The
identity (¢ ® @)% = Q2. (8.63) combined with Lemma 8.2.3.(4) and Lemma
8.2.5 now imply that ﬂ(H(il)) =112, M5! = @ and p(h1)) = A,

“ <: ” Let v be a Dynkin dlagram automorphism, such that ﬂ(Hs_Ll)) = H(f),
vt = ¢@ and p(hM) = A hold. Using Lemma 4.2.6, 7 defines a L =
Clu, u™!]-linear automorphism ¢ of £ after probably precomposing an scaling
automorphism. It is easy to see from (8.63) that (¢ ® )" = 0% holds, so ¢ is
the desired regular equivalence by virtue of Lemma 8.2.5. O]

Remark 8.3.4.

Combining the propositions 8.3.3 and 8.3.1 we obtain the following statement:
for i € {1,2} the Taylor series of 2" (exp(z/m), exp(y/m)) in y = 0 for Belavin-
Drinfeld quadruples Q¥ = ((Hgf), %9 ¢®), h®) are formally equivalent if and
only if (L) = MY, 7M1 = ¢®@, and F(hV) = A® hold.

8.3.3 Changing the twisting automorphism. Let us fix a triangular decomposition
g=n_¢ Ho n, and assume that o = v for some automormophism v of the Dynkin
diagram of g, while $ = HNg, ny = niNg]. Consider two Lie algebra automomrphisms
o1 and oy of finite order m; and my respectively and assume that £ = £(g, 01) = £(g, 02)
as Lie algebras over C, i.e. the class of both o7 and oy in Out(g) has order m; see
Subsection 4.2.6. Then, by virtue of Subsection 4.2.7, there exist vy, v € Autcaig(g)
and

S1 = (810, ey Sln)a S9 = (820, ey Sgn) € N8+1 \ {0} (892)

such that oy = v10(s,;m)V1 Land oy = V20 (59:m) V2 . We have a canonical isomorphism
v £(g,01) = £(g,02), which factors as

vt regradin. v
£(g, 01) Ly g CEANE gs2 12y (g ), (8.93)

where the middle arrow is defined by £51 3 X + X (1)z"=2(®) € £52 for all a € ®; see
Subsection 4.2.8.
Let i € {1,2}. Note that g;“"™ = n* @ $ @ n%, where

ng = (ej[(l) | 7 € {0,...,n} such that ng‘) 0)catg = Pevi(La (8.94)
htS?(ea(I)DZO

Let 67 and of be the standard Lie bialgebra structure of £(g, 0;) with respect to gj* =
v; (nF) Dv(H)Dv; (n) for i € {1,2}. Tt is easy to see that for any classical twist ¢; of 65
the tensor t, = (¢ ®1))t; is a classical twist of 45 and ¥: (£(g, 01),0%") — (£(g, 01), 05%)
is an isomorphism of Lie bialgebra structures. The following result settles the connection
between the respective trigonometric r-matrices of' = oS +t; and g5 = o + to, which
can be seen as a generalization of [BD83b, Lemma 6.22]; see also [AM21, Lemma 3.2].
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Lemma 8.3.5.
Let ap € $ be the unique element such that aj(ag) = s9;/me — s1;/ma for all
j €40,...,n}. Then we have

(vg exp(z ad(ag))vy ® v exp(y ad(ao))vy ') ot (exp (a/mu) , exp (y/mu))
= 0% (exp (z/m2) , exp (y/m2))

Proof. First of all, ag is well-defined, since m; = m>>7_ k;s;; for i € {1,2}, so
>i_o kjag(ag) = 0, where ko, ..., &, is given in Lemma 4.2.4. We can assume that
v = idy = w9, since these sunply define regular equivalences; see Lemma 5.4.10.
Notice that for i € {1,2} the Lie algebra £(g, ;) is generated by

{ef (D, e (a9 | j €{0,...,n}} (8.95)
and it is easy to see that t(e; (1)u**17) evaluated at exp(z/mz) coincides with
e exp(sa;2/ma) = exp(zad(ag))e; (1) exp(si;z/mq). This proves that

P(a)(exp(z/ms)) = exp(zad(a))a(exp(z/mq)) for all a € £°. (8.96)

In particular, we may assume that ¢; = 0 = to. Using (5.53) for 0 = ¢, and ¢ = o9
results in

(exp(z ad(ag)) @ exp(y ad(ag)))o: (exp (x/m1) , exp (y/m1))

=75/24+ Y (W @Y)X3) (exp (z/m2) , exp (y/my))

ot (8.97)

=70/2+ Y X2 (exp (x/ma),exp (y/m2))

= 02 (exp (z/m2) ,exp (y/m2)) ,
where x% is the image of y, under £,®£, = £5®@ L% fori € {1,2} anda € ¢. O

8.3.4 Example: o-trignometric r-matrices over g = sl»(C). Let us assume that
5l5(C) = ny @ H @ n_ is the standard decomposition into traceless diagonal, uppter
trigangular and lower triangular matrices. Since sly(C) has no non-trivial automorphism
of the Dynkin diagram, we can assume that ¢ = idy by virtue of Subsection &.3.3. Then
£(g,idy) = £(g) = sl2(Clu, v !]) has two simple roots ag, a; with

Ko(aols, aols) = Ko(ails, aals), (8.98)
so by Proposition 8.3.3 there are essentially two Belavin-Drinfeld triple (IT,T1_, ¢):
I, =1 =0 and Iy = {1}, 11 = {ao}, ¢(ag) = a. (8.99)

Since H A ) = {0}, these uniquely determine Belavin-Drinfeld quadruple and hence
idg(,-trigonometric r-matrices.
In the first case, we obtain the standard ids,-trigonometric r-matrix

e (A B A RETHH B G IS TR B
696056 %6 5)
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o (01
o o

0°(u,v) + (v —u) (g 8) ® (? 8) : (8.100)

In the second case, 6 ) =u (0 O> and Gi’Z = 0, so the associated r-matrix is

10
given by the formula

Remark 8.3.6.
In [BD83a], the authors present all Belavin-Drinfeld quadruple and the associated
r-matrices for g € {sly(C),sl3(C)} in the language of Subsection 8.2.8.

8.4 Restrictions of the standard structure

It is easy to see that 0° restricts to a Lie bialgebra cobracket on both the semi-simple
subalgebra % and the standard parabolic subalgebra 3% of £ for all S C II. This
section is dedicated to a study of these Lie bialgebra structures.

8.4.1 Restricted standard structures on parabolic subalgebras. Note that ¢ is
an element of P @ PB* for some Belavin-Drinfeld quadruple @ = ((ILy, II_, ¢), k) if and
only if IT; C S. The following theorem from [AM21] gives a classification of classical
twists of the restricted Lie bialgebra structure 50"@ or, equivalently, classical twists of

&° contained in P @ PT.

Theorem 8.4.1.

For any S C 11 and classical twist t € P35 @ P of 6° exists a Belavin-Drinfeld
quadruple Q = (I, T1_, @), h) such that 11y C S and t is reqularly equivalent to
to via a regqular equivalence that restricts to an automorphism of ‘Bi

Proof. By Theorem 8.2.1, there is a regular equivalence ¢, and a Belavin-Drinfeld
quadruple Q' = ((II', , II_, ¢'), 1’) such that (1 x ¢1)00" = 209", Since t € B P
we have 20t C ‘Bi x £. Let $/, C $ be the image of Eo(h’) Fidg /2. Since K is
skew-symmetric, this is easily seen to be a coisotropic subspace of $). Then

W =N, @, &N C oy (PY) (8.101)

and, in particular, we have the inclusion . C ¢;(%). By the first part of Lemma
4.2.8 we have

(9, 01(B)] € 1 (BY). (8.102)

Since ‘,]3i is self-normalizing, gol(mi) is self-normalizing as well. Therefore, we
get $ C wl(‘pﬁ’;) and consequently 8, C <p1(q3i) Then Lemma 4.2.8 shows that
©1(PF) = P73 for some S’ C II. The inclusion (8.101) implies that I, C 5.
Define B’ = gpfl(%Jr?. The subalgebra %’//‘Bi’{ being the preimage of the
Borel subalgebra B /P " of 5 +§ = B /B under ¢y, is a Borel subalgebra
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of 5 + 9 =PBT/ ‘,]LSF’L. Therefore, by the conjugacy theorem for Borel subalgebras,

there exists an inner automorphism ¢, of §° + § mapping B’ /‘,,Bi’L to ‘B, /‘Bff.
Combining this result with the fact that Inn(s + §) is generated by

{exp(ad(a)) | a € £4,a € ®°} (8.103)

(see e.g. [Bou05, §3.2]), we can view @9 as a regular equivalence on £ that restricts
to an automorphism of ‘Bi and maps B’ to B,. The composition ;" is then
an automorphism of £ mapping ‘Bi to mi and fixing the Borel subalgebra 8.
Lemma 4.2.8 implies that @o;! induces v € Out(£) such that v(S") = S. Using
Lemma 4.2.6, ¥ defines a regular equivalence @3 such that (p3 x 3)209" = 209,
where Q = ((v(IT), v(IT"), v¢/v=1), v(R')). Since v(IT,) C v(S") = S, ¢ == Y31
is the desired regular equivalence. O]

Remark 8.4.2.

Let QU = ((Hgf), . #™), h)) be a Belavin-Drinfeld quadruple such that Hgf) C
S for i € {1,2}. Then Theorem 8.3.3 immediately implies that tow and tge)
are regularly equivalent via a regular equivalence fixing 3% if and only if there
exists an automorphism v of the Dynkin diagram of £ such that v fixes the
subdiagram defined by S, D(Hg)) = Hf), vt = ¢ and 7(RMV) = b, We
point out that the set of elements of Autcy,,—1}-a1g(£) fixing ‘,Bi can be identified
with Autcpyag(PB5) by restricting to PB5.

8.4.2 Quasi-trigonometric r-matrices. In [[Kho+08; PS08] the authors study 7-
matrices of the form

vy
U—v

+ p(u,v) for some p € (g ® g)[u,v], (8.104)

which they refer to as quasi-trigonometric r-matrices. In our approach, these are
exactly o-trigonometric r-matrices o for a classical twists ¢ of 6"]‘@ , where o = id, and
S ={ay,...,q,} in the notation of Subsection 4.2.6. In particular, Theorem 8.4.1 and
Remark 8.4.2 give a classification of said r-matrices, up to r(u,v) ~ (¢(u) @@(v))r(u,v),
where ¢ € Autcpy-ag(glu]) and ¢ € End(g)[u] is defined by ¢(a)(u) = @¢(u)a(u) for all
a € glu]. This classification was achieved using different methods in [PS08].

We note that e.g. for g = s[,,(C) it can be shown that all idg-trigonometric r-matrices
are quasi-trigonometric up to regular equivalence, by using Proposition 8.3.3 or using
the theory of maximal orders from [Sto91c|; see [AM21, Subsection 4.3]. However, it is
noted in [AM21, Subsection 4.2] that there are idg-trigonometric r-matrices which are
not regularly equivalent to quasi-trigonometric ones.

8.4.3 Lie bialgebra structures on g and constant r-matrices. Note that t¢ is an
element of 5° ® 5 for some Belavin-Drinfeld quadruple Q = ((I;,II_, ¢), k) if and only
if 1T, II_ C S. The following theorem gives a classification of classical twists of the
restricted Lie bialgebra structure §°|;s or, equivalently, classical twists of 6° contained
oS o &S
In 7 & s7.
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Theorem 8.4.3.

For any S C II and classical twist t € §° ® s° of §° ewists a Belavin-Drinfeld
quadruple Q@ = (I, I1_, @), h) such that 1., TI_ C S and t is reqularly equivalent
to tg via a reqular equivalence that restricts to an automorphism of 5°.

Proof. This follows by applying Theorem 8.4.1 for both 5O|‘I3§ and —§°|ps under
consideration of the Cartan involution w of £. [

Remark 8.4.4.

Let QW = ((H@, %, ¢® ), h®) be a Belavin-Drinfeld quadruple such that
Hﬁ), % C Sforie {1,2}. Then Proposition 8.3.3 immediately implies that ¢ga)
and t,2 are regularly equivalent via a regular equivalence fixing s% if and only if
there exists an automorphism v of the Dynkin diagram of £ such that v(S) = 5,
17(11;”) =T1Y, 5¢gWp1 = ¢®, and 7(hM)) = h®). We point out that all inner
automorphisms of §° are restrictions to s of elements of Autcpy,u—11-a1g(£) fixing st
but, in general, not every outer automorphism of s° is of this form. Nevertheless,
if o and S are chosen as in Subsection 8.4.4 below, every automorphism of s°
arises as the restriction of an element of Autcyy,y—1]-a1g(£) fixing s°.

8.4.4 Constant quasi-triangular r-matrices. Assume that ¢ = idy and note that in
this case g = §° for S = {ay,...,,} in the notation of Subsection 4.2.6. Lemma 5.4.4
states that r € g ® g satisfies r + 74(r) = v and CYB(r) = 0 if and only if

vy
uU—

+r (8.105)

is an idg-trigonometric r-matrix. Indeed, put u = exp(z), v = exp(y) and use the
second part of said Lemma. In other words, r is a quasi-triangular constant r-matrix
satisfying r + 7,(r) = v if and only if ¢ == r — v — 75/2 is a classical twist of §°},.
Therefore, they are classified, up to r ~ (¢ ® ¢)r for ¢ € Autc a(g), by Theorem 8.4.3
and Remark 8.4.4.



Rational r-matrices

Let g be a finite-dimensional, simple, complex Lie algebra with Killing form K and
Casimir element v. We have seen in Theorem 6.2.1 that a normalized formal r-matrix,
whose associated curve is a cuspidal Weierstrafl cubic, is gauge equivalent to a rational
r-matrix, i.e. an r-matrix of the form

t.
" = Tyang + t fOr Tyang =

iy and t € (g ® g)[z,y. (9.1)

In Subsection 5.4.5, we have seen that these r-matrices correspond to classical twists
of the standard Lie bialgebra cobracket Oryane of g[z] in the sense that r* is a rational
r-matrix if and only if §* := Or' defines a Lie bialgebra cobracket on g[z].

This chapter is dedicated to the study of rational r-matrices. For this purpose, we
fix a triangular decomposition g =n, ®H B n,, let ( (g,idy), 9,11 = {ag, ..., a,}, 1Y)
be the realization constructed in Subsection 4.2.6 and ((g[z, z7'], K_1), g[z], 20%) be the
Manin triple associated to a classical twist ¢ of ¢ in Theorem 5.4.12.

9.1 Explicit geometrization

We begin by presenting an explicit construction of the geometric data of a rational
r-matrix. Our approach differs slightly from the one in [BG18], since we use the theory
of maximal subalgebras of £(g,id,) = g[z, 27!] commensurable with a Boral subalgebra
from Subsection 4.2.5 instead of the theory of maximal orders from [Sto91b; Sto91c.

9.1.1 Construction of the geometric data associated to rational »-matrices. Let
r = r! be a rational r-matrix and write 20 = 20°. The subalgebra 20 C g[z, 27'] is
commensurable with 20° = 271g[27!], so 2U is also commensurable with the standard
Borel subalgebra B_ = dn_ @ 2 'g[z7!] of g[z, 27!]. Therefore, Proposition 4.2.9
implies that ¢(20) C B for some i € {0, ...,n}, where Y C g[z, 2] is the standard
parabolic subalgebra to {0,...,n}\ {i} and ¥ € Aute[, .-1)a1g(g[2, 27']). Note that the
orthogonal complement of a linear subspace V' C £ with respect to K, coincides with
zV+, where here and henceforth (-)* denotes the orthogonal complement with respect
to K_1; see Lemma 4.2.1. Using Proposition 4.2.9.(2) yields

2 2Cl YW C Wt =W (9.2)
In particular, 27 is a torsion-free Lie algebra over C[z72, 273].

Let X be defined as the gluing of C' := Spec(C|z]) and U := Spec(C[z72, 273]) along
Spec(Clz,27']). Then X is a projective curve of arithmetic genus one with smooth
locus C and cuspidal singular closed point s == (272,273) € U C X.

Let # be the sheaf of Lie algebras on U defined by 2J. Since the multiplication
2 ®cp, Clz, 271 — glz,27!] is an isomorphism, we can glue g ® Oc and # along



150 Chapter 9 Rational r-matrices

UNV_ = Spec(C|z, 27!]) to obtain a coherent sheaf of Lie algebras <7 on X . In particular,
Ao = g® Oc and o |y = W'. The Mayer-Vietoris sequence and g[z, 271 = g[z] & 2
implies that h’(«7) = 0 = h'(&). Put p == (2) € C and let ¢: Ox, — C[7]
and (: ngp\ — g[z] be the isomorphisms induced by I'(C, Ox) = C|z] C C[z] and
[(C, o) = g[z] C g[z] respectively. We have constructed a geometric g-lattice model
(X, ), (p, ¢, Q).

9.1.2 The comparison theorem. The following theorem verifies that the geometric
datum constructed from a rational r-matrix in the last subsection is indeed the geometric
datum of said r-matrix. It is a variation of [BG18, Theorem 5.3].

Theorem 9.1.1.

Let (X, ), (p,c,C)) be the geometric datum constructed from the rational r-

matriz r = r* in Subsection 9.1.1. Then:

(1) T((X, ), (p, ¢, Q) = (€[, 2], g(r))-

(2) (X, ), (C,dz)) is the geometric CYBE model of r, where dz is understood
as global Rosentlicht regular 1-form on X.

(3) The geometric r-matriz p of (X, ), (C,dz)) satisfies plexc = 1.

Proof. Tt is easy to see that T((X, &), (p,¢,()) = (C[z72, 23], 20) and the identity
20 = g(r) actually holds almost by construction, proving the first part of the claim.
The remainder is now a consequence of Theorem 3.3.3. O

9.2 Structure theory

It was already noticed in [BD83a] that the classification of rational r-matrices for
g = s, (C) includes the problem of classifying commuting matrices up to simultaneous
similarity. This problem is known to be representation wild and as such hopeless to
solve in an appropriate sense. However, in this section we present structure theoretical
results about ration r-matrices based on the work of Stolin in [Sto91b; Sto91lc; Sto95].

9.2.1 Prelude: maximal bounded subalgebras up to polynomial equivalence.
Let us begin by deriving the theory of maximal bounded subalgebras of g[z, z71] used
in [Sto95] from the results in Subsection 4.2.5. It is easy to see that a subalgebra
21 C g[z,27!] is commensurable with

B, =HDn, Ozg[z] (resp. B_=HDn_ Dz 'g[z7Y]) (9:3)

if and only if it is positively (resp. negatively) bounded, that is zFg[z] C A C 27 Fg[z]
(resp. 2 Fg[z71] C A C zFg[z7Y]) for some k € Ny. In particular, Theorem 4.2.9
states that for a negatively bounded 21 C g[z, 271] exists ¢ € Inn,q(g[z, 27!]) such that
A C go(‘l?@) for some i € {0,...,n}. Using Theorem 4.1.9, we can write ¢ = b wb_,
where w is an element of the Weyl group W associated to g[z, z7!] and b, (g[z]) = g[2]
as well as b_(PY) = B In particular, b)) C w(PY) and we obtain the following
result.
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Lemma 9.2.1.
For any negatively bounded subalgebra 2 C glz,z7'| exist p € Autcpag(g]2]),

i€{0,...,n}, and w € W such that p(2) C w(%@).

Let ® be the root system of (£(g,id,), $,1I,11") and
Hr={he€H|ah)eR for all o« € d}. (9.4)

For any h € $r ® Cc® Rd C H=HaCcaCd (see Subsection 4.2.2), we can consider
the subalgebra

P = P alz2a Colz,271]. (9.5)
(<o

Then, w(g[z, 27 Y]a) = [z, 2 Ju(w) for all @ € ® implies w(P ") = P . Furthermore,
‘l?@ = B holds, where hq, . .., h, € Hr®Rd are uniquely determined by the conditions
a;(hy) = 6x/k; for j,k € {0,...,n} and ky,...,k, are defined in Lemma 4.2.4. In
particular, hg = d. The set {hy,...,h,} consists exactly of the vertices of the simplex

XY= {th)R@Rd|Ozi(h)ER;O,iG{O,...,n}}. (96)

Lemma 9.2.2 states that for any negatively bounded subalgebra 21 C g[z, 271] exists
¢ € Autcpag(9[2]), i € {0,...,n}, and w € W such that p(2A) C ‘Bl_"(hi).

Assume that g[z]+2 = g[z, z2~!]. Then g[2]+8"" = g[z, 271] forces —ag(w(h;)) < 0.
There exists an element w’ in the Weyl group of g with respect to the Cartan subalgebra
$ C g such that a;(w'w(h;)) > 0 for all i € {1,...,n}, where we consider w’ as an
element of the Weyl group of g[z,27!]. Using w(d) —d € $ @ ke and apw’ = «y, we
see that a;(h;) > 0 for all ¢ € {0,...,n}. In particular, the image of h; under the
canonical projection $ — $ & Cd is a vertex of the simplex 3. Therefore, w’ w(h;) €
{ho, ..., h,} + Cc for all j € {0,...,n}. Since P = P" for all h € Hr O Rd and
A € C, we obtain the following result.

Lemma 9.2.2.
For all negatively bounded subalgebras A C gz, 27| such that g[z] + A = g[z, 27!

exist ¢ € Autcpag(glz]) and i € {0,...,n} such that p(A) C ‘,]3(_2)

It was observed in [Sto95] that Lemma 9.2.2 admits a geometric counterpart. Let us
identify P{ as the gluing of U = Spec(C|z]) and V = Spec(C[z71) along Spec(C|z, 271])
and 2" be the sheaf of Lie algebras on PL defined by gluing the free C|[z]-Lie algebra
g[z] with the free C[z!]-Lie algebra B" along g[z,27!] for any h € Hr & Cc @ Rd.
Moreover, we write 2% == 2" for any i € {0,...,n}.

Let . be any locally free sheaf of Lie algebras on P{, which is weakly g-locally free
on U. Then, I'(U, Z) = g[z] up to isomorphism of sheaves of Lie algebras by virtue
of Theorem 6.1.1. Hence, h’(Z),h'(£) < oo implies that T'(V,.%) C g[z,27}] is a
negatively bounded subalgebra. Application of Lemma 9.2.1 and Lemma 9.2.2 yields
the following result.
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Lemma 9.2.3.

Any locally free sheaf £ of Lie algebras on Pk, which is weakly g-locally free on
U, is isomorphic to a subsheaf of Lie algebras of 2" for some h € Hr ® Rd.
Furthermore, if h' (£) = 0, £ is isomorphic to a subsheaf of Lie algebras of Y
for some i € {0,...,n}.

9.2.2 Proof of Drinfeld’s conjecture about rational »-matrices. Lemma 9.2.2 states
that for any classical twist ¢ of Oryang, up to polynomial equivalence, 20* C ‘B@ for
some i € {0,...,n}. Therefore, the process of reconstructing the rational r-matrix r’
from 20 (as in the proof of Theorem 5.3.2) combined with 20* C B zg[z7'] implies
that the total degree of ¢ is at most one. This is Stolin’s proof from [Sto91b; Sto91c]| of
the following conjecture by Drinfeld.

Theorem 9.2.4.

Let t € (g® g)[z,y| be a classical twist of Oryang, .. T* is a rational r-matriz.
Then t is polynomially equivalent to a classical twist of Oryang of total degree at
most one.

9.2.3 An algebro-geometric reduction. Let ((X,.<7), (p, ¢, ()) be the geometric CYBE
datum of a rational r-matrix r = r* from Theorem 9.1.1. The inclusion T'(X \ {p}, &) =

Wt C ‘,]3(i) is equivalent to o/ C V*c@g), where v: Pt — X is the canonical map.
Note that g[z 271 = g[z] ® W and W' C ‘B( is equivalent to the identity %
(a]z] N BY) @ 20. Using H(2") = g[2] N B, we arrive at

(U, o) eR(2%) =2 e (2Y) =" =T(U_, 29). (9.7)

This gives a defining algebro-geometric condition for rational r-matrices, which was
originally found in [Sto95].

9.2.4 Reduction to a finite-dimensional problem. Let r’ be a rational r-matrix
such that 20t C B for some i € {0,...,n}. This inclusion can be used to reduce the
problem of classifying rational r-matrices to a finite-dimensional problem. The bilinear
form K_; (see Lemma 4.2.1) induces a non- degenerate invariant bilinear form on the
finite-dimensional reductive Lie algebra p®¥) := ‘B(Z /‘}3 + and (p@, a® rot) is a Manin
triple, where a®” is the image of g[z] N ‘B(_ under the canonical projection ‘B@ — p®
and o' = 20 /P Here, we used P C ot = 99t € BY and (9.7).

Proposition 9.2.5. '
The map 1t — ! = QUV&B@’L defines a bijection between rational r-matrices rt

such that W C P and subalgebras w C p@ = PY /BO+ such that (p@, a®, o)
is @ Manin triple, where a® is the image of g[z] NP in p®.
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Proof. We have already discussed above that the assignment is well-defined, so it
remains to provide an inverse Let (p@,a® 1) be any Manin triple. Since B can
be identified with p® 63 ‘B + as a vector space, we can identify 2l =10 @ ‘B@’L
with a subalgebra of . It is straight forward to show that (glz, 271, 9[z], ) is
a Manin triple and ‘B(Z C 2 immediately implies that 2l is commensurable with
2 'g[z71], so A = 20* for some rational r-matrix r* by virtue of Theorem 5.4.12. Tt
is easy to see that this assignment is inverse to 7 — w?, concluding the proof. [

9.2.5 Stolin pairs. Let pgﬁ) C g be the standard parabolic Lie algebra of g to
{1,...,n}\ {i} for any i € {0,...,n}. In particular, p+ =g. A Stolin pazr (I, B) of
index i € {0,...,n} consists of a L1e subalgebra [ C g, satisfying g = [ + p + , equipped
with a skew—symmetrlc bilinear form B: [ x [ — C such that

B([a,b],¢) + B([e,a],b) + B([b,c],a) =0 (9.8)

for all a,b,c € land B defines a non-degenerated bilinear form on [N pgf). We point out
that, in the language of Lie algebra cohomology, (9.8) means that B is a 2-cocycle on I.

We say that «; € Il is singular if there exists an automorphism v of the Dynkin
diagram of g[z, z7!] which maps «; to ag. This is equivalent to k; = 1 for ky, ..., k,
as given in Lemma 4.2.4; see Figure 4.2. For instance, every root in II is singular for
g = sl,,(C). For such a simple root, 7 induces an isomorphism

= PP = gle] /egle] = g @ e (9.9)

This isomorphism identifies a(® with p+ S5) ep , + where v(ap) = aj, and equips g & eg
with the non-degenerate invariant bilinear form

K (ag + €ac, by + €b.) == K(agp, b.) + K(bo, a.) for all ag, a, by, b € g. (9.10)

Therefore, the ass1gnrnent t— 1! deﬁned 1n Proposition 9.2.5 yields a leeCtIOD between
rational r- nlatrlces rt such that 20" C ‘B and Manin triples (g @ eg, p+ &) ep+ ,10).

Let (g @eg,p+ @ep+ ,10) be any Manin triple and wq = pry(w) for pr,: gdbeg — g
defined by ag + €a. + ag. Note that to C vy @ eg implies v = ' D (g B eg) = etvg-.
Hence, dim(tog)+dim(toy) = dim(g) = dim(tv) implies that Ker(pry|y,) = toNeg = ety
so there exists a unique fy,: Wy — g/mwp such that

ro/eroy = {a + efn(a) | a € oy} C 1wy @ e(g/10y). (9.11)

We write By(a,b) = K(fw(a),b) for all a,b € wy. The following result allows the
calculation of all rational r-matrices in low dimensions; see [Sto91b; Sto91c| for details.

Proposition 9.2.6.

Let i € {0,...,n}, v be an automorphism of the Dynkin diagram which maps «;
to ap, and put a; = v(ag). The assignment r* +— (w0}, Byt) defines a bijection
between rational r-matrices vt satisfying W' C ‘B@ and Stolin pairs of index j.
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Proof. 1f suffices to prove that

(9@ eo,pY @ ep?" 1) — (1o, By) (9.12)

defines a bijection of Manin triples (g D eg, pg) D epg)’L, m) and Stolin pairs (I, B)
of index j. We first prove that this assignment is well-defined, i.e. that (tog, By) is
indeed a Stolin pair of index j. Since tv is Lagrangian, to/etog is isotropic, so

0= K.(a+efp(a),b+ €efn(b)) = B(a,b) + B(b,a) for all a,b € w. (9.13)

In particular, B is skew-symmetric. The fact that to is a Lie algebra and etog C to
is an ideal implies that

[a,b] + €fw([a,b]) = [a + €fw(a), b+ €fw(b)] = [a,b] + €([fu(a), 0] + [a, fu(D)]),

for all a,b € wy. In particular, fi,([a,b]) = [fw(a),b] + [a, fu(b)] holds. Combining
this with the invariance of K shows

Bm([a>b]vc) = K(fm([aa b])vc) = K({fm(a)a b] + [av fm(b)}ac) = Bm(av {ba C]) + Bm(b) [Cv a])

To conclude that (g, By,) is a Stolin pair of index j, it remains to show that B,, is
non-degenerate if restricted to g N pgf), since tog + pgf) = g is immediately implied
by g @ eg = (p(i) S5 ep(j)’L) P to. Let a € tog N pgf) satisfy By, <a, oy N pgf)) ={0}.
This is equivalent to

A L . . ] )
fula) € (00N pP) " Jrog = (o + 9P /rog = pP/ (w0 npP) = p,

: AL
where we used tog N pgﬁ)’L = (mo + pgf)) = g+ = {0}. Since a + efn(a) € /ey,
the identity o N (pz) ® epg)’L) = {0} implies a = 0.

Now we have to construct the inverse assignment. Let P := (I, B) be a Stolin
pair of index j and fp = [ — g/I* defined by B. Then

wp:={a+efpla) |acl@et Cldeg (9.14)

defines a Lie subalgebra of g @ eg. Similar considerations as above show that
(g D eg, pSZ) & epg)’l, mp) is a Manin triple and this defines the inverse of (9.12).
O

Remark 9.2.7.

(1) There are versions of Stolin pairs admitting a reduction in the vein of Proposi-
tion 9.2.6 for non-singular roots in II; see [Sto91c]. However, we will not go
into this depth here.

(2) In some cases it is possible to assess that rational r-matrices are polynomially
equivalent by studying relations between the finite-dimensional data determin-
ing them in the sense of subsections 9.2.3 or 9.2.6. For instance, in the case
of g = sl,,(C), two rational r-matrices r; and 7y determined by Stolin pairs
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(I, B1) and (Iz, Bs) of the same class j are polynomial equivalent if there exists
g € SL,(C) such that Ad, (p¥) = p?, Ady(I) = [, and

By(Ady(a),Ad, (b)) — Bi(a,b) = f([a,b]) for all a,b € [y; (9.15)

see [Sto91b]. The Equation (9.15) can be reformulated as: By o (Ad, x Ad,)
and B, define the same class in the Lie algebra cohomology group H*(I;, C).

9.2.6 Constant triangular r-matrices. Lemma 5.4.4 states that if r* is a rational
r-matrix for t € g ® g, t is a skew-symmetric constant r-matrix, i.e. t + 74(t) = 0 and
CYB(t) = 0. Furthermore, 20" C g[z!] in this case. Thus, Proposition 9.2.6 states
that skew-symmetric constant r-matrices are in bijection with Stolin pairs of index
0. Note that a Stolin pair of index 0 is exactly a quasi-Frobenius Lie subalgebra of g.
In particular, classifying quasi-Frobenius Lie subalgebras of g yields a classification of
skew-symmetric constant r-matrices.

9.2.7 Example: rational r-matrices over g = sl»(C). Let us list all rational 7-
matrices for g = sly(C) up to polynomial equivalence. First of all, we have the trivial
rational r-matrix: Yang’s r-matrix

vﬂmg(:c,y):gciyCl (é _01>®((1) —01>+;(8 (1))®(? 8)+;<(1) 8>®<8 (1)>>

Since two-dimensional Lie algebras are automatically solvable, there is only one two-
dimensional subalgebra of sly(C) up to conjugation, namely the standard Borel sub-
algebra b, of traceless upper triangular matrices. Quasi-Frobenius Lie algebras are
automatically even dimensional and H?*(b,,C) = 0, so there is at most one non-trivial
rational r-matrix of class 0 up to polynomial equivalence; see part Remark 9.2.7.(2). It
is given by the formula

(2, Y) = TYang + <8 é) ® (é _01> - <é _01> ® (8 é) : (9.16)

It can be shown that a Stolin pair ([, B), where [ is solvable, determines a solution
polynomially equivalent to a constant one; see the Proposition after [Sto91b, Lemma 4.4].
Therefore, a non-trivial Stolin pair ([, B) of index 1 automatically satisfies [ = sly(C).
Since Whitehead’s lemma implies H?(sly(C), C) = 0, we again have at most one rational
r-matrix of this class. It is given by the formula

7(2,Y) = TYang + (8 _E/2> T ® (é _01> — (é _01> ® (8 _B/2> y.  (9.17)

Remark 9.2.8.
A list of all rational r-matrices for g = sl3(C) can be found in [Sto91a; Sto91b].
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9.2.8 Comparison of formal and polynomial equivalence. As for o-trigonometric
r-matrices, we have introduced two different notions of equivalence for rational r-
matrices: formal and polynomial equivalence. At first glance, polynomial equivalence
looks stronger than the formal one, but the geometric theory implies that this is not

the case.

Proposition 9.2.9.
Two rational r-matrices r1 and ro are formally equivalent if and only if there
exists X\ € C* such that r(z,y) and Aro(Az, \y) are polynomially equivalent.

Proof. Let (A, w, ) be a formal equivalence of r; and rs. Since both r; and ry are
normalized and skew-symmetric, A = w’ € C*; see Lemma 2.1.6.(4). For i € {1,2},
let ((X,%), (p,c,(¢)) be the geometric datum of r; constructed in Section 9.2.
Lemma 3.1.1 states that w defines an automorphism f of X fixing p and ¢ defines
an isomorphism ¢: @/ — f,9%. Let C be the smooth locus of X. By construction,
[(C,e) = glz] = T(C,44), so ¢ induces an C[z]-linear automorphism of g|z].
Application of Lemma 3.3.2 combined with Theorem 9.1.1.(3) now concludes the

proof. ]
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