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Abstract

Abstract

Different physicochemical properties of i) polymer electrolytes and their components and of

ii) carbonaceous materials, were examined in this work.

1) Hydrogen bonding is found in the ionic liquid [EMIM][OT(], which is used to prepare
deuterated [EMIM]*. Ion dynamics ("Li, 'H) is studied for PVdF-HFP-based polymer
electrolytes and found to corelate well with previously measured electrochemical data.
Anomalous ion diffusion probed by diffusion NMR measurements is found for the studied
polymer electrolytes. Further, electrochemical probes were used to follow the polymer
electrolyte degradation upon cycling the latter in a symmetric lithium cell. Additional, Magic-
angle-spinning (MAS) NMR measurements performed on the studied polymer electrolytes are

found to increase the ionic conductivity tremendously.

i1) The process of pyrolysis of sucrose- and trehalose derived hydrochars is followed ex situ by
means of C NMR spectroscopy. Increasing the pyrolysis temperature causes a stepwise
growth of graphite-like sheets, with a large anisotropy of the magnetic susceptibility. Further,
the chemical structure of poly(C;0,) is analyzed and confirmed to be composed of polypyrone
units. Finally, time-resolved '"H measurements on H,O impregnated C,N, samples and purely
carbon-based samples were used to differ between in-pore and ex-pore water, finding that water

uptake is essentially absent for the C;N; material.
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Kurzzusammenfassung

Kurzzusammenfassung

In dieser Arbeit wurden verschiedene physikochemische Eigenschaften von 1)
Polymerelektrolyten und ihren Bestandteilen sowie von ii) kohlenstoffhaltigen Materialien

untersucht.

1) Zundchst wird die Wasserstoffbriickenbindung in der ionischen Fliissigkeit [EMIM][OT(]
untersucht, die zur Herstellung von deuteriertem [EMIM]* verwendet wird. Die lonendynamik
("Li, 'H) wird fiir PVdF-HFP-basierte Polymerelektrolyte untersucht, wobei die Ergebnisse gut
mit zuvor gemessenen elektrochemischen Daten iibereinstimmen. Fiir die untersuchten
Polymerelektrolyte wurde eine anomale lonendiffusion festgestellt, die durch Diffusions-
NMR-Messungen ermittelt wurde. Dariiber hinaus wurden elektrochemische Messungen
durchgefiihrt, um den Abbau des Polymerelektrolyten beim Zyklus in einer symmetrischen
Lithiumzelle zu verfolgen. Zusitzliche Magic-angle-spinning NMR-Messungen an den

Polymerelektrolyten haben ergeben, dass die Messung die Ionenleitfdhigkeit enorm erhoht.

i1) Der Prozess der Pyrolyse von Saccharose- und Trehalose-Hydrokohle wird ex situ mittels
BC NMR Spektroskopie verfolgt. Die Erhohung der Pyrolysetemperatur fiihrt zu einem
schrittweisen Wachstum von graphitidhnlichen Schichten mit einer groen Anisotropie der
magnetischen Suszeptibilitidt. Auflerdem wird die chemische Struktur von Poly(C;0,)
analysiert und bestitigt, dass es aus Polypyron-Einheiten besteht. SchlieBlich wurden
zeitaufgeloste 'H-Messungen an mit H,O imprdgnierten C;N; Proben und an rein
kohlenstoffbasierten Proben durchgefiihrt, um zwischen Wasser in Poren und aufBerhalb der
Poren zu unterscheiden, wobei festgestellt wurde, dass das C;N; Material im Wesentlichen kein

Wasser aufnimmt.
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Chapter 1

Introduction

1.1 Materials for Energy Transition

Since the EU and 190 other states have signed the Paris Climate Accords in 2015, they have
committed themselves to reduce their CO, emissions drastically, in order to contain the effects
of climate change.' As a result, fossil fuels and other climate harmful energy sources should be
permanently replaced by renewable energies such as solar, hydro and wind power. However,
the implementation of these energy sources comes along with a series of new problems such as
storing and releasing energy on demand. In addition, there is an increasing demand of electrical

energy for notebooks, smartphones and electric vehicles, all of which use portable batteries.

Therefore, research on materials for new energy storage devices can make a contribution in
order to reach the mentioned climate goals and meeting the demands for efficient and recyclable
portable batteries.? Rechargeable lithium ion batteries (LIBs) have been commercially
introduced by Sony in the early 1990s and were optimized since then.? Until today, the basic
principle of LIBs to store energy by reversible chemical redox reactions between both
electrodes and the electrolyte remains the same.* During charging, lithium is oxidized at the site
of the cathode and is released as a lithium cation. A separation of electronic and ionic current
is induced at this stage. At the same time the electric current and ionic current flows from the

cathode to the anode. During discharging the current is reversed.

In addition to ion batteries, which can nowadays even serve for power grid solutions,
supercapacitors are a second class of energy storage devices.’-® Unlike batteries, supercapacitors
store potential energy electrostatically in electrostatic double-layers, commonly known as the
Helmholtz double-layer. Often, conductive carbonaceous matrices with large specific surface

areas serve as electrodes in which an electrolyte solution is immersed. Charge is stored at the
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interphase between the electrode surface and the electrolyte, whenever a potential difference is
applied to a two-electrode setup. Therefore, no chemical (redox) reaction occurs in case of

supercapacitors.’8

Compared to supercapacitors, lithium ion batteries exhibit much higher energy densities but
lower power densities. This means that substantially more time is required to fully charge a
lithium ion battery compared to a supercapacitor. On the other hand, supercapacitors can be

charged within seconds and have a substantially higher cycle lifetime.”-*

Powering mobile phones or electric vehicles requires high energy densities. Rechargeable
lithium ion batteries suit these applications particularly well. In the past, electrolyte leakage or
flammability was observed for numerous metal ion batteries, from which serious safety issues
emerged. Recently, these safety issues are contained by implementing non-flammable
electrolytes and electrodes.” Therefore, numerous approaches were focused on polymer- or
solid electrolytes, which exhibit potential advantages over liquid electrolytes, such as safety,
higher ion densities and flexibility, which allows adaption to the shape of the specific
device.!%!! Additionally, electrode materials which enable cells with high specific energy

densities are object of current research.

Modifying electrodes and electrolytes is useful, in order to enhance the performance of LIBs.
Additionally, knowledge of already existing cells and how they work on a molecular/atomic
level is gained in recent years. In this context, detailed studies about the formation of the solid
electrolyte interface (SEI) (thin layer at the anode, which is formed by decomposition of the
electrolyte) and its impact on the performance of cells have been carried out.!"" Concerning
electrolytes, the well-established model system polyethylene oxide/ lithium bis
(trifluoromethanesulfonyl)imide (PEO/LiTFSI) has been studied extensively.!” In these studies
a fundamental understanding of transport properties in PEO-based polymer electrolytes was
developed, such as ion hopping along the oxygen coordination sites of PEO and further

important physicochemical properties.

More recently, polymer electrolytes based on the statistical co-polymer poly(vinylidene
fluoride-co-hexafluoropropylene) (PVAF-HFP) have been employed and display promising
applications in lithium ion batteries.'? A benefit of PVdF-HFP-based polymer electrolytes over

PEO-based electrolytes is a higher ion conductivity, which favors a better cell performance.’
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Complementary characterization techniques, such as electrochemical techniques and nuclear
magnetic resonance (NMR) spectroscopy are combined for ex situ and in situ studies to probe
transport properties and degradation from different perspectives. NMR as an established
characterization technique has proven to be suitable to study energy storage materials.!* Just
recently, NMR probe heads to study operando the electrochemistry during charging/

discharging are commercially available.'

1.2 Outline

The aim of this thesis is to gain a fundamental understanding of the underlying physicochemical
properties of polymer electrolytes (and their constituents) and of carbonaceous electrodes.
These two systems are the main subject of this work. The electrolytes studied are PVdF-HFP-
based polymer electrolytes containing a lithium salt and an ionic liquid as a plasticizer. In

addition, hybrid polymer electrolytes containing silica particles are examined.

Concerning electrode materials, three different carbonaceous materials were studied. The main
focus, besides structural aspects, is directed towards the interaction of H,O with these complex
matrices in order to derive information about different pore systems. NMR measurements are
particularly well suitable, due to its high sensitivity for different (local) H,O environments,

which can be studied non-invasive.

A brief introduction of the fundamental principles of lithium ion batteries and important
electrochemical experiments are presented in Chapter 2. The basic concepts and interactions of
the main technique used in this work, namely NMR spectroscopy, are discussed in Chapter 3.
A brief overview about the materials studied in this work, namely salts, ionic liquids, polymer

electrolytes and carbonaceous materials is given in Chapter 4.

PVdF-HFP-based polymer electrolytes are scrutinized in Chapter 5. Section 5.1 is devoted to
ionic liquids. In particular hydrogen bonding interactions in two different ionic liquids are
examined. H/D exchange experiments were performed, which turn out to be suitable to track
back the interionic hydrogen bonding and reveal the hydrogen bond acceptor properties of the
triflate anion. The relations between NMR measurements and electrochemical measurements
for a polymer composite material containing silica particles are explored in Section 5.2. This
section shows that “Li spinning-sideband intensities correlate linearly to lithium transference

numbers. Multi-nuclear ion diffusion NMR experiments for the polymer composites are

3
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discussed in Section 5.3. Fundamental differences in ion diffusion between bulk electrolyte
solution and ion diffusion in polymer electrolytes are found. Section 5.4 demonstrates that
electrochemical measurements in combination with ex situ NMR studies on polymer-
electrolytes are useful to evaluate the electrolyte degradation. Section 5.5 scrutinizes an
experiment specific effect that occurs during magic-angle-spinning (MAS). Physicochemical
properties of a PVdF-HFP-based polymer electrolyte change drastically after exposing the
material for several hours to MAS. In particular, ion conductivities increase after the material

is spun under MAS.

Carbonaceous electrode materials are investigated in Chapter 6. The structural features of
sucrose- and trehalose derived carbon-spheres are scrutinized in Section 6.1. The (almost)
exclusively carbon-based products are structurally compared. In Section 6.2 polymeric C;0,
(so-called “red carbon’) which contains nearly 40 atom% oxygen and its post-carbonization
product are analyzed. The last section 6.3 examines the interaction of H,O with carbonaceous
materials studied in Chapter 6 and in particular with C,N; (containing 50 atom% nitrogen).
Differences in H,O uptake between exclusively carbon-based materials and heteroatom

containing materials are revealed by time-resolved 'H MAS NMR.

The main results of this work are summarized in Chapter 7. Possible additional experiments are

evaluated and discussed.
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Chapter 2
Electrochemical Characterization of

Lithium Ion Batteries

Materials studied in this work (electrolytes and electrodes) are prepared for a possible
application in lithium ion batteries and supercapacitors. Therefore, it is inevitable to introduce
the basic principles of lithium ion batteries, related electrochemical measurements and relevant

properties characterizing the studied material.

2.1 Principles of Lithium Ion Batteries

@ Cathode Polymer electrolyte

)
. D.D = : Cu
current collector
D D D current collector

@ Li cation ® Anion @ Polymer

Figure 2.1: Scheme of a lithium ion battery containing a polymer electrolyte, during discharging. The
cathode is lithium iron phosphate LiFePO, and the anode is graphite. During discharging, lithium cations
deintercalated from the anode and migrate to the cathode. The polymer electrolyte serves as an

electrolyte (ions) and separator (polymer) at the same time.
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A lithium ion battery (LIB), as shown in Figure 2.1 is present, when an electrolyte solution and
a separator are placed between two electrically conducting electrodes. In Figure 2.1 both of
these properties are combined in the polymer electrolyte, which acts as a separator and

electrolyte. The electrochemical principles of a LIB are rooted in the galvanic cell.

When an external potential difference is applied, the positively charged lithium cations start to
migrate from the anode (oxidation) to the cathode. At the site of the cathode the lithium cations
are intercalated between the graphite sheets and reduced. When the applied potential is
removed, the lithium ions remain intercalated. Connecting an external consumer to the lithium
ion battery creates a flow of electrons from the anode to the cathode. This is accompanied with
the migration of lithium cations towards the cathode where they are resembled into their

original structure, for example in LiFePO,.!

When it comes to describe the battery, its half-cell reactions are considered. The reduction

potentials of a cell composed e.g. of LiFePO, and graphite can be written as:??

Co+ Lit +1e” - Li;Cy, E°=0.1V vs.Lit/Li [2.1]
FePO, + Li* + e~ — LiFePO, E° =33V vs.Li*/Li [2.2]
Cell reaction: FePO, + Li;Cg¢ = LiFePO, + C¢ El,; = +3.2V [2.3]

the standard reduction potential of an electrode is E° and the standard cell potential is EQ,;; .

For the total cell reaction, the Gibbs free energy decides whether a cell reaction is
thermodynamically favorable or not. Positive cell potentials reflect that the cell reaction is
thermodynamically favorable. However, also the reverse reaction with negative potentials can
be realized by applying an external potential. The Gibbs free energy G of the cell reaction with
the cathode having the chemical formula Li B, (e.g. Li,FePQOy,) is defined by:*

AGey = —nF Vo (2.4]
FVpe(x) = [u'(x) — pb] = —0G (x)/9(x) [2.5]

with Faraday’s constant F' (C:mol™), n the number of transferred electrons, V,. is the open
circuit voltage of the cell, uy, uc the chemical potential of anode and cathode and x is the

number of occupied lithium ion lattice sites in the structure ranging from 0—1.
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For the above-mentioned cell reaction, lithium cation intercalation is often a solid-solution
reaction. There are also further types, such as other two-phase reactions and complex

intermediate reactions, while in the following only the solid-solution reactions are considered.

In the simplest case for a solid-solution reaction at constant temperature and pressure, the
system exhibits a fixed degree of freedom of 1. This case is shown in Figure 2.2 a) and

corresponds to a smooth decay of the voltage, shown in Figure 2.2 b).

Another important parameter is the theoretical gravimetric capacity Q (C-g™"), which is often
expressed in mA-h-g™'. 1 mA-h-g™" is equivalent to 3.6 C-g™'. The gravimetric capacity Q is

defined as:
_F-n 26
Q= M [2.6]

with the molar mass M (g'mol™"). The cathode reaction from equation 2.2 can be considered as
an example. The molar mass of LiFePO, is 157.7 g '-mol™! with one electron transferred in the

reaction. As a result, the theoretical gravimetric capacity is Q = 170 mA-h-g™".

Closely related to the theoretical capacity are the energy E supplied by the battery during

discharging:
E=q-V=f1-th [2.7]
a) b)
>
20
2 I\G(x) ©
(] en
o 8
: :
S
=
@)
0 0.5 1 0 0.5 1
Li concentration x Li concentration x

Figure 2.2: Gibbs free energy curve for a solid-solution reaction in a) and the corresponding voltage

profile in b).*
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and the power P at the time during discharging:

with the charge ¢, the discharge energy E, current / and the voltage V.

The capacity measured of a real operating cell may deviate severely from the theoretically
calculated value according to equation 2.6.° The notably lower measured capacity can be
rationalized by taking into account that the theoretical capacity value assumes a complete
removal of lithium cations while charging and a complete intercalation into the host structure
upon discharging. However, complete removal of lithium cations, for instance from LiFePO,
would lead to a disintegration of the structure. Therefore, partial removal of lithium cations is

often found.

At the site of the anode, a theoretical capacity of 371.9 mA-h-g™! for graphite (one lithium cation
per Cs) is often nearly found for a real operating battery. Nevertheless, the use of graphite in a
real operating cell is limited because of the low intercalation potential of lithium cations
(equation 2.1) and due to the risk of lithium dendrite formation on the surface of graphite.
Specifically, dendrite formation creates short circuits and as a result a fast cell death. Nowadays,
alternative materials are used, such as LisTisO,, which reduces the formation of lithium
dendrites but at the same time have higher anode potentials (> 0.1 V), which may be a limiting

factor for numerous applications.

In addition, the coulombic efficiency and cycle lifetime are relevant parameters to characterize
a cell. The coulombic efficiency describes the reversibility of the intercalation and removal of
lithium cations, which must be as high as possible in order to guarantee high cycle lifetimes.

Both parameters are typically presented by their C-rate. The conversion C/x is commonly used,
where x is the number of hours required to fully discharge the cell to the theoretically calculated
capacity. Discharging a cell (capacity 1 Ah) with 1 C yields a discharge current of 1 A for one
hour. Specifying the C-rate is important, since discharging a cell with a rate of C/10 yields

different measured capacity values compared to a C/1 discharging.

Relevant for industrial applications is the availability and cost of a material, as well as the
toxicity of the material which becomes important in case of accidents. Also, the cycle life is

important, which is the number of possible charge/discharge cycles, until the battery loses
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typically 20 % of its initial capacity. Due to the mentioned reasons LiCo0,0, is currently
replaced as a cathode material by LiFePO, which is less toxic and better available. Another
current approach is looking for a complete replacement of lithium and tries to establish more

environmentally friendly elements, such as Mg or other abundant rock-based elements.

2.2 Electrochemical Techniques

Chronoamperometry

In chronoamperometry, a constant potential is applied to the studied system and the time
dependent evolution of the current is observed. This is illustrated in Figure 2.3. In terms of
lithium ion batteries, Bruce and Vincent have introduced the nowadays most common
experimental method for obtaining the transference number of the lithium cation.® For

simplification a symmetric Li-cell with a single electron transfer is assumed.

To this system, a fixed voltage V,,, is applied, while the evolution of the current nearly follows

an exponential decay towards zero, which is given by:’

Vapp —t
R exp (ﬁ) [2.9]

I =

with the cell capacitance C, the cell resistance R and the time ¢

—>
0 t 0 t

Figure 2.3: a) Constant voltage experiment and b) current response of the cell. The initial current is iy

and steady state current is i,. ’
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' o
a) S o D b) o D C) o
=0 ,1=i, >0 , i=i,
L1 Li L1 L1 L1 L1

Figure 2.4: Schematic drawing of a symmetrical Li cell with the concentration of LiCF;SO; as the
lithium salt (fully dissociated) drawn at the y-axis. In a) the initial state is shown, where a uniform
LiCFsSOs concentration is present throughout the cell. b) shows the concentration profile for # > 0 and
¢) the case for the steady state.® The evolution of the current for this experiment is expressed by equation

29.

The reason for the exponential decay, seen in Figure 2.3 b) is briefly sketched in Figure 2.4. A
symmetric lithium cell is shown, where a 1:1 salt (such as LiCF;SO;) is present and fully
dissociated. For =0 a constant salt concentration is present throughout the cell. This is known
as the initial state of the cell. Upon applying a small potential difference across the cell, ions
start to migrate (lithium cations migrate to the anode and the anions migrate to the cathode)
while at the same time a concentration gradient is formed across the cell. At a certain time, the
concentration gradient does not change notably in time and a steady state current is reached. At
the steady state current, it is assumed that only lithium can be reduced and oxidized and
therefore contributes to a small measurable current at long waiting times. This behavior is

illustrated in Figure 2.4 c).

Chronopotentiometry

In chronopotentiometry on the other hand, a current is applied to the system and the time-
dependent evolution of a potential is observed.” The constant current method is often called the
“galvanostatic method”. The latter is frequently used in cycling of an electrochemical cell, for
example a lithium ion battery. Typically, three different chronopotentiometric techniques can

be distinguished, which are depicted in Figure 2.5.
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Figure 2.5: Chronoamperometric cycling techniques in a)—c). Note that the shape of the voltage curve
shown in 2.5 a) resembles the shape of the voltage curve shown in Figure 2.2 b). In a) a positive constant
current is applied to the electrochemical cell. The observed potential can correspond to the charging of
a lithium ion battery with a characteristic time period 7. (charging time). This section corresponds to
the mentioned technique 1). b) Shows a current reversal technique, where at first a positive current is
applied (7¢) and then a negative current with the same amplitude (discharge time 7). c) Displays two

full charge/discharge cycles.”°

1) Constant current mode in a single charging or discharging procedure of an electrochemical
cell. i1) Galvanostatic cycling, where a full charge/ discharge cycle of an electrochemical cell
is recorded and iii) a cyclic galvanostatic approach, where numerous charge/ discharge cycles
are performed, e.g. in order to evaluate the cycle lifetime of an electrochemical cell. For cycling

experiments, it is useful to define the sign of the current. Typically, positive currents correspond
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to the charging of an electrochemical cell, while negative currents correspond to the discharging
of the cell. As shown in Figure 2.5 c), the time period of the second cycle is shorter compared
to the first cycle, due to an irreversible capacity loss after the first cycle. In case of complete
reversibility, the time periods of all cycles will remain the same. However, in real operating

systems, this is not observed.

Electrochemical Impedance Spectroscopy (EIS)

re/.

0 R/2 R

Figure 2.6: Nyquist plot of an electrochemical cell, modeled by a resistor R and a capacitor C

combined in a parallel circuit.'?- -2

Electrochemical impedance spectroscopy EIS, sometimes called PEIS (potentiostatic
electrochemical impedance spectroscopy) is nowadays a commonly used method for
electrochemically active cells, such as batteries and fuel cells. The main advantage is that
numerous processes which can occur in an electrochemical cell, such as electron transfer,
adsorption of ions at the surface of the electrodes, mass transfer and charge transfer can be
represented by an electric component in an electric circuit. These processes are modeled as
resistors, capacitors and constant phase elements which can be combined either in series or

parallel or a combination of both.

The fundamental approach in impedance spectroscopy is, independent of potentiostatic or
galvanostatic input ac signal, that the responds of the system has a sinusoidal shape.!> The
impedance Z is defined as a complex number which similar to the resistance in the dc case is
the ratio of V/i, with the difference that a phase shift exists between both quantities. Therefore,

Z can be written as:’- 13

13



Chapter 2

%4 .
7* = o= Z*el® = Z(cos¢ + jsing) = Z' +jZ" [2.10]

Z* denotes a complex quantity. With the phase angle ¢, the complex number j (2= —1) and the

real part of the impedance Z' and the imaginary part of the impedance Z"'.

A typical example of a representation of impedance data is given in Figure 2.6. The resistance
(real part of the impedance at the x-axis) is plotted against the negative reactance (imaginary
part of the impedance) at the y-axis. Another representation which is also commonly used is to
plot either the real or imaginary part of the impedance against the applied frequencies. The
diagram depicted in Figure 2.6 is oversimplified and impedance spectra recorded for real metal
ion batteries (such as LIBs) are more complex. This is due to the manifold of processes which
may be present in a metal ion battery, such as charge-transfer resistance which occurs at the
electrode/electrolyte interface (solid electrolyte interphase (SEI)), electrolyte resistance, mass

transfer resistance and double layer capacitance.!*:!3

A more realistic example of an EIS spectrum is presented in Figure 2.7. At very high
frequencies (HF), the spectrum typically shows a reactance that is (R< Ryr) and therefore
exhibits an inductive behavior (little tail at positive im Z values). This is often associated with
the response from the experimental setup (e.g. cables). At lower frequencies, two semi-circles
which are often of different size can be found in the spectrum. In many cases, the semi-circle
which falls at high frequencies is assigned to the electrolyte resistance R (plus the first element
with R< Ryr) while the low frequency end of the second semi-circle is the sum of the previously
mentioned resistances and the charge transfer resistance at the electrode/electrolyte interface
(Rer). At very low frequencies, the Warburg diffusion (W) can be seen, which adds as an
additional element (non-ideal capacitor) to the equivalent-circuit model. The components of the
equivalent circuit model given in Figure 2.7 can be obtained by impedance spectroscopy. Here,
the frequency is swept, while changes in the measured impedance are obtained. The frequency
dependent relation between the individual components of an electrochemical cell (similar to

Figure 2.6) can be written as:!?

Rg + Rer jw - Rg‘T : CCZT
(1+w?2-R3--C%) (14 w?-R2.-CZ)

Z(w) = [2.11]

with the electrolyte resistance Rp, the charge transfer resistance Rcr, as well as the charge

transfer capacity Ccr.

14
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o 4 4 4 reZ.
+R1 +R]+

(Rp) (Rg+Rer)

Figure 2.7: Simplified Nyquist plot of a metal ion battery.”> The equivalent circuit model is given
above the complex plane, while Re and R¢r correspond to the electrolyte and charge transfer resistance,

respectively.

For a neglectable Ry component, the resistance of the electrolyte can be obtained from the high

frequency arc, while the sum of R; and R¢r can be found at the end of the low frequency arc.

Ion Transference Numbers

A crucial aspect, for the application of polymer electrolytes for lithium ion batteries are ion
transport properties. In many cases research on (polymer) electrolytes is dedicated to explore
ion conductivities. However, finding electrolytes with high room temperature ion conductivities

is only part of the ion transport.'*

Whether or not a lithium ion battery can be charged with high currents is also dependent on the
fraction of current transported by the lithium cation. This property of the electrolyte is known
as the ion transference number 7., and is partly neglected in electrolyte research, while it

becomes even more important in systems containing different ion species.

The concept of transference numbers goes back to Johann Wilhelm Hittorf."> Consider a lithium
ion battery (Figure 2.1), where a 1:1 electrolyte e.g. LiCF;SOs is fully dissociated into Li* and
CF;SO;™ by a solvent, as an example.
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Applying a constant voltage to the lithium ion battery leads to ion migration. During charging,
lithium cations migrate to the anode and the anions (here CF;SO;™) migrate to the cathode.
Obviously, a fraction of the ion current is transported by lithium cations and another part is

transported by CF;SOs™. The ion transference number is defined by:

g

t, = [2.12]

liotal

with the total current i;,.4; and the current carried by ion species / given by i;.

Often, the observed lithium transference number 7, is smaller compared to the transference
number of the anion 7- due to the fact that lithium cations are hard cations with a large solvation
sphere.!® On the other hand, the weakly coordinating CF;SO;~ anion does not exhibit a large

solvation sphere and is therefore more mobile.

The electrolyte (a fully dissociated 1:1) obeys the Nernst-Einstein equation, which relates the

ion conductivities to the ion self-diffusion coefficients:!”

_ |zIPF?¢ _

0; = —pr— " Di [2.13]

with z as the number of transferred electrons and the self-diffusion coefficients of the cation

and anion D, and D_, respectively.

The ion transference numbers are strongly related to the diffusivities and to the ion mobilities:!’

_ Uy _ 04 _ D,
Uy +yu. o,+o_. D, +D_

. [2.14]

with cation and anion mobilities p, and p_ and the cation and anion diffusion coefficients D,

and D_.

In polymer electrolytes, the Bruce-Vincent method is the most common method to derive ion
transference numbers.!¢ As pointed out by Balsara and co-workers for a symmetric lithium ion
battery, the initial state can be rationalized as a case where the initial current follows Ohm’s

law and can be written as:

i o
i = 7" AV [2.15]
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and the steady-state current as:

. t,o
lSS == TAV [216]
with the cell constant & (distance between electrodes divided by the electrode surface), the initial

current iy and the steady-state current iss (see Figure 2.3).

In this oversimplified view, the lithium transference number would then be the ratio of the
steady state current and initial current. However, for a real operating cell the electrode/
electrolyte interphase mentioned in Section 2.2. must be considered. This is in particular
important, since the interfacial resistance is not constant over the experiment. The initial
resistance R; (measured via impedance spectroscopy) is smaller compared to the interfacial
resistance at steady-state current R;ss.'® The explanation for this is rooted in the formation of the
solid-electrolyte-interphase (SEI), which increases the electrode/electrolyte resistance.'® As a
result, R;) and R;ss must be considered, when the transference number is calculated. Combining

both equations results in the common Bruce-Vincent expression:

_ iss(AV — igRyo)
G (AV = iRgs)

[2.17]

Apparent Transference Numbers

The relationship of transference numbers and the self-diffusion coefficients (equation 2.14) can
be used to estimate the so-called “apparent” transference numbers or NMR transference
numbers. The term “apparent” is used, since the diffusion NMR experiment averages over all
nuclei of a given species, i.e. also ion pairs. Transference numbers measured by electrophoretic

NMR on the other hand yield accurate ion transference numbers. !

The apparent transference number, based on NMR diffusion coefficients can be written as:??

t, =
*  N,D,+N_D_

[2.18]

An advantage of additionally measuring the apparent transference numbers is that it allows a
comparison between the measured ac conductivity o,. to which only “mobile” and dissociated

ions contribute and NMR diffusion coefficients (which averages over all ions from one ion
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species, e.g. dissociated Li ions, ion pairs) in order to estimate the fraction of ions, which

contribute to the current, expressed with the activity parameter a:20-2?

Uac

a= [2.19]

82
kb_T(NiDi + )

with the number of ions i per volume fraction, labelled as N, and the self-diffusion coefficient
(measured by NMR), the elemental charge e and kj, is the Boltzmann constant. The activity
parameter a may take values up to a = 1 which means that all ions are fully dissociated and

active.
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Chapter 3
Nuclear Magnetic Resonance

Spectroscopy

The main analytical method applied in this work is nuclear magnetic resonance (NMR). Section
3.1 presents the relevant NMR interactions, before introducing the theory of diffusion NMR

and water insertion in aromatic host matrices in Section 3.2.

3.1 NMR Interactions

Zeeman Interaction

As the most dominant NMR interaction, the Zeeman interaction is present whenever a nuclear
spin (spin quantum number /) interacts with a magnetic field By.!>* In the absence of a magnetic
field, the energy levels of a nuclear spin are degenerate. However, when a magnetic field is
present, the energy levels are non-degenerate and transitions between the individual energy
levels can take place. Depending on the spin quantum number m;, the number of different

energy levels is determined by 2/ + 1.

Taking the most abundant nucleus '"H with the spin quantum number / = ', two different
magnetic quantum numbers arise, namely m; = + % and m; = — V2. Their difference in energy is

proportional to the so-called Larmor frequency wg, which is defined as:

wo = —YBy [3.1]

with y the gyromagnetic ratio. Bold symbols in equations denote vectors or tensors.

The gyromagnetic ratio can take either positive or negative values, but has a constant value for

a given nucleus. In a classical vector model, the sign defines the sense of precession. The
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Zeeman interaction exhibits by far the largest order of magnitude of all NMR interaction with
values in the range of 10®Hz at typical field strengths of modern NMR magnets
(100-900 MHz).

Chemical Shielding

In solution state NMR, the obtained spectra often consist of narrow and well-resolved lines with
a linewidth in the order of a few Hz. For these types of spectra, most of the NMR interactions
discussed in the following are averaged due to rapid random tumbling of the molecules in dilute
solutions. Despite that, NMR interactions are anisotropic which can be seen especially well in
solid-state NMR. Solid-state NMR spectra are typically broad, since low mobile molecules or
segments are unable to average the anisotropic NMR interactions to zero. As mentioned in the
previous section, nuclear spins interact with the external magnetic field B,. However, spins do
not interact solely with the B, field but also with the field generated by electrons in the vicinity

of the nucleus.

The external field induces currents in the electron orbitals, while an additional induced
magnetic field B;,q emerges.* This effect is present for all molecules and alters the effective
field that a nucleus experiences. A prominent example is the benzene molecule (for which a -
current is present) shown in Figure 3.1. According to Ramsey, the shielding tensor can be
considered as the sum of a diamagnetic 6% and paramagnetic contribution &P ¢ 7 The
diamagnetic term depends only on the ground-state wave function of the orbital angular

momentum of the electrons.’

a) AB) ring current ©)ABo

b g
Figure 3.1: (a) Induced electric current for benzene generated by 7 electrons in an external magnetic
field (C: dark grey spheres, H: light grey spheres). (b) induced magnetic field. The resulting field

depends on the location relative to the benzene ring and on the precise molecular orientation of the ring

with respect to the external field.
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The latter is responsible for an induced magnetic field that opposes the external field and
therefore contributes exclusively to an additional shielding. The paramagnetic contribution on
the other hand originates from a mixing of the ground-state wave function with the excited
states. Shielding and deshielding paramagnetic contributions are observed, which are relevant
for YF in particular® In the following discussion, only the diamagnetic contribution is
considered. As shown in Figure 3.1, the electric current of electrons induces an additional

magnetic field B;,q which can be written as:
Bing = —0Bg [3.2]

with o as the chemical shielding tensor for a given nucleus.

Even though the induced field is small compared to the external field, it still causes a
measurable change in NMR frequency. A famous example, presented by Edward M. Purcell in
his Nobel lecture in 1952 is the 'H NMR spectrum of ethanol.” The effective field and therefore
the resulting Larmor frequencies of the CH; hydrogens, CH, hydrogens and OH hydrogens can
be resolved as individual signals, due to differences in chemical shielding for the three different

chemical sites.

A commonly observed NMR spectrum, for example of the ethanol molecule, is presented by
plotting the measured intensity against the chemical shift 8. This expression is particularly
useful, since the field dependence from equation (3.2) is no longer present. The chemical shift
8 is defined by:

8= “’;—“’ff x 10° [3.3]
with @ as the measured frequency of a nucleus and w;.r as the frequency of a reference

molecule.

The reference molecule is dependent on the observed nucleus. At this point, two types of
references can be distinguished, namely primary references (whose signal is set to O ppm) and
secondary references. The latter show signals that do not occur at O ppm but have fixed shifts
to a primary reference. For 'H, *C and #Si the primary reference tetramethylsilane is the
compound of choice, while for *Si, especially in the solid-state, the secondary reference
octakis(trimethylsiloxy)silsesquioxane (QsMs) is used.!® The relation shown in (equation 3.3)
is in particular relevant for solution state NMR, where narrow lines can be observed shifted

with respect to the signal of the reference compound.
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Moreover, the chemical shielding is anisotropic and exhibits a direction dependence towards
the By field. In general, the chemical shielding interaction can be expressed by a second-rank
tensor which is represented as the following:

Oxx Oxy Oxz
o =|%x Oyy Oyz [3.4]

Ozx Ozy Oy

¢ denotes only the symmetric part of the tensor. In general, the shielding tensor also has an
antisymmetric part. However, this antisymmetric part is not directly observable and contributes

only to relaxation processes.'

Expression (3.4) is multiplied with the external B, field (exhibiting only a z-component along

the laboratory frame):

Oxx Oxy Oxz 0 —0y; " By
Big = — (ayx Oyy ayz> . ( 0 ) = —0y;" By [3.5]
O2zx O-zy 02z Bo —0y5 " BO

In equation 3.5 the magnetic field and o are both represented in the laboratory frame. The

specific values of ¢ in the lab frame depends on the molecular orientation. An example of a

calculated chemical shielding tensor and its relation to the molecular frame is shown in Figure

3.2.

Figure 3.2: [EMIM]* cation and the shielding tensor for the C2—H nucleus (H: white spheres, C: dark

grey spheres, N: blue spheres).!? The side view reveals that the shielding tensor of the C2—H nucleus is

non-spherical.
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The 1-ethyl-3-methylimidazolium ([EMIM]*) cation is presented in top view and side view in
Figure 3.2. It is crucial to point out the relation between the molecular frame and the principal
axis system. The shielding tensor presented in equation (3.4) is given in the laboratory frame
(large letters X,Y,Z).!*!* The shielding tensor ¢ (laboratory frame) is transformed to ¢

(principal axis system) (Figure 3.3) from which the principal axis values can be obtained: '

Oxx Oxy Oxz Oxx 0 0
o=T"1- (ny Oyy Uyz> -T = ( 0 Oyy 0 ) [3.6]
Ozx Ozy Ozz 0 0 Oz77

with the rotation matrix T and the transformed shielding tensor ¢'.

In dilute solutions with fast molecular motion the isotropic chemical shielding is observed due
to averaging of the chemical shielding interaction. The isotropic chemical shielding ojg, 1S

given by:"

Oiso = (0zz + oyy + UXX)/3 [3.7]

However, in samples with more restricted molecular motion, such as solids or gels, the
anisotropy of chemical shielding plays an important role. Two different scenarios are

commonly discussed: The case of single crystals and of powder samples.

In the simplest case of a single crystal, the individual lattice sites are occupied by molecules in
such a way that a uniform orientation with respect to the external magnetic field is obtained. As
a result, a single resonance is observed, while the frequency depends on the orientation of the
principal axis system (PAS) with respect to the applied magnetic field. The corresponding
spectrum 1is illustrated in Figure 3.4. In the case of B, being aligned with one of the principal
axes of the shielding tensor, the frequency appears at the frequency characteristic for the

principal axis value.

B AZL Lab-frame Principal axis system  z
XL
— > X A
Vi’ Transformation ( \

Figure 3.3: Illustration of a transformation from the laboratory frame to principal axis system (PAS).

Y
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For powdered crystalline samples, all crystal orientations with respect to the external field are
present and therefore a superposition of numerous resonances is observed yielding the so-called
powder pattern. The shape of the powder pattern is dependent on the values of the chemical
shift tensor and whether or not the shielding tensor is axially symmetric.!* For axially symmetric
shielding tensors, gyy = oxy (077 is different from oyy,oxy) the powder pattern seen in
Figure 3.4 is obtained. In the absence of axial symmetry, all three principal axis values take
different values, which results in a powder pattern with two sharp edges. As depicted in Figure
3.4b), the powder pattern exhibits sharp edges, which correspond to the principal axis values
of an axially symmetric tensor. In more detail, the powder pattern can be described by the

asymmetry parameter 7). and the chemical shift anisotropy 6,,is, Which are defined as:!:’

Nes = 6YY - 6ZZ/8aniso [38]
8aniso = 6ZZ - 5iso [39]
|6YY - 6iso| < |5XX - 6iso| < |6ZZ - aisol [310]

with the isotropic chemical shift §;,, (given by equation 3.7).

Often, static spectra of solid or rigid materials observed by NMR exhibit overlapping
resonances of partially-or non-averaged signals. As a result, the observed spectra are
complicated and cannot be deconvoluted easily, since the precise shielding tensor is unknown

in some cases.

In order to overcome signal broadening due to anisotropic chemical shielding, magic-angle-
spinning (MAS) is commonly used to increase the spectral resolution.' In this experiment, the
sample is placed in a rotor and spun around an axis forming an angle of ~54.7356° with respect
to the direction of the external magnetic field. The idea behind sample rotation is that molecular
motion can be imitated by external rotation. As a result, a narrow line can be observed in case

of the spinning frequency . being significantly larger than the span of 8,5, (Hz).

However, this is frequently not achieved due to experimental limitations in generating large
spinning frequencies. Often, a series of spinning sidebands is observed which appear at
iso + T *Orr, Where o, 1S the rotation frequency and n an integer number. The effect of MAS
on the static spectrum is schematically shown in Figure 3.4 c), considering that the spinning

speed is not high enough to eliminate the spinning-sidebands completely.
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a) single crystal

A Bo

b) crystal powder sample (static)

6XX /6YY

O,
) A A AT

c) crystal powder sample (MAS)
6iso A BO

2 A 54.74°

chemical shift / ppm

Figure 3.4: (a) Oversimplified single crystal case with a single CSA tensor, in which case a single line
is observed. The precise position depends on the orientation of the chemical shielding tensor with respect
to the By field. (b) Powder pattern of an axially symmetric chemical shielding tensor. The more common
case of a crystal powder is schematically shown, for which a superposition of all orientations is
observed. (c) The effect of MAS on the static line with a rotation frequency smaller than S.iso, Causes a

few spinning-sidebands at integer values of the spinning frequency.

Quadrupolar Interaction

Another crucial NMR interaction is the electric quadrupolar interaction, since most of the NMR
active nuclei are quadrupole nuclei (73 %)."” In a simplified picture, nuclei with a spin quantum
number /> ' exhibit a non-spherical charge distribution.!-* Nuclei with I =!% exhibit a

spherical charge distribution and have no electrical quadrupole moment.
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Figure 3.5: (a) Scheme of a I = % nucleus which does not exhibit a quadrupole moment. (b) shows a

prolate nucleus which exhibits eQ > 0. (c) displays an oblate-shaped nucleus with eQ < 0. Both nuclei

(b) and (c) exhibit I > 5.

The quadrupolar nucleus has the structure of a multipole, in which regions of higher charge
density and lower charge density are present, shown in Figure 3.5. The quadrupole moment Q
interacts with the non-zero electric field gradient (EFG), which yields the quadrupole
interaction. This is responsible for a broadening of the observed spectra. Quadrupolar nuclei
are less often studied than nuclei without a quadrupole moment, due to their complicated

spectra.!’-13

The electric field gradient (EFG) at the site of the nucleus can be described by a traceless tensor

.17,18,19
V

Vex Vay Vaz
V={%: %y W [3.11]
Vox Voy Vo
Vex O 0
V'=T—1-V-T=( 0 Vy O ) [3.12]
0 0 V

with the principal values of the EFG tensor Vyy, Vyy and V;; with the same order as for the
chemical shielding |Vyy| < |Vyx| < |V;|.!"* Unlike for chemical shielding or J coupling, fast
molecular motion in solution averages the EFG tensor to zero, due to the traceless character of
this tensor. The quadrupolar interaction is orientation dependent. The important parameter,
which determines the strength of the quadrupolar interaction is the quadrupolar coupling

constant Cq (Hz) given by:

CQ = eQ ' sz/h [3.13]
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with Planck’s constant h and the quadrupole moments eQ.

A quadrupolar asymmetry parameter 7, is defined by:

— (VXX - VYY)

Mo 7 [3.14]

o expresses the deviation of the EFG from axial symmetry. In case of axial symmetry, n,= 0.

Typically for highly symmetrical molecules, i.e. six-fold coordinated atoms, the charges are
distributed symmetrically around the nucleus and their contribution to the EFG tend to cancel
each other out. This gives rise to a very small EFG at the site of the nucleus.”® As a result,
narrow signals can be observed. For less symmetric environments of a nucleus broader spectra

are observed.

Figure 3.6 shows the energy levels for a spin 3/2 nucleus (e.g. ’Li, "B and »Na) under the
influence of the first order quadrupolar interaction Hy” as well as the second order quadrupolar
interaction Hy@.'8 The single crystal case for a spin / = 3/2 nucleus would consist of one central
transition and two equally spaced satellite transitions. The first order quadrupolar interaction
shifts the energy levels, relative to the Zeeman energy levels. Further details are discussed in
the caption of Figure 3.7. It is worth noting that Hy” is a second-rank tensor and therefore can
be averaged by MAS,® while Hy® is expressed by fourth-, second- and zeroth-order Legendre

polynomials and is not averaged to zero by MAS."

my
-3/2
ST
B
T - —— ..
—_ - 3
ST )
3/2 ..................
Zeeman Hy' Hy?

Figure 3.6: Energy level diagram for a spin I = 3/2 nucleus under the influence of Hy™® and Hy?.
Central and satellite transitions (CT, ST) are shown. Note, that the central transition remains unaffected
under the influence of Hp™, while Hy® induces a shift of the central transition commonly known as

quadrupolar induced shift.
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Therefore, MAS spectra of quadrupolar nuclei often show strange shapes, which can nowadays

be modeled computationally, as shown in Figure 3.7.

For disordered solid or soft materials exhibiting overlapping signals a deconvolution of MAS
lines is difficult to perform. The influence of Cy and of 1, on the central line of MAS spectra

for a spin I = 3/2 nucleus is presented in Figure 3.7. A clear signal shift can be seen, for

-0, o7 M
n=0.Co=6 n=08. Co=7

n=0, Co=5 n=06, Co=7
n=0, Co=4 n=04, Co=7

n=0, Co=3 n=02, Co=7

n=0, Co=2 M n=0.1, Co=7
ﬂ=0~ CQ=1 M n=0_’ CQ=7

T T L S R B e e p s s | L B s s e |
-500 -1000 1000 500 0 -500 -1000

ppm ppm

increasing Cq values."”

a)

.3%>>;1LL

T
1000 500

Figure 3.7: Calculated spectra for a spin 3/2 nucleus with a resonance frequency of 116.64 MHz
(corresponds to Li in an external field of 7.049 T). Here, only the central transition is shown. Satellite
transitions can be found shifted far away. Spectra were simulated with the QUEST software, using a
spectral width of 400 kHz, a Lorentzian broadening of 1 kHz and a Gaussian broadening of 100 Hz in
order to smoothen the spectra.*' (a) Small C, values (C, = 1 MHz) in an axially symmetric system (1 =
1o = 0) result in narrow lines. However, upon increasing Cj, the signal clearly broadens. (b)
Visualization of the effects of steadily increasing n, while Cy = 7 MHz being constant. Stronger
deviations from an axial symmetry causes an additional line broadening and an additional change in

lineshape as seen for the complete series.
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Inter-Nuclear Couplings (J Coupling and Dipolar Coupling)

The two interactions considered in the previous sections are caused by electrons and the charge
distribution of the (local) environment which are interacting with the nucleus. Nuclei are also
able to interact with each other, either through space (dipolar coupling) or through electrons in
chemical bonds (J coupling).! 2 In solution NMR, J couplings are of interest and contain useful
information about the number of neighboring interacting nuclei. One information obtained from
J coupling is known as the spin multiplicity, from which the number of coupling sites can be
reconstructed. The J coupling is often only a few Hz large and therefore rarely seen in solid-
state NMR in which other interactions cause a severe signal broadening. The more important
interaction in solid-state NMR is the dipolar interaction which can reach several kHz. For
reasons of simplification, the exclusive interaction of two nuclear spins will be considered in

the following. The dipole coupling constant is defined by:?*23
hZ
D;s = ——=— [1 —3cos? 0] [3.15]
m

with the gyromagnetic ratios of nuclei / and S being y;, ys, the reduced Planck constant #, the
distance r;5 between I and S and the angle 8 between the inter-spin vector and the external

magnetic field. 8 and r;s are shown in Figure 3.8

From equation 3.15 it is evident that the dipolar interaction is particularly strong for nuclei with

large gyromagnetic ratios, for instance a homonuclear 'H-'H coupling.

By A

S

Figure 3.8: Illustration of the dipolar interaction between two nuclei 7 and S in an external field.
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The angle Obetween the external magnetic field and the inter spin-vector has a strong influence
on the term [1 — 3cos? 6], which is therefore sensitive to motion and is averaged to zero for
dilute solutions. However, in the solid state this term is unequal zero and as a result the
measured spectra of e.g. 'H are broadened, leaving individual chemical sites unresolved. In the
extreme case in which a large number of spins are coupled, a dipolar network is present, further
broadening the spectrum. Due to the [1 — 3cos? 8]-dependence, the dipolar interaction can be
averaged by MAS. The spinning frequency must be larger than the magnitude of the dipolar
interaction in order to average out the latter completely. MAS experiments tend to be
technically limited by upper boundaries of spinning speeds which are insufficient to fully
average out the dipolar interaction. Nevertheless, lines observed under MAS are often narrowed
notably compared to static spectra. In analogy to Figure 3.4, spinning sidebands are also present

for MAS experiments on dipolar broadened spectra.

3.2 NMR for Energy Storage Materials
Susceptibility and Sample Shape

Susceptibility effects arise from the macroscopic shape of a sample in an external magnetic
field. In solution-state NMR, the so-called bulk magnetic susceptibility y (BMS) effects (e.g.
from air bubbles) are well known to cause line distortions and even deviations in chemical
shift.>* %5 In general, BMS can be conceptualized as a tensor, similar to the other interactions

discussed in section 3.1.

Two different BMS contributions may be considered, namely the diamagnetic BMS
contribution (negative y), which originates from orbiting paired electrons in the sample, and
the paramagnetic BMS contribution (positive ) which results from unpaired electrons. Similar
to chemical shielding, additional shielding is observed for positive ¥, whereas a deshielding

field is induced by negative y.

Typically, the paramagnetic contribution exceeds the diamagnetic contribution over several
orders of magnitude and therefore becomes the dominant contribution. One source of the
paramagnetic contribution may be molecular (triplet) oxygen, which has two unpaired
electrons. For NMR experiments, a uniform magnetic field is required (parallel field lines, field
is equally strong at any given place in the sample). A molecular susceptibility tensor is needed

that enables a uniform internal field. Only few geometries are considered here, namely an
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ellipsoid (as seen in Figure 3.3), a cylinder of infinite length and a thin disc.” These geometries
display an additional orientation dependence with respect to the external field. In contrast, a
perfect sphere does not exhibit an orientation dependence. The influence of the shape on the

demagnetizing field B4 is given by:
Bl = —aK BO [316]

with the susceptibility tensor k and the Osborne factor a (demagnetizing factor).” The
susceptibility is now expressed as a tensor K due to the orientation dependence of the magnetic

response.

The Osborne factor differs for the four mentioned geometries. For a cylinder of infinite length
which is placed parallel to the B, field, @ = 0, while for the same cylinder placed perpendicular
to the By field @ = %. For a sphere a = 1/3 is obtained, while a thin disk placed with its normal
perpendicular to the By field results in a = 1. All geometries besides the sphere exhibit an
orientation dependence of the demagnetizing field B, and therefore of the chemical shift, which
is the so-called bulk magnetic susceptibility shift (BMS). For a sample with arbitrary geometry
and orientation to the By field, a bulk magnetic susceptibility shift as well as a line broadening
can be observed. The reason for this is rooted in local variations of the demagnetizing field in
the sample. The common way to consider the local field deviations is to take the so-called
Lorentz sphere (small sphere within the sample) which is uniform and for which BMS is absent
and subtract it from the rest of the sample. The effective compensating field in the Lorentz

sphere B, is then:
1
B, = (g) Kk By [3.16]

The resulting magnetic susceptibility averaged field can be written as the sum of the three

contributing fields:

B. = B, + B, + B, = B, {1 + [G) - a] K} [3.17]

Nevertheless, the susceptibility effects in solution NMR are typically small and in the order of
< 0.1 Hz. However, high-resolution spectra often exhibit linewidths in the order of 0.1 Hz

which is why magnetic susceptibility may be an upper linewidth limit.

In solid-state NMR, dominant interactions are the quadrupolar interaction, dipolar interaction

and CSA, which broaden the spectral lines more severely than magnetic susceptibility effects.
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Still, there are known examples for which magnetic susceptibility effects need to be taken into
account, namely for a polymer electrolyte containing solid particles, for liquid crystal films and
for graphite.?6-27-28:2° The latter have in common that anisotropic orientations of the material are

present, giving rise to orientation dependent line broadenings and magnetic susceptibility shifts.

Ring Current Effects and Nucleus Independent Chemical Shift (NICS)

In this work, three types of carbon-based materials are studied, namely hard carbon spheres,
C,N, and polymeric C;0,. Therefore, it is important to take into account the effect of aromatic
ring currents on the observed spectra. All of the examined carbon-based materials consist of
conjugated sp?-hybridized carbon atoms. In an external magnetic field, aromatic ring currents

are induced, as is schematically shown in Figure 3.1 and 3.9.

Figure 3.9: Illustration of the calculated shielding surfaces for benzene (H: white spheres, C: grey
spheres). The blue isosurface shows the 0.1 ppm deshielding region, while the red isosurface shows the
—0.1 ppm shielding region. Chemical shielding data were computed using density functional theory
(DFT) with the Perdew-Burke-Ernzerhof (PBE) functional. The def2-SVP basis set was used, and the
RI approximation was also used with the auxiliary basis set def2/J* A 15 x 15 x 15 A grid of “ghost
atoms” was placed around the benzene structure.’! The so-called ghost atoms do not have electrons or

nucleons and were used as local probes for the experienced magnetic field at their position.
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The down-field shift for the hydrogen atoms in benzene occurs due to a deshielding region
which is generated in the plane of the benzene molecule (close to the blue surface in Figure
3.9), while a shielding region is present inside the ring and above/below the benzene molecule

(red surface in Figure 3.9).

Initially, the concept of nucleus independent chemical shift was used to measure the aromaticity
of chemical compounds.® The calculation of NICS takes an aromatic structure (for example
benzene) and sets up a three-dimensional grid around the molecular structure (ghost atoms).
These ghost atoms are placed for example at the junctions of the three-dimensional grid. Then
the shielding tensor at the position of the ghost atom can be calculated, which is exclusively

influenced by the shielding field caused by the studied molecule.

Work by Schleyer and co-workers and Oth pointed towards two main location-dependent
contributions in NICS.32- 33 Firstly, the diamagnetic ring current effect, which generates a
shielding field is considered and secondly the paramagnetic ring currents which cause a
deshielding field as visualized in Figure 3.9. Both effects are present for the benzene molecule,
so that a second molecule/ion (frozen in motion), which is located either above the ring or close
to the plane outside of the ring experiences a different induced field and therefore a different
chemical shift. The relation between nucleus independent chemical shift and isotropic chemical

shift is given by:3%33
NICS = —(8iso — Oref) -

with NICS having the unit of ppm.

It is important to note that the NICS effect depends on the chemistry of the surface and on the

distance to the surface. According to Forse, the diamagnetic shift decays as:*

. Gt —x)
AS = “emrd [3.19]

with the molar magnetic susceptibility y; (parallel to the By field) and y, (perpendicular to the

B, field) at the surface.

Due to the characteristics of the NICS which often yields spectral lines shifted upfield, it is
commonly used to probe that molecules or ions are inserted into an aromatic host matrix. An

example is the insertion of ions into a carbon-based electrode, which yields a notable upfield
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shift of the signal of the studied nucleus.** An outstanding example of NMR being sensitive to
both (shielding and deshielding) local magnetic fields is the NMR spectrum of [18] annulene.**
Protons, which point to the inside of the [18] annulene ring are highly shielded and yield signals
at —3 ppm, whereas protons pointing outwards of the plane are deshielded and give rise to
signals at 9.3 ppm. Similar observations are made for activated carbons, for which the uptake
of an electrolyte solution (containing cation, anion and solvent molecule) yields analogous
upfield shifts independent of the studied nucleus.?:3¢ These findings highlight two aspects, 1)
that the aromatic ring currents are indeed the main source of the observed shift and ii) that only

adsorbed “in-pore” ions/molecules exhibit the so-called diamagnetic shift.*

DFT calculations comparing the induced fields of entirely carbon-based matrices and hetero-
cycles do not show a consistent trend, indicating that both (stronger or weaker) induced field

may be present for hetero-cycles.?!

In this context Borchard and co-workers specify the diamagnetic shift A3.”” More generally,
they relate the observed Ad to the radius of a spherical pore, which is defined by:
R—¢
AS = f w(r)AS(r)dr [3.20]
0
with R as the radius of the spherical pore, € as the minimum distance between the guest
molecule and the aromatic pore wall, the weight function w(r) as the probability to find a guest
molecule within the distance interval [r, r + dr] and A8(r) the diamagnetic shift as a function of

the position.

Considering the case of a homogeneous distribution of guest molecules in the pores of the

matrix, equation 3.20 can be rewritten as:

R_
4n )
A8 = A8y ax f r2 f(r)dr [3.21]
0
41
V= ? (R - 8)3 [322]

the function f(r) which describes the distance dependence of the induced shift and the

maximum of the diamagnetic shift is Ady4x.
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One issue with equation 3.21 is that the exact function f(r) is not known. Nevertheless, it is
clear that the first layer of molecules directly located at the pore walls experience the maximum
diamagnetic shift A8y 4x = AS(R — ¢). It is important to note that A§,,4x is a constant for a
specific pore system. Even a recent computational study, carried out for numerous heterocyclic
analogues of benzene showed that larger and smaller NICS values are found for these
heterocycles.® When the distance from the pore wall increases, the observed diamagnetic shift

steadily decreases.

Exchange in Porous Carbonaceous Materials

Water is used as a measuring probe, in order to obtain information about the pores of
carbonaceous materials studied in Chapter 6. One important point to consider is the molecular

dynamics and its impact on the observed diamagnetic shift, as shown in Figure 3.10.

Figure 3.10: Scheme of different exchange sites found in porous carbonaceous materials. a) Exchange
in large and small pores between water molecules (green spheres) located at the surface and at the center
of a pore, separated by d. b) Exchange in pores with irregular pore diameter. c) Exchange of water

molecules between heteroatom sites (magenta spheres: N, O, S) and with graphite-like sheets (top view).
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Due to exchange between different unequal sites, the observed Ad values are averaged over

statistically weighted sites, as discussed in the previous section.

Chemical exchange is discussed in detail by Levitt.! When exchange phenomena are discussed,
the main emphasis is typically directed towards exchange dynamics which is classified into
slow, intermediate and fast exchange. The different sites a water molecule may occupy during
the NMR experiment are discussed in the following. The precise type of exchange greatly

influences the position of the 'H signal of water.

Different cases of exchange are briefly summarized in Figure 3.10 and will be further discussed
in Chapter 6. Intra-pore exchange, as shown in Figure 3.10 a) is one relevant type of exchange.
It can occur in pores with a large and small pore radius R and is discussed by Borchard (cf.
equations 3.20-3.22). Assuming that the minimal distance € is nearly constant for a given
matrix, R is the limiting parameter for the observed Ad values. In case of exchange, the obtained
AJ value will be significantly smaller in a pore with a larger pore radius, compared to a smaller

pore radius.

The second type of exchange is the inter-pore exchange, where a H,O molecule changes its
position from a small to a larger pore (see Figure 3.10 b)). This exchange averages a large A
value of H,O located in a small pore with a small A value of H,O located in a larger pore. In
case of no exchange or slow exchange, e.g. in a disconnected pore system, two separated NMR

signals occur.

A third type of exchange must be considered, when two chemically unequal sites are present in
the structure. This is the case when a notable amount of heteroatoms is present, for which
additional non-covalent interactions such as hydrogen-bonding must be considered, as
illustrated in Figure 3.10 c). It can be assumed that the diamagnetic shift experienced by a water
molecule located above (or beneath) the graphite plane is large, while it is basically absent when
the molecule is hydrogen-bonded to the heteroatom and therefore located close to the aromatic
heteroatoms. Exchange between both sites again averages the position of the NMR line between
both pure states. Noteworthy is the fact that hydrogen bonded states (deshielded) often exhibit
a line shifted to large ppm values. An exchange with a shielded state then possibly results in a
line that is only marginally shifted compared to the lines expected for the cases shown in 3.10 a)

and 3.10 b).
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Diffusion NMR

As briefly discussed in Chapter 2, the ion diffusivities in (polymer) electrolytes are essential
for the understanding of transport properties in these rather complex materials. At this point of
discussion diffusion NMR becomes relevant. To measure the diffusion of molecules or ions by
NMR, a pulsed field gradient (PFG) spin-echo experiment can be employed.** Improved pulse
sequences, which compensate convection, eddy currents and suppress the solvent signal have

become today’s standard.*-4!-42

The pulse sequence shown in Figure 3.11 consists of two radiofrequency pulses (/2 and
pulse) separated by the time 7 and two gradient pulses separated by the diffusion time A. A spin
echo is generated after 27. The intensity is followed as a function of the gradient strength. In
general, the evolution of the spin-echo signal depending on the gradient strength can be
described by the Stejskal-Tanner equation:*

hﬂA/AO]z-—Dy262g2<A——g) 3.23]

with the gradient duration §, the gradient strength g, the self-diffusion coefficient D, the
measured echo intensity with and without the implementation of a gradient field, Ay and 4,

respectively.

-

90° 180°

Gz
A

-€ >
Figure 3.11: Schematic showing the pulsed field gradient (PFG) spin echo pulse sequence e.g. to

measure 'H or "F diffusion. Radiofrequency pulses are present at the F1 channel. Gradient pulses are

depicted by grey rectangles. Time t separates two radiofrequency pulses. The diffusion time is A.
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The important aspect regarding diffusion NMR 1is that displacements (mean squared
displacement (MSD)) are used to probe molecular or ion diffusivities. The diffusion time A is

related to a particle’s mean squared displacement (r2 (7)) along one axis (i.e. gradient axis) via:
(r?(r)) = 2DA [3.24]

The mean squared displacement is useful, to estimate the distance over which a particle has

diffused in a given time interval.

In Figure 3.12 different random walk trajectories are shown. At longer waiting times 7, particles
are able to diffuse over a longer distance r. This is commonly the case for free diffusion as
shown in Figure 3.12 a). A log-log plot of the MSD against the waiting time T would then lead
to a straight line with a positive slope. For free “bulk™ diffusion, the diffusion coefficients are

independent of the diffusion time A.

Whenever particles diffuse through a confined medium, the diffusion behavior differs
significantly from the case of the free or “bulk” diffusion. Whenever a restricted diffusion is
present, the MSD and diffusion coefficient depend significantly on the diffusion time A. At
very small diffusion times, the particles or molecules may be able to diffuse freely. This would

lead to a situation which can be compared to the free diffusion.

a) b)
Q O
(U el
< I
E =
S 3
> >
X coordinate X coordinate

Figure 3.12: (a) Schematic representation of different random walk trajectories for the case of free
“bulk” diffusion. (b) Displays different random walk trajectories for the case of diffusion through a

confined space. The partially permeable confinement is represented by the dotted circle.
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However, by increasing the diffusion time, particles or molecules are not necessarily able to
diffuse over longer distances because a confinement prevents these particles from diffusing
freely. This is shown in Figure 3.12 b). In this scenario the diffusion coefficient would decrease
by increasing the diffusion time A. Therefore, a non-linear relation is expected in a log-log plot

of the MSD against 7.

How strongly pronounced this effect is, depends on the size of the confinement and how much

it restricts the diffusion of the observed nucleus. A so-called confinement parameter

da icl .. . . . . . .
c = —P i introduced.”* This dimensionless parameter is the ratio of the particle’s
lconfinement

diameter and the confinement length (for cylindrical pores and slit pores). Babayekhorasani and
coworkers found that the diffusion coefficient is reduced when the confinement parameter

increases.®

The isotropic diffusion can be characterized by equation 3.24 and the Stokes-Einstein

equation:*

kT
~ 6mnR,

[3.25]

with kg being the Boltzmann constant, T the temperature, 7 the viscosity of the solvent and R},

the hydrodynamic radius.

By knowing the particle’s hydrodynamic radius and the solvent viscosity, the diffusion
coefficient can be calculated at a given temperature. For the so-called “anomalous” diffusion
(a #1), anon-linearity is observed in a log-log plot of the MSD against 7. The relation between

the MSD and 7 is governed by a power law:
(r?(t)) « t¢ [3.26]

with three cases for the parameter a,namely @« > 1 ,a = 1 and a < 1. The case for which a >
1 is called “super-diffusion” (faster than free diffusion) and the case for which a < 1 is called

“sub-diffusion” (slower than free diffusion).*>-46

When the anomalous parameter is @ = 1, then the normal free diffusion takes place. The
anomaly of diffusion can have many different reasons, such as molecular crowding and

diffusion through polymer networks.*’
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Another size-related aspect (not related to anomalous diffusion) that needs to be considered is
the diffusion of a dissolved salt (A*B~) with a cation A* larger than B™. By considering equation
3.25 it can be expected that the cation A* diffuses more slowly than the anion due to the larger
size. However, materials like ionic liquids may exhibit an opposite behavior, since numerous

ion configurations are potentially present in bulk (e.g. ion clusters).*’
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Chapter 4
Electrolyte Materials and Carbonaceous

Electrode Materials

This chapter aims to review materials, which are relevant for this work, namely electrolyte
systems and their individual components, which are used in lithium ion batteries. Further,
carbonaceous materials, used as electrode materials into which ions or molecules can be

intercalated are subject of this chapter.

4.1 Electrolytes

A key component of a lithium ion battery is the electrolyte, enabling ion migration from one
electrode to the other during charging and discharging of the battery. In particular the charging
time, which should be as short as possible, depends to a large extent on the transport properties
of the electrolyte. In most cases, the electrolyte is a multi-component system that contains a

salt, solvent and further additives. These components are introduced in the following section.

Salts

Lithium salts are an essential part of the electrolytes for lithium-ion batteries and have been
intensively studied since the early 70s.! One of the main efforts was devoted to stabilize the
lithium anode during cycling of the battery and to prevent a too fast cell death. In general, the
studied salts, for example LiBF,, LiPFs or LiAsFs have in common that the anions were derived
from superacids, in the definition of the Brgnsted acidity.? The idea behind considering
Brgnsted acids is that the coordination of the anion to the lithium cation is in general weaker,
the stronger the acidity is.*> Weakly coordinating anions are desired in order to obtain a high
lithium dissociation. A comprehensive overview of commonly used anions is shown in Figure

4.1.
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a) b) C)

d)

Figure 4.1: Anions commonly used in lithium ion batteries (a-f) and a more advanced anion (g). (a)
BF.,~, (b) ClO47, (c) SOsCFs7, (d) PFs, (e) AsFs, (f) N(SO.CFs),” (cis conformation) and (g)
[AI(OC(CF53)3)4]~ (carbon: grey, fluorine: light blue, nitrogen: dark blue, oxygen: red, sulfur: yellow,

chlorine: green, phosphorus: purple, arsenic: orange, aluminum: tan).

Often, the gas-phase acidity is used to estimate the acidity, although the acidity in solution may
deviate severely from the latter. For the salts shown in Figure 4.1, two effects have widely been
considered. 1) the strong acidifying effect of (fluoro)sulfonyl groups, ii) the strong electron
withdrawing character of fluorine and highly fluorinated anions in order to achieve a weak

association to the lithium cation.*

In addition to these two aspects, there are a few more general properties which are crucial for
the choice of the lithium salt. The most obvious is that the lithium-ion conductivity should be
as high as possible in order to achieve a high-power charging and discharging accompanied
with short charging times.>:® In more detail, the product of the ion conductivity and the lithium
cation transference number ¢, is the decisive transport property, as pointed out in literature.’
The product of lithium transference number and ion conductivity is in particular important for
a reasonable comparison of the lithium ion conductivities in different salts, with varying bulk

conductivities. Fast lithium ion transport is needed, since lithium ions are reduced and oxidized
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at the surface of the electrodes. The electrochemical reduction and oxidation is a significantly
faster process compared to ion migration, which is why the rate-limiting step is largely
governed by ion migration. Obviously, the anion in the lithium salt of choice, influences the
ion conductivity significantly. This is due to the already mentioned anion coordination and the
anion structure. Therefore, a low ion association in combination with a high lithium-ion

mobility and lower anion mobility is desirable to meet this goal.

Besides that, the salt’s stability is of major importance. A lithium-ion battery operates in a
certain potential window of e.g. 0.1 V=3.2 V in case of a LiFePO,-based cell with a graphite
anode. Therefore, the salt should show a good stability within this potential window for more

than 1000 charge/discharge cycles in order to keep capacity losses small.®

On the other hand, it is also desired that the anion decomposes to a certain degree in order to
form the so-called solid-electrolyte interphase (SEI). This interphase ideally forms during the
first charging. It is composed of salt, solvent and impurities, such as H,O and O,. Subsequently,
a “passivation layer” is formed, which prevents further salt decomposition and accompanying
capacity loss. The desired properties of the SEI are 1) good lithium ion conductivity, in order to
enable lithium ion transport between the electrode and electrolyte and ii) poor electronic

conductivity, in order to prevent further salt or solvent decomposition.’ 1°

For systems such as PEO-based electrolytes and for binary electrolytes (salts dissolved in ionic
liquids), the lithium transference number is no longer independent of the concentration of
lithium cations in the electrolyte solution. A possible reason for this may be concentration-

dependent changes in the ion conduction mechanism.!

For binary electrolytes, a high concentration of lithium salt, just under the precipitation
concentration results in higher lithium transference numbers.!? Solid salt inside the electrolyte
solution causes a lowering of the ion conductivity, which is a widely known problem for lithium
ion batteries operating at low temperatures. Further relevant aspects are the compatibility of the
lithium salt with different parts of a lithium ion battery (electrodes and current collectors) and
safety aspects, such as the reaction of the lithium salt with water or oxygen or HF formation

(especially for LiPFg).13:14.15
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Recently, anions were specifically synthesized in order to meet the listed needs, for example
the [Al(OC(CF;)3)4]” anion in Figure 4.1 g). These anions with a high fluorine content exhibit
often a high ion dissociation in combination with a good oxidative stability, while at the same
time lower conductivities were found compared to LiPFs and other “more classical” lithium
salts.!'® The synthesis of new salts may be one key element to realize more customized cells,

especially cells operating at very high or low temperatures.

Solvents

In order to enable a good dissociation of the previously discussed lithium salts, appropriate
solvents are required. In the last decades, especially carbonates shown in Figure 4.2 and in
particular cyclic carbonates have gained attention because of their ability to dissolve large
concentrations of the well-established LiPF salt.!” As a result, the so-called LP30 electrolyte
(1 M LiPF¢ in ethylene carbonate and dimethyl carbonate) has been established which is
nowadays as one of the electrolytes used commercially.!® On the other hand, it is well-known
that in particular dimethyl carbonate is able to form highly flammable gases and thus poses a

serious safety problem.

Requirements for the choice of a solvent are highly similar with those formulated for the lithium
salts. The solvent should 1) enable a high ion conductivity and complete dissociation of the
lithium salt. ii) exhibit a high electrochemical stability. iii) possess high safety including non-
flammability and iv) open up a wide temperature range. Even though, points 1), ii) and iv) are
(partially) fulfilled for a wide range of carbonates, the safety lack has driven research towards

safer solvents.

a) b)

¢

Figure 4.2: Chemical structure of ethylene carbonate (a) and dimethyl carbonate (b).
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Ionic Liquids

Recent approaches for finding green solvents focused increasingly on a class of materials called
room temperature ionic liquids, which currently replace common organic solvents in a variety
of applications.!” The “green” label can be associated to the low vapor pressure of ionic liquids,
which are therefore not released into the environment, different from typical organic solvents.
Room temperature ionic liquids are salts exhibiting a low melting point which is far below
100 °C and therefore are in the liquid phase at room temperature. The liquid state is commonly
rationalized as one of an associated liquid exhibiting correlated ion motions. The first relevant
industrial application of ionic liquids is the BASIL™ process, in which phenyl phosphines are
synthesized.”® Possible future applications are the dissolution of cellulose and applications as

electrolytes in lithium-ion batteries.?!-2

Further, ionic liquids meet numerous requirements, in particular a high room temperature ion

pressure and thus low flammability .*

conductivity of c. 2 S/cm? (for 1-ethyl-3-methylimidazolium dicyanamide) and a low vapor
a) i i b)
(&

Imidazolium BF, Tf2N
(™ [ E
1,2,3-triazolium OTf DCA

s

Pyridinium Ac MeOSO,4

Cations Anions

Figure 4.3: Scheme of prominent protic and aprotic cations (a) and fluorinated and non-fluorinated

anions (b).
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One of the first studies on the physicochemical properties of an ionic liquid was carried out by
Walden.?* He studied the effect of viscosity on the ion conductivity and found a clear deviation
from linearity in a plot of ionic conductivity versus viscosity (Walden plot) for the studied ionic
liquid. This surprising finding justified further research on the field of ionic liquids. Since then,
effort has been invested in the synthesis of novel ionic liquids. Typically, ionic liquids are
composed of an organic cation and either an organic or an inorganic anion. Especially,
imidazolium or pyridinium-based halides are precursors for a further synthesis of more
advanced ionic liquids. An ion exchange reaction can be employed in order to synthesize ions
tailored for a special application. In addition to this simple approach, there are endless options

for the preparation of advanced ionic liquids.?

A further outstanding property of ionic liquids is the wide temperature window in which they
exhibit a good stability. Ionic liquids withstand temperatures, well above 100 °C, while organic
solvent-based or water-based solvents fail to perform at these elevated temperatures due to their
volatile character.”> At low temperatures, a supercooled liquid phase is present, which is not
stable and eventually crystallizes. The high temperature and electrochemical stability of
numerous ionic liquids may also be a drawback, in particular of those containing fluorinated
groups, once released to the surroundings. Ionic liquids can be classified either as protic or
aprotic. The protic or aprotic character of an ionic liquid can easily be altered by changing one
of the ions. Some cations and anions are presented in Figure 4.3, while specifically the
pyridinium cation is known for its aprotic character.® Currently, proton-exchange reactions
including ionic liquids are intensively studied, in order to obtain information about unbalanced

hydrogen-bonded networks.?”- 28

Furthermore, other than normal molecular solvents, ionic liquids are known to possess a
microstructure which is governed by long range coulombic ion-ion interactions and other
interactions such as Van der Waals interactions and H-bonding.” In addition, there is evidence
of amphiphilic self-assembly of some ionic liquids leading to complex nanostructures and ion
configurations such as ion clusters.*® The concept of ionic liquids being composed of ion pairs
is outdated, thus the concept of ion association forming larger structures than a single ion pair
turns out to be more accurate.’-3> The precise nanostructure of an ionic liquid is decisive for
the observed physicochemical properties such as the self-diffusion coefficients of the anion and
cation, as well as the solvent properties and conductivity. Diffusion NMR measurements of

bulk ionic liquids and of mixtures containing ionic liquids revealed that hydrodynamic radii
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differ severely from the ion radii.**- 3 The latter is explained based on correlated ion motions
(cation-cation, anion-cation, anion-anion). In a larger picture, those ion motions contribute to
the latter mentioned nanostructure. Still, questions remain concerning the nanostructure and its

influence on the diffusion properties and the ion conductivity.

Mixtures of ionic liquids and lithium salts have recently been studied, for which high ion
conductivities and good solid electrolyte interphase stabilities were found, especially
pronounced for the non-fluorinated dicyanamide (DCA) anion.*> Furthermore, lithium salt/
ionic liquid mixtures were implemented into a polymer matrix. The product is a so-called
polymer electrolyte. This class of electrolytes exhibits numerous promising properties such as

a high ion conductivity and is discussed in detail in the following section.

Polymer Electrolytes and Gel Polymer Electrolytes

Due to the issues concerning leakage of liquid electrolytes, a solid-state or solid-like electrolyte
would be desirable. Real solid-state electrolytes would entirely be composed of an inorganic
solid such as a conductive glass or ceramic.**-3” This class of electrolytes currently suffers from
poor conductivities, thus polymer electrolytes represent a solid-like alternative which exhibits
a significantly higher ion conductivity so far.*” Further advantages over liquid electrolytes and
solid-state electrolytes is a better response of polymer electrolytes to volumetric changes (due
to flexibility) at the site of the electrodes which occurs during charging and discharging, simple
production and an excellent flexibility which enables the production of a wide range of
geometries for lithium ion batteries.*® Together with a relatively high shear modulus, polymer
electrolytes are reported to minimize or suppress the effect of lithium dendrite formation, which

is crucial for the implementation of metallic lithium as the anode. ¥

The history of polymer electrolytes can be dated back to the mid 70s, when mixtures of
polyethylene oxide (PEO) and alkali metal salts (dry polymer electrolyte) were found to exhibit
ion conductivity.*® Since then, several PEO/lithium salt systems have been studied extensively
for their applications in lithium ion batteries.* The main principle behind ion dissociation is
similar throughout all PEO-based systems, where the lithium cation is coordinated by ether
oxygens of PEQO, yielding a helical structure of the polymer. However, these all-solid “dry”
polymer electrolytes suffer from poor ionic conductivities and from small lithium transference

numbers, which limits the application in a “real” cell >4
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In order to overcome these limitations numerous strategies have been developed, such as the
modification of the polymer matrix towards a less crystalline polymer, the implementation of
nanoparticles and the incorporation of plasticizer (e.g. solvent molecules or ionic liquids)
leading to a new class of the so-called gel polymer electrolytes (GPE).*: 4 Gel polymer
electrolytes exhibit an excellent response to volumetric changes during charging/discharging, a
good thermal stability and ion conductivities of ¢. 10~* S/cm, which are roughly two orders in

magnitude larger compared to the dry PEO/LiTFSI system.

These exceptionally high conductivities are obtained due to ion transport in the so-called liquid
electrolyte phase in addition to the solvated polymer phase (rich in polymer).*~*? The existence
of these ion phases is evidenced by diffusion NMR experiments showing two differently mobile
populations. Due to the liquid electrolyte phase, the ion mobility is partially independent of the
segmental motion of the polymer.* One consequence is that the ion mobility is depending on
the properties of the plasticizer (substance that softens the polymer) and on the nature of the
pores in the polymer network. A large number of pores is reducing the amount of active material

and should therefore be avoided.

Regarding plasticizers, ionic liquids and other solvents have been mentioned previously. The
advantages of neutral low-molar-mass molecules such as carbonates is the increase in ion
conductivity and an enhanced ion dissociation. As a disadvantage, the implementation of some
small organic molecules can cause a further phase separation because of partial crystallization

of the polymer, which decreases the ion conductivity.*

The benefits of ionic liquids as plasticizer in gel-polymer electrolytes as an alternative for
neutral molecules are higher ion conductivities and excellent coulombic efficiencies, discussed
in Chapter 2. As a drawback, the ions of the ionic liquid are migrating during charging and
discharging and may therefore decrease the lithium transference number considerably. In many
cases the lithium salt/ionic liquid mixtures achieve lithium transference numbers of #,;* = 0.1,

which is notably smaller compared to other gel-polymer electrolyte systems.*:46

The incorporation of plasticizer into the gel-polymer electrolyte is often accompanied by a
severe loss in mechanical strength and interphase stability. A common method to meet these
issues is by incorporating inorganic fillers into the gel-polymer electrolyte. Widely used are

Al O3, Si0, and TiO, as nanoparticles in gel-polymer electrolytes, which are found to improve
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the mechanical and electrochemical properties. Attention has been addressed to SiO, in PVdF-
HFP matrices, since in addition to the discussed properties also a tremendous increase in the
uptake of electrolyte solutions was found.*” The reason for the increased electrolyte uptake
capability can be found in the porosity of the particles. Numerous reports have shown this
behavior for PVAF-HFP/ Si0O,-based systems, while also the influence of particle size on ion
conductivities was investigated.*’-* It is found that smaller particles boost the ion conductivity
particularly well. Furthermore, the ion conduction mechanism may change for gel-polymer
electrolytes having inorganic filler incorporated. It is assumed that the ion conductivity is
enhanced due to ion migration at the surface boundary of the introduced nanoparticles.
Furthermore, mesoporous SBA-15 (pores of ¢. 10 nm) added to a PVdF-HFP-based polymer
electrolyte has shown even higher ion conductivities and larger electrolyte uptake capabilities
compared to fumed SiO, nanoparticles.* However, the introduced nanoparticles tend to form
agglomerates over time in gel-polymer electrolytes, which may cause a phase separation and a
notable loss in ion conductivity. To overcome these limitations, surface functionalization of the
prepared nanoparticles with organophilic groups can be a strategy to further increase the

stability of the composite material .

Electrolytes examined in this work (cf. Chapter 5) are polymer based. The statistical co-polymer
PVdF-HFP is chosen as the matrix, due to a low crystalline fraction, which is favorable for
large electrolyte uptake in the amorphous fraction of the polymer.>! These membranes have
been optimized for applications in rechargeable lithium ion batteries, while the underlying
physicochemical principles are often neglected. In particular little is known about the interplay
between additives (ionic liquid, lithium salt, filler particles) with the polymer network and how
far these interactions may influence electrochemical properties. Reports suggest, that the ion
dynamics is only marginally reduced in a PVdF-HFP network, while at the same time a
tremendous improvement of the mechanical properties is achieved.’>>* Since PVdF-HFP is a
neutral polymer, only dispersive interactions are expected between ions and the polymer

network, which is reflected in the retained ion dynamics.

Interactions of ions with filler particles are likely to occur, especially when the latter contain
polar chemical groups. The focus in this work is directed towards amorphous silica as the filler
particles. As discussed in literature, a large filler/ polymer network interphase is desirable in
order to boost the ion conductivity and lithium transference number.>* Therefore, an

interpenetrating silica network is used (cf. Sections 5.2 and 5.3) in order to enable a large filler/
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polymer network interphase.> The in situ polymerized silica network is an alternative to the
addition of pre-fabricated silica particles, such as amorphous silica or ordered SBA-15.3
However, there are only few reports about the underlying physicochemical effects present in

these complex materials.>

NMR studies of these systems are reasonable, since element and ion selective probes are used
in a non-invasive way to obtain information about the structure and dynamics of the ionic liquid,
lithium salt and the polymer matrix. Detailed information about the ion dynamics
([EMIM][OT(] and LiOTf) can be derived from 'H, 7Li, *C and F NMR spectroscopy.
Additional information about changes within the polymer network and the silica network upon
changes in electrolyte solution concentration can be monitored. In a step-by step manner,
information about the mobility of the single constituents are derived, followed by the complete

polymer electrolyte (cf. Section 5.2).

4.2 Electrodes

Porous Carbonaceous Materials

Anodes for lithium ion batteries, as well as other ion/ molecule insertion materials (materials
into which ions can be inserted) are typically carbonaceous (e.g. graphite). These materials
commonly exhibit large specific surface areas, with excellent electronic conductivity and
moderate manufacturing costs.’® The production employs a variety of possible carbon-bearing
precursors, such as coconut shells, sugars, woods and synthetic polymers. Three main
fabrication methods can be used. The precursor material is heated directly to high temperatures
(> 850 °C) under an inert Ar or N> atmosphere. Alternatively, the starting material is pretreated
at mild temperatures (150—180 °C) in order to attain a desired structure (e.g. spherical particles),
followed by a second heating step reaching temperatures of c. 1000 °C. An example for the
latter method is the preparation of saccharide-derived hydrochars.”” The resulting products
typically exhibit pores with a wide pore-size distribution, from micropores (< 2 nm) up to
macropores which are larger than 50 nm. Specific surface areas obtained by these methods
reach about 400 m?g.”’ In addition to these two methods, a salt template or ionic liquid template
can be used during the pyrolysis of the precursor, which leads to a tremendous increase in

surface area of the obtained product (c. 2000 m?/g).>
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Figure 4.4: Structural scheme of graphite in (a), soft carbon (b) and hard carbon (c).

The general structure of the obtained products may be classified either as graphitic or as non-
graphitic, which is shown in Figure 4.4.5° Next to the highly ordered graphite in Figure 4.4 a),
two less ordered structures, namely soft carbon (b) and hard carbon (c¢) are shown. The question
of how far a prepared carbonaceous material is graphitic is typically probed by Raman
spectroscopy. Pure graphite serves as a benchmark; it exhibits only the G-band in the Raman
spectrum.®® Many carbonaceous materials further show the additional D-band, which can be
related to disordered graphite sheets and possible defects in the carbon sheets. In addition, the
full width at half maximum (FWHM) of the D-band gives a measure for the disorder and defects

(narrow bands are associated to high order).

A highly graphitic structure is desired in order to be useful as an anode material in lithium ion
batteries. Transmission electron microscopy reveals that for graphitic carbon samples a high
local order is present (randomly distributed nm-sized sheets), whereas non-graphitic carbon-

samples display larger interlayer distances and a higher degree of disorder.>®

Furthermore, carbonaceous materials containing heteroatoms are an emerging class of
materials. One idea behind these materials is that interactions of guest molecules or ions may
occur with the heteroatoms (i.e. nitrogen or oxygen). A recent example is the C;N; material,
which exhibits a 1:1 stoichiometry of carbon to nitrogen and is prominent to interact with small
molecules such as H,O and CO,.%! In particular its remarkable CO, adsorption capacity makes
this material attractive for gas storage. Also, possible applications as supercapacitor electrodes

are currently discussed. Further details are discussed in Chapter 6.

Two different types of carbonaceous materials are scrutinized in chapter 6, namely i) purely
saccharide-derived hydrochars prepared from sucrose and trehalose, which are hard-carbon
materials and ii) nitrogen-and oxygen containing carbonaceous materials, of which the precise

structure is currently investigated.
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Both materials have in common that upon carbonization, the formation of (extended) sp*-
hybridized structures is promoted. In this thesis, the carbonization mechanism is studied ex situ
for different carbonization temperatures of saccharide-derived hydrochars. In particular the
chemical transition is investigated for both saccharides, since the carbonization process is often
treated in literature as a black box. Temperature-dependent sheet growth and further relevant
concepts were derived by means of 3C NMR spectroscopy by Freitas and co-workers and are
used in this work.®?> They correlate *C line widths and *C chemical shifts to anisotropically
growing “graphene-like” sheets (in plane growth). This concept is used to probe structural

changes upon pyrolysis of sucrose and trehalose.

Furthermore, the interaction of H,O with non-polar carbonaceous materials is studied in
Section 6.3. Buntkowsky and co-workers, as well as Wu and co-workers explored the latter by
means of 'H NMR. They derived that the observed 'H chemical shift is reflecting information
about the average distance of water molecules from the surface of the matrix.®*-¢ Therefore, an

estimate about the average pore size and structure (isolated pores vs. network) can be derived.

Heteroatom-containing carbonaceous materials are commonly prepared by pyrolysis of
heteroatom-bearing precursors, such as guanine.® In Section 6.2, the chemical structure of
polymeric (C;0,) (carbon suboxide) is scrutinized, and the carbonization of this well-defined
molecule is followed by means of '*C NMR. The second heteroatom-containing material
studied in this work is the guanine-derived carbon C,N; which has approximately an equimolar
ratio of carbon to nitrogen.®! Previous attempts to prepare porous carbonaceous materials with
high amounts of nitrogen failed.®® The ability of C;N; to store high amounts of CO, is justifying
further research on this material. Due to a large specific surface area, C;N, is further expected
to be an excellent candidate for a supercapacitor electrode. In order to obtain information about
the interaction of small molecules with C;N;, H,O impregnation experiments are performed and
followed by '"H NMR spectroscopy in Section 6.3. So far, very limited insight into similar
systems can be found in literature.®® Heske and co-workers propose a reasonable water uptake
for C,N. They further claim that the absorbed water becomes part of the structure. Therefore,

H,O impregnation experiments with C;N; are useful in order to test their hypothesis.
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Chapter 5
PVdF-HFP-based Polymer Electrolytes

Scope

In this Chapter polymer electrolytes based on PVdF-HFP as the polymer matrix, an electrolyte
solution (lithium salt mixed with an ionic liquid) and silica particles are scrutinized. Within the
first Section, two ionic liquids [EMIM][OT{] and [EMIM][BF,] (used as the solvent in this
work) are examined for their hydrogen bonding interactions, which are relevant for dissolving
the lithium salt. In particular pronounced hydrogen bonding interactions are found for the
[OT{]™ anion. In Section 5.2 hybrid polymer electrolytes, which are composed of PVdF-HFP,
an electrolyte solution and silica particles (inorganic filler) are studied by means of multi-
nuclear NMR spectroscopy. The "Li ion dynamics is probed and found to correlate almost
linearly with previously measured lithium transference numbers. In the following Section (5.3)
the diffusion properties of the hybrid polymer electrolytes are studied. Anomalous diffusion is
found for ions located in polymer electrolytes, which means that the displacement of the ions
is non-linear related to the diffusion time. Polymer electrolytes are implemented in symmetric
lithium coin cells in Section 5.4, in order to test their usage in an electrochemical cell. The
degradation of the used electrolytes is followed ex situ. The last Section (5.5) highlights an
effect that occurs during a magic-angle-spinning (MAS) NMR measurement and shows that the
measurement itself may has a major impact on the obtained physicochemical properties, i.e. ion

conductivity and crystallinity.
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5.1 From Hydrogen Bonding to Deuterium Labelling of
1-ethyl-3-methyl-imidazolium trifluoromethanesulfonate
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5.1.1 Ionic Liquids and Hydrogen Bonding

As mentioned in Chapter 4.1, protic ionic liquids exhibit next to coulombic interactions also
further interactions, such as hydrogen-bonding interactions. The hydrogen-bonding interaction
may even lead to well-defined H-bonded networks, which are important in stabilizing ion
clusters or other ion configurations.!> A balanced number of acceptor and donor sites present
in ionic liquids, is discussed in literature to be a main contribution for their stability.!-> However,
e.g. in polymer electrolytes there may be additional hydrogen bonding acceptor or donor sites,
depending on the used polymer and additives, which may disturb the equilibrium. In order to
introduce changes in the donor and acceptor equilibrium, a simpler model system (H,O/ionic
liquid) is often used. This model system results in an unbalanced hydrogen-bonded network.?
Accompanied by the addition of H,O or D,O are changes in the ionic liquid’s microstructure.
Nevertheless, these changes in the microstructure are not fully understood.> In this respect,
imidazolium-based ionic liquids are of special interest, since they offer three active hydrogen

bond donating sites (C2, C4 and C5) as shown in Figure 5.1.

Whether these positions in the 1-ethyl-3-methyl-imidazolium cation ((EMIM]*) are accessible
for a hydrogen bond or even an H/D exchange reaction seems to depend on the anion which is
present in the ionic liquid.> At the C2 position, a transient carbene occurs during the exchange
reaction, in which the anion has the function to stabilize this transient carbene.? A typical anion,
which is not able to stabilize the transient carbene is the BF,™ anion.** Therefore, no H/D
exchange reaction can be obtained for simple [EMIM][BF,]/D,0 mixtures.!* Also, positions C4
and C5 are slightly acidic and able to perform an H/D exchange reaction, while the precise

mechanism is unknown for these positions.

In the context of exchange reactions, the basicity of the anion is considered to be the relevant
property.>:” But also, the hydrogen bonding of the [EMIM]* cation to the anion is found to be
relevant.*> Due to an insufficient theoretical background, it is difficult to judge, whether the
basicity of the anion or the hydrogen bond acceptor properties of the anion are crucial for a H/D
exchange reaction. In this section, the working hypothesis is that the hydrogen bond acceptor
properties of the anion are decisive for a H/D exchange reaction, while the basicity of the anion
in a simple ionic liquid (IL)/ D,O mixture is assumed to play a less important role. In order to
test this hypothesis, mixtures of D,0O and two ionic liquids, namely [EMIM][BF,] and 1-ethyl-

3-methyl-imidazolium trifluoromethanesulfonate ([EMIM][OT(]), will be examined.
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5.1.2 Experimental Details

[EMIM][OTI] (>98 % Sigma Aldrich), [EMIM][BF.] (>98 % Sigma Aldrich) and D,O (99.9 %
Sigma Aldrich) were used as received. Mixtures of D,O/ IL (IL= [EMIM][OT{], [EMIM][BF.,])
were prepared under Schlenk conditions in a single step, with three different reaction
conditions: 1) The prepared mixtures were stirred with a magnetic stir bar at 40 °C for 24 h.
Then, part of the residual H,O/HDO/D,O is removed from the solution by means of a vacuum
(1072 mbar). The resulting product contains a molar ratio of y = 0.5 (n(D,O)/n([EMIM][OTH(]).
i1) The mixtures were stirred at 100 °C for 24 h and the volatile compounds were removed
completely from the solution afterwards. iii) The prepared ionic liquid/ D,O mixtures were
stirred at 100 °C for 24 h without removing H,O/HDO/D,O from the solution. Following, 'H
and %H spectra were recorded. 'H kinetic studies were conducted by mixing [EMIM][OTf]/ D,O
in a vial and transferring part of the mixture in an NMR tube. The sample is thermally

equilibrated for 10 minutes at 40 °C before the measurement started.

5.1.3 Balanced and Unbalanced Hydrogen-Bonded Networks
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Figure 5.1: Difference in chemical shift for different chemical sites in [EMIM][OTf] and

[EMIM][BF.], listed from small (C7-H) to large chemical shifts (C2-H) (see Table 5.1).

Initially, '"H NMR spectra of the pure ionic liquids were recorded, and chemical shifts have
been analyzed. The results are presented in Figure 5.1 and in Table 5.1. The differences in
chemical shift in Figure 5.1 of [EMIM][OT{] and [EMIM][BF,] show a clear dependence on

the chemical site of the considered proton in the [EMIM]* cation.
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Table 5.1: 'H (700 MHz) chemical shift values for [EMIM][OT{] and [EMIM][BF.] for all individual

chemical [EMIM]* sites measured at 25 °C.

Site Chemical shift (ppm)
[EMIM][OTf] [EMIM][BF,] Difference

C2-H 8.77 8.43 0.34
C4-H 7.58 7.38 0.20
C5-H 7.50 7.31 0.19
C6-H 4.15 4.04 0.11
C8-H 3.84 3.74 0.10
C7-H 1.37 1.27 0.10

Notably, all aliphatic sites display a similar small offset in chemical shift of about 0.1 ppm,
while significantly larger differences can be noted for the ring protons C2,C4 and C5 (C2 : 0.34
ppm, C4 : 0.2 ppm and C5 : 0.19 ppm). From Table 5.1 it can additionally be seen that the ring
proton shifts of [EMIM][OTT(] are larger (downfield shifted) than those found for [EMIM][BF,].
One possible explanation is given by Chen and co-workers, in which 'H chemical shifts for the
ring protons of a series of imidazolium-based ionic liquids are correlated with their interionic
hydrogen bond strength.® Therefore, these differences can be used as a measure for the
interionic hydrogen bond strength at positions C2, C4 and CS5. The findings from Figure 5.1
suggest that the [OTf]™ anion forms much stronger hydrogen bonds with [EMIM]* at C4, C5

and C2 than [BF,]™ does.

Further, the basicity of the anions should be considered as an alternative explanation for the
observations in Figure 5.1 and Table 5.1. As reported in the literature, the corresponding acid
of [BF,]™ exhibits a pK, value of —0.44 ® whereas the triflic acid exhibits a pK, value of —15.°
That means [BF,]” is a much stronger base than [OTf]". Obviously, the significantly weaker
base [OTf]~ forms much stronger hydrogen bonds to all three active ring sites. This assumption
is backed by chemical shielding DFT calculations of an [EMIM][BF,] and [EMIM][OTTf] ion
pair (shown in Table A.1 in the appendix) where a notably larger isotropic chemical shift value
for the C2—H proton is found for [EMIM][OT(]. Also, the calculated hydrogen bond angle and
the H-bond length which are a measure for the H-bond strength (small angles indicate strong
hydrogen bonds) support this interpretation. We find a significantly smaller hydrogen bond
angle of 1.4 ° in an [EMIM][OTI] ion pair compared to an [EMIM][BF,] ion pair (26.7 °),
where the anion is H-bonded to the C2 position. A longer H-bond (2.4 A) found for
[EMIM][OT(], compared to 2 A for [EMIM][BE,], further supports this interpretation.
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Figure 5.2: Selections of (a) "H NMR of [EMIM][OT(] treated with D,O at 40 °C with a partial removal

of the volatile compounds and (b) the corresponding *H NMR spectrum (107.5 MHz). Note, that peak
C2 is cropped.

Therefore, it is reasonable to correlate the positions of the 'H signals of [EMIM][BF,] and
[EMIM][OT(] (Figure 5.1) to the hydrogen bond acceptor properties of the anion, rather than
to the basicity of the anion. This hypothesis is further tested by carrying out H/D exchange
reactions. A simple mixing experiment of D,O/[EMIM][BF,] at 100 °C was performed and no
H/D exchange could be observed. On the other hand, mixtures of D,O/[EMIM][OTTf] exhibit
H/D exchange reactions, seen in Figure 5.2 and Figure 5.3 The 'H and *H spectrum of a
D,O/[EMIM][OT{] mixture treated at 40 °C with partial removal of D,O (molar ratio
[EMIM][OT(]:D,0 = 2:1) is shown in Figure 5.2. The signal intensity of the C2—H proton is

diminished in the 'H spectrum, but intense in the H spectrum (Figure 5.2).
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Figure 5.3: '"H NMR spectrum of x ~ 230 at 100 °C with a complete removal of the volatile compounds
and (b) the corresponding H NMR spectrum (107.5 MHz) is enlarged.
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This means that an almost exclusive H/D exchange can be noted at the C2 position with a
deuteration yield of 98 %. A minute amount of the C4/C5 position (c. 1 %) is also deuterated.
In Figure 5.3 on the other hand, an equalized deuteration yield of c. 40 % can be seen after the
[EMIM][OT(]/D,O mixture has been stirred at 100 °C with a complete removal of the volatile
components. So far, one explanation for these experiments that can already be ruled out is that
the basicity of the anion is the key parameter for the H/D exchange reaction, since the much
weaker base [OTf]™ enables an H/D exchange, whereas no exchange is observed for the stronger

base [BF,]".

In order to find a possible explanation for these results, a concentration series covering a wide
range of molar ratios y = (n(D,O)/n([EMIM][OT(]) was prepared and stirred at 100 °C, without
the removal of the volatile components. The results are shown in Figure 5.4 and in Table A.2
in the appendix. These experiments have been done in order to maintain a fixed concentration
and observe the deuteration yield as a function of the molar ratio. This is important, since
changes the ionic liquid/D,O concentration have occurred in the experiments with the results
shown in Figures 5.2 and 5.3. As seen in Figure 5.4, the 'H integrals steadily decrease from a
molar ratio of 0.25 up to 10, where the 'H integrals of C2 and C4/C5 positions are nearly the
same. At a molar ratio of 10 a minimum is found for the C4/C5 position. This is contrasted at
a molar ratio of 230, where position C2 is almost completely deuterated but only a minor

fraction of C4/CS5 is found to be deuterated.

1 W I v M
o
0,8 _
]
0,6 _
— [}
= o
()]
20,4 i
=
0,2 1 -
]
0,0 m C2 "
® C4/C5
T L | T L | T LA |
0,1 1 10 100

X
Figure A.5.4: 'H signal intensities of C2 and C4/C5 plotted against the molar ratio. The C4/C5 'H

integral goes through a minimum, while the C2 'H signal grows steadily upon increasing the
[EMIM][OTH{] fraction.
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This finding shows that there is a significant dependence of the D,O/[EMIM][OT{] molar ratio
on the deuteration yield and selectivity. Only at the largest molar ratio (y~230) a “selective”
deuteration of the C2 position can be observed. In this context, the dielectric constant of
[EMIM][OT(] becomes relevant, which is reported in literature as 16.5+0.5.!"' The dielectric
constant of water at 20 °C is 80.2.!2 This means that [EMIM][OT{] may fully dissociate only at
large D,O concentrations and changes in the microstructure of the ionic liquid can be expected
over the studied concentration range. One possible transition could be that at large
[EMIM][OT(] concentrations ion clusters with a complex nanostructure may be present. '3 14-15
At moderate molar ratios (y=1-10), the water molecules may be part of a rather complex
hydrogen bonded network, while at large molar ratios (y~230) solvated ions or ion pairs are
present. Therefore, Figure 5.4 may possibly be explained by a hydrogen bonded network, which
is present at moderate molar ratios, where positions C2, C4/C5 of the [EMIM]* cation possess
an approximately equally strong hydrogen bond to the [OT{]™ anion.!” Therefore, positions C2
and C4/C5 show nearly the same deuteration yield at moderate molar ratios. At larger molar
ratios, the ionic liquid may be present as an ion pair, where the [OT{]™ anion is mainly located
in the vicinity of the C2 position and therefore, a predominantly high deuteration yield is

observed at position C2.

In addition, the influence of temperature on the deuteration yield can be seen by comparing
Figure 5.4 to Figure 5.2. In either spectrum, a molar ratio of c. 0.5 is present, while the
temperatures differed by 60 °C. The deuteration yield at 40 °C is 98 % at C2 and 1 % at C4/C5
while at 100 °C an almost equalized deuteration yield of 52 % at C2 and 54 % at C4/CS5 is
observed. Therefore, an increased temperature may cause an unspecific deuteration at all three
active sites with a deuteration yield of c. 50 %, while a predominant deuteration at C2 is

observed at 40 °C.

Further, the kinetics of the deuteration reaction was examined by means of 'H NMR
measurements for x~230 and =10 (both at 40 °C). The reaction profile curves are shown in
Figure 5.5. The Figure shows the relative 'H integrals. An 'H integral of 1 would match to the
expected value (fully protonated) for the C2 or C4/C5 integral, based on integration of the
aliphatic [EMIM]* signals. Time zero is arbitrarily set to the time when the ionic liquid was
mixed with D,O. Both curves show a pseudo first-order reaction profile. For both molar ratios
it can be noted that the back reaction must be unfavored, since a steady decrease of the 'H

integral can be seen, while the equilibrium is not yet reached.
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Figure 5.5: Relative 'H integrals (40 °C) of C2-H for y~230 and =10 as a function of time. The inset

shows the evolution of the relative C4/C5-H integral of the y~230 solution. The =10 solution is

represented by red circles and the ¢ ~230 solution is depicted by black rectangles. Both C2-H curves are

fitted by a single exponential (red solid curve).

In addition, it can be noted that the C4/CS5 integral is decaying roughly about 1 %/ day. The
fitted time constants at C2 of the reactions are 6.4:107* 1/s for y~230 and 4.2-10* 1/s for x=10.
Both time constants differ only by a factor of 1.5, even though the molar ratios differ by a factor
of 23. This finding may be an additional hint for the interpretation, that at a molar ratio of 10,
the D,O molecules are already well distributed, i.e. in a hydrogen bonded network. This could
explain, why the time constants of both molar ratios do not differ severely, when the

concentration is increased.

In this work, the deuteration yields are studied as a function of D,O concentration. It is found
in Figure 5.4, that equalized deuteration yields at C2, C4/C5 are present for molar ratios up to
x=10. Increasing the molar concentration to y~230 yields a predominant deuteration at the C2
position. Further, it can be deduced from reaction profiles in Figure 5.5 that the C2 position is
the kinetic preferred position over C4 and C5 as the exchange rate is notably higher for C2.
This finding could possibly be explained by altering ion configurations (depending on
concentration), where the C2, C4/CS positions are equally strongly hydrogen bonded (in a
hydrogen bonded network) for molar ratios up to x=10. The almost exclusive deuteration at C2
(x~230) in Figure 5.4 could possibly be explained by solvated ion pairs, where the anion is

predominantly interacting with the C2 position.
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More important, this work has highlighted the difference between the hydrogen bond acceptor
properties of the anion and its basicity, which should be considered separately from each other.
Differences in the hydrogen bond acceptor properties between [OTf]™ and [BF,]™ are decisive,
both for a successful H/D exchange reaction (in case of [OTf]") and for an absence of H/D
exchange ([BF4]"). Therefore, this work emphasizes that one must differentiate not only
between strong and weak anions, but also between good and bad hydrogen bond acceptors, in

order to explain if a H/D exchange occurs.

Regarding the precise abstraction mechanism, in particular for the C4 and CS5 sites it can only
be speculated that a dual hydrogen bond of the triflate anion with the imidazolium cation may
be one possible explanation.!'® In order to obtain additional information about a possible
mechanism of the exchange reaction, additional molecular dynamics simulations in

combination with e.g. picosecond time-resolved infrared spectroscopy may be useful tools.
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5.2 NMR Studies of Hybrid Electrolytes with Confined
Electrolyte and In Situ Formed Silica
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5.2.1 Hybrid Electrolytes

As described in the previous sections, ionic liquid-based polymer electrolytes are currently
examined intensively, due to their good safety (low vapor pressure) and high ion
conductivity."? Similar to liquid electrolytes, the crucial aspect is to entrap the ionic liquid in
such a way, that the device is not suffering from leakage. Therefore, research has been devoted
towards entrapping the liquid electrolyte, for instance in a polymer matrix or in a porous
inorganic matrix, such as porous glasses.?* The popularity of the latter is rooted in an increased

electrolyte uptake, accompanied with an increase in ion conductivity.’

Furthermore, incorporating inorganic particles (SiO,, TiO,) into a polymer matrix such as
PMMA or PVdF-HFP increases the mechanical properties notably.® For many composite
systems containing a polymer, an electrolyte solution and inorganic fillers, detailed studies have
been carried out. Often, the focus is rather on improving the electrochemical properties, instead
of tracing back the physical origin of the observed properties. Partly, this goal has been
addressed by a combination of electrochemical studies and IR studies on PVdF-HFP-based
ionogels.” The latter system exhibits excellent ion conductivities with in situ prepared silica
particles. Apparently, this preparation method shows benefits over the ex sifu addition of
nanoparticles to the polymer matrix, due to a good dispersibility of the generated particles. In
case of the in situ generated particles, a connected network may be present enhancing the ion

conductivity 8

What has been studied in less detail so far is the impact of such an in sifu generated network on
the dynamics of the polymer network. As outlined by Abbrent and co-workers, the addition of
different plasticizer decreased the degree of crystallinity in PVdF-HFP-based polymer
composites.” Besides that, the influence of the electrolyte solution concentration on the ion
dynamics, transport phenomena, NMR lineshapes and relaxation times are of special interest,
since these properties may be directly linked to ion conductivities and ion transference numbers.
Moreover, interactions between the individual constituents, such as hydrogen bonding or ion
pairing are likely to occur in these complex systems.!” Therefore, the following NMR-based
work aims to understand the influence of the SiO, network on the lithium cation dynamics,
[EMIM]* dynamics and polymer dynamics of a PVdF-HFP-based polymer electrolyte.
Furthermore, correlations between NMR-based parameters (line widths) and previously
measured electrochemical parameters such as ion transference numbers and ion conductivities

will be explored.

75



Chapter 5

5.2.2 Experimental Details

Hybrid organic/inorganic polymer electrolytes were prepared by Shilpa Khurana in the group
of Prof. Dr. Amita Chandra in the Delhi University by means of solution casting. A detailed
description of the sample preparation can be found in the literature.” Initially, poly(vinylidene
fluoride-co-hexafluoropropylene) (PVdF-HFP) (M,, = 400.000 g mol"!, Sigma Aldrich) is
dissolved in acetone. Further, an electrolyte solution based on LiOTf (purity >99 %, Sigma
Aldrich) dissolved in 1-ethyl-3methylimidazolium trifluoromethanesulfonate ((EMIM][OTT])
(98 % purity, Sigma Aldrich) is prepared by mixing the salt with [EMIM][OTT], which yields
a 0.3 M concentrated electrolyte solution. Subsequently, a defined amount of x wt % electrolyte
solution (x = 50, 55, 60 and 65) is added to the dissolved PVAF-HFP. In a further step,
tetraethylorthosilicate (TEOS, purity 99 %) is added to the mixture followed by formic acid,
which is added dropwise (few drops) to the solution to catalyze the condensation reaction of
TEOS molecules yielding silica particles. The mass ratio of PVdF-HFP to TEOS is 3:1.In a
last step, the solution is cast in a petri dish, where the acetone is able to evaporate. Opaque films
were finally obtained. The precise sample compositions are given in Table 5.2. A reference
sample (S3) with no TEOS implemented is used to obtain information about the influence of

the silica particles.

The 'H, "Li and #Si larmor frequencies were 299.815 MHz, 116.52 MHz and 59.56 MHz
respectively. The signal of LiCl in D,O at O ppm, the signal of NaCl in D,O at O ppm, the
Al(H,0)sCl; signal at O ppm and the OSi(CH,); signal of QsMsat 11.5 ppm were used as
external chemical shift references for ’Li, 2*Na, 2’Al, and #°Si, respectively. The error of the

chemical shifts reported is estimated as £ 0.1 ppm.

Table 5.2: Summary of the sample composition and codes used to label the samples. Numbers

are given in wt %.

Samples Components
PVdF-HFP TEOS (LiOTf/ EMIMOTY)
S1 100 - -
S2 75 25 -
S3 35.0 - 65
S4 37.6 124 50
S5 340 11.0 55
S6 30.0 10.0 60
S7 26.5 8.5 65
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5.2.3 Ion Dynamics in Hybrid Electrolytes

Initially, it is of interest to obtain information about the morphology of the samples in order to
get insight into the texture of the samples. Therefore, scanning electron microscopy (SEM) in
combination with energy dispersive X-ray (EDX) spectroscopy was employed. SEM images of
samples S1,S2, S3 and S7 are presented in Figure 5.6. Apparently, the neat polymer exhibits a
highly porous structure, seen in Figure 5.6 a). By comparing sample S1 and S2, the influence
of the silica is revealed. Obviously, a drastic change in sample morphology can be noted from
a highly porous structure (large pore size distribution) being present in S1 towards a smooth
and uniform surface in case of sample S2. This finding indicates that the condensed silica is
rather present evenly throughout the sample. Even though, few spherical particles with a size
of 1 um can be found for S2 (appendix Figure A.7). An analogous influence of silica may be
seen for S3 and S7. While sample S3 exhibits a structure that seems to be composed of small
grains which are attached loosely together, sample S7 displays a more compact structure which
appears to be rougher compared to S3. Still, it is an open question where precisely the individual

constituents are located in the sample.

S s

dF-HFP film (S1), b) PVAF-HFP+TEOS (S2), ¢) PVdF-
HFP+LiOTf/[EMIM][OTS] (S3) and d) PVAdF-HFP+TEOS+ LiOTf/[EMIM][OTS] (S7).

Figure 5.6: SEM op view images of ) PV
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The effect of TEOS appears to be that the initially loosely bound structures, as present in Figure
5.6 a) and c) get connected with each other. Pores or either voids in between the grains (Figure

5.6 ¢)) appear to be filled by an interpenetrating silica network.

In order to obtain further information about the location of the single constituents, EDX maps
of sample S6 were presented in Figure 5.7. Additional EDX maps of sample S2 are shown in
the appendix. In general, elements probed by EDX such as Si, N and O are sensitive to the
individual constituents, since they are unique for the silica network, the imidazolium cation and
the triflate anion. The Si map unambiguously reveals that silica is evenly distributed throughout
the sample, which supports the interpretation of an interpenetrating silica network. Similar to
the Si map, other elemental maps reveal a uniform distribution of the ionic liquid and of the
polymer in the ionogel. Note, that the dark spots which appear as pores in the maps of F, C, O,
N are not pores but rather depressions, from which only high-energy X-ray radiation (sulfur)
can be observed. Therefore, it can be concluded that on the scale of the EDX-map resolution
no indication of a phase separation can be probed. A mixing of all individual components is

also supported by previously recorded IR spectra.’

Figure 5.7: SEM micrograph of S6 and corresponding EDX maps of F, C, Si, O, N, S. The scalebar

for all micrographs is 50 pm.
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Figure 5.8: Static 'H NMR spectra of the bare PVdF-HFP film (S1) in a) and the PVdF-HFP+TEOS

film (S2) in b).

The influence of the silica network on the polymer dynamics can be followed by means of static
'"H NMR spectra. The linewidth of a semi-crystalline polymer is significantly depending on
homonuclear- and heteronuclear (in this case 'H-'H and 'H-"F dipolar couplings) of the
polymer segments.'!: 12 Often, a superposition of narrower and broader lines can be noted

corresponding to mobile and less mobile fractions in the polymer, respectively.

Therefore, crystalline polymers tend to exhibit rather broad lines compared to polymers with a
high degree of a mobile amorphous phase (T,~ —35 °C). The silica network is supposed to
decrease the amount of the crystalline phases. A comparison of the static '"H NMR spectra
between the bare PVdF-HFP film and sample S2 is shown in Figure 5.8. Clearly, Figure 5.8
emphasizes that a tremendous signal narrowing is occurring when the silica matrix is mixed
with the polymer matrix, which indicates a reduction in the crystalline polymer fraction. A
deconvolution of both lines is given in the appendix (Figure A.89. Overall, the beneficial effect
of silica on an increasing amount of amorphous polymer phases could be verified by 'H
spectroscopy. Therefore, silica containing electrolytes tend to enhance the ion conductivity in
the amorphous polymer region.Furthermore, the ion dynamics and in particular the [EMIM]*
dynamics may be affected by i) the amount of electrolyte solution present in the sample and ii)
the presence or absence of silica. Therefore, static and MAS "H NMR spectra of samples S3—S7

were employed. Static '"H NMR spectra are shown in Figure 5.9.
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Figure 5.9: 'H NMR spectrum of the electrolyte solution A) and B) hybrid ionogels PVdF-
HFP/silica/ES-x with x = 50 b), 55 ¢), 60 d), and 65 (e) and a) PVdF-HFP/ES-65.

For the neat electrolyte solution in 5.9 A), narrow and well-resolved lines are obtained due to
fast molecular tumbling which averages the homonuclear and heteronuclear dipolar interactions
and the chemical shift anisotropy. The resolution of the narrow lines remains to a high extent,
when the electrolyte solution is incorporated into the polymer matrix. Linewidths of c.
300-400 Hz are present for the polymer electrolytes, which is surprising and indicative for
liquid-like dynamics of the polymer electrolyte. The [EMIM]* dynamics is reduced when the

silica network is present in combination with a small amount (50 %) of the electrolyte solution.

o

10 | 8 | 6 | 4 | 2 | 0
ppm
Figure 5.10: 'H NMR spectra of PVdF-HFP/ES-65 (a) and hybrid ionogels PVAF-HFP/silica/ES-x
with x =50 (b), 55 (c), 60 (d), and 65 (e) obtained under 4 kHz MAS. Numeric peak labels refer to the
proton sites of EMIM. The peaks labelled H,O (at c. 3.4 ppm) and P (at c. 2.9 ppm) are assigned to

water and the mobile fraction of the polymer, respectively.
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One explanation for the decrease in mobility (S3 to S4) upon addition of silica is given by Le
Bideau and co-workers.”® They attribute a signal broadening of [EMIM]* to confinement
effects. Le Bideau and co-workers assume that only a marginal decrease in ion dynamics occurs
while the distribution of chemical shifts increases.'* Apparently, this is due to [EMIM]*
experiencing a larger variety of short-range neighboring chemical environments. One possible
example is that [EMIM]* is temporarily hydrogen bonded to a Si—O site of the silica network,
yielding another chemical shift compared to the bulk electrolyte. A steady decrease in linewidth
from 50 wt% electrolyte solution up to 60 wt% electrolyte solution appears reasonable due to
an increasing amount of the liquid-like electrolyte phase. What remains questionable is the
increase in linewidth from 60 wt% electrolyte solution up to 65 wt%. Notably, this finding is
not in agreement with the diffusion coefficient of the [EMIM]* cation, discussed in Section 5.3
which shows a larger ion mobility for S7. The explanation for this may be rooted in varying
water contents of the sample (seen in Figure 5.10) influencing the static linewidth. In particular
Saihara and Bayles show that the ionic liquid reorientation dynamics is strongly affected by the
presence of water, which is a further source of the observed line broadening.!>!¢ The explanation
regarding a distribution of chemical shifts is additionally evidenced by the 'H MAS spectra of
all polymer electrolytes presented in Figure 5.10. Even at low spinning rates of 4 kHz, all
[EMIM]* sites could be resolved, while a residual linewidth still remains. Even at higher and
lower MAS frequencies (2-8 kHz) (shown in the appendix) no substantial line narrowing is
observed, which further supports the hypothesis of a distribution of chemical shifts. Therefore,

fast intermediate exchange rates appear more likely than very fast exchange rates.

The lithium cation dynamics is followed by means of "Li spectroscopy in order to probe the
influence of the silica network on the ion dynamics. A typical example of a "Li spectrum
recorded under static conditions and under 5 kHz MAS is shown in Figure 5.11. As a spin 3/2
nucleus, 'Li is expected to exhibit the quadrupolar interaction yielding a quadrupolar broadened
line. The static spectrum observed for S4 is rather narrow and featureless, which indicates that
homonuclear and heteronuclear dipolar and quadrupolar interactions are mainly averaged due
to fast ion motion. Few spinning sidebands which exceed the static linewidth can be found,
which are already low in their intensity. According to van Wiillen, this is a strong indication
for a reduction in the quadrupolar interaction, again due to fast ion motion."” Van Wiillen and
co-workers point out, that the number and intensity of the 7Li spinning sidebands is a measure
for the lithium cation mobility, which is crucial for the application in lithium ion batteries.

Spinning sidebands of low intensity are indicative for a high ion mobility.
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Figure 5.11: a) 'Li MAS NMR spectrum of PVdF-HFP/silica/ES-50 (S4), obtained at a spinning

frequency of 2 kHz and b) obtained under static conditions, which is representative for static 'Li spectra

of all samples. An exponential apodization of 5 Hz was applied to both spectra.

'Li 2 kHz MAS spectra of the sample series are shown in Figure 5.12. Differences in number
and in intensity of the spinning sidebands are noted. In order to compare the spinning sideband

intensities, an integration has been carried out for the sidebands and the central line.

i
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Figure 5.12: "Li MAS NMR spectra, obtained at a spinning frequency of 2 kHz of a) PVdF-HFP/ES-

65 and the hybrid ionogels PVdF-HFP/silica/ES-x with x = 50 b), 55 ¢), 60 d), and 65 e). 1/20 of the

total height is shown for all spectra.
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Further, the total fraction of the spinning sideband intensity with respect to the intensity of the
central line is obtained and shown in Figure 5.13. A decrease of this ratio is observed upon
increasing the amount of electrolyte solution up to 60 wt% while an increase is noted for
65 wt%, as already found for the static 'H linewidths in Figure 5.9. Therefore, a similar trend
as found for 'H is found for the "Li spectra, suggesting equivalent dynamics occurring for both
types of ions. This can be confirmed by sample S4, which exhibits the largest number and
intensity of spinning sidebands, analogously to the broad static '"H spectrum in Figure 5.26.
Both findings may indicate a confinement of the electrolyte solution in the porous silica

network.

It appears likely that there exists a correlation between the “Li fraction of the spinning sideband
intensity with respect to the intensity of the central line and the lithium transference numbers,
which were measured previously by Khurana and Chandra.” The correlation between both
parameters is presented in Figure 5.13. Obviously, there is nearly a linear relation between both
properties, which emphasizes that they are linked closely to each other. Clearly, sample S4
exhibits the highest fraction of spinning sideband intensity and hence the lowest lithium
transference number. Moreover, S6 exhibits a lower “Li spinning sideband intensity than S7
and therefore a higher lithium transference number. Thus, it seems straightforward that the ion

mobility in S7 is higher than in S5 but lower than in S6.
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Figure 5.13: Lithium transference numbers #,;* plotted against the fraction of the ’Li spinning sideband

intensity F("Li).
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Figure 5.14: »Si NMR spectra of PVdF-HFP/silica (a), PVdF-HFP/silica/ES-50 (b), PVdF-

HFP/silica/ES-55 (c¢), PVdF-HFP/silica/ES-60 (d), and PVdF-HFP/silica/ES-65 (e) obtained under
MAS at 5 kHz and proton decoupling. An exponential apodization with a line broadening of 30 Hz was
applied. The red lines are fits with two or one (e) Gaussian/ Lorentzian line(s). The values of the fitted

parameters (line position, relative intensity, and full width at half maximum) are shown in Table 5.3.

Finally, the composition of the silica network for the different samples is probed by 2°Si NMR
spectroscopy. A comparison of *Si spectra between samples containing the ionic liquid
[EMIM][OT(] and the control sample S2 is shown in Figure 5.14. For sake of clarity, a

deconvolution of the »Si signals is added to Figure 5.14. The results are given in Table 5.3.

Unambiguously, it can be seen that the control sample S2 exhibits at least two resolved lines
Q? and Q* at —101.1 ppm and —110.7 ppm, respectively. The common Q" notation is used for
fully condensed Si sites, denoted as Q* (Si(OSi),), and partially condensed Si sites, denoted as
Q? (Si(OSi);0H)." As ionic liquids are implemented in higher amounts into the samples, the
Q’ site clearly diminishes. This indicates that a more complete condensation indeed occurs for
samples containing a notable amount of ionic liquids, as suggested by Karrout and Pierre.!8
They show, that the implementation of ionic liquids into the gelation process results in an
acceleration of the hydrolysis and condensation.!® Therefore, the degree of condensation in the
silica network should significantly differ for the control sample S2 and samples containing the
ionic liquid. This is found in Figure 5.14 and Table 5.3. One explanation for this finding may
be rooted in the acidity of the [EMIM]* cation, in particular of the C2—H site (discussed in
Section 5.1) which additionally catalyzes the condensation reaction.® As a result, it can be
concluded that the electrolyte solution participates in the condensation reaction in which the

silica is formed, yielding a more highly condensed silica network.
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Table 5.3: Chemical shift &, relative intensity 7, and full width at half maximum FWHM of the Q® and

Q* peaks obtained by deconvolution of *Si NMR spectra.

Sample Assignment & (ppm) I? FWHM?" (ppm)
PVdF-HFP/silica Q’ -101.1 0.36 6.4
(S2) Q* -110.7  0.64 8.3
PVdF-HFP/silica/ES-50 Q’ -99.8 0.29 74
(S4) Q* 1105 071 14.7
PVdF-HFP/silica/ES-55 Q’ -1023 042 9.2
(S5) Q* -1105 058 99
PVdF-HFP/silica/ES-60 Q’ -101.6  0.19 9.1
(S6) Q* -1082  0.81 12.8
PVdF-HFP/silica/ES-65 Q? - - -
(S7) Q* -110.7 1 16.6

“Relative signal area, error estimated as +0.05

Error estimated as £0.2 ppm

Overall, it can be summarized that this work examined the dynamics of (i) the polymer network,

(i1) the [EMIM]* and (iii) the lithium cations in the prepared hydrid ionogels.

In accordance to reports by Abbrent and co-workers, it is found in this work by means of 'H
spectroscopy that the silica network reduces the immobile crystalline polymer fraction notably.
Therefore, a higher electrolyte solution content in the amorphous region can be assumed.
Further, liquid like dynamics is found for the ionic liquid inside (i) the polymer network and
(i1) the hybrid ionogels, which indicates high ion mobilities, close to the bulk electrolyte
solution. However, no consistent increase in 'H ion mobility is found upon increasing the
concentration of the electrolyte solution. In addition, a good correlation between the intensity
of the "Li spinning sidebands and the lithium transference numbers is found. Surprisingly, the
ionogel containing 60 wt% electrolyte solution displayed fewer spinning sidebands and a higher
lithium transference number than the ionogel with 65 wt% electrolyte solution. This finding
resembles the results from 'H spectroscopy. Lastly, 2°Si spectra of the prepared ionogels and a
reference sample which does not contain any ions, revealed that the ionic liquid is participating

in the silica condensation reaction yielding a more highly condensed silica network. Likely, this
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occurs via the acidic C2—-H position in the imidazolium cation donating catalytic protons to the

condensation reaction.
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5.3 Diffusion NMR in Electrolyte Solutions, PVdF-HFP-
Based Polymer Electrolytes and Composite Electrolytes
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5.3.1 Diffusion NMR of Ionic Liquid-Based Electrolytes

Binary electrolytes, based on a lithium salt dissolved in an ionic liquid have gained attention in
the electrochemistry community and were studied by diffusion NMR.!-2 The popularity of the
ionic liquid is rooted in the label “green” solvent, which is aimed to replace the standard organic
solvents. Early studies found that the solubility of the lithium salt could be maximized by
choosing an ionic liquid which exhibits the same anion as the lithium salt.* In many cases
there is a maximum in ion conductivity which is closely related to the maximum in solubility.*
> Recently, binary electrolytes were implemented in a manifold of matrices, such as porous
glasses and hybrid organic/inorganic electrolytes, in order to improve the mechanical properties
of the electrolyte.®” In hybrid electrolytes, porous silica-microparticles were used as inorganic
fillers, enabling an additional electrolyte uptake in the pores. Thereby, an increase of the active

electrochemical material could be achieved.

NMR diffusion studies on neat ionic liquids, as well as on electrolyte solutions (lithium salt/
ionic liquid) have been carried out for numerous systems, such as [EMIM][BF,],
LiBF,/[EMIM][BF,] and PVdF-based electrolytes containing the latter mixtures.®"!° A key
finding is that the measured diffusion coefficients often strongly deviate from the expected
values, based on the Stokes-Einstein relation.!! More recently PVdF-HFP-based polymer
electrolytes have been studied.'? Richardson and co-workers carried out a PFG diffusion NMR
study and found deviations from a single diffusion regime which was assigned to different
phases present in the polymer electrolyte.”® Richardson distinguishes a liquid electrolyte
solution phase from a solvated polymer phase (which is rich in polymer). In pursuance of
obtaining a better insight into motion phenomena and transport properties in these rather

complex materials, multi-nuclear diffusion studies appear well-suited to meet this goal.

Therefore, the diffusion properties of a PVdF-HFP-based polymer electrolyte containing LiOTf
(as the lithium salt), [EMIM][OT{] (as the solvent) and a silica network (as the filler) will be
scrutinized. The same samples introduced in Chapter 5.2 will be investigated in this section. A
benefit of PFG diffusion NMR is that the Li*, [EMIM]* and [OTf]™ ion diffusion can be studied
separately. In the following section the effect of electrolyte solution concentration and the
presence of the silica network on the ion diffusion will be investigated. In particular the effect
of the silica network on the ion dynamics is still not well-known and changes in the ion diffusion

coefficients can be used to estimate its influence on the ion mobility.
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5.3.2 Experimental Details

Hybrid organic/inorganic polymer electrolytes were prepared by Shilpa Khurana in the group
of Prof. Dr. Amita Chandra in the Delhi University by means of solution casting. A detailed

description of the sample preparation can be found in Section 5.2 and in Table 5 4.

Diffusion NMR experiments were conducted at the Leipzig University in the group of Dr.
Muslim Dvoyashkin and at Paderborn University. The diffusion NMR measurements in the
liquid state (performed for the electrolyte solution at Paderborn University) were carried out
using a 700 MHz Bruker Avance NEO spectrometer equipped with a high resolution cryo-probe
(1.5 T/m). The 'H, "Li and "F resonance frequencies were 700.130 MHz, 272.09 MHz and
658.78 MHz respectively.

Solid-State diffusion NMR experiments were carried out at Leipzig University and performed
by 'H PFG NMR using a home-built NMR spectrometer with a magnetic field of 2.35 T
operating with gradients up to 28 T/m. The 'H, 'Li and F resonance frequencies were
100.13 MHz,38.91 MHz and 94.21 MHz respectively. The stimulated echo pulse sequence was
used in all of the diffusion experiments. The application of 13-interval pulse sequence was also
checked (see appendix). There was no difference in the obtained diffusion decays by 13-interval
pulse sequence from the one obtained by the stimulated echo pulse sequence within the
experimental uncertainty. Thus, the latter pulse sequence was used. The parameters for
diffusion experiments were typically A= 10 ms, & = 0.8 ms, and T = 1.2 ms, where A is the
diffusion time, § is the gradient pulse duration, g is the gradient field strength and 7 is the time
between the first and second (1/2) pulses. Further experiments in which A is varied are
discussed. The diffusion attenuations have been fitted with single-exponential or bi-exponential
functions. Furthermore, average diffusion coefficients were fitted by a single exponential,

considering the initial decay (first 5-6 data points) of a diffusion curve.

The diffusion coefficients of a single exponential and a bi-exponential decay are obtained by

fitting the data to Equation 5.1 and 5.2, respectively:

1)
A=A exp (—D(ydg)2 (A — §)> [5.1]

A=A exp (—Dl (y6g)? (A — g)) + A, exp (—Dz (y6g)? (A — g)) [5.2]
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with signal fractions A,, self-diffusion coefficients D, the gyromagnetic ratio y, the diffusion

time A, the gradient duration J and the gradient strength g.

Table 5.4: Summary of the sample composition and codes used to label the samples. Numbers are

given in wt %. The ratio of PVdF-HFP/TEOS is 3:1. S3 is a reference sample without silica.

Samples Components
PVdAF-HFP TEOS (LiOTf/ EMIMOTY) (ES)
S3 35.0 - 65
S4 37.6 124 50
S5 340 11.0 55
S6 30.0 10.0 60
S7 26.5 8.5 65

5.3.3 Ion Diffusion in Electrolytes

Initially, in order to estimate possible experimental errors of the diffusion NMR measurements
the diffusion curves measured at Paderborn University and at Leipzig University should be
compared. One example of a 'H diffusion measurement of [EMIM][OTI] carried out at 298 K

is presented in Figure 5.15.

The comparison between both diffusion curves in Figure 5.15 shows an excellent agreement
within the experimental error. The diffusion curve measured at the University Paderborn is not
decaying to the same intensities as the diffusion curve from Leipzig, due to smaller gradient
strengths available in the Paderborn University. Nevertheless, both curves perfectly match up
to an intensity of c. 10 %, while only minor deviations can be noted at an intensity of c. 3 %.
The minor deviation from a single exponential (black curve) at low intensities is assigned to an
experimental error, likely associated to the gradient pulses. The diffusion coefficient of the
[EMIM]* cation of [EMIM][OTf] obtained from our data (University Paderborn) is
4.2:107"" + 0.2 m?¥s, which resembles the data from Brennecke and co-workers and shows that

the measured data are indeed valid.!?

Additionally, the diffusion coefficients of the [OTf]™ anion and the [EMIM]* cation are

compared for the sample series. One example of the neat ionic liquid is shown in Figure 5.16.
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Figure 5.15: Diffusion curve of the [EMIM]* cation of [EMIM][OTf] (298 K) measured at the

University Paderborn and at the Leipzig University.

Clearly visible in Figure 5.16 is the faster 'H diffusion (black curve) compared to the “F
diffusion (red curve). The same trend is observed for all hybride electrolytes studied in this
section (shown in the appendix). This means that the larger [EMIM]* cation (c. 7.6 A diameter)
diffuses faster than the smaller [OTf]™ anion (c. 3.9 A). This feature was earlier found by
Wencka et al. for the neat ionic liquid (([EMIM][OT(]) and labelled as “anomalous diffusion”,!

a term which is not used in this work to describe the slower anion diffusion.
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Figure 5.16: An example of 'H and "°F diffusion curves of the electrolyte solution (ES), measured at

2.35 T and 298 K. For all samples fast 'H diffusion ((EMIM]*) is observed and significantly slower °F
diffusion ([OTf]").
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This finding appears contradicting, since the smaller anion (c. 3.9 A diameter) is diffusing more

slowly than the larger [EMIM] cation (c. 7.6 A diameter), which may be explained by anion-

rich clusters and additional correlated anion-anion motions.!'- 4

The average 'H and '°F diffusion coefficients are presented in Figure 5.17. The influence of the
polymer, of the silica network and of the electrolyte solution (ES) concentration on the 'H and
YF diffusion coefficients can be seen. Firstly, the addition of the polymer (PVdF-HFP) can be
followed by comparing ES and S3. Clearly, a reduction of both 'H and "°F diffusion coefficients
can be seen from ES to S3. This reduction may be explained by a restricted diffusion present in
the polymer electrolyte, which can be related to the grain-like structure seen in the SEM images

in Section 5.2 (Figure 5.7).

Also, the ratio of the diffusion coefficients of cation/anion D,/D- (indicated by dotted lines)
changes in Figure 5.17. The D./D- ratios are shown in Figure 5.18. Nevertheless, the data are
too scattered in order to derive any clear information. The D./D- ratios are explained by Harris
and co-worker to indicate differences in ion velocity correlations and distinct ion diffusivities.
The latter may vary substantially for [EMIM]*—[EMIM]*, [EMIM]*—[OTf]- and for

[OTf]—[OTf]™ motional correlations.
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Figure 5.17: Average diffusion coefficients for 'H and '°F for the sample series obtained at 288 K. As

the amount of electrolyte solution increases, the fraction of the slow diffusing component decreases

which unambiguously shows that the fraction of the “liquid-like” electrolyte phase increases.
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Indeed, an earlier study by Harris revealed that the cation-anion velocity correlations are low
in magnitude, while the anion-anion velocity correlations are found to be just marginally
larger.'* ' One result from these considerations is that anions are more restricted in their
mobility, unable to diffuse as individual species, whereas this is more likely to be the case for
the [EMIM] cations. Harris and co-workers report a D,/D- value for bare [EMIM][OTT] to be
nearly 1.4, while we find a value of D,/D- = 1.5 for the electrolyte solution which shows, that
the addition of LiOTT to the ionic liquid does not change the motion of the anion and cation

significantly.

In addition, the beneficial influence of the silica matrix on the diffusion coefficients of [EMIM]*
and [OTf]™ can be seen in Figure 5.17. Comparing the 'H and F diffusion coefficients of
sample S3 (without silica) with sample S7 (with silica), it becomes clear that both ion
diffusivities significantly increase. The [EMIM]* diffusion coefficient in sample S7 nearly
resembles the one of the ES, while the diffusion coefficient of the [OTf]™ anion is clearly smaller
compared to the ES. One possible explanation are non-covalent interactions between the

fluorine rich polymer and the fluorinated anion, decreasing the anion diffusivity.

The 'H and "F diffusion curves are examined in more detail in Figure 5.19. One observation
for both 'H and "F diffusion curves is that nearly a single exponential decay can be noted for

the neat ES, while a multi exponential decay is present for the polymer electrolytes S3 and S7.
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Figure 5.18: D,/D- ratios of the average diffusion coefficients shown in Figure 5.8.
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Figure 5.19: a) 'H diffusion curves for bare ES, sample S3 and S7, b) corresponding "F diffusion

curves, both obtained at 288 K.

In order to fit the 'H diffusion data of the polymer electrolytes, a simple bi-exponential fit is
used, shown in Equation 5.2. The fit results are given in Table 5.5 and the fractions of the slow
and fast diffusing species are shown in Figure 5.20. The bi-exponential fit reasonably describes
the data points, seen in Figure 5.19 a). However, the '°F diffusion data in Figure 5.19 b) could
not be fitted by a bi-exponential fit, which may be due to the fact that the two-population model
is oversimplified in case of '°F. In case of slow exchange, anion-rich clusters of different sizes
would yield a broad distribution of diffusion coefficients, rather than two well-defined diffusion
regimes. Therefore, in case of °F (and "Li) only the average diffusion coefficient is considered
which is derived from a linear fit to the first few data points yielding an average diffusion value
over all diffusing species. Figure 5.19 a) further shows a trend that was discussed earlier,
namely that the implementation of the ES into PVAF-HFP (S3) decreases the 'H diffusivity,

while the addition of the silica matrix (S7) clearly increases the diffusivity.

Table 5.5: 'H diffusion coefficients and fractions of the fast and slow diffusing component.

Sample  Diffusion (x10™"" m2s ™) Fraction (%)
DFast DSlow AF ast ASlow

ES 6.0° - 1 0

S3 1.60 0.51 51 49
S4 1.65 1.15 12 88
S5 4.48 1.05 22 78
S6 4.12 1.29 28 72
S7 5.37 1.33 36 64

aError of the diffusion coefficient estimated as +0.2 m3s™!

*Obtained from Figure 5.21

96



Chapter 5

1.0
n AFast
. . ASIow
0.8 1 PY
o
c 0.6+ ¢
.0
o e
|
L 0.4 -
[ |
[ |
0.2 u
[ |
00 T T L] T L
S3 S4 S5 S6 S7

Samples
Figure 5.20: Intensity fractions of the 'H fast and slow diffusing component obtained at 288 K.

Figure 5.20 further reveals that the two fractions (slow and fast diffusing) of the [EMIM]* cation
constantly change over the sample series. Adding silica to the polymer electrolyte, visibly
increases the amount of slowly diffusing [EMIM]* cations. From S4 to S7 the amount of
electrolyte solution is increased, which leads to a decrease of slowly diffusing [EMIM]* cations.
A reasonable explanation for the presence of a slow and fast diffusing ion species was presented
by Richardson and co-workers.!° According to them, the physical meaning of these two
populations is rooted in two distinguishable phases, namely the so-called liquid electrolyte
phase (rich in electrolyte) which exhibits faster diffusion and the solvated polymer electrolyte
phase (rich in polymer) in which ions may diffuse more slowly.!® Connecting the explanation
by Richardson to the observations from Figure 5.20, it appears plausible that the silica matrix

(present in S4-S7) increases the amount of the mobile ion fraction (liquid electrolyte).

In order to derive further information about restricted ion diffusion due to the polymer matrix,
it is useful to perform 'H diffusion NMR experiments in which the diffusion time A is varied.
An example of the 'H diffusion curves is given for the neat ES and the sample S3 in Figure
5.21. As expected for the electrolyte solution in bulk phase, a variation of the diffusion time
from 10 ms to 80 ms does not change the observed diffusion curve, as seen in Figure 5.21 a).
This expectation is based on the normal Fickian diffusion behavior for a liquid in bulk phase.
No indication of restricted diffusion is seen. At large gradient strengths and low signal
intensities, a deviation from a single exponential decay is found in Figure 5.21 a) which can be

explained by possible deviations in the actual gradient strength.
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Figure 5.21: Intensity decay curves for the 'H diffusion measurements of [EMIM*] in the bulk ES in

a) and in sample S3 in b), measured at 328 K.

However, A-dependent changes of the 'H diffusion curves of S3 (electrolyte solution + PVdF-
HFP) can be observed in Figure 5.21 b). Slower diffusion of the [EMIM]* cation is seen for
longer diffusion times (80 ms). This behavior is indicating that a restricted diffusion is present
for the [EMIM]* cation and likely also for the other ions. This type of diffusion is typically
observed for molecules in a confined space, such as a polymer network or inside cells.!
Therefore, the diffusion curves seen in Figure 5.21 b) (polymer electrolyte) are dominated by
two effects; 1) the confinement effect which reduces ion displacements for longer diffusion
times and ii) the effect of ions being located in at least two phases yielding “slow” and “fast”
diffusing populations and therefore slowly decaying diffusion curves and rapidly decaying

diffusion curves, respectively.

In particular the confinement effect can be even better visualized by observing the mean squared
displacement (r2 (7)) (t = A)MSD), derived from the diffusion coefficients obtained in Figure
5.21. The MSD as a function of diffusion time of samples ES and S3 is presented in Figure
5.22. The basic theory can be found in Chapter 3.2. The [EMIM]* diffusion in bulk electrolyte
solution yields a MSD trace that is linear with respect to the diffusion time. As a result, the
distances over which an [EMIM]* cation diffuses can be seen. On the other hand, the [EMIM]*
diffusion in sample S3 is clearly deviating from linearity. The deviation is below the normal
diffusion and therefore may be called sub-diffusion for which (r?(7)) « 7% ,a < 1. However,
based on the limited diffusion time variations it remains difficult to closer quantify a and judge

about how strongly confined the [EMIM]* cation is.
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Figure 5.22: MSD as a function of diffusion time A of [EMIM]* in bulk ES and in sample S3 (using

the average D value given in the appendix) at 328 K. The straight lines denote a linear fit.

Arrhenius plots for all ions of the electrolyte solution and of sample S3 are compared in Figure
5.23 (results shown in the appendix). Within the presented temperature range, all data points of
the electrolyte solution can be fitted by a linear fit, which indicates an Arrhenius-type
temperature dependence. However, as shown by Wencka and co-workers ionic liquids rather
exhibit an VTF-type temperature dependence which is revealed in a wider temperature region

and in particular for lower temperatures, where a supercooled liquid phase is present.!'!
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Figure 5.23: 'H, "Li and "“F temperature dependent diffusion coefficients for the neat electrolyte

solution and 'H diffusion coefficients of the slow and fast diffusing species for S3.
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Fit results of the activation energies are given in the appendix. It can be seen in Figure 5.23 that
for the electrolyte solution the [EMIM]*, [OTf]™ and Li* activation energies are nearly the same,
a trend that is expected for ions in solution. For the [EMIM]* cation in sample S3, an activation
energy almost twice as high can be noted. This finding may be explained by the influence of
the polymer segmental motion on the motion of the ions. Therefore, the idea of a solvated
polymer phase may be reasonable in the light of the results shown in Figure 5.23. For the fast
diffusing species of [EMIM]* in sample S3, the data points are extremely scattered. The latter

makes it difficult to carry out a linear fit.

Furthermore, NMR or “apparent” transference numbers can be derived from diffusion data in
order to estimate the individual contribution of each ion to the total charge transported by all
ions. The apparent transference numbers are calculated according to Price,! which were
discussed in detail in Chapter 2.2.The apparent transference numbers presented in Figure 5.24
should always be treated with special caution since the ion activity parameter is not considered
for the calculation of these numbers.> !” The ion activity parameter is the ratio of the ion
conductivity and the apparent transference number. If the ion activity parameter is equal 1, then
all ions in the solution are dissociated and may actively participate in ion transport. In Figure
5.24 an apparent lithium transference number of c. 0.02 % is found for the both samples, which

is in the range of the one found for the LiBF,/ EMIMBF, system by Price.!
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Figure 5.24: Apparent ion transference numbers for bulk ES and sample S4, calculated with diffusion

coefficients measured at 298 K.
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The explanation for this rather low apparent ion transference number is that the sample is
composed completely of ions, which means that [EMIM]* and [OTf]™ have a major contribution
because the molar concentration of 0.3 M (LiOTY) is rather low, yielding a low apparent
transference number. The apparent transference numbers calculated for the electrolyte solution
are 0.59, 04 and 0.01 for [EMIM]*, [OTf]™ and Li*, respectively. For sample S4, a clear
reduction of the [OT{] transference number (to 0.03) is obtained, because of a drastic decrease

in [OT{]" diffusivity, seen in Figure 5.17.

Overall, it can be concluded that all polymer electrolyte samples including the neat electrolyte
solution exhibit a diffusion in which the smaller anion diffuses more slowly than the larger
[EMIM]* cation. The polymer matrix decreases the ion diffusion coefficients significantly. The
reason for this may be correlated ion velocities leading to a situation where anion-anion

motional correlations are favored over cation-cation motional correlations.

Further, it could be shown that the 'H diffusion curves of the polymer electrolyte samples
exhibit a bi-exponential decay, which is explained by two different electrolyte phases, namely
a solvated polymer phase and a liquid electrolyte solution phase. The diffusion of the [OTf]~
anion is multi-exponential but cannot be fitted by two populations, which has two possible
reasons: i) anion clusters of different sizes for which a slow exchange is present or non-covalent

interactions with the fluorinated polymer.

In addition, it could be shown that the ion diffusion in the polymer electrolyte is restricted,
which means that ions are not able to diffuse freely in the polymer electrolytes. Lastly, the
impact of the silica microparticles has been found to enhance the ion diffusivities significantly
and therefore improves the mobility of the ions. This finding is highlighting the benefit of

implementing the silica network into the polymer electrolyte samples.
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5.4 Combining Electrochemical and Ex Situ NMR Studies
to Reveal the Performance of a Polymer Electrolyte in a
Symmetric Cell
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5.4.1 NMR and Electrochemistry

As shown in Chapter 5.2, there are some correlations between information obtained by NMR
and by electrochemical measurements, i.e. the ’Li spinning sidebands and the lithium
transference number. Since the electrolytes studied in Chapter 5 may potentially be used in a
lithium ion battery, it is useful to test these materials in a symmetric lithium cell with non-
blocking lithium electrodes. As pointed out in literature, electrochemical parameters such as
the ion conductivity may have a different outcome, depending on whether blocking or non-
blocking electrodes are used in the setup.!:? As proposed in literature, it is reasonable to use
non-blocking electrodes (lithium metal in case of lithium ion electrolytes/ sodium in case of
sodium ion electrolytes) to achieve a successful measurement of the lithium transference
numbers of different lithium electrolytes.*> As shown by Hu and co-workers, ex situ NMR
studies are suitable to detect changes in the electrolyte upon cycling a lithium ion battery, even
though in situ NMR is the method of choice if the required probes are available.® In addition to
the electrolyte performance can be probed by impedance spectroscopy, which further gives
insight into the interfacial resistance.” In The following, a PVdF-HFP-based polymer electrolyte
containing an electrolyte solution (LiOTf/ [EMIM][OTF]) will be studied. As discussed by Sun
and co-workers, the PVdF-HFP polymer exhibits a particular good interfacial stability which

will be studied by comparing the latter matrix with a glass separator.?

5.4.2 Experimental Details

Two steps of preparation are carried out, (i) the preparation of the polymer electrolytes and (ii)
the manufacturing of symmetric cells. For the preparation of the polymer electrolytes, x molal
electrolyte solutions (x = 0.1, 0.3 and 0.5) were prepared by mixing vacuum dried lithium
trifluoromethanesulfonate (purity > 99 %, Sigma Aldrich) with 1-ethyl-3methylimidazolium
trifluoromethanesulfonate (([EMIM][OT(]) (98 % purity, Sigma Aldrich) in an Ar-glovebox.
Furthermore, the electrolyte solution is mixed with PVdF-HFP (M,, = 400.000 g mol"!, Sigma
Aldrich) in a mass ratio of 60 % electrolyte solution and 40 % polymer. Additionally, 2 mL
anhydrous acetone is added to the mixture, which is stirred by a magnetic stir bar at 30 °C for
24 h in order to fully dissolve the polymer. After 24 h a transparent single-phased solution is
obtained. In a last step, acetone is evaporated leaving behind a transparent film of the polymer
electrolyte film which is further used. A second reference sample is prepared for which a
Whatman® glass separator is initially dried at c. 107 mbar and 110 °C over night. Then, this

filter is soaked in the 0.3 m electrolyte solution for 4 h prior further use.
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Figure 5.25: Photograph of parts of a coin cell. a) is the cell casing, b) are spacer on which the metallic
lithium (diameter 15 mm) is placed. c) is a separator, which is our case replaced by the polymer

electrolyte and d) is a spring.

Either the polymer electrolyte film or the soaked Whatman® filter was used as the separator and
as the electrolyte at the same time. The individual components of the symmetric cell are shown
in Figure 5.25. From both membranes, discs of 16 mm diameter were punched out to cover the
15 mm electrode surface and prevent a short circuit. The components in the order as shown in
Figure 5.25 were assembled and pressed with a coin cell press (Cambridge Energy Solutions)
to obtain a sealed coin cell. For ex situ measurements, the coin cells were transferred into the
Ar-glovebox and disassembled. Electrochemical data are acquired following an experiment

protocol, provided by Dr. Michael Galluzzo which is presented in the appendix A.S.

5.4.3 Electrolyte Degradation

Impedance spectra of polymer electrolytes containing different molal concentrations of LiOTf
are shown in Figure 5.26. It should be pointed out that the 0.5 m LiOTf electrolyte solution
contains insoluble solid salt particles. As pointed out by Roling and co-workers, increasing the
salt concentration above the solubility limit results in a decrease in ion conductivity since part
of the electrolyte is composed of “neutral” salt.’ In particular this effect can be seen for the
0.5 m polymer electrolyte in the Nyquist plot in Figure 5.26, showing a lower conductivity

compared to the 0.3 m sample, seen from the high frequency semi-circle.
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Figure 5.26: Nyquist plot for three polymer electrolytes (PVdF-HFP+ electrolyte solution) containing

a0.1 m,0.3 mand 0.5 m electrolyte solution. Semi-circles represent no fitting results, but approximately

indicate the electrolyte resistance (corresponding to RE in Fig. 2.7) values (6: 0.3 m > 0.5 m > 0.1 m).

Notably, the 0.3 m polymer electrolyte exhibits the highest electrolyte conductivity (smallest
Re{Z} value) among the polymer electrolyte samples. This is the reason for further using this
sample. The findings presented in Figure 5.26 are in accord to conductivity data given by
Chandra and co-workers, who found a maximum in conductivity for the 0.3 m electrolyte
solution.'® Furthermore, the electrolyte conductivity in the 0.3 m polymer electrolyte should be
compared to the 0.3 m Whatman® reference sample, in order to evaluate the influence of the

matrix on the ion conductivity. The corresponding Nyquist plots are presented in Figure 5.27.
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Figure 5.27: Nyquist plots of the 0.3 m polymer electrolyte and for the 0.3 m Whatman® reference

membrane, showing the high frequency region.
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Clearly, the electrolyte conductivity is higher in the Whatman® reference membrane compared
to the 0.3 m polymer electrolyte. This finding is indicative of a higher electrolyte conductivity
being present in the liquid electrolyte phase over the solvated polymer phase. Nevertheless,
both ion conductivities (Whatman, polymer electrolyte) are of similar order. Also, Balsara
makes use of this explanation to derive differences in ion conductivity in a series of polymer

electrolytes.!!

The stability of the electrolyte upon cycling the cell can be obtained by means of 'H NMR
spectroscopy at three different stages, (i) the pristine electrolyte solution, (ii) the electrolyte
solution embedded in either matrix and (iii) the membranes after 1000 charge/discharge cycles.
The corresponding 'H spectra for the Whatman® reference membrane are shown in Figure 5.28.
Obviously, the incorporation of the electrolyte solution into the Whatman® glass membrane
(pore diameter 1.6 pm) causes an increase in linewidth. A further increase in linewidth can be
noted after the symmetric cell has been cycled 1000 times. A small signal broadening after
incorporation may be explained by [EMIM]* cations which are restricted in their dynamics due
to the confinement by the glass fiber. A broadening after cycling may be due to dimerization of
[EMIM]*. The situation appears different in case of the polymer electrolyte sample presented
in Figure 5.29. Initially, the incorporation of the electrolyte solution into the PVdF-HFP matrix
again increases the static 'H linewidth. A marginally broader static 'H linewidth can be

observed compared to the electrolyte solution incorporated into the Whatman® separator.
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ESW
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ppm
Figure 5.28: Static 'H NMR spectra of the neat electrolyte solution (ES), the Whatman® glass

membrane soaked in the electrolyte solution (ESW) and the latter after 1000 charge discharge cycles.
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ES
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Figure 5.29: Static 'H NMR spectra of the neat electrolyte solution (ES), the polymer electrolyte (ESP)

and the polymer electrolyte after 1000 charge discharge cycles (ESP1000).

This may be due to the solvated polymer electrolyte phase in which ion dynamics may be
reduced compared to the liquid electrolyte phase, as discussed by Richardson in their diffusion
NMR study.!? Following 1000 charge/discharge cycles, the static 'H linewidth increases
notably, compared to the pristine polymer electrolyte. One possible reason could be the onset

of a chemical degradation of the [EMIM]* cation, seen in the extra signals at 6 ppm and O ppm.

—ermatman I l l l

1,0 -/ PE -
054 |

>
E /
Ll 0,0 = \ =
-0,5 - -
-1,0 <

0 20 40 60 80 100 120

time/s
Figure 5.30: Charge discharge curves for symmetric lithium cells with the Whatman® glass membrane

soaked in the electrolyte solution and of the polymer electrolyte (PE). Cycling is performed to a limit of

1/-1 V and +10/-10 mA constant current, corresponds to a current density of 5.65 mA/cm?.
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Besides the electrolyte dynamics, also the solid-electrolyte-interphase plays an important role
in the symmetric cell.”® The potential limit of 1 V/—1 V is reached significantly faster for the
Whatman® membrane compared to the polymer electrolyte. The significantly shorter time to
perform a full charge/discharge cycle in case of the Whatman® membrane (16 s for the first
cycle) compared to the polymer electrolyte (110 s) reflects a capacity loss due to SEI
formation'* 4. For the polymer electrolyte (red curve) in Figure 5.30 an additional feature can
be seen after the first +1 V charging step. The rapid decay of the voltage after 1 V is reached is
the so-called Ohmic drop, which corresponds to the internal resistance of the cell,’” which is

maintained for all 1000 charge discharge cycles.

Additional charge discharge cycles are presented in Figure 5.31. They show a reduction in the
time to reach the potential limit for the polymer electrolyte and the Whatman® separator, which
is possibly due to the growth of the SEI or to a concentration polarization. Accompanied by
SEI growth is a further reduction in the electrolyte capacity. For even more charge/discharge
cycles (close to 1000), the times required to reach the potential limit nearly equalizes for both
membranes (7 s for the Whatman® membrane vs. 7.7 s for the polymer electrolyte). Further
charge/discharge plots showing up to 1000 cycles are presented in the appendix. The findings
from Figures 5.30 and 5.31 and the presented interpretation are further analyzed by plotting the
cycle number with respect to the cycle duration. The corresponding graph is shown in Figure

5.32.
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Figure 5.31: First six charge/discharge cycles of the polymer electrolyte sample compared to

29 cycles of the Whatman® membrane.
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Figure 5.32: Evolution of the cycle time with respect to the cycle number for the polymer electrolyte

and the Whatman separator. A strong decay is found for the polymer electrolyte.

As seen in Figure 5.32, a strong decay of the cycle time is found for the polymer electrolyte
upon increasing the cycle number. This finding fits in well with the extremely broadened static

'H spectra of the polymer electrolyte (Figure 5.29) and may indicate an electrolyte degradation.

The interfacial resistance at different conditioning stages of the symmetric cell can be probed
by EIS. The impedance spectra of both samples are shown in Figure 5.33, where two different

semi-circles can be found, one at small Re{Z} values (inset) and one at larger Re{Z} values.
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Figure 5.33: Impedance spectra of five different stages of cell conditioning with a) the polymer
electrolyte and b) the Whatman® membrane. The semi-circle at larger Re{Z} values is assigned to the

interfacial resistance.
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The first simi-circle at small Re{Z} values is assigned to the electrolyte resistance, while the
second semi-circle is assigned to the interfacial resistance. A clear increase of the latter can be
found for both materials. As discussed in literature, the PVdF-HFP matrix exhibits good
interfacial stability and prevents a severe growth of the SEI, also apart from lithium ion
batteries.!®!” The findings from Figure 5.33 show a less pronounced SEI growth compared for
the polymer electrolyte compared to the Whatman® separator and therefore support the
literature reports. One possible explanation may be considered, namely that the fluorine-rich
polymer becomes an integral part of the fluorine donating source and therefore plays an

important role in the degradation mechanism.

To summarize, this chapter scrutinized the performance of PVdF-HFP-based polymer
electrolytes in a symmetric lithium cell. The results are summarized in Table 5.6. Electrolyte
dynamics and degradation, as seen by 'H NMR is severely different in the PVdF-HFP-based
polymer electrolyte and the electrolyte solution incorporated into the Whatman® glass fiber.
Moreover, electrolyte conductivities obtained from impedance spectra suggest a similar ion
conductivity for both materials. Further, charge/discharge curves together with impedance
spectra suggested that a strong growth of the SEI occurs in case of the Whatman® glass fiber,
while the SEI growth is significantly hampered in case of the PVdF-HFP-based polymer
electrolyte. Furthermore, a notably higher electrolyte degradation is found in case of the
polymer electrolyte compared to the Whatman® glass fiber by means of cycling experiments.
Overall, these findings show that the PVAF-HFP matrix may be directly involved in the
electrolyte degradation. Further '*C and °F experiments are useful, in order to obtain additional

information about the possible degradation of the PVdF-HFP polymer.

Table 5.6: Electrolyte and interface stability under cell cycling

Method Polymer Electrolyte Whatman

NMR Severe change after cycling Moderate change after cycling
Cycle Time Significant decay Small decay

Impedance Spectra Minor change after cycling Severe changes after cycling
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5.5 Magic-Angle-Spinning and its Effect on the Ion
Conductivity, Sample Crystallinity and Morphology of a
PVdF-HFP-Based Polymer Electrolyte
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5.5.1 MAS and Polymer Electrolytes

The polyethylene oxide and lithium bis (trifluoromethanesulfonyl)imide (PEO/LiTFSI) system
is one of the most studied polymer electrolyte system so far and has been investigated by
numerous methods, including XRD and NMR.!? In particular modifications, including the
incorporation of inorganic (nano)-particles has been examined.®? While studying the
PEO/LiTFSI system under magic-angle-spinning (MAS) at moderate spinning frequencies (c.
10 kHz) Messinger and co-workers noted drastic changes within the lineshapes of 'H, "Li and
YF after their polymer electrolyte has been spun under MAS.* Further reports show similar
observations made for a variety of samples (membranes, natural rubber).>-¢-7 All these materials
have in common, that they exhibit a certain pliability, where MAS effects a distortion of the

lineshape which is sometimes accompanied with line shifts.5’

Furthermore, Golodnitsky and co-workers examined PEO-based lithium polymer electrolytes
and find that these samples show changes in lineshape upon drawing the polymer
electrolyte.® %1 Golodnistky assigns changes in lineshape to originate from anisotropic
magnetic susceptibility effects which are present in the polymer electrolyte after stretching. In
a microscopic picture, the stretching creates a polymer chain alignment and therefore induces
an additional crystalline phase in the materials. Surprisingly, Golodnitsky and Goldberg find
that their stretched polymer electrolytes exhibit a significantly larger ion conductivity (one

order in magnitude) compared to the pristine polymer electrolytes.

Clearly, one remaining question is whether MAS may induce a comparable crystalline polymer
phase in the polymer electrolyte samples. Messinger and co-workers assumed this, based on

their NMR results, without providing additional experimental evidence.

Even though, this seems unexpected, there are methods to probe the presence of a crystalline
polymer phase such as DSC and XRD. In order to examine this effect for a new PVdF-HFP-
based polymer electrolyte, we prepare polymer electrolytes which are spun under MAS and
further analyzed by DSC and impedance spectroscopy. The goal is to evaluate the influence of
spinning the polymer electrolyte under MAS, on the degree of crystalline phases and on the ion
conductivity. This may answer the question, whether line distortions seen by Messinger,
Kitamura and others are comparable to the stretching effects noted by Golodnitsky and co-
workers. Further, this approach may open up the possibility to discuss stretching (and MAS) as

methods to improve the ion conductivity of polymer electrolytes.
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5.5.2 Experimental Details

Polymer electrolytes were prepared with the same precursor materials analogously to the
solution casting approach in Section 5.2. All materials were either handled in an Ar-glovebox
or at the Schlenk line. For the polymer electrolyte film, poly(vinylidene fluoride-co-
hexafluoropropylene) (PVdF-HFP) and a 1 molar solution of LiOTf in 1-ethyl-3-methyl-
imidazolium trifluoromethanesulfonate ([EMIM][OTf]) were added to a 5 mL vial (60 wt%
electrolyte solution, 40 wt % PVdF-HFP) which is placed in a Schlenk vessel. The used
[EMIM][OTT(] is a deuterated product (deuteration yield c. 40 % at C2, C4 and C5) which is
obtained by method (ii) in Section 5.1. Once this vessel is connected to the Schlenk line, 2 mL
of anhydrous acetone were added to the mixture and stirred with a magnetic stir bar for 24 h.
After 24 h a transparent single-phase solution was obtained. Furthermore, the evaporation of
acetone was carried out under argon counterflow for 12 h until a transparent film was obtained.
In a last step, the remaining volatile compounds were removed by a vacuum-cold trap (nominal

pressure 1072 mbar) for 1 h. The prepared sample is treated as the “reference” sample.

An additional sample is prepared (“polymer electrolyte after MAS”), by cutting the reference
sample into c. 1x1 mm? pieces and packing these into a 4 mm zirconia MAS rotor. The latter is
spun under 7 kHz MAS at 40 °C for 12 h. Afterwards, the rotor is disassembled in an Ar-
glovebox, while the individual pieces are fused together and formed a compact hollow cylinder
as shown in Figure 5.13 a). This sample is further examined. Photographs of the reference
sample and of the polymer electrolyte after MAS are added to the appendix. Electrochemical
measurements were carried out by Dr. Ali Javed in the working group of Prof. Dr. Michael
Tiemann (Paderborn University). DFT calculations were carried out by Dr. Hossam Elgabarty

in the working group of Prof. Dr. Thomas Kiihne (Paderborn University).

5.5.3 Morphology, Conductivity and NMR Spectra after MAS

In order to enable a clear definition of axis systems, including sample system and molecular
axis system, a clear definition has to be stated. This definition is carried out in Figure 5.34.
Here, a) shows the axis system of the samples and b) the axis system of the 1-ethyl-3-methyl-
imidazolium cation. It should be noted that NMR experiments, as well as DSC, XRD and
impedance studies were carried out using a cutting from the hollow cylinder obtained after
MAS. The axis system of the sample can be converted into the molecular axis system, which is

relevant for the nuclear shielding tensor calculations.
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Figure 5.34: a) shows the axis system of the studied samples with the disc-shaped reference sample,
the polymer electrolyte after MAS as a hollow cylinder and a cutting from the hollow cylinder as a plane
rectangle. b) defines the molecular axis system of the [EMIM] cation with the chemical shielding tensor

in green (schematically shown for the C2—H nucleus from top and side-view).

Further, it should be verified if spectra similar to Messinger and Golodnitsky can be found
analogously for the PVdF-HFP/ electrolyte solution system studied in this work. Therefore, "Li
static and MAS spectra were acquired and shown in Figure 5.35. Spectra a) and b) were
recorded under 7 kHz MAS, whereas c), d) and e) are static spectra. Spectrum a) is acquired at
incipient MAS and thus exhibits a Lorentzian line falling close to —0.1 ppm, which is expected
for solvated lithium cations. Apparently, the peak shape changes from a single Lorentzian line
to a doublet-like peak in b). Doublet-like peaks under MAS are found by Chen and co-workers
for natural rubber at an increase of the crystalline phase which is formed under MAS."
Therefore, it can be assumed that the appearance of the additional upfield shifted signal can be
attributed to the formation of a crystalline phase in the material. The corresponding static
spectrum after MAS changes from a broad Lorentzian line in ¢) towards a broad smeared out
doublet, which can be attributed to an anisotropic magnetic susceptibility within the

sample 5712
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Figure 5.35: "Li NMR spectra of the pristine polymer electrolyte, under 7 kHz MAS in a) and static in

¢). Li spectra of the polymer electrolyte after MAS, 7 kHz MAS in b) and under static conditions in d).

Spectrum e) shows a static ’Li spectrum of 1x1 mm? cuttings of the polymer electrolyte film after MAS.

Spectrum e) shows a static 'Li spectrum of the polymer electrolyte after MAS, for which the
hollow cylinder was cut back into pieces of c. 1x]1 mm? and placed back into the rotor.
Obviously a nearly Lorentzian line could be retained. This finding on the other hand, is
indicating that the previously found doublet results from anisotropic magnetic susceptibility,
since it shows a dependence on sample geometry. In this respect, Golodnitsky and co-workers
report, that the high conducting crystalline phase may last only up to 300 h.% 13 Therefore, the
crystalline phase may disintegrate after a certain time. As a result, both effects discussed in
literature are found, namely (i) the anisotropic bulk magnetic susceptibility effect resulting from
sample shape, as well as (ii) a crystalline polymer phase which is formed during MAS and for

which a clearly distinguishable chemical environment is present.

In addition, Kitamura and co-workers employed angle-dependent *C measurements, in order
to derive information about the presence of a crystalline polymer phase in natural rubber. Due
to the fact that the studied materials exhibit only 40 wt% polymer and '*C nuclei typically show
long spin-lattice relaxation times (7;), makes *C angle-dependent measurements unattractive.
Instead, we make use of the deuterium labelling of the ionic liquid in order to perform H-angle-

dependent measurements, which are not limited by long 7 relaxation times.
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Figure 5.36: 2H spectra of the polymer electrolyte film after MAS positioned with the ys-axis parallel
to the magnetic field. This starting position is labelled as 0° in a). Further the sample is rotated around
the xs-axis at 45° in b), at 90° in ¢) and at 180° in d). The largest shift is obtained for 90°. The inset

shows a 2H MAS spectrum of the polymer electrolyte acquired under 7 kHz.

Different 2H spectra are recorded either under MAS or with a home-build goniometer probe are
shown in Figure 5.36. 2H NMR spectra are typically governed by quadrupolar interactions,
since deuterons exhibit a spin quantum number of / = 1. The first order quadrupolar interaction
is relevant, which can be averaged in case of fast isotropic molecular tumbling. The quadrupolar

splitting is defined as:

Av = (Z) 5 (3 cos? B —1) [5.3]

with § = e2qQ/h as the quadrupolar coupling constant and the angle between the director and

the external magnetic field is labelled as (.

As reported by Jelinski, the quadrupole coupling constant for a rigid C—D bond is in the order
of 125 kHz."* However, the linewidths found in Figure 5.36 are in the order of 260 Hz. As a
result, the residual quadrupolar interaction is smaller than 260 Hz. From this value, the order
parameter S can be calculated.!> The order parameter calculated for the spectra in Figure 5.125
is ~ 2-107% and therefore a highly disordered system is present. Considering, that the span of 2H
chemical shift is as small as 10 ppm, it is possible to estimate the motional averaged chemical

shift anisotropy (CSA) to be as small as 0.02 ppm.
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Figure 5.37: Static '*C—CP spectra of a) PVdF-HFP, b) polymer electrolyte before MAS and c) small

pieces of the polymer electrolyte after MAS.

However, the observed difference in chemical shift upon rotation is c. 1.5 ppm which
exaggerates the motional averaged CSA. Hence, it is possible to exclude CSA to be responsible
for the observable line shift. Additional information about calculations of the chemical

shielding tensors C2, C4 and CS5 are given in the appendix.

Further, C—CP spectra were employed and shown in Figure 5.37 to estimate the amount of
rigid (crystalline) fractions for the three samples. This is because CP suppresses mobile
components, while only 'H-'3C sites with a residual dipolar coupling are predominantly
excited. Therefore, the relative amount of crystalline fractions can be estimated. The neat
PVdF-HFP film in Figure 5.16 a) displays a typical *C spectrum found for a semi-crystalline
polymer, which is composed of a superposition of narrow and broad peaks. As reported in
literature, the main contributions arise from the methylene carbon sites (A) at 28.5 ppm and the
CF, carbon sites (B) at 120.8 ppm (both from the PVdF unit).!® Signals of the HFP-unit on the
other hand are unresolved by CP. Clearly, the spectrum of the polymer electrolyte before MAS
in b) exhibits a notable signal reduction compared to the PVAF-HFP spectrum in a). This
indicates a reduction in the crystalline fraction, which is consistent with findings from XRD
and DSC as further discussed. For the polymer electrolyte after MAS in ¢), all [EMIM]* signals

can be found. These signals are also present for the neat polymer electrolyte, thus having a
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lower S/N ratio. Overall, a slight increase in signal intensity may be noted from b) to ¢) which

would be in agreement with the formation of a crystalline phase under MAS.

Furthermore, we tried to follow possible morphological changes of the polymer electrolyte spun
under MAS, by means of scanning electron microscopy (SEM). In particular top-view (along
zs-axis) and side-view (along ys-axis) SEM images were employed and shown in Figure 5.38
to trace back the effect of MAS. Additional SEM images of the neat PVdF-HFP film are given
in the appendix. To begin with the unspun polymer electrolyte in a) and b), it can be seen that
a rather smooth surface topology is present. Furthermore, an absence of large pores can be
noted, while few pores (marked in green) with a pore diameter of 1 um can be found.
Nevertheless, this is a surface topology which is expected for a low evaporation rate. Obviously,
the outer and inner topology of the polymer electrolyte spun under MAS appears significantly
different compared to the neat polymer electrolyte. The top view presented in Figure 5.38 c)
shows an imprinted structure with stripe-like pattern. This feature is obviously absent for the

neat polymer electrolyte film.

P 20 um P 100 um
igure 5.38: SEM images Polymer electrolyte before MAS top view (along zs) in a) and side view
(along ys) in b) and polymer electrolyte after MAS top view c) side view d). In order to obtain side-view
SEM images, the samples were cut with a scissor inside an Ar-glovebox. Pores are marked with green

circles.
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One explanation for this finding is that the individual pieces of c. 1x1 mm? fused to a
compact film, where the outer surface is fused into the notches of the inner rotor walls.
Therefore, we have acquired SEM images of the inner rotor wall and indeed found notches
which fit to the found topology at the polymer electrolyte spun under MAS. SEM
micrographs of the inner rotor wall are added to the appendix. As a result, the inner rotor
walls act as a template for the polymer electrolyte. The corresponding side-view image
(along the ys-axis) is shown in d). The inner structure seems to be composed of a complex
three-dimensional grain-like structure. One explanation for this structure is that the polymer
electrolyte partially melts at 40 °C, while during cooling a rearrangement occurs to the

sample, yielding the observed structure.

In order to gain a deeper insight into the crystallinity of the three samples, XRD and DSC
measurements were employed. Regarding XRD, numerous experiments were carried out for
neat PVdF and PVdF-HFP and for polymer electrolytes based on these polymers.'®: 1?2 For
neat PVdF five crystalline polymorphs are reported so far, namely o, 3, v ,0 and €.*' The
powder X-ray diffractograms of the three samples are shown in Figure 5.39. The
diffractogram of the neat PVdF-HFP film in a) exhibits diffraction peaks at 268 values of
18.4° ([0 20]), 39.4° ([0 0 2]) which are assigned to a signals and 20.2° ([1 0 1]), 26.8°

([0 2 2]) which can be assigned to y signals.'*2!

5 10 15 20 25 30 35 40 45 50

20[°]
Figure 5.39: Powder XRD patterns of PVdF-HFP polymer film in a), the polymer electrolyte film
before MAS in b) and after MAS in c).
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Notably, the addition of the electrolyte solution to the polymer reduces the amount of crystalline
phases clearly, which is in accordance to literature.”> XRD pattern of the polymer electrolyte
after MAS are basically absent, since only the background signal of the sample holder can be
observed here. In particular for the polymer electrolyte spun under MAS, the size of the sample
holder is exceeding the size of the sample. Therefore, these unfavorable measurement
conditions make it impossible to distinguish between the pristine polymer electrolyte and the

polymer electrolyte after MAS.

However, further results can be obtained in case of differential scanning calorimetry (DSC).
The DSC thermograms in the temperature range from —55 °C to 160 °C of the first two heating
cycles are presented in Figure 5.40. The neat PVdF-HFP film displays two broad endothermic
signals. These two signals have their maxima around 52 °C and 144 °C and a shoulder at c.
130 °C. In literature, the signal at 52 °C is assigned to a reorientation of a crystals.?> The signal
region at 144 °C is assigned to the melting point of a and 7y crystals. The glass transition
temperature is found at —34 °C and is in particular well-resolved for the cooling curves, which
are shown in the appendix. Clearly, the addition of the electrolyte solution decreases the area
of the endothermic peaks compared to the bare PVdF-HFP film. Furthermore, a change in the
peak position can be found for both endothermic signals. Obviously, a depression of the melting
temperature occurs, which shifts the peak from 144 °C for bare PVdF-HFP to 115.8 °C for the
polymer electrolyte. The second endothermic signal, which can be found at 52 °C for bare
PVdAF-HFP, is found at 54 °C for the polymer electrolyte. Besides that, the glass transition
temperature shifts from —33 °C for bare PVdF-HFP to —36 °C for the polymer electrolyte as

seen in particular for the cooling curves in the appendix.
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Figure 5.40: DSC thermograms for the PVdF-HFP film, the polymer electrolyte and the polymer

electrolyte after MAS. The first two heating cycles are shown.
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In addition, the glass transition temperature for the polymer electrolyte spun under MAS is fond
at —33.4 °C. This endothermic signal that was previously found at 52 °C and 54 °C for PVdF-
HFP and the polymer electrolyte respectively, is now found at 35 °C for the polymer electrolyte
spun under MAS. It can readily be noted, that the DSC thermograms of the polymer electrolyte
and the polymer electrolyte after MAS appear similar up to 125 °C, while above this an
additional endothermic signal can be found at 146.3 °C. Clearly, this endothermic peak is absent
for the pristine polymer electrolyte, but present for the polymer electrolyte spun under MAS.
The FWHM of this signal (~6 °C) is rather narrow compared to the other signals found, which
suggests that this is a rather well-defined crystalline phase. The second heating cycle reveals
that this crystalline phase must have been generated under MAS, because it is not retained for
the second heating cycle. Therefore, this phase does not form spontaneously from melt but must
have been induced by MAS. As a result, MAS is able to induce a crystalline phase in the
polymer electrolyte, which degrades once the melting point is reached. Overall, this observation
is in good agreement with reports by Messinger and co-workers, which indicate that heating
the polymer electrolyte after MAS, leads to a lineshape almost resembling the one of the pristine

polymer electrolyte .*

So far, the findings indicate that similar to the PEO/LiTFSI system, a well-ordered crystalline
polymer phase could be obtained. It is of special interest to clarify whether this effect is
substantially consistent with the stretching experiments performed by Golodnitsky. Therefore,
impedance spectroscopy is employed to obtain information about the influence of MAS on the
transport properties of the polymer electrolyte.?* 25- 26 The electrochemical response of the
sample is reduced to a capacitor with an area A and the sample thickness ¢. Properties which are
relevant for the later discussion are impedance Z*, permittivity € and the AC-conductivity ¢*

which are defined as:

A
CO - 80 ? [5.4’]
£ = ¢ —ig” [5.5]
Z*=7Z"+iZ" = ! 5.6
B = iwCye* [5-6]
77
£ =— [5.7]
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7
. 5.8
© wCy(Z2? +27%) (58]

0= weye” [5.9]

0= wegyé& [5.10]

X'"and X" denote the real and imaginary parts, respectively, of a complex function X*
(note the different sign conventions for &* and Z*, C, is the vacuum capacitance,

& = 8.85 - 1072 F/m is the permittivity of free space, w = 27f is the angular frequency,
and f'is the frequency of the applied field.?”-2®

Nyquist plots for the pristine polymer electrolyte and the polymer electrolyte spun under MAS
are shown in the appendix. Typically, two semi-circles should be seen, one at high frequencies
which can be correlated to the electrolyte resistance and one at lower frequencies which is
assigned to electrolyte electrode interphase dynamics. However, clear semi-circles at high
frequencies are only visible at —40 °C. We find that the high-frequency semicircle cannot be
resolved properly due to resolution limitations of the instrument, which is assigned to a low

electrolyte resistance as reported in literature.?

Therefore, frequency dependent ion conductivities were measured and shown in Figure 5.41.
The precise conductivities at different characteristic frequencies are presented in the appendix.

The plots shown in Figure 5.41 clearly exhibit two distinct regions.

a) 20 °C b) 20 °C
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Figure 5.41: Frequency dependent conductivity of the pristine polymer electrolyte in a) and the

polymer electrolyte spun under MAS in b).

126



Chapter 5

Firstly, all curves in 5.41 exhibit a plateau, which is assigned to the materials DC conductivity,
while the initial tail at low frequencies is originating from electrode polarization. Clearly, the
polymer electrolyte spun under MAS shows a higher conductivity compared to the pristine
polymer electrolyte. A possible explanation for this finding can be derived from observations
made by Golodnitsky.*"'° Under MAS, the individual pieces of c. 1x1 mm? fused together to a
continuous membrane, while these pieces experience the centripetal force. This force mimics
the stretching force in the Golodnitsky reports, creating a high conductive crystalline polymer
phase. Furthermore, an additional hump can be found for the 20 °C curve in Figure 5.41 b),
which is even more pronounced for the frequency-dependent permittivity data in Figure 5.42 b).
The decrease in permittivity at low frequencies is due to the electrode polarization, while the
high frequency is dominated by charge carrier accumulation and relaxation peaks. An additional
relaxation peak is found for the 20 °C curve in Figure 5.42 b). In turn, this signal must result
from an additional relaxation process, as possibly present for ions in the induced crystalline
phase. In general, the relaxation peaks shift towards higher frequencies while increasing
temperature. From the position of the maximum, so-called Cole-Cole plots (imaginary part
vs. real part of the permittivity) are determined which provide the relaxation times t.3:3!

Based on the ion relaxation times, the activation energies can be calculated according to

the Vogel-Tamman-Fulcher (VTF) equation:

E
_1/2 T
T= 1,1 exp (— Ko (T—Tg) To)) [5.11]

with temperature T, testing temperature T, which corresponds to T,— 50 K (T, is used from

DSC data), a pre-exponential factor Ty and the Boltzmann constant is kg.
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Figure 5.42: Frequency dependent imaginary part of the permittivity for the polymer electrolyte in a)

and for the polymer electrolyte after MAS in b).
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Figure 5.43: VTF plots for the pristine polymer electrolyte and for the polymer electrolyte

spun under MAS. The black lines denote linear fits.

Classical Arrhenius activities are present in case of neat liquid electrolytes. On the other
hand, for ionic liquids and in particular for polymer electrolytes where ion motions are
correlated to segmental motions of the polymer chains, the VTF model is more accurate
due to correlated motions.?>3* The corresponding VTF plot for the polymer electrolyte
and the polymer electrolyte spun under MAS is shown in Figure 5.43. An almost linear
relationship between (T — Ty) ! and In(t) can be found. Furthermore, activation energies
of 0.028 eV and 0.022 eV are found for the polymer electrolyte and the polymer
electrolyte spun under MAS (fitting error +0.002 eV). The calculated activation
energies are in perfect agreement with activation energies presented by Romero for a
PVdF-HFP-based polymer electrolyte, ranging from 0.02 eV up to 0.03 eV.3* Even
though, the system studied in this work exhibits other types of ions compared the report
by Romero, we find almost identical activation energies. This finding suggests, that the

activation energies depend strongly on the used polymer.

To summarize, in this work we investigated the influence of magic-angle-spinning (MAS) on
a PVdF-HFP-based polymer electrolyte and find that upon spinning, the individual pieces of c.
I1x1 mm? fuse together and form a continues hollow cylinder. The fusion occurs at high
pressures of 0.0166 MPa at 7 kHz MAS. Furthermore, we were able to show by means of DSC
that a crystalline polymer phase is induced by MAS. Similar to findings by Messinger, we
observe 'Li NMR line distortions and deviations which are explained by the anisotropic bulk

magnetic susceptibility arising from sample shape and ordered polymer domains. Overall, we
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have identified similarities between polymer electrolytes which have been stretched previously
and polymer electrolytes spun under MAS, since both samples exhibit a tremendous increase
in ion conductivity. Therefore, MAS and sample stretching can be used as general tools to

increase the ion conductivity.
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Chapter 6

Porous Carbonaceous Materials

Scope

In Chapter 6 three substantially different carbonaceous materials are scrutinized. The outcome
of pyrolysis for two different saccharide-derived hydrochars is followed by means of *C NMR
spectroscopy in Section 6.1. During pyrolysis a lateral sheet growth of aromatic domains is
found to occur. The structure of the two carbonized saccharide-derived hydrochars is highly
similar, whereas the macroscopic structure differs substantially. The structure of polymeric
(C50,) (carbonsuboxide) is explored in Section 6.2. This heteroatom containing polymeric
carbon is found to exhibit unique bonding environments. By post carbonization, this material
is transformed into a highly aromatic material, similar to the saccharide-derived hydrochars. In
the last section (6.3), the interaction of water with the nitrogen containing carbon C;N, and all
carbonaceous materials studied in this work is investigated. Unlike for materials (almost)
entirely composed of carbon, the pore walls of C;N, are expected to be polar and therefore
strongly interact with H,O. For the carbonized materials studied in Sections 6.1 and 6.2, water
molecules are able to enter the pores of these materials, whereas a notable entry of water in the
polar pores of C,N; is not observed. Based on this surprising finding, a water repelling character

is attributed to C;N;.

133



Chapter 6

6.1 Pyrolysis of Saccharide-Derived Hydrochars
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6.1.1 Hard Carbon Spheres

One of the most abundant and renewable precursor materials for the preparation of hard carbon
spheres is sucrose, which can be found in numerous plants. Other saccharides, such as glucose,
fructose, starch and other organic precursor materials are also commonly used to prepare hard
carbon spheres.!'23 After hydrothermal treatment of the saccharide precursor at circa
150—-180 °C monodisperse spherical particles are produced in most cases.* > In order to obtain
graphite-like structures, into which lithium or sodium ions can be intercalated, a post

carbonization is carried out under inert atmosphere.>7-8

There are several studies on sucrose-derived hard carbon spheres. For example, Wang and co-
workers studied the porosity and electrochemical discharge capacities for sucrose-derived hard
carbon spheres, which were obtained exclusively at temperatures of 1000 °C and above.” 1
However, as this example and many other literature reports show, the pyrolysis process itself
is still only little understood and mostly a “black box”. Differences in the outcome of the
pyrolysis between different precursor materials is another aspect which remains poorly

understood.

The temperature dependent pyrolysis of two different saccharides using 'H and *C NMR
spectroscopy is studied in the following section. For this purpose, sucrose-derived hydrochars
were post-carbonized at various temperatures, and afterwards the chemical and morphological
transitions of the products were investigated by NMR spectroscopy. In addition, sucrose-
derived hydrochars were compared to trehalose-derived hydrochars (both carbonized at

1000 °C), in order to evaluate the influence of the precursor on the carbonized material.

The natural disaccharides sucrose and trehalose occur in numerous plants, fungi and animals
and are therefore easy to access.!' Sucrose is composed of a glucose monomer connected to a
fructose monomer via a a,B-1,2-glycosidic linkage, shown in Figure 6.1 a). The popularity of
trehalose is rooted in its high chemical stability, of the stronger o,0-1,1-glycosidic linkage
between two glucose monomers, as shown in Figure 6.1 b). Hence, trehalose is more heat-stable
compared to other sugars, more resistant against hydrolysis and stable in a large pH window.!?
Keeping these properties in mind is useful to evaluate the results of hydrothermal treatment, as

well as carbonization.
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Figure 6.1: Molecular structures of sucrose a) and of trehalose b).

6.1.2 Experimental Details

Samples were provided by Dr. Martin Wortmann (Bielefeld University, Department of
Physics). Experimental details for the sample preparation have been reported in the
literature >3 Sucrose and trehalose were hydrothermally carbonized in a 0.5 M aqueous
solution for 24 h in an autoclave at 150 °C (sucrose) and at 180 °C (trehalose). Sucrose-derived
hydrochar was post carbonized at temperatures of 400 °C, 550 °C, 700 °C, 850 °C and 1000 °C
under inert nitrogen gas flow (purity >99.999 %). A constant heat rate of 10 K/min and a
constant gas flow of 150 mL/min was chosen for all samples. Trehalose-derived hydrochar was
post carbonized at 1000 °C. C MAS time-domain data were obtained by the use of direct
excitation (DE) or cross polarization (CP) from 'H with a contact time of 2 ms and with 'H
decoupling. CP excitation curves for contact times between 10 ps and 8 ms are shown in the
appendix (Section A.7). For ¥C NMR measurements a spectral width of + 100 kHz, a pulse
duration of 3.5 us, 8192 time-domain data points, a recycling delay of 3 s for CP and 5 s for
DE and typically 4096 scans were used. An exponential apodization corresponding to a line
width of 100 Hz was applied to the *C time-domain data to smoothen the spectra. *C spectra

were externally referenced to the methine carbon signal of adamantane at 29.5 ppm.

6.1.3 Relationship Between Pyrolysis and Structure

Changes in composition after post-carbonization at different temperatures can be followed by
means of 3C NMR spectroscopy for sucrose-derived hydrochars. Two types of 1*C spectra are
presented in Figure 6.2, namely DE and CP spectra. If a large number of 'H dipolarly coupled
to 1*C are present in the sample, CP is the method of choice due to the increase in signal
intensity. DE on the other hand, excites all *C nuclei in the same way and is used to probe the

chemical environment of all 13C nuclei.
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Figure 6.2: 3C 7 kHz MAS spectra of sucrose-derived hydrochars at different post-carbonization

* *

temperatures. a) measured under CP and b) DE. The pristine sample is hydrothermally treated (150°C)

sucrose. Spinning sidebands are denoted with asterisks. Peak positions are given in the appendix (A.7).

In order to obtain more information about the *C signals, CP spectra were acquired in addition
to DE spectra. CP spectra can give indirect information about the mobility of a given *C site
and the presence or absence of dipolarly coupled 'H nuclei can be derived. Signal intensities in
CP spectra depend strongly on the chosen contact time and on 7;,. One common issue with DE
spectra are long longitudinal relaxation times 77, especially of rigid *C sites. Therefore,
partially relaxed spectra are obtained (for insufficient recycling delays), from which no
quantitative intensity ratios are obtained. This problem can be solved by employing long

relaxation delays (5:7)).
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Figure 6.3: Variation of the *C DE-MAS chemical shift (center of the largest signal) and FWHM as

a function of post-carbonization temperature.
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The longitudinal relaxation time in the rotating frame 7, as well as the optimum in contact
time largely differs for different 1*C sites. The optimum in contact time differs for the '*C signals
in Figure 6.2, as shown in Figure A.26 in the appendix. Therefore, no quantitative intensity
ratios can be derived from CP spectra. DE spectra with a good S/N ratio and CP spectra with a
bad S/N ratio were shown by Buntkowsky and co-workers for carbonized materials, in which
case the absence of a reasonable signal is interpreted as a low abundance of 'H nuclei in the
structure.'* The pristine spectrum shown in Figure 6.2 a) is in a good agreement with spectra of
sucrose and glucose-derived hydrochars reported in the literature.!>-16-17 The pristine sample in

Figure 6.2 is hydrothermally carbonized (150 °C) sucrose.

Paine and co-workers carried out a detailed study on the pyrolysis of glucose and glucose/
fructose in air and followed their chemical transition. They showed that transient
hydroxymethylfurfural species occur during pyrolysis, which is also expected to be the relevant
intermediate species for hydrothermally treated sucrose.!® Baccile and co-workers have carried
out a detailed NMR study on the hydrothermal carbonization of glucose and assigned all
relevant signals in their work."”” The signal assignment serves as the basis for the signal

assignment in Figure 6.2 a) and in Table A.6 and A.7 in the appendix.

Three groups of signals can be identified: (i) The group of signals in the aliphatic region (a)
which can be found below 70 ppm with a maximum at 29.5 ppm. This set of signals corresponds
to mobile and rigid sp3-carbon sites, typically found for CH;, CH, and CH groups. (ii) Signals
found in the region from 100—-160 ppm correspond to different sp?-carbon sites. According to
Baccile, the signal at 114.5 ppm (b) corresponds to carbon sites in the -position of furan rings.
Furthermore, signals at 141.2 ppm (d) and 150.1 ppm (e) originate from the o.-positions (2 and
5) of the furan rings. In addition, the peak at 129.9 ppm (c) is characteristic for graphene-like
carbon sites, which are present in small quantities. (iii) Two further peaks belong to the last set
of signals found above 160 ppm. The signal at 177.7 ppm (f) is related to aldehyde groups,

while the more intense signal at 208.4 ppm (8) originates from ketone groups.

Due to the high similarity between the pristine spectrum shown in Figure 6.2 a) and the results
presented by Baccile, a similar structure between sucrose- and glucose-derived hydrochars can
be assumed. Therefore, the most probable structure for the glucose-derived product as well as
for the sucrose-derived hydrochar is a complex network of randomly connected furan rings

which results from transient hydroxymethylfurfural species. Taking into account the low
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intensity of the graphite-like signals (c), these groups appear only as byproducts during
hydrothermal carbonization at the rather low temperature of 150 °C. Comparing the DE
spectrum (Figure 6.2 b)) of the pristine material with the CP spectrum, it is evident that the
direct polarized spectrum is composed entirely of a broad signal in the region (ii), which means

that CP indeed enhances the signal intensity.

After incipient pyrolysis at mild temperatures of 400 °C, it can readily be noted that there are
strong similarities in the region between 100—160 ppm of the '*C CP NMR spectrum compared
to the 1*C CP spectrum of the pristine material. Changes that occurred upon heating to 400 °C
are evident in the signal reduction of the aliphatic carbon sites and in the absence of carbonyl

signals.

The DE spectrum is dominated by a broad signal around 129.9 ppm which results from sp*-
carbon sites with a large chemical shift anisotropy (CSA). The large CSA causes a severe
broadening of the static linewidth, which is the reason why two spinning sidebands (denoted

by asterisks) become visible under magic-angle-spinning.

Increasing the post-carbonization temperature up to 550 °C causes a signal narrowing for the
CP and DE spectrum, due to the fact that a smaller variety of sp>-carbon sites remain. Increasing
the post-carbonization temperature even further (700 °C) leads to a disappearance of all signals
except one signal at 125 ppm. At 700 °C a cross polarization spectrum can still be acquired
which means that a notable amount of 'H is present in the sample. The gradual changes are in
agreement with a transition from a furane-dominated structure towards a graphite-like structure.
Similar changes can also be found in the DE "*C spectrum, in which also only one signal at

125 ppm can be found.

Additional changes can be found above 700 °C. Clearly, the CP intensity is lost for samples
treated at 850 °C and 1000 °C, whereas the DE spectra exhibit a continuous broadening. The
signal broadening as a function of post-carbonization temperature is shown in Figure 6.3. DE
spectra of similar width as those presented in Figure 6.2 are found for carbon nanotubes and
graphene.!”-2° Therefore, it seems likely that a further graphitization occurs at these elevated
temperatures. At temperatures up to 700 °C functional groups such as aliphatic groups and
carbonyl groups combust predominantly, while above 700 °C structural hydrogen is lost

leading to an aromatic sheet growth.
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Furthermore, in the case of high post-carbonization temperatures above 700 °C the line-
broadening is accompanied with an up-field shift of the signal towards lower ppm values. The
chemical shift, as well as signal width as a function of post-carbonization temperature is shown
in Figure 6.3. One interpretation for the signal shift towards lower ppm values at increasing
post-carbonization temperatures is the increasing anisotropy of the magnetic susceptibility for
larger extended aromatic structures. The latter is in line by XRD results, shown elsewhere.’
Vanderhart discussed the influence of the magnetic susceptibility on chemical shift.?! He points
out that anisotropy in the magnetic susceptibility may be understood as an additional field,

acting at the site of the nucleus. Therefore equation 3.1 (in Chapter 3) is modified:
Wy = —]/BO + BS [61]

with the demagnetizing field Bg = o k By. The susceptibility tensor is K and o is the Osborne

factor (depending on the macroscopic sample shape).

It can be assumed that o remains constant for all samples, while the susceptibility tensor differs.
Changes of the chemical shift towards lower ppm values (stronger shielding) is observed in
Figure 6.3, from which an increasing demagnetizing field with an increasing post-carbonization
temperature can be deduced. This interpretation fits in well with laterally growing aromatic
domains, possessing m-currents. The latter are purely diamagnetic in nature and therefore

contribute to a net demagnetizing field below and above the aromatic rings.

: T : T T : ' g 1 = 1
12 10 8 6 4 2 o -2 -4 6 -8 -10

ppm
Figure 6.4: 'H spectra of the sucrose-derived hydrochar treated at 850 °C, measured under 7 kHz
MAS. Spectrum a) oven dried sample (140 °C for 48 h), b) received hydrochar (transported under

ambient conditions), ¢) hydrochar exposed to ambient laboratory atmosphere for two weeks.
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In order to additionally support the presence of a demagnetizing field for the carbonized
samples, 'H spectra were employed. The corresponding 'H spectra of the sucrose-derived
hydrochar treated at 850 °C are presented in Figure 6.4. Further, the 'H NMR spectra of
hydrochars and other carbonaceous materials are discussed in more detail in Section 6.3. The
spectrum a) in Figure 6.4 shows one broad and featureless band and a narrow weak signal,
located at 1.1 ppm. While the broad line corresponds to remaining structural hydrogen atoms,

the small and narrow signal of low intensity can be assigned to freely rotating water molecules.!*

On the other hand, additional and more intense signals appear in b) and c) after the sample has
been exposed to ambient conditions. Even though the material is designated as hydrophobic,
this finding clearly shows that water molecules enter the pores. Spectrum b) shows three narrow
signals at O ppm, —1 ppm and —1.9 ppm. For c) even an additional peak at —5.6 ppm can be
noted. For organic materials, signals in the vicinity of O ppm rarely occur, for example in case
of tetramethylsilane (TMS). Thus, negative chemical shift values are not often observed. The
explanation for this finding is that water molecules entering the pores interact with the magnetic
field induced by the aromatic ring currents.!* This effect was also observed by Xu and co-
workers, who studied the interaction of water with mesoporous carbon materials and found
negative chemical shifts.”> Wu and co-workers also obtained similar 'H NMR spectra for
microporous activated carbon.'* These literature reports support the interpretation that a
demagnetizing field through m-currents is also observed in the case of the carbonized samples
studied in this work. Further details on the NMR spectroscopy of water in carbonaceous host

matrices are discussed in Chapter 6.3.

Overall, the process of pyrolysis at lower carbonization temperatures (400 °C-550 °C) can be
rationalized as a combustion of functional groups. Upon increasing the post-carbonization
temperature, a lateral sheet growth is induced, leading towards local graphite-like structures, in
which functional groups are no longer present, i.e. at least not in detectable quantities. Globally,
a semi-crystalline carbonaceous material could be obtained which exhibits randomly oriented
sheets and as a consequence a non-graphitic character, as previously discussed in Chapter 4.
Therefore, this material may exhibit a rather high tortuosity, which could be a disadvantage for
the use in lithium ion batteries.** Furthermore, 1*C NMR spectra shown in Figure 6.2 revealed
that an increasing lateral sheet growth and an accompanying increased anisotropy of the
magnetic susceptibility shifts and broadens the *C line (Figure 6.3) at increasing post-

carbonization temperatures.
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In the following, the outcome of pyrolysis for sucrose-derived hydrochars is compared to

trehalose-derived hydrochar.

Comparing the structure of both saccharide-derived products is useful, in order to estimate the
influence of the precursor structure on the final product. A first insight into the chemical
transition upon hydrothermal carbonization at 180 °C can be gathered by means of the '*C CP
spectrum presented in Figure 6.5. Sucrose on the other hand was hydrothermally carbonized at
150 °C, which may influence the comparability of further results. Even though both precursor
materials (sucrose and trehalose) have the chemical formula C,,H,,0,;, they differ in their
structure, since sucrose exhibits a 5-membered fructose ring, that is absent for trehalose, but

trehalose has a second glucose ring.

From the perspective of the *C CP spectra in Figure 6.5, both materials are highly similar, since
all signals present for sucrose-derived hydrochar can also be found for trehalose-derived
hydrochar. The precise chemical shift values of signals obtained for trehalose-derived
hydrochar are shown in the Table A.6 and A.7 in the appendix. Nevertheless, the intensity ratios
of signals b—e differ between the trehalose-derived hydrochar and sucrose-derived hydrochar.
Baccile and others assign signal (b) at 114.5 ppm to the B-position of furan rings (C—C=C),
while signals at 141.2 ppm (d) and 150.1 ppm (e) originate from the o-positions (2 and 5) of
the furan rings (C=C-0).16-17.18

Trehalose

Sucrose

400 300 200 100 0 -100 -200

ppm
Figure 6.5: 3C CP MAS NMR spectrum of sucrose-derived hydrochar (7 kHz) and trehalose-derived

hyadrochar (10 kHz).
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For sucrose-derived hydrochar the intensity of signals (b)+(c) and (d)+(e) are nearly similar,
while the intensity clearly changes for trehalose-derived hydrochar. The integral of signals
(b)+(c) is clearly smaller compared to the integral of (d)+(e) for trehalose-derived hydrochar.
Therefore, this finding suggests that for trehalose-derived hydrochar a higher number of sp*-
carbon sites bonded to one oxygen is present. This may be caused by a higher chemical stability
of the o,0-1,1-glycosidic linkage in trehalose over the o,B-1,2-glycosidic linkage in
sucrose.’* > As stipulated by Grigera and Cremer, water molecules play a crucial role in further
stabilizing the a,0-1,1-glycosidic linkage, which likely seems to be the case for the
hydrothermal treatment of trehalose in water.?*> This interpretation backed by EDX and XPS

is presented elsewhere.!*

Finally, the carbonized product of trehalose-derived hydrochar (1000 °C) is compared to the
one derived from sucrose (1000 °C) by means of *C DE spectra, shown in Figure 6.6 For
sucrose-derived hydrochar carbonized at 1000 °C only a single signal located at 121.5 ppm with
several shoulders can be found. For carbonized trehalose-derived hydrochar a similar spectrum
can be obtained, with a signal at 122 ppm. Both spectra exhibit two spinning sidebands of
similar intensity, which is indicative for both static linewidths being of similar width. The
similar width of both MAS lines of c. 3.7 kHz as well as the chemical shifts point to a similar

magnetic anisotropy of the aromatic sheets in both materials.?

Sucrose-HC-1000
Trehalose-HC-1000

400 300 200 100 0 -100 -200

ppm
Figure 6.6: °*C DE NMR spectra of post-carbonized sucrose-derived hydrochar and trehalose-derived

hydrochar spun under 7 kHz MAS. Both materials were carbonized at 1000 °C. Spinning sidebands are

marked by asterisks.
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Overall, this section explored the impact of the pyrolysis temperature and precursor material
on the structure of the obtained hydrochars. At elevated temperatures of 1000 °C, increasing
linewidths and signal shifts are observed, indicating a lateral growth of aromatic sheets. The
signal shifts and broadening is explained by an increase in the anisotropy of the magnetic
susceptibility. Furthermore, two different precursor materials, namely sucrose and trehalose
(chemical formula C,,H,,0,,) were used to show that the resulting hydrochars exhibit clear
differences in chemical composition. The pyrolyzed products exhibit NMR spectra which are
very similar and therefore prevent any detailed differentiation. In particular the trehalose-
derived hydrochar appears to maintain a higher oxygen content, compared to the sucrose-
derived hydrochar. It remains unclear, whether this observation is directly related to the stronger
glycosidic linkage in trehalose, or whether differences in the hydrothermal carbonization

temperature (150 °C for sucrose and 180 °C for trehalose) are more decisive.

Future experiments including the trehalose-derived hydrochar may implement this material as
an active electrode material in a coin cell. Hard carbon materials have gained certain attention,
in particular in Na-ion batteries, which is why this novel synthesized trehalose-derived

hydrochar may be a promising candidate.”’
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6.2 Red Carbon: From Rediscovery to Post-Carbonization
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6.2.1 The History of Red Carbon

The post-carbonization of many organic precursor materials at high temperatures is a process
which leads to properties difficult to control. The choice of precursors for the preparation of
carbonaceous materials is crucial for the obtained properties, while not very pronounced for
sucrose and trehalose.!:? Ideas to prepare carbonaceous materials with well-defined properties
are (1) either the implementation of new precursors yielding well-defined products or (ii) the
use of mild temperatures and smarter condensation reaction routes. First experiments resulting
in nitrogen containing carbon nitride C;N, were carried out by Liebig in 1834. This material

has been rediscovered in the late 20" century .

Seminal work on the related carbon suboxide (C;0,), was carried out in 1874 by Brodie who
observed CO condensation to C;0, in an induction tube.* The material Brodie obtained was a
red-colored polymeric material, from which the name “red carbon” is derived. In the 1960s this
material has further been studied in terms of structure and applications.> However, there has

been a decline in interest in this material afterwards.

The alternative synthesis of carbon suboxide from acetic anhydride and malonic acid benefit
from the rather mild reaction conditions of 140 °C. In the first step a condensation of malonic
acid and acetic anhydride occurs, where a mixed anhydride is obtained. In a second step a
polymerization at room temperature results in the formation of a dark-colored solid.> However,
the reported properties of the product material differ, depending on the polymerization
temperature and time. Again, the precise properties are highly sensitive to the reaction
conditions, as briefly discussed for the saccharide-derived hydrochars. The structure of the red
carbon material is described in the literature to be a ladder structure, illustrated in Figures 6.7

and 6.8.°

The following work firstly examines the structure of poly(carbon suboxide), which is
synthesized in liquid-phase. The obtained poly(carbon suboxide) is used as a precursor material
for post-carbonization. Poly(carbon suboxide) as a precursor exhibits a well-defined structure
and a single mechanism to release leaving groups (CO,). Therefore, the latter is a good
candidate for a carbonization model system which is comprised of a highly ordered precursor.
The outcome of carbonization is then compared to the previously carbonized saccharides (see

Chapter 6.1).
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Figure 6.7: Side-view of the A—B stacking order of polymeric C;0, sheets.”

6.2.2 Experimental Details

The red carbon and its carbonized product were synthesized at the Max-Planck Institute for
Colloids and Interfaces in Potsdam by Dr. Mateusz Odziomek in the group of Prof. Dr. Markus
Antonietti. The precise synthetic route is published elsewhere.” This material is used as the
precursor for post-carbonization. Equivalently to Chapter 6.1, poly(carbon suboxide) was post-
carbonized in an inert nitrogen atmosphere, using a heat ramp of 100 °C/h up to 800 °C. Further
information regarding experimental details are again presented elsewhere.”-® A scheme of the
stacking order of the red carbon is shown in Figure 6.7. The proposed reaction mechanism for

the formation of red carbon is shown in Figure 6.8.

Carbon suboxide

Malonic acid l

2

Red carbon
Figure 6.8: Scheme of the proposed reaction mechanism from activation of malonic acid towards the
formation of the mixed anhydride with acetic acid. Two equivalents of formic acid are released to obtain

linear carbon suboxide which subsequently polymerizes to the red carbon.’
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6.2.3 Chemical Structure and Carbonization of Red Carbon

300 250 200 150 100 50 0 -50

ppm
Figure 6.9: *C 10 kHz DE MAS spectrum of the red carbon sample. The peak assignment is based on

Intensity (a.u.)

a literature report.® The *C spectrum suggests the presence of polypyrone units as shown in the depicted

structure.

Relevant information regarding the chemical structure of the prepared poly(carbon suboxide)
can be obtained by means of *C NMR. A detailed NMR study on carbon suboxide was carried
out by Schmedt auf der Giinne and co-workers, who assigned the signals of all relevant *C

sites.f

The direct excitation (DE) *C 10 kHz MAS spectrum of the poly(carbon suboxide) product of
this work is shown in Figure 6.9 and confirms that it is mainly composed of sp>-hybridized
carbon atoms, since signals are present above 90 ppm exclusively. The intensity ratios of the
BC DE spectrum seen in Figure 6.9 are not quantitative, due to extremely long 7 relaxation
times of the rigid sp? carbon sites, as pointed out by Schmedt auf der Giinne.® The most intense
signals (1-3) found in Figure 6.9 can be correlated to the three different carbon sites in the
polymer. Signal (1) at 97.5 ppm is assigned to the C—C=C carbon sites which are not attached
to any heteroatom, representing an electron rich aromatic site. Carbon sites, which are similarly
electron-rich, typically exhibit chemical shift values at around 128 ppm (for benzene).® The
peaks at 168.1 ppm (3) and 153.9 ppm (2) are assigned to carbonyl carbons from the lactone
group (O—C=0) and from a carbon site connected to one oxygen atom (O—C=C). The additional

signals at 182.3 and 190.8 ppm likely originate from carboxylic groups which are present either
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as end groups of the polymer or as impurities.® Ketone groups, which are associated with side-
reaction products are found at 212.8 ppm. A signal of low intensity at 110.5 ppm may indicate
an onset of thermal degradation of the red carbon towards a graphite-like structure. Using cross-
polarization (CP) measurements on the other hand, did not yield a reasonable signal, even after
sampling of 8192 scans. This finding confirms that '"H atoms are basically absent in the
structure. Taking into account the results from X-ray diffraction and density functional theory

studies of poly(carbon suboxide), an A-B stacking of single C;0, sheets seems likely.’

Further insight into the unique properties of the prepared polymeric C;0, can be gained by '"H
NMR spectroscopy, as shown in Figure 6.10. For polymeric C;0, stored under ambient
conditions four signals together with a shoulder at O ppm can be seen. The most intense peak at
2 ppm may be assigned to structural protons, since no large changes in intensity are observed
upon heating the material. The peak at 5.8 ppm apparently results from water, since drying the
material at 80 °C causes a decrease in signal intensity, accompanied by the presence of a signal
at 1.1 ppm which is assigned to gas-like single water molecules.!® The larger shift downfield,
compared to bulk water (4.7 ppm) indicates stronger hydrogen bonding than in the bulk water
phase.!" Likely, this is due to water molecules forming strong hydrogen bonds, either to the

carboxylic group or to the ether group of C;0,.

As received
Oven heated

25 20 15 10 5 0 -5 -10 -15

ppm
Figure 6.10: 'H 10 kHz MAS spectrum of polymeric C;0,, as received (exposed to ambient

atmosphere) and oven dried for 4 h at 80 °C. Signals at 5.8 ppm and 9.4 ppm are marked by dotted lines.

Absolute signal intensities are shown.
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The origin of the signal at 9.4 ppm, as well as the signal at 17.3 ppm cannot be unequivocally
explained at this point. One possible explanation for the signal at 17.3 ppm may be the presence
of largely extended aromatic ring currents, creating a large deshielded region present at the
edges of the molecular plane (Figure 3.9). For an already downfield shifted signal, such as that
of an aldehyde group, a strongly downfield shifted signal would be expected. Still, this finding
is exceptional for organic compounds and indicates the presence of an aromatic network with

unique bonding environments.

Since it can be assumed that the produced polymeric C,O; is highly ordered, a follow-up
question is which structural changes occur during an oxygen reduction reaction (post-
carbonization). As discussed in the previous sections, precursor materials used to produce
highly carbonized materials are often small monomers or oligomers. The carbonization of larger
oligomers/polymers has been carried out in the past for cellulose and polymer blends such as
poly(acrylonitrile) and poly(vinylidenfluoride) but is still a field of ongoing research.!>!3 One
typical disadvantage of carbonization of some precursors is the poor electric conductivity
accompanied with a high degree of disorder. A highly conductive and certainly ordered
carbonaceous material is desirable for numerous applications. Therefore, polymeric C;O,
served as a precursor material for post-carbonization. The relevant decomposition mechanism,

as probed by TGA-MS is the decomposition of polymeric C;0, into CO,:

(C302)x = Cax +xCO; [6.2]
7 —— Spectrum
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Figure 6.11: '*C DE 10 kHz MAS spectrum of poly(carbon suboxide) carbonized at 800 °C. A single

gaussian fit is carried out.
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Although negligible traces of CO were detected by mass spectroscopy coupled to the TGA, still

the main combustion mechanism remains the one shown in equation 6.2.7

The 3C DE NMR spectrum is shown in Figure 6.11. No *C CP spectrum could be acquired
due to the low amount of protons in the structure. The '3C signal for the material post-
carbonized at 800 °C displays a single broad peak (FWHM c. 4 kHz) without additional
spinning sidebands at 10 kHz. The width of the 3C signal is similar to the sucrose-derived
hydrochars (c. 3.8 kHz at 1000 °C) which is typical for sp?-carbon sites exhibiting a large
anisotropy in their magnetic susceptibility.'* This is due to the lateral extension of aromatic
sheets.!> Also the position of the signal at 127 ppm is commonly found for sp?>-carbon sites in

numerous carbonized materials, as reported by Freitas.!

To summarize, this chapter scrutinized polymeric C;0, and its structural changes after post-
carbonization. A unique structure of polymeric C;0, could be confirmed by means of 'H and
BC NMR spectroscopy. Carbonization of this rather unusual precursor at 800 °C resulted in an
amorphous material with locally arranged aromatic domains. The latter is entirely composed of
sp>-carbon sites, which is backed by *C NMR spectroscopy. As shown by means of 'H
spectroscopy, the obtained line shift is smaller compared to sucrose-derived carbons, which
will be an object of discussion in Chapter 6.3. Further experiments of water added to porous
carbonaceous materials are needed in order to understand these phenomena in more detail.
Therefore, an additional heteroatom containing carbonaceous material and its interaction with

H,O0 is scrutinized in the following section.
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6.3 The Interaction of Water with Carbonaceous Materials
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6.3.1 C/\N;

Over the past 20 years, the interactions of adsorbates with numerous organic and inorganic host
matrices, particularly with porous carbonaceous materials, have been studied by a manifold of
methods.!'™ Especially NMR spectroscopy has proven to be a versatile tool, able to probe local
adsorbate environments in host matrices.” The adsorbate dynamics can be analyzed by solid-
and liquid-state NMR spectroscopy, although the interpretation of the data is not trivial at all,
due to different contribution. Interactions, which cannot be directly probed by NMR, are the
surface roughness of the matrix and its impact on the adsorbate, but also the coupling between

electronic excitations of the matrix and of the adsorbate.®

Besides doped carbonaceous materials, other heteroatom rich materials such as C;0,, C;N,4, and
C,N, have gained attention due to their promising applications in CO, capturing or energy
storage in supercapacitors.”-®° From the perspective of NMR spectroscopy, so far only very
little is known about the adsorption of water into the nitrogen-rich material C,N.!° Other
nitrogen-bearing carbonaceous materials with potential hydrogen bonding sites such as C;N;
are currently being studied.®!! Particularly, aqueous electrolytes are expected to enter the pores
of the polar C;N, matrix. The predominant interactions depend on both the host matrix and the
guest molecules. In this work water molecules are used as a probe for the pore size, the pore

size distribution, the chemical structure and possible hydrogen-bonding interactions.

An important contribution of the carbonaceous matrix on NMR spectra is originating from the
ring current effect, discussed in detail in Chapter 3.2, which is present whenever m-electrons

(within conjugated carbon rings) interact with an external magnetic field.!?

Different effects, namely the m-currents, the hydrogen-bonding, the pore size distribution and
the chemical structure are expected to influence the position of the proton signal of the adsorbed
water in C,N;. In the following section the interaction of water with C,N, is studied by means
of 'H NMR spectroscopy. The pores of C;N; are expected to be polar and thus it can be expected
that water molecules should be able to enter these. In addition, the adsorption of water into the
previously discussed saccharide-derived hydrochars (Section 6.1) and the pyrolyzed red carbon,
introduced in Section 6.2, is discussed in more detail. They exhibit non-polar pore walls and
therefore could be compared with the polar pore walls of C,N; in order to derive possible

differences.
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6.3.2 Experimental Details

The preparation of C;N; (cG@700 and cG@700-SZ10) was carried out at the Max-Planck
Institute for Colloids and Interfaces in Potsdam by the Group of Prof. Dr. Markus Antonietti
and Dr. Nieves Lopez-Salas. The synthesis is reported in detail in the literature.® ! The sample

composition is shown in Table 6.1.

'H time-domain signals were recorded after single pulse excitation, while cross polarization
(CP) experiments were employed for *C NMR measurements. In order to carry out 'H NMR
measurements, a recycling delay of 5 s, an excitation pulse length of 3.5 ps and 32 scans were

employed. 'H spectra were externally referenced to the water signal (25 °C) at 4.7 ppm.

Table 6.1: Overview of the sample composition and specific surface areas of cG@700,% cG@700-
SZ10,!" p-C50, and C800,” Sucrose-HC? and Trehalose-HC?'.

Sample EDX/ECA composition [at. %] SeET VaeT
C N 0] H m2g™! cmig™!
cG@700- 46.6 424 44 nd.? 812 04
S710

cG@700 545/598 418/289  3.7/5.1 1.6 212 0.17

p-C;0, 52.95 0.06 nd. 2.09 85 n.d.

C800 94.26/ n.d. 2.89/3.5 0.6 533 n.d.

96.5

Trehalose HC 91.7 n.d. 8.3 n.d. 505 0.34
(1000 °C)

Sucrose HC 96.5 n.d. 35 n.d. 480 n.d.
(850 °C)

Sucrose HC 96.4 nd. 3.6 nd. 470 n.d.
(1000 °C)

n.d.: not determined

BC CP NMR measurements were recorded using a recycling delay of 3 s, an excitation pulse
length of 3.5 ps and a contact time of 1 ms. The time domain signals were averaged over 4096

scans. *C spectra were externally referenced to the methine carbon signal of adamantane at
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29.5 ppm. The chemical shifts reported have an error of 0.1 ppm. Samples were packed into
4 mm ZrO rotors and degassed at 250 °C for 24 or 48 h at a nominal pressure of 10~ mbar.
After degassing, defined amounts of deionized water were added to the samples with an
Eppendorf single channel pipette (0.1-2.5 uLL or 0.5-10 pL pipette size). The time of water

addition was set as time zero for the subsequent time-dependent 'H MAS NMR measurements.

6.3.3 Water in Polar and Non-Polar Pores

Two fundamental requirements must be considered before the adsorption of water into both
C N, materials cG@700 and cG@700-SZ10 (different pore sizes and pore volumes, see Table
6.1) is explored: Namely that i) both C,N; materials should be chemically similar and ii) in
order to accurately interpret different H,O resonances, structural hydrogens ('H from the carbon
matrix) must be identified, in order to distinguish the structural 'H signals from water signals.
In order to answer the question regarding chemical similarity i), *C CP MAS measurements of
both samples were employed and presented in Figure 6.12. Indeed, both spectra are highly
similar in shape within the observed signal-to-noise ratio, which means that cG@700 and
cG@700-SZ10 can be described as chemically analogous. Therefore, these observations
support the findings from elemental analysis, which indicate a similar chemical structure for

both C;N; samples (see Table 6.1).

cG@700-S210
cG@700

* *

400 300 200 100 0 -100 -200

ppm
Figure 6.12: '*C CP 10 kHz MAS spectra of cG@700 and cG@700-SZ10. Spinning sidebands are

denoted by asterisks.
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As found by deconvolution (shown for cG@700 in Figure A.27 in the appendix), two main
signals are present, exhibiting characteristic chemical shift values of 149.3 ppm and 117.9 ppm.
Both signals are characteristic for sp’>-hybridized carbon sites.?> While the dominant signal at
1493 ppm can be assigned to the o-position of a pyridine-type structure, the signal at
117.9 ppm originates from C=C—C carbon sites which are present for example at the y-position
in a pyridine-type structure. 22324 [t is noteworthy that no signals below 100 ppm can be found,

indicating that aliphatic groups, if present at all, exist only in marginal quantities.

Furthermore, structural proton signals can be distinguished from water signals by comparing
'"H MAS spectra of cG@700 and cG@700-SZ10 (as received), which have been exposed to
ambient atmosphere for an undefined period, with both materials dried for 48 h prior to
measurement. The corresponding '"H MAS spectra are presented in Figure 6.13. 'H chemical

shifts are presented in Table 6.2.

There are many similarities between the spectra of “dried” and “as received”. To begin with
cG@700, two main sets of peaks can be found for the “as received” sample, located at c. 1 ppm
and 10 ppm. Both signals exhibit notable changes upon drying, indicated by the diminishing
signal at 8.6 ppm and 1.4 ppm. The signal at 10.2 ppm is barely affected and is therefore
assigned to structural protons, likely originating from pyridine-type structures. All the other
signals can be assigned to water adsorbed to C,N;. Surprisingly, three different water sites can

be resolved, which are shifted either downfield or upfield from the typical bulk water signal at

4.7 ppm.B
cG@700 cG@700-SZ10
(as received) (as received)

dried dried

30 25 20 15 10 5 0 5 -10 -1530 256 20 15 10 & 0 -5 -10 -15

ppm ppm
Figure 6.13: 'H 10 kHz MAS spectra of cG@700 and cG@700-SZ10, normalized to the signal of the

structural protons at c. 10 ppm.
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Table 6.2: 'H chemical shifts and AS values derived from drying and H>O impregnating experiments.

cG@700 cG@700-SZ10
Assignment &/ ppm A8/ ppm Assignment &/ ppm A8/ ppm
Structural 'H 10.2 - structural 'H 10.2 -
Hydrogen- 8.6 - Hydrogen- 8.5 -
bonded H,O* bonded H,O*
H,O Monomers 1.1 - H,O Monomers 1.1 -
Shielded H,O 14 -3.6° Shielded H,O -1.5 —6.2°

a: determined from H,O impregnating experiments

b: relative to the bulk water signal at 4.7 ppm

The first water signal occurs at 1.4 ppm. The position of this upfield shifted water signal is
reflecting the presence of m-currents in the material. Ring currents are reported for the nitrogen-
rich C,N material,'® which are also expected for C;N; to occur. This signal is reduced in
intensity upon drying the material. Therefore, it is reasonable to assign this signal to water

molecules at positions where the local shielding field is large, i.e. close to a pore wall.?

Superimposed on the broad signal at 1.4 ppm is the second water peak, an extremely small and
narrow peak (total spectral intensity smaller than 1 %) at 1.1 ppm. The position and the
narrowness of this water signal are characteristic for non-hydrogen bonded water, i.e. single
water molecules which are able to rotate freely and therefore yield an extremely narrow line.?”:
28 Important to note is that this non-hydrogen bonded water is also found in other purely carbon-
based materials, where the same chemical shift of 1.1 ppm is detected.?’” As seen in Table 6.2
and in the literature, the chemical shift of this signal is largely independent of the carbonaceous

matrix.

The third signal which is assigned to H,O is found downfield at 8.6 ppm. The position of the
signal indicates that this water site experiences strong hydrogen bonding.? One obvious
interpretation is that this signal originates from H,O hydrogen-bonded to nitrogen atoms of the
C N, matrix. Literature on the interaction of H,O with pyridine-type nitrogen sites supports this

interpretation.”

Overall, three substantially different water sites could be detected for cG@700, namely H,O

hydrogen bonded to nitrogen of C,N; (8.6 ppm), water in the vicinity of a local shielding field
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(1.4 ppm) and very small amounts of isolated water monomers which are not hydrogen bonded
(1.1 ppm). The observed variety of different water sites in cG@700 is remarkable, and rarely

seen for carbonaceous materials.

Drying experiments performed on cG@700-SZ10 reveal the presence of a more downfield
shifted signal (—1.5 ppm), compared to cG@700 (1.4 ppm). From the latter chemical shift
values the diamagnetic shifts AS are calculated by equation 3.18, taking the bulk water signal
at 4.7 ppm as the reference value. According to Forse and co-workers, both resulting AJ values
(3.6 ppm for cG@700 and —6.2 ppm for cG@700-SZ10) are found for some adsorbed liquids
in porous carbonaceous materials.> The difference between both values is large, for which the

following possible explanation appears plausible.

As discussed in Chapter 3.2 and in the corresponding literature, differences in the observed Ad
values correlate well with varying average distances of the studied nucleus from the pore wall.*
Therefore, nuclei located closer to the pore wall (i.e. located inside a smaller pore) exhibit larger
AJ values. The larger Ad value observed for cG@700-SZ10 reflects the higher fraction of
micropores present in this sample. The cG@700 sample, on the other hand exhibits a larger

fraction of mesopores and therefore a considerably lower Ad value.

No well resolved signal around 8.6 ppm can be found for cG@700-SZ10 (Figure 6.13), while
the broadness of the signal around 10 ppm indicates the presence of this water signal. The
presence of a hydrogen-bonded H,O signal is verified and discussed for the water impregnation
experiments below. For the impregnation experiments not the absolute amounts of the added
water are relevant, but the pore saturation factor. The pore saturation factors, i. e. the ratios of
the added amount of water with respect to the pore volume of the material (Vwaer/ Vpor), are

given in Table 6.3. The pore volume was determined via N, sorption experiments.® !

Before proceeding to the C;N, water impregnation experiments, the water impregnation
experiments for a purely carbon-based matrix are presented. The time-resolved 'H NMR spectra
of hydrothermally carbonized (1000 °C) trehalose (Section 6.1) are presented in Figure 6.14
and 6.15. Figure 6.14 shows that the bulk water signal (4.7 ppm) steadily diminishes in intensity

as a function of time, while the intensity of two upfield shifted signals, located at —3 ppm and

—6.5 ppm steadily increases.
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——5 min
——— 10 min 2 uL H,0@
—— 15 min | Trehalose-HC

15 10 5 0 -5 -10 -15

ppm
Figure 6.14: Time-dependent 'H 5 kHz MAS spectra of 2 pL. H,O added to hydrothermally carbonized

trehalose. The pore saturation factor is 20 %.

Again, the two upfield shifted signals are interpreted as “in-pore” H,O, while the signal at
4.7 ppm is assigned to the bulk water phase. The presence of the two different upfield shifted
signals and several shoulders indicates a distribution of pore sizes, ranging from pores with a
diameter of a few nm to extremely small pores (less than 1 nm).!®-32 This is also reflected in the
large Ad values of —11.2 ppm and —7.7 ppm. Large Ad values of c. —10 ppm were typically
found for intercalated ions or molecules in graphene layers.** Therefore, the signal at —6.5 ppm

can be assigned to H,O intercalated between two graphitic layers.

——5min
——10 min 2L H,0@
—— 15 min Trehalose-HC
——— 20 min

— 25 min
——— 30 min
——— 35 min

— T T T 1

10 5 0 -5 —’IIO -15
ppm ppm
Figure 6.15: Normalized '"H MAS spectra of 2 uL. water added to hydrothermally carbonized trehalose

shown in Figure 6.14 but scaled to the bulk water signal, while the right spectra are normalized to the

in-pore water signal.
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cG@700-SZ10 1 hour
||dry||

cG@700-SZ210 1 day
lldryll

——02uL —02uL
—04puL — 044l
——0.6 L ——06puL

30 25 20 15 10 5 0 5 -10 1530 25 20 15 10 5 0 -5 -10 -15

ppm ppm
Figure 6.16: 'H 10 kHz MAS spectra of cG@700-SZ10, impregnated with different amounts of H,O.

Spectra were collected after one hour and one day and normalized to the mass of cG@700-SZ10.

Furthermore, the same time-dependent '"H MAS spectra (scaled to same hight of the bulk water
peak) of hydrothermally carbonized trehalose in Figure 6.15 reveal a shift of the bulk water
signal to lower ppm values, accompanied by a line broadening. This observation can be
explained by an exchange between ex-pore water and in-pore water, which is located in the
vicinity of the aromatic surface.** This is clear evidence of an exchange between the bulk water
reservoir and the in-pore water, until the bulk water is adsorbed completely into the inner pores
from the surface. The in-pore water signal nearly maintains its width, which indicates that there

is no notable exchange from the in-pore water to the bulk water reservoir.

cG@700 "dry" 1 hour cG@700 "dry" ' day
—o02uL —o02uL
—04uL — 044l
——06uL ——06uL

30 25 20 15 10 5 0 5 -10 1530 25 20 15 10 5 0 -5 -10 -15

ppm ppm
Figure 6.17: 'H 10 kHz MAS spectra of cG@700, impregnated with different amounts of H>O. Spectra

were collected after one hour and one day and normalized to the amount of cG@700.
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"H NMR studies of H,O impregnated cG@700-SZ10 and cG@700 are presented in Figure 6.16
and Figure 6.17. The Ad values found for both C;N,; samples are smaller compared to the ones
of hydrothermally carbonized trehalose. One possible explanation is the difference in the
chemistry of the surface which yields different Ad(max) values. Another explanation could be
rooted in larger pores of both C;N; samples. However, the low accessibility is most likely not
rooted in a too small pore size, since even pores smaller than 0.8 nm are accessible for H,O
molecules.?> This means, that either i) the pores in both C;N, samples are considerably smaller
than 0.8 nm or ii) there are further non-covalent interactions i.e. hydrogen bonding, which act

between H,O and the C,N; matrix and prevent H,O from entering the pores.

Possible explanations for the small Ad values of both C;N; materials can be derived from
Figures 6.16 and 6.17. Several aspects are revealed by Figure 6.16. Hydrogen-bonded H,O with
a signal at 8.6 ppm is seen in all cases, independent of the added amount of H,O. Therefore,
both samples cG@700 and cG@700-SZ10 contain hydrogen-bonded water. Moreover, the
redistribution of H,O from ex-pore (4.7 ppm) into both reservoirs, hydrogen-bonded (8.6 ppm)
and shielded H,O (—1.5 ppm) can be seen. Clearly visible in Figure 6.17 for cG@700 is the loss
of signal intensity of bulk water, without a redistribution to “in-pore” water, as seen for
hydrothermally carbonized trehalose (Figure 6.14). In order to verify if there is indeed a loss of
water with time instead of a redistribution, the total intensity of the spectra were analyzed as a

function of time.

1004 o ' ® i T
u °
0,96 - |
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<092+ |
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~ | |
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0,84 - -
B cG@700 -
® cG@700-SZ10
0.80 . : . . .
0.2 03 04 05 06
V (H,0) / uL

Figure 6.18: Evolution of the ratio of volume specific integrals (integral of 1 day/ 1 hour) for cG@700 and
cG@700-SZ10.
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Table 6.3: Volumes of H,O used for impregnating experiments and calculated saturation levels (based

on pore volumes derived from N, sorption experiments).!!

cG@700 cG@700-SZ10
Volume H;O/  Saturation | Volume H;O/  Saturation
pL ! % pL ! %
02 1.8 0.2 1.1
04 35 04 2.1
0.6 52 0.6 32
- - 2 10.5
- - 5 26.6

The integrals for cG@700-SZ10 and cG@700 are shown in Figure 6.18. Taking into account
an integration error of 1 %, it becomes clear that no significant signal loss can be detected
within the chosen small amounts of H,O in the case of cG@700-SZ10. For cG@700, there is
evidence that a loss of signal intensity occurs, which is more pronounced for larger amounts of
H,0. The signal loss could be explained by evaporation of H,O during MAS (stream of dry air
is used). Another reason may be the presence of so-called cryptopores, which are inaccessible
for water molecules.!! One may conclude, the bulk water did not occupy the pores of cG@700,
at least not in notable quantities. Larger amounts of H,O were added to cG@700-SZ10 in order
to test whether a similar trend as for cG@700 can be obtained. 2 uL. and 5 uL. H,O were added
to cG@700-SZ10 (Figure 6.19), in order to test this hypothesis.

—12 min —2 min 5 uL H.O
——16min 2L H,0@ ——6min 05@780_%210
—— 43 min cG@700-SZ10 —— 12 min

——48 min —— 15 min
—2h ——45 min

Figure 6.19: Time-resolved '"H 10 kHz MAS spectra of cG@700-SZ10, impregnated with different

amounts of H>O (2 pL and 5 pL) corresponding to a pore saturation factor of 10.5 % and 26.6 %.

166



Chapter 6

1,05 T T T T T T T
1,00 AmpppM- - B - - - - - - - - - - e
0,95 4 AA o i

0,90 1 §

0,85 + 4
0,80 - 4

0,75 1 i

0.70 _ = 2 uL@ Trehalose-HC i
T A —2uL@ cG@700-SZ10
0.65 =5uL@ cG@700-SZ10 |

0 20 40 60 80 100 120

t/min
Figure 6.20: Time-dependent integrals of cG@700-SZ10 with 2yl and 5 pl added H,O

(corresponding to pore saturation factors of 10.5 % and 26.6 %) and of hydrothermally carbonized

trehalose with a pore saturation factor of 20 %.

The time-dependent integrals of cG@700-SZ10 and for comparison, Trehalose-HC are
presented in Figure 6.20. Figures 6.19 and 6.20 show a similar trend as seen for cG@700,
(1 hour/ 1 day) in which case the integral reduces over the time of the experiment. This leads
to the interpretation that only a very limited fraction of the added water is accessing the pores.
Independent of the added amount of water, no major increase in signal intensity of the “in-pore”
water (deshielded and hydrogen bonded) can be obtained, which is backed by the clear signal
loss shown in Figure 6.20. This loss of the total signal (up to 33 %) is now clearly beyond the
integration error and again supports the hypothesis that the added water slowly evaporates,
instead of entering the pores, opposed to that is seen for Trehalose-HC in Figure 6.14. For the
latter the integral remains nearly unchanged within the integration error, that can be seen in
Figure 6.20. Both aspects, namely a nearly constant integral and a significant redistribution

from bulk water to in-pore water could not be observed for cG@700 and cG@700-SZ10.

Overall, the performed NMR experiments demonstrated the water repelling character of C,N;.
This counterintuitive observation is remarkable, since a rapid adsorption of liquid H,O is shown
for a non-polar matrix (hydrothermally carbonized trehalose) but does not occur for both polar
matrices, cG@700 and cG@700-SZ10. Two possible explanations can be rationalized. 1)
Cryptopores, are present for both C;N; materials, which are inaccessible for guest molecules.!

Then, a larger fraction of cryptopores is present in cG@700 compared to cG@700-SZ, which
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is expressed in a smaller water uptake for cG@700. ii) The C,N, samples exhibit an overall
water repelling character and exhibit only few water adsorption sites. The role of non-covalent
interactions, such as hydrogen bonding remains the subject of ongoing research. The influence
of pore polarity on the adsorption of liquid water cannot be answered with the scope of
experiments performed in this work. Further NMR studies on the interaction of polar and non-

polar matrices with guest molecules would be needed to answer this question.

6.3.4 Pore Structure of Non-Polar Porous Carbons

Further information about the non-polar pores of saccharide-derived hard carbon spheres and
C800 (carbonized red carbon) can be derived from water impregnation experiments followed
by '"H NMR spectroscopy. Two relevant aspects can be derived from the 'H NMR spectra,
namely (i) the chemical shift(s) and (ii) the presence or absence of several water signals. As
introduced in Chapter 3.2, the chemical shift is in first approximation directly proportional to
the pore radius of a spherical pore (for a given surface chemistry). Therefore, signals shifted to
more negative ppm values indicate that a larger fraction of water molecules is located more
closely at the aromatic surface, i.e. in a small pore. Exchange between different sites (discussed
in Chapter 3.2) is strongly linked to the number of signals found in the '"H NMR spectrum. The
trivial reason of a single signal, which is the presence of only one site is highly unlikely and
not considered. The presence of a single signal indicates that different sites have been averaged
during the NMR experiment, which is the case for both the intra-pore exchange and the inter-
pore exchange.> On the other hand, pore structures which exhibit disconnected pores of
different size, often yield several signals. Both aspects will be scrutinized in the following

section.

Table 6.4: Overview of the 8A values obtained for all carbonaceous materials studied.

Sample SA [ppm] Sger [m’g™]
cG@700-SZ10 -6.2 812
cG@700 -36 212
p-C;0; nd. 85
C800 (p-C;0,) 6.5 533
Trehalose HC (1000 °C) -7.5/-11.5 505
Sucrose HC (850 °C) -5.7/-10.2 480
Sucrose HC (1000 °C) -10.1 470

n.d.: not determined
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*
Sucrose-HC-1000

C-800
Trehalose-HC-1000 /L

Sucrose-HC-850

15 10 5 0 -5 -10 -15
ppm
Figure 6.21: 'H MAS spectra of all mainly carbon-based materials studied in Chapter 6. C800,
Sucrose-HC-850 and Trehalose-HC-1000 were spun at a MAS rate of 10 kHz, while Sucrose-HC-1000

was spun at 5 kHz (spinning sideband at 10 ppm).

In the previous section 6.3.3 the water adsorption properties of C;N; have been discussed in
detail. The 'H NMR spectra of the purely carbon-based materials (shown in Figure 6.21) are
analyzed in the following. The pore filling factors of the samples besides Trehalose-HC-1000
(20 %) are unknown. An overview of the 0A values of all scrutinized carbonaceous materials
is given in Table 6.4. Even though the materials studied in this section are all entirely carbon-
based, their 'H MAS spectra differ notably. One or several up-field shifted signals can be seen,

whose chemical shift values also differ significantly.

First, both sucrose-HC spectra shown in Figure 6.21 are discussed. For Sucrose-HC-850 a
signal at —5.6 ppm is seen, accompanied by three signals centered at —1 ppm. For Sucrose-HC-
1000 only one broad signal, which consists of superimposed peaks, is found at —5.4 ppm. One
possible interpretation for the separated peaks of sucrose-HC-850 °C are not interconnected
pores, which means that there are smaller pores isolated from larger pores. Therefore, no inter-
pore exchange occurs between both types of pores, resulting in two signals. At elevated
temperatures (1000 °C) the smaller and larger pores become connected and an inter-pore
exchange becomes possible. As a result, the lines merge together. However, the merged peak
is not found at the expected position, which can be explained by a smaller average pore size of

Sucrose-HC-1000 compared to Sucrose-HC-850. This is backed by N, sorption experiments,
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for which a larger fraction of micropores is reported in the case of Sucrose-HC-1000 (93 %

micropores) compared to Sucrose-HC-850 (81 % micropores).?-2!

Trehalose-HC-1000, similar to sucrose-HC-1000 exhibits one main signal, which is composed
of several individual peakscentered at —2.8 ppm. The signal at —2.8 ppm may originate from
H,O molecules located in pores with a larger pore diameter compared to Sucrose-HC-1000. An
additional small shoulder can be seen for Trehalose-HC-1000 at —6.8 ppm. Again, this indicates
the presence of water in a minor fraction of extremely small pores which are not connected to
the majority of larger pores. It appears likely that higher carbonization temperatures are

required for trehalose and sucrose to create a connected porous network.

The last sample C800, exhibits one broad line from structural 'H atoms and a narrow line which
is assigned to water, located at —1.8 ppm. This upfield shifted water signal compared to the
other purely carbon-based materials is explained by a large fraction of mesopores (68 %) for
which intra-pore exchange averages the observed chemical shift towards larger (upfield shifted)

values.

Furthermore, a possible pore filling mechanism can be deduced from Figure 6.22, where time-

resolved 'H MAS spectra of water impregnated Sucrose-HC-1000 are shown.

—— 3 min Sucrose-HC
—— 5 min
—— 7 min
1 — 10 min
—— 20 min
25 min

pPpPmM
Figure 6.22: Time-resolved 'H 5kHz MAS spectra of Sucrose-HC-1000 to which 2 pL. H O were

added. One of the spinning sidebands is denoted by an asterisk.
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At an early stage (3 min), a signal located at —6.4 ppm is steadily decreasing in intensity, while
after 20 minutes the center of the most intense peak is found at —5.1 ppm. At an initial stage
(3 min), the surface positions are occupied with H,O molecules, which yields an upfield shifted
line (—6.4 ppm). In the following a steady deposition of water molecules further distanced from
the pore walls occurs, accompanied by intra-pore exchange, which yields a less up-field shifted

signal (=5.1 ppm). This shows that a slow redistribution of H,O occurs in the pore system.

The findings of this section are summarized in Figure 6.23. As shown in Section 6.3 .4, the
number of upfield shifted signals is indicative of the presence of an interconnected pore system
or of disconnected pores, where no inter-pore exchange can occur. The diamagnetic shift can
further be used to estimate the average position of exchanging water molecules from the pore
wall. A severe upfield shift can be associated to water in pores with a small pore diameter, i.e.

micropores, while a less upfield shifted signal is related to water molecules in larger pores.
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Figure 6.23: Schematic representation of the relationship between pore connectivity, HO adsorption
sites and 'H signals in different pore systems. Blue spheres represent water molecules, green spheres
nitrogen atoms. (a) Micropores and mesopores which are not connected. (b) Connected microporous

network. (c) Two-site exchange in C;Nj.
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In Figure 6.23 a), a pore system that exhibits micro- and mesopores which are not
interconnected with each other is shown (e.g. Sucrose-HC-850), where two sets of isolated
signals for pores of different size are observed. If the pores of different size were connected, a
single peak at an average position would be observed. From this observation it can be concluded
that no exchange of H,O between the two different sites occurs. If the pores of different size
were connected, a single peak at an average position would be observed. A pore system of
interconnected micropores (e.g. Sucrose-HC-1000), for which a single signal can be observed
is shown in 6.23 b). Figure 6.23 c) represents the case of heterocyclic aromatic structures, in
the case for C,N,. The result of an exchange between two different sites, one of which has a
heteroatom for strong hydrogen bonding, yields a signal that is less upfield shifted compared

to signals found for the purely carbon-based materials in a) and b).

Overall, "H NMR spectroscopy on water in polar and non-polar pores of carbonaceous materials
has proven to be a sensitive tool to probe 1) the local pore structure, ii) exchange phenomena
and ii1) non-covalent interactions such as hydrogen bonding. Besides that, the general affinity
of water to enter either pores could be revealed within this work. Future work may consider a
broader pore saturation region (i.e. 10—100 % pore saturation), in order to have a measure for
the pores which are accessible for water molecules. Including these experiments would be
useful, in order to get an impression for the actual amount of cryptopores in the C;N,; materials.
Additional relaxation (77, T,) measurements are useful, in order to obtain information about the
dynamics of a certain water signal. Further 'H experiments using non-polar organic molecules
such as toluene (as the guest molecule) appear useful, in order to estimate whether hydrogen-
bonding and further non-covalent interactions are a main source of the water repelling

properties of C;N;.
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Chapter 7
Summary & Outlook

Two main topics have been scrutinized within this work, namely electrolytes and carbonaceous

electrodes.

Electrolytes Electrodes

O
S0,
°o°oo

0

Figure S.1: Schematic representations of polymer electrolytes (left, discussed in Chapter 5) and

carbonaceous electrode materials (right, discussed in Chapter 6).

Hydrogen bonding properties of the ionic liquid [EMIM][OT(], which is the solvent of the gel
polymer electrolyte in this work, were investigated in Section 5.1. We find that the [OTf]~ anion
forms strong intermolecular hydrogen bonds to the [EMIM]* cation, which activate the acidic
C—H protons of [EMIM]* and enable H/D exchange reactions under relatively mild conditions.
In addition, the deuteration yield is highly sensitive to the molar ratio of D,O/[EMIM][OTTf],
which is explained by altered ion configurations (ion cluster, ion pairs) for varying molar
fractions. In addition, the performed experiments suggest that the hydrogen bonding acceptor
properties of the [OTf]™ anion are more relevant than the anion basicity for a H/D exchange
reaction. These findings may pave the way to the synthesis of advanced ionic liquids, starting
from [EMIM]*, which is activated at the C2 position or equally at C2, C4 and CS5. Using
selectively deuterated imidazolium-based ionic liquids would be desirable, in order to study
site-specific exchange reactions and further reactions with ionic liquids by means of NMR. One
possible field of application would be electrochemical reactions of imidazolium-based ionic

liquids, such as the electrochemical gating (metallization of an insulator).!
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Dynamic aspects of hybrid ionogels are discussed in Section 5.2. Liquid-like ion dynamics of
the [EMIM]* and Li* could be seen from 'H and "Li MAS experiments, which indicate that the
polymer matrix and the silica network slow down the ion dynamics. The advantage of the silica
network in the polymer electrolyte, further examined in Section 5.3, is explained by a decrease
of the crystalline polymer fraction. Additionally, the experiments show a good correlation
between the intensity of the “Li spinning sidebands and the lithium transference number. This
is explained by spinning sidebands indicating the fraction of immobilized lithium cations,

which leads to a decrease of the ion transference number.

The ion diffusion (Li*, [EMIM]* and [OTf]") inside of PVdF-HFP-based polymer electrolytes
is discussed in Section 5.3. Anomalous ion diffusion is found for all studied polymer
electrolytes (and hybrid electrolytes), which means that the mean squared displacement of a
particle is non-linearly related to its diffusion time. This can be explained by a restricted ion
diffusion caused by the polymer matrix. Additionally, we find that the significantly smaller
[OTf]™ anion (compared to the [EMIM]* cation) exhibits a smaller diffusion coefficient, which
is not expected based on the Stokes-Einstein equation. This phenomenon is likely to be caused
by correlated anion-anion motions. In addition, the in situ generated silica network in
combination with a high electrolyte concentration increases the ion diffusivity in the polymer

electrolyte significantly.

The studied PVdF-HFP-based polymer electrolytes were implemented into symmetric lithium
cells and tested for their electrochemical performance in comparison to a cell, in which the
polymer film was replaced by a Whatman® (glass fiber) membrane (Section 5.4). It could be
shown that cycling a symmetric lithium cell containing the PVdF-HFP-based polymer
electrolyte results in a SEI formation and a degradation of the polymer electrolyte. Additional
experiments, e.g Coulombic efficiency need to be carried out in order to judge whether the

prepared polymer electrolytes can potentially be used in lithium ion batteries.

The influence of MAS experiments on ion conductivity and NMR spectra of PVdF-HFP-based
polymer electrolytes is discussed in Section 5.5. It could be shown that under MAS the pristine
polymer electrolyte changes its shape and deforms towards a hollow-cylinder shaped
membrane. This is accompanied by a significant increase in the ion conductivity which is
explained by the formation of elongated polymer segments under the pressure of the MAS

conditions. The latter should be verified by future mechanical stretching experiments of
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polymer electrolytes, which would possibly show an analogous behavior compared to the
material deformation under MAS conditions. These results ultimately show that the ion
conductivity can be enhanced by aligning the polymer network. In the future, XRD experiments
on mechanically stretched PVdF-HFP polymer electrolyte films should be carried out, in order
to have additional insight into possible changes in the crystallinity of the polymer, i.e. changes

of the crystal polymorph, as seen for PEO-based polymer electrolytes earlier.??

Different carbonaceous electrode materials were investigated in Chapter 6. In Section 6.1 the
pyrolysis of saccharide-derived hydrochars (hard carbon) was scrutinized. The temperature-
resolved chemical transition of sucrose-derived hydrochars was followed by means of *C NMR
spectroscopy, from which a transition from a furane-dominated towards a graphite-like
structure could be deduced. Anisotropic aromatic domains grow during the process of pyrolysis
and cause a line shift accompanied by a broadening, which is seen for sucrose-derived
hydrochars. Selecting trehalose as a second precursor for hydrothermal carbonization resulted
in a similar chemical structure. Judging from the information of the *C DE and CP spectra,
there is only a minor influence of the precursor (sucrose, trehalose) on the overall chemical

structure of the carbonized product.

The chemical structure of polymeric carbon suboxide (C;0,) and its carbonized product were
analyzed in Section 6.2. Using '*C NMR spectroscopy the chemical structure of polymeric C;0,
could be revealed as being composed of polypyrone units. Further insight into the aromatic
network could be obtained by '"H NMR spectroscopy, which points to unique bonding properties
associated with an extremely downfield shifted signal at 17.3 ppm. Carbonization of polymeric
C;0; results in the formation of aromatic sp>-carbon domains, which is seen by a broad and
featureless *C signal. The width of this signal of c. 4 kHz is similar to the ones found for the
saccharide-derived hydrochars (Section 6.1), which indicates that a similar anisotropy of the

magnetic susceptibility is present for these materials.

Finally, in Section 6.3 the interaction of water with all carbonaceous matrices was elucidated.
In particular, the material C,N,, which is assumed to possess polar pores, and its adsorption of
water was scrutinized. Signals originating from water molecules inside of an aromatic network
and outside of an aromatic network (in-pore, ex-pore) could be distinguished by means of 'H
NMR spectroscopy. It was shown that water molecules can easily access the pores of a non-

polar matrix (hydrothermally carbonized trehalose). However, only a very limited accessibility
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of liquid water in the polar pores of two differently prepared C,;N,; materials could be observed.
This unexpected observation indicates a water repelling character of the two C,N; samples. One
possible explanation for this observation could be that both C,N; samples exhibit so-called
cryptopores, which are inaccessible for water molecules and therefore remain unoccupied.*
Still, the role of pore polarity in the adsorption of liquid water in C,N; is not fully understood
and needs to be specified in further experiments. Also, impregnation experiments including
simple non-polar solvents, i.e. toluene may be useful, in order to estimate the influence of non-

covalent interactions on the adsorption.

In a second part, the interaction of water with exclusively carbon-based materials was analyzed.
From time-resolved 'H spectra information about exchanging or non-exchanging water
molecules and therefore about the pore structure of the carbon-based materials was obtained.
Single highly upfield shifted signals are associated with an interconnected porous network, in
which water molecules can partake in inter- and intra-pore exchange. On the other hand, the
presence of two or more separated upfield shifted signals was related to disconnected pores, for
which the main exchange mechanism is the intra-pore exchange. Future NMR experiments may
involve commercial electrolytes used for lithium ion batteries or sodium ion batteries in order

to obtain information e.g. about the average distance of a specific ion from the carbon surface.

Overall, this work has highlighted the potential of NMR spectroscopy as a tool to study energy
storage materials (electrolytes and electrodes). The scrutinized materials show a potential as
sustainable and renewable energy storage materials, for which this work has made a
contribution. The study on polymer electrolytes has linked fundamental physicochemical
properties to a manifold of NMR spectra and diffusion data and is therefore a relevant
contribution for a better understanding of this new class of materials. In particular the ion
dynamics could be probed by NMR spectroscopy and therefore opens up an alternative
perspective on polymer electrolytes in addition to electrochemical measurements. The studied
electrode materials have potential use as electrodes for metal ion batteries (saccharide-derived
hydrochars) and supercapacitor electrodes (C;N;). Again, NMR spectroscopy has proven to be
a versatile tool to study the adsorption of guest molecules into carbonaceous host matrices.
Specifically, the high sensitivity of the chemical shift towards in-pore and ex-pore guest
molecules shows that NMR spectroscopy is an inevitable tool for the understanding of these

rather complex adsorption mechanisms.
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Appendix
Al. General Experimental Remarks

All solid-state NMR experiments discussed in this work were conducted on an Apollo Tecmag
spectrometer equipped with a 7.1 T Oxford magnet. The corresponding 'H Larmor frequency
1s 299.8145 MHz. Standard MAS probes for 4 mm and 7 mm ZrO rotors were used. The pulse

sequences used, are given in the corresponding sections.

Liquid state NMR measurements were carried out using a 700 MHz Bruker Avance NEO

spectrometer equipped with a high resolution cryo-probe.

In order to acquire SEM images, samples were coated with a thin layer of gold (c. 1 nm) at a
nominal pressure of 102 mbar using a Leica EM SCD500 sputter coater. SEM images were
recorded with a Zeiss Neon 40 scanning electron microscope, using the in-lense detector and
the Everhart-Thornley (SE2) detector. Typically, an acceleration voltage of 2kV and
magnifications of 2000-5000 were used. EDX images were recorded at an acceleration voltage

of 5 kV and an aperture size of 120 pm. The high-current mode was used to obtain EDX images.

The heat flux in DSC measurements was recorded in the temperature range from —70 to 170 °C
using a Netzsch DSC 204 F1 Phoenix differential scanning calorimeter. Typical heating rates

of 10 K/min and 20 K/min were used.

Powder X-ray diffractograms were obtained with a Bruker AXS D8 Advance diffractometer
using monochromatic Cu Kal radiation with 40 kV and 40 mA. The goniometer step size was
0.02° for 20 angles from 5-50°. A standard powder specimen holder (poly(methyl
methacrylate)) was used which exhibits a circular notch, into which the samples were placed

for XRD measurements.
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A.2 Supplementary Material for Section 5.1

The presented 'H and 2H NMR spectra were recorded using a 700 MHz Bruker Avance NEO
spectrometer equipped with a high resolution cryo-probe. The 'H and ?H resonance frequencies
were 700.130 MHz and 107.474 MHz, respectively. Time dependent 'H spectra were collected
by preparing a D,O/ [EMIM][OT{] mixture, inserting it as fast as possible into an NMR tube
and recording spectra in given time intervals. Isotropic values of the nuclear magnetic shielding
tensors were calculated at the RI-MP2 level of theory, using the def2/TZVP basis set.! The
molecular geometry of each ion pair was pre-optimized in vacuum using the B3LYP DFT
functional. All calculations were performed in Orca version 4.2.1.2 The calculated isotropic

chemical shielding values were used to calculate the NMR chemical shift as following:

Vi = VRef _ ORrer — Oi

R Ogef — Oj [A. 1]
VRef 1- ORef °f '

with v;, Vgey, as the reference g; and og.r being assigned to the resonance frequencies and

shielding parameters of sample i and of the reference sample (tetramethylsilane).

The isotropic chemical shielding of tetramethylsilane is assigned to 30.84 ppm.* We note that
the hydrogen bond distance is shorter in [EMIM][BF,] (2.0 A) compared to [EMIM][OT(]
24 A). Even though, [EMIM][OTI] exhibits a longer hydrogen bond distance, the overall
strength of the hydrogen bond is larger for [EMIM][OT(]. We explain this by strong interactions
of oxygen atoms of [OTf]~ with C2—H versus weak interactions of fluorine atoms of [BF,]~
with C2—-H. The calculated molecular arrangements of [EMIM][BF,] and [EMIM][OTT] are

depicted in Figure A.1. The corresponding shielding values are given in Table A.1

| Distance: 2.4 A J Distance: 2.0 A

Figure A.1: Calculated molecular arrangements of [EMIM][OTf] and [EMIM][BF.]. Atoms with the
closest interatomic distance (1 and 2) are marked.
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Table A.1: Calculated isotropic chemical shift values in ppm for an ion pair of [EMIM][BF,] and

[EMIM][OT(].
Ionic Liquid C2-H C4-H C5-H
[EMIM][OT(] 10.35 6.18 6.23
[EMIM][BF,] 922 6.12 6.19
Difference 1.13 0.06 0.04

Furthermore, Figures A.2-A.6 show the 'H NMR spectra of different mixtures of D,O and
[EMIM][OT(]. Based on these results the integration of Table A.2 is carried out. The H,O signal
(marked with an asterisk) shifts upfield by increasing the ionic liquid concentration. This is due

to H,O participating in a hydrogen-bonded network.

D,O : [EMIM][OTf] (230:1)
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Figure A.2: '"H NMR spectrum of D,O/[EMIM][OT{] (230:1). The H,O signal is marked with an

asterisk.
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D,O : [EMIM][OTf] (10:1)
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Figure A.3: 'H NMR spectrum of D,O/[EMIM][OTf] (10:1). The H,O signal at 4.7 ppm is marked

with an asterisk.

D,O : [EMIM][OTf] (1:1)
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Figure A.4: '"H NMR spectrum of D,O/[EMIM][OT{] (1:1). Note that the H,O signal shifts towards

lower ppm while the absolute H,O concentration decreases, which is reported in detail elsewhere.*
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D,O : [EMIM][OTf] (1:2)
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Figure A.5: '"H NMR spectrum of D,O/[EMIM][OTf] (1:2). The H,O signal is marked with an asterisk.

D0 : [EMIMI[OTA] (1:4)
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Figure A.6: '"H NMR spectrum of D,O/[EMIM][OTf] (1:4). The H,O signal is marked with an asterisk.
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Table A.2: Overview of the 'H integrals for a variety of mixtures of [EMIM][OTf] and D,O

treated at condition 100 °C without the removal of the volatile compounds.

'H integral ¢ (m(D,0)/n([EMIM][OTI(]))?
230:1 10:1 1:1 1:2 1:4
C2-H 0.3% 14% 44% 52% 74%
C4+C5-H* 86% 14% 45% 54% 74%

*Based on the assumption of the densities being approximately 1.387 g cm™ for [EMIM][OTI]
and 1.107 g cm? for D,0 at 25°C.

®The sum of proton signals from C4-H and C5-H are considered due to partial signal overlapping, seen
in Figure 5.3.
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A.3 Supplementary Material for Section 5.2

SEM and EDX images of sample S2 are shown in Figure A.7. They support the interpretation
made in Section 5.2, that a silica network is present in the sample. Nevertheless, Figure A.7

also shows the presence of few pm-sized silica particles, which can be found at different spots

in the sample.

: 10 1 i
Figure A.7: SEM image and EDX (F, C, Si and O) maps of sample S2. The scanning electron
microscopy reveals the presence of 1—4 um sized spheres. As evidenced by EDX maps, these spherical
particles are condensed silica particles. Next to these particles, a silica network is revealed by EDX,

showing that silica is present throughout the sample.

The effect of the silica matrix on the polymer mobility is further supported by the deconvolution
of the 'H spectra (Figure 5.8) presented in Figure A.8. Clearly, the fraction of broad 'H signals

is reduced by implementing the silica matrix.
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—Fit Peak 1 asefine
. —— Fit Peak 1
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Figure A.8: Static 'H spectra and deconvolutions of sample S1 and S2. The fraction of broad signals

is reduced for S2, due to the silica network increasing the amount of the mobile amorphous fraction.
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The effect of MAS on the 'H linewidth is shown in Figure A.9. By increasing MAS frequency,
no notable line narrowing can be observed, which supports the interpretation of van Wiillen of

a distribution of isotropic chemical shifts.! The limiting linewidth of the instrument is c. 10 Hz.
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Figure A.9: Example of 'H MAS spectra of sample S3, which are equivalent for the sample series.

Obviously, the increase in MAS frequency does not yield a notable decrease in linewidth.
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A 4 Supplementary Material for Section 5.3

The Cotts-13 pulse sequence was tested for diffusion experiments carried out at Leipzig
University, yielding the same results as for the stimulated-echo pulse sequence.! 'H and °F
diffusion curves are presented in Figures A10-A13. All of them show a slower anion diffusion

compared to the [EMIM]* cation diffusion.
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Figure A.10: 'H and "°F diffusion curves of sample S4, measured at 288 K.
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Figure A.11: 'H and "F diffusion curves of sample S5, measured at 288 K.
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Figure A.12: 'H and F diffusion curves of sample S6, measured at 288 K.
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Figure A.13: 'H and F diffusion curves of sample S7, measured at 288 K.

The fit results of the activation energies (electrolyte solution) yield 12.1+0.1 kJ/mol,
12.740.4 kJ/mol and 9.3+0.4 kJ/mol for [EMIM]*, [OTf]” and Li*. The [EMIM]* activation

energy in S3 is 20.0%1 kJ/mol and therefore almost twice as high as in the bulk electrolyte

solution.
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Figure A.14: 'H, Li and “F Diffusion coefficients, measured at 15 °C for the complete sample series

including the neat ionic liquid [EMIM][OTT].

The severe measurement error of the ’Li diffusion must be considered, in order to categorize
the results from Figure A.14. Therefore, in Figure A.15 the "Li diffusion curves of S3 and S5
are shown, which exhibit a severe scattering. Based on them, no clear differences in the "Li

diffusion coefficients can be derived for the sample series.
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Figure A.15: "Li Stejskal-Tanner plots of sample S3 (D= 1.1- 107! m%s) and S5 (D= 1.1-10"11
m?/s).
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A.5 Supplementary Material for Section 5.4

An electrochemical measurement protocol was used in order to perform cell conditioning. The

18-step protocol is shown in Table A.3.

Table A.3: Electrochemical cell conditioning protocol

Nr. Method Nr. Method
1 OCV 10 PEIS
2 PEIS 11 ocv
3 OoCV 12 CA
4 CA 13 CA
5 CA 14 PEIS
6 PEIS 15 ocv
7 OCV 16 CA
8 CA 17 OoCV
9 ocv 18 PEIS

Chronoamperometry (CA) measurements were carried out at different stages in the

conditioning protocol. A current of +10 mA is applied in the E range of —2.5-2.5 V (100 uV

resolution). This corresponds to a current density of 5.6 mA/cm?. PEIS (Potentiostatic

electrochemical impedance spectroscopy) was carried out in the frequency window 100 mHz-

7 MHz, using a sinus input signal of 80 mV (E range: —2.5-2.5 V and 100 pV resolution). Open-

circuit-voltage (OCV) was measured for the symmetric Li-cells. Here, no external load is

connected to the symmetric cell. OCV probes the potential difference between both electrodes.
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Figure A.16: Example OCV curves of the 0.3 m ES + PVdF-HFP polymer electrolyte at the five

different stages of cell conditioning.

Clearly, over the range of experiments, the OCV curve shown in Figure A.16 nearly reaches
the theoretical value of 0 V. Furthermore, the chronoamperometry measurement of the 0.3 m
ES + PVdF-HFP polymer electrolyte sample is shown in Figure A.17. Based on this curve, an
estimation regarding the lithium transference number can be obtained. Based on this finding,

the lithium transference number is calculated as #, = 0.124.
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Figure A.17: CA plot of the 0.3 m ES + PVAF-HFP polymer electrolyte showing the evolution of the

current over time.
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Figure A.18: OCV curves of the 0.3 m ES + Whatman separator at different stages of the cell

conditioning.

As seen in Figure A.18, large fluctuations of the cell potential of c. 1.08 V can be found for the
0.3 m ES + Whatman separator, which is not seen for the 0.3 m ES + PVdF-HFP polymer
electrolyte. This finding may be explained by a large electrolyte solution concentration gradient
present in the 0.3 m ES + Whatman separator. Figure A.19 shows the chronoamperometry
measurement of the 0.3 m ES + Whatman separator sample. Based on this finding, the lithium

transference number is calculated as 7, = 0.186.
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Figure A.19: CA plot of the 0.3 m ES + PVAF-HFP polymer electrolyte showing the evolution of the

current over time.
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A.6 Supplementary Material for Section 5.5

Additional photographs of the pristine sample and the sample after MAS are shown in Figure

A.20. SEM images of the neat PVdF-HFP polymer film and the inner rotor wall are shown in
Figures A.21 and A.22.

Figure A.20: Photographs of the polymer electrolyte film as prepared (left) and of the polymer
electrolyte after exposure to MAS in a 4 mm rotor (right). During MAS the sample assumes the shape

of a hollow cylinder and becomes turbid.

'?} 3

Figure A.21: SEM images of the PVdF-HFP film. Left: Top view of the

¥

Im (view along the sérnple

axis z;); Right: Edge view of the film (view axis is close to the sample axis x;).

20 pmv !

Figure A22: SEM image of the inner rotor wall of a 4 mm MAS ZrO rotor.
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Further, DSC cooling curves are shown in Figure A.23. The region of the barely visible glass
transition temperature is indicated by the dotted line. Furthermore, the Nyquist plots are given
in Figure A.24. Only for the pristine polymer electrolyte a semi-circle could be observed at
—40 °C. The Cole-Cole plots in Figure A.25 were used previously to calculate the activation
energies. The precise conductivity values at different temperatures and frequency 10° and 10°

are shown in Table A 4.

dQ/dT

-40 -2IO (I) 2I0 4I0 GIO 8I0 1(I)O 1é0 1:10
T[°C]
Figure A.23: DSC cooling curves of the first cooling cycle for PVdF-HFP (a), the pristine polymer

electrolyte (b) and the polymer electrolyte after MAS (c). The vertical line indicates the glass transition

temperature 7, of the pristine polymer electrolyte.
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Z [kQ] Z [kQ]
Figure A.24: Nyquist plots at different temperatures for the pristine polymer electrolyte (a) and the
polymer electrolyte after MAS (b). The difference in impedance below the glass transition (curve for

—40 °C) and above (all other curves) can be recognized.
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Figure A.25: Cole-Cole plots at different temperatures for the pristine polymer electrolyte (a) and the

polymer electrolyte after MAS (b).

Table A .4: Ion conductivities at variable temperatures, obtained from frquency dependent

conductivity plots.

o' of the unspun polymer electrolyte (S-cm™)

S (Hz) -40 °C -20 °C

0°C 10 °C 20°C
10° 1.76:10°® 2.42-10® 5.02-10® 1.36:107 2.46-107
106 5.18-10° 4.71-107 1.65-10* 2.38-10* 4.87-10*
a' of the polymer electrolyte after MAS (S-cm)
S (Hz) -40 °C -20 °C -10 °C 0°C 10 °C 20 °C
10° 1.48-107 3.6107 5.92-107 9.93-107 1.99-10¢ 3.09-10¢
106 8.72:10+ 4.15-10° 6.50-10° 9.75-10° 1.50-10? 2.24-10
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In Table A.5 the shielding tensor eigenvectors and eigenvalues of the C2—H, C4-H and the

C5—H are reported in the principal axis system of the molecular inertia tensor. The molecular

coordinates in the same axis system as shown in Figure 5.13.

Table A.5: Nuclear shielding eigenvectors and eigenvalues.

Oxx Oyy Ozz Giso
19.3 254 26.8 238
Eigenvectors
Hydrogen 2 X y Z
-0.14 -0.98 -0.17
0.06 -0.18 0.98
0.99 -0.13 -0.09
Oxx Oyy Ozz Giso
20.1 254 26.4 239
Eigenvectors
Hydrogen 4 X y Z
0.08 -0.99 -0.10
-0.02 -0.10 -0.99
-0.99 -0.09 0.01
Oxx Oyy Ozz Giso
20.0 249 26.8 239
Eigenvectors
Hydrogen 5 X y Z
-0.07 091 042
0.07 042 -0.91
0.99 -0.03 0.07
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A.7 Supplementary Material for Section 6.1

The 'H and '3C resonance frequencies were 299.8145 MHz and 75.39 MHz, respectively. A
4 mm MAS probe (Bruker) was used; the spinning frequency was set to 7 kHz. 3C MAS time-
domain data were obtained by use of direct excitation (DE) or cross polarization (CP) from 'H
with a contact time of 2 ms, using 'H decoupling. CP excitation curves for contact times
between 10 ps and 8 ms are presented below. For *C NMR measurements a spectral width of
+ 100 kHz, a pulse duration of 3.5 ps, 8192 time-domain data points, a recycling delay of 3 s
for CP and 5s for DE and typically 4096 scans were used. An exponential apodization
corresponding to a line width of 100 Hz was applied to the *C time-domain data to smoothen
the spectra.’*C spectra were externally referenced to the methine carbon signal of adamantane at

29.5 ppm.

As seen in Figure A.26, 1*C sites which are directly attached to 'H (aliphatic carbons) reach
their intensity maximum at shorter contact times compared to other carbon sites, where H atoms
are further distanced. Signal assignment of the 1*C CP spectra of trehalose- and sucrose-derived

hydrochars is carried out in Tables A.6 and A7.

o o o =
S [e>) o o
1 1 1 1

Normalized signal intensity (a.u.)
0
1

o
o
1

4 0 1 2 3 4 5 § 7 8 9
Contact time (ms)

Figure A.26: "*C-CP excitation curves shown for different carbon sites. Green triangles: peak
maximum in the aliphatic region (peak a in Fig. 3a), blue triangles: furan B-C (peak b), red circles: furan
a-C (peak e), orange squares: ketone peak (g).
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Table A.6: "*C chemical shifts of the labeled peaks in Figure 6.2 and corresponding peaks of

carbonaceous material, not including embedded levulinic acid, reported by Bacille et al.!

This work (Fig. 6.2) Ref. 1
Peak 3 /ppm Peak &/ppm assignment
a A 139 CH; (mobile)
(max. of B 239 CH; (rigid, bridge between furan
group of 29.5 rings)
unresolved C 28.7,29.6 CH: (rigid), CH; (mobile)
peaks) D 38.3 CH, (mobile)
E 50.5 CH
b 114.5 F 110.0 furan -C, —C= bridge between a-C
positions of furan
G 118.2 furan B-C
c 1299 H 131.2 quaternary C of graphene
d 141.2 I 140.7 quaternary C of directly connected o-
C
e 150.1 J 148—-156 o-C
177.7 K 175-179 aldehyde C=0
g 2084 L 202-207 ketone C=0, aldehyde at furan ring
absent M 2184 C=0 bridge between furan rings

Table A.7: C chemical shifts of the labeled peaks in Figure 6.5 and corresponding peaks of the

carbonaceous material.

This work (Fig. 6.5) Ref. 1
Peak 3 /ppm Peak &/ppm assignment
a A 139 CH; (mobile)
(max. of B 239 CH; (rigid, bridge between furan
group of 29.5 rings)
unresolved C 28.7,29.6 CH: (rigid), CH; (mobile)
peaks) D 383 CH: (mobile)
E 50.5 CH
b 116.9 F 110.0 furan -C, —C= bridge between a-C
positions of furan
G 118.2 furan B-C
c 1293 H 131.2 quaternary C of graphene
d 144.1 I 140.7 quaternary C of directly connected o-
C
e 150.6 J 148—-156 o-C
f 1752 K 175-179 aldehyde C=0
g 208.3 L 202-207 ketone C=0, aldehyde at furan ring
absent M 2184 C=0 bridge between furan rings
References

(1) Baccile, N., Laurent, G., Babonneau, F., Fayon, F., Titirici, M. M., & Antonietti, M. (2009).
Structural characterization of hydrothermal carbon spheres by advanced solid-state MAS 13C
NMR investigations. The Journal of Physical Chemistry C, 113(22),9644-9654.
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A.8 Supplementary Material for Section 6.3

A deconvolution of the *C DE spectrum of cG@700 (Figure 6.12) is shown in Figure A.27.

Two gaussian signals are present at 117.9 ppm and 149.3 ppm. The 'H NMR spectra in Figure

A .28 show that the H,O signal at —1.5 ppm is persistent against elevated temperatures.

measured spectrum
peak 1

peak 2
cummulative fit

400 300 200 100 0 -100 -200

ppm

Figure A.27: Gaussian deconvolution of the *C MAS spectrum of cG@700.

—— 100 °C (dried)
As received
—— 200 °C

30 20 10 0 -10
ppm

Figure A.28: 'H 10 kHz MAS spectra of cG@700-SZ10, showing the received material, dried at

100 °C in an oven and dried at 200 °C in an argon glovebox.
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Sample degassing is a crucial step in order to distinguish different 'H atoms (structural and from
water). As shown in Figures A.28—A .30 the different 'H spectra are highly sensitive to drying
times and the use of a vacuum cold trap. In order to remove most of the physiosorbed H,O from

the matrix, sufficiently long vacuum drying times of at least 12 h are required.

— 250°C (vac. 12h) |
—— 200°C (vac. 1.5h)
—— 200°C (argon 12h)

Signal intensity (a.u.)

30 25 20 15 10 5 0 5 -10 -15

ppm
Figure A.29: 'H 10 kHz MAS spectra of cG@700-SZ10, comparing different vacuum drying (1-1073

mbar) times with a sample dried in an argon glovebox.

cG@700
(as received)
dried

30 25 20 15 10 5 0 5 -10 -15

ppmM
Figure A.30: 'H 10 kHz MAS spectra of cG@700, comparing the received sample with a vacuum

dried (1-107% mbar) for 48 h.
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Additional support for the interpretation of irreversible H,O loss (instead of transfer to in-pore
H,0O) can be obtained from time-dependent spectra presented in Figure A.31. Clearly, the bulk
water signal at 4.7 ppm diminishes in intensity and is not retained as in-pore water. The
presented spectra in Figure A.31 additionally demonstrate the water repelling character of the

C,N; material, where no additional “in-pore” water can be observed over time.

30 25 20 15 10 5 0 -5 -10 -15

ppm
Figure A.31: Time-dependent 'H 10 kHz MAS spectra of 0.4 uL. H,O added to cG@700-SZ10.
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