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Zusammenfassung _

A ufgrund ihres hohen Oberflichen-Volumen-Verhiltnisses sind nanostrukturierte Metalloxide und

ihre Verbundwerkstoffe mit kohlenstoffbasierten niedrigdimensionalen Materialien und organ-
ischen Molekiilen vielversprechend fiir den Einsatz in verschiedenen industriellen Anwendungen wie
Photokatalyse, Photovoltaik und Sensoren. Fiir viele industrielle Anwendungen ist das theoretische Ma-
terialdesign auf atomarer Ebene kostengiinstiger, sauberer und effizienter als experimentelle Techniken.
Moderne Implementierungen mit Methoden, die auf der Dichtefunktionaltheorie basieren, ebnen den
Weg fiir die Entdeckung und Entwicklung neuer Materialien. Diese Berechnungen ermoglichen die Er-
forschung und Vorhersage zahlreicher Eigenschaften und grundlegender wissenschaftlicher Phinomene.
Die Modellierung auf atomarer Ebene und die Verbesserung der elektronischen Struktur durch das
Vorhandensein neuer Elemente oder die Bildung von Defekten sowie die Umwandlung von Volumen-
materialen in Nanostrukturen sind entscheidende Schritte bei der Entwicklung effizienter industrieller
Materialien. Die bei der Modellierung auf atomarer Ebene verwendeten Niherungsfunktionale haben
jedoch eine begrenztere Giiltigkeit als die konzeptionell exakte Dichtefunktionaltheorie. Daher ist es
von entscheidender Bedeutung, effiziente und genaue theoretische Ansitze zu finden und zu entwick-
eln, die sich fiir die Untersuchung dhnlicher Systeme eignen, die im Mittelpunkt zahlreicher chemiscker
Reaktionen stehen.

In dieser Arbeit werden die effizienten und genauen Elektronenaustausch- und Korrelationsansitze
zur Verminderung des Wechselwirkungsfehlers innerhalb der Dichtefunkionaltheorie fiir Titan, Titan-
Graphen-Verbundwerkstoffe und organischen Molekiilen Katalysatorsystemen ermittelt und untersucht.
Zu diesem Zweck habe ich mich hauptsidchlich auf Hybridfunktionale, die Hubbard-Korrektur und die
eingeschrinkte Dichtefunktionaltheorie konzentriert. Zunichst werden die Auswirkungen und die Rolle
von Hubbard U und hybriden Funktionsansitzen bei der Beschreibung der strukturellen, elektronis-
chen und optischen Eigenschaften der drei Hauptphasen von TiO,-Kristallen vorgestellt. Die Kombi-
nation von groBmaBstédblicher elektronischer Strukturmodellierung mit zielgerichteten Ansédtzen wurde
vorgeschlagen, um ungeordnete Systeme iiber Titandiinnschichten zu untersuchen. Als néchstes wur-
den die elektronischen und Anregungseigenschaften der Titancluster und ihrer Graphenkomposite mit
Hilfe der "Constrained" Dichtefunktionaltheorie untersucht. Es wurde festgestellt, dass die elektronis-
che Struktur und insbesondere die Anregungsenergien der nackten Cluster und der Titanoxid/Graphen-
Komposite in Abhédngigkeit von der GroBe der jeweiligen Bestandteile erheblich variieren. Dies gilt
insbesondere fiir die Energie und die raumlichen Lokalisationen der héchsten besetzten und niedrigsten
unbesetzten Molekiilorbitale. Neben einer erheblichen Verengung der Bandliicke wird in einigen Féllen
eine ausgepridgte Trennung von photoangeregten Elektronen und Lochern vorhergesagt. SchlieBlich
wurde eine Reihe neuer organischer Donor-7-Akzeptorfarbstoffe mit Hilfe von bereichsgetrennten hy-
briden Austauschkorrelationsfunktionen in der Dichtefunktionaltheorie und der zeitabhéngigen Dichte-
funktionaltheorie untersucht. Diese Studie bestitigt, dass sie ein intramolekulares Ladungstransfer-
verhalten aufweisen. Dariiber hinaus wird die iiberragende Leistung der bereichsgetrennten Hybrid-
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funktion bei der Beschreibung der Anregungseigenschaften dieser Molekiile mit anderen Austausch-
Korrelationsfunktionen und Experimenten verglichen. Insgesamt wird gezeigt, dass Hybridfunktionale,
Hubbard-Korrektur und eingeschrinkte Dichtefunktionaltheorie-Ansétze erfolgreich eingesetzt werden
konnen, um das Standard-Austausch-Korrelationsfunktional, das im Dichtefunktionalrahmen verwendet
wird, zu ergénzen.



Abstract _

wing to their high surface-to-volume ratio, nanostructure metal oxides and their composites with

carbon-based low-dimensional materials and organic molecules have a great deal of promise for
usage in various industrial applications such as photocatalysis, photovoltaics, and sensors. For many
industrial applications, theoretical atomic-scale material design is more cost-effective, cleaner and more
efficient than experimental techniques. Modern implementations with methods based on the density-
functional theory pave the way for discovering and developing new materials. These calculations en-
able the exploration and prediction of numerous characteristics and fundamental scientific phenomena.
Atomic-scale modelling and improvement of the electronic structure by the presence of new elements
or the formation of defects and the conversion of bulk materials to nano-structures are critical steps in
developing efficient industrial materials. However, the approximate functionals used in atomic-scale
modelling have more limited validity than the conceptually exact density-functional theory. Hence, it
is essential to identify and develop efficient and accurate theoretical approaches suitable for studying
similar systems at the heart of numerous vital reactions.

In this thesis, the efficient and accurate electron exchange and correlation approach to avoid density-
functional theory’s erroneous behaviours related to the self-interaction error are identified and investi-
gated for titanium, titanium graphene composite, and organic molecular catalyst systems. Following
this objective, the focus lies mainly on hybrid functionals, Hubbard correction, and constrained density-
functional theory. First, the effect and role of Hubbard U and hybrid functional approaches in describ-
ing the structural, electronic, and optical properties of the three major phases of TiO, crystals are pre-
sented. The combination of large-scale electronic structure modelling with pinpointed approaches has
been proposed to investigate disordered systems via titania thin film. Next, the electronic and excita-
tion properties of the titanium clusters and their graphene composites are investigated using constrained
density-functional theory. The electronic structure and, in particular, the excitation energies of the bare
clusters and the titania/graphene composites are found to vary significantly depending on the size of
the respective constituents. This holds in particular for the energy and the spatial localisations of the
highest occupied and lowest unoccupied molecular orbitals. Along with a substantial gap narrowing, a
pronounced separation of photo-excited electrons and holes is predicted in some instances. Finally, a
series of new organic donor-7-acceptor dyes have been studied using range-separated hybrid exchange-
correlation functionals in density-functional theory and time-dependent density-functional theory, and
this study confirms that they exhibit intramolecular charge transfer behaviour. Additionally, the superior
performance of range-separated hybrid functionals in describing these molecules’ excitation properties
is compared against other exchange-correlation functionals and experiments. Altogether, it is shown
that hybrid functionals, Hubbard correction, and constrained density-functional theory approaches can
be used fruitfully to augment the standard exchange-correlation functional used in the density-functional
framework.
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“The Being of the universe, at first hidden and concealed, has no
power which can offer resistance to the search for knowledge;, it has to
lay itself open before the seeker - to set before his eyes and give for his
enjoyment, its riches and its depths.”

— Georg Wilhelm Friedrich Hegel,
Lecture on the History of Philosophy,
Heidelberg, 28 October 1816.

General Introduction _

1.1 The need for renewable energy, and clean water and air

A s global population and economic growth accelerate, clean and sustainable energy generation and

environmental problems have risen to prominence as humanity’s top challenges and issues in the
21°% century. Hence, the exponential development of the human population and the intensification of
agricultural and industrial activities have resulted in an ever-increasing demand for the Earth’s finite
fresh water supply. Protecting natural water supplies and developing innovative technologies for water
and wastewater treatment go on to be critical environmental challenges of the 21! century in this setting.
On the other hand, growing awareness of the Earth’s finite supply of raw fossil resources is spurring
countless initiatives to develop benign and sustainable alternatives.[1] Apart from increasing the use of
renewables as a primary chemical feedstock, one of the most significant difficulties facing science and
engineering is meeting the world’s expanding energy demand. As a result, it is vital to create efficient
technologies for converting energy from renewable sources.[2]

As the main energy source supplied from extraterrestrial space, solar energy has the potential to ex-
ceed the overall world energy demand significantly.[3] Given the expected longevity of the Sun, solar
energy must be regarded as the ultimate renewable resource that can be harvested on Earth.[4] De-
spite this, the energy source’s intermittent and diurnal nature poses significant harvesting, storage, and
consumption issues.[5] There are now a variety of technologies that can be utilised to overcome these
challenges. For example, high-capacity batteries integrated into photovoltaic cells can play a role in
converting solar energy into electricity and stabilising future power grids.[6] Another technique of solar
energy harvesting and storage concerns photochemical reactions such as photocatalytic water-splitting
producing hydrogen.[7] Hydrogen is particularly interesting among the different energy sources since
it enables the efficient conversion of chemical energy to electrical energy via a fuel cell, with the sole
result being water. Furthermore, a notable advantage of a hydrogen economy is the substantial reduction
in greenhouse gas emissions.[8] Consequently, it has become necessary to study and develop innovative
systems for societal growth. Also, the photocatalyst can be used for various purposes, including degra-
dation of various organic pollutants in wastewater, antibacterial activity, and air purification. Given this
information, photocatalyst systems are likely to be a powerful remedy.

1.2 Photocatalyst

Since the beginning of the 20™ century, scientists have desired to design artificial systems that mimic
natural photosynthesis to harvest and convert solar energy directly into usable or storable energy re-



1.2 PHOTOCATALYST

sources. Solar energy as an energy source for organic synthesis is not a unique concept, first introduced
in 1912 by Ciamician.[9] However, the widespread use of the word photocatalysis and substantial ad-
vances in this subject began in the 1970s, following Fujishima and Honda’s discovery of water photolysis
on TiO; electrodes.[ 10] Following this, the photocatalytic oxidation capabilities were investigated for the
oxidation or degradation of hazardous organics in polluted water, air, or soils.[11, 12] In 1977, the pho-
tocatalytic degradation of inorganic cyanide and sulphite was also displayed in water, utilising some
semiconductor powders for wastewater treatment and environmental pollutant remediation.[13]

Following wastewater treatment, photocatalytic CO; reduction was described in 1979, providing a
unique method for reducing CO, to hydrocarbons and CO.[14] Yamagata et al. reported the photocat-
alytic oxidation of alcohols on TiO; in 1988, demonstrating that oxygen engaged in a radical chain pro-
cess during the oxidation of ethanol to acetaldehyde, paving the way for selective organic oxidation.[15]
Additionally, the TiO,’s photoinduced hydrophilicity has enabled the application of photocatalysis as
the self-cleaning and anti-fogging technology for developing building materials.[16] Furthermore, pho-
tocatalysis is increasingly garnering the interest of researchers in chemical biology, materials science,
and drug development, who understand that these processes provide prospects for innovation in fields
other than conventional organic synthesis.[17, 18] Along the way, photocatalysis has drawn much at-
tention in recent years as a means of protecting the environment and generating clean energy and could
be widely employed in many real-world applications.[19] So far, detailed information about noteworthy
improvements in photocatalysis can be found in the following Refs. [20-22].

1.2.1 Basic Principle of Heterogenous Photocatalysis

This part discusses the principles of photocatalytic reactions, a surge of developments in photocatalyst
materials, and the factors affecting photocatalytic activity. The semiconductor materials’ characteristic
electronic structures have been identified as the most promising candidate for absorbing solar energy.

52-55 % Infrared below 1.58 eV
42-43 % Vis between 1.59-3.26 eV

3 %‘: 3-5 % UV above 3.26 eV
/,// : ‘\,\ N

Absorption ()2

Reduction O;

Environmental Pollutant

Excitation

Degradation

Oxidation H+’OH

Harmless Compound
(H,0, CO,, and inorganic salts)

Semiconductor Absorption HZO

Figure 1.1: Schematic representation of Heterogeneous Photocatalytic Reactions in Semiconductor.

A fundamental mechanism of photo-excited reactions is shown in Figure 1.1. A photocatalyst semicon-
ductor system absorbs incident photons with higher energy than its band gap and produces photo-excited
electron-hole pairs; that is, the excited electrons jump to the conduction band, leaving photo-generated
holes in the valence band. Afterwards, electrons and holes transfer to their corresponding surface-active
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CHAPTER 1. GENERAL INTRODUCTION

sites, respectively. As a result, the semiconductor’s conduction band can have more negative potential
than the chemical species’ reduction potential, and the semiconductor’s valence band can have more
positive than the chemical species’ oxidation potential. These characteristics allow photo-reduction and
photo-oxidation processes.[23]

A significant advantage of semiconductors is their chemical and thermal stability and their non-
degradation during photocatalytic processes. Moreover, this heterogeneous photocatalysis can be recy-
clable by filtering or centrifugation. However, an appropriate band gap and band position values are
necessary to trigger this reaction, and it is also highly desirable that these materials are inexpensive and
non-toxic. Even if the band gap and band position of compounds need to be adjusted to the working
conditions, especially for visible-light-driven heterogeneous photocatalytic activity, the fast recombina-
tion rate of electron-hole pairs which is known to inhibit catalytic behaviour, must also be mitigated or
prevented. Several experimental and theoretical techniques are used to improve photocatalytic activity;
for example, the separation of charge carriers can be improved by forming direct connections between
existing photocatalyst compounds with carbon allotropes or another semiconductor, as the heterostruc-
turing and surface hybridisation.[24] In addition, modification of the crystal structure?[25] and particle’s
size”[26] can also help in the development of advanced photocatalyst models.

1.3 Motivations and Objectives

Despite the developments of highly efficient materials technology being primarily experimental in the
20" century, recent advances in computer technology have significantly impacted the study of nanostruc-
tured materials, not only in the fundamental understanding of structure-property relationships[27-30] but
also in its manifested growing technology applications.[29-35] The breakthrough discovery of Density
Functional Theory (DFT)¢,[36—38] which addresses the Many-Body (MB) issue using non-interacting
electron density and XC functionals, has become widely used for providing fundamental insight, aid-
ing in interpreting experimental data and developing novel materials.[32—-34] More recent examples of
this progress include topological Dirac/Weyl materials,[39-41] the physics of diverse 2D materials[42—
44] and their co-integration in valleytronics,[45] twistronic,[46] slidetronics,[47] and spintronic[48] het-
erostructure, the underlying physical processes in organic electronics,[49-51] and the development of
visible-light-responsive heterojunction photovoltaics[52—-54] and photocatalyst[55-60] systems.

Although it is accepted as an accurate and cost-effective method in physics, chemistry, materials
science, and biology to study nanostructure materials,[32—-35] the XC functional holds the key to the
success or failure of DFT. Indeed, the exact form of XC concerning the density remains unknown, and
approximations are necessary for it. For several predicted properties, the remarkable failures have been
related to the self-interaction error (SIE) of commonly employed basic approximate XC functionals.
Reducing the SIEs at a reasonable computational cost can accurately simulate the exact behaviour of
large-scale and disordered systems. As such, the established and computationally efficient Constrained
Density-Functional Theory (CDFT), Hubbard U corrected Density-Functional Theory (DFT+U), and
hybrid functional methods are now frequently applied to these systems to recover the absent physical
characteristics.

“Creating surface defects can trap charge carriers and act as recombination centres.

bSmall particle size has a high specific surface area; the smaller the particles are, the shorter the distance the charge carriers
need to travel to the surface.

¢Actually, the brilliance of DFT is that its formalism is exact yet efficient, with a single determinant defining the electron
density; all the complexity is concealed in a single term, the Exchange-Correlation (XC) functional.



1.4 STRUCTURE OF THIS THESIS

1.4 Structure of this thesis

The remainder of this thesis encompasses the research study spanning the following four chapters and
appendix:

Chapter 2 reviews all computational methods used throughout the thesis, the corresponding theoret-
ical background and the key developments that have contributed to the formulation of the contemporary
Kohn-Sham (KS)-DFT, including the Hohenberg-Kohn (HK) theorems, the KS equations and the con-
struction of approximate standard XC functionals. Furthermore, the CDFT and Time-Dependent Density
Functional Theory (TDDFT) are reviewed in this chapter. Additionally, numerical technical aspects are
also discussed to point out how the problem can be solved in practice.

Chapter 3 presents the drawback of DFT by discussing the SIE. Additionally, the Hubbard-corrected
DFT and the hybrid functional are presented based on how the SIE is effectively eliminated.

Chapter 4 presents different systems that were addressed using various methodologies. In the first
case, it is shown how the application of Hubbard U correction and the hybrid functional approach sig-
nificantly reduces the errors exhibited by the standard XC functional in describing three major phases of
TiO,. Following it, optimised parameters in both methodologies are used to investigate thin film titania.
In the second case, the electronic structure and, in particular, the excitation energies of the bare titania
clusters and the titania/graphene composites are analysed using DFT, the hybrid functional approach,
and CDFT. It is shown that the electronic structure and, in particular, the excitation energies of the bare
clusters and the titania/graphene composites vary largely depending on the size of the respective con-
stituents. This holds in particular for the energy and the spatial localisation of the highest occupied and
lowest unoccupied molecular orbitals. In addition to a substantial gap narrowing, a pronounced separa-
tion of photo-excited electrons and holes is predicted in some circumstances. In the third case, a series
of new organic donor-7 bridge-acceptor (D-7-A) dyes as a novel electron-acceptor-unit are investigated
using the range-separated (RS) hybrid functional approach and TDDFT, and this study confirms they
exhibit intramolecular charge transfer behaviour. Additionally, the superior performance of RS hybrid
functional in describing excitation properties of these molecules is also compared against experimental
result.

Chapter 5 summarises the work presented in this thesis and provides a perspective for further studies
based on the thesis’s understanding.

Finally, Appendix contains supplementary information necessary for the discussions in this thesis.



“It can scarcely be denied that the supreme goal of all theory is to
make the irreducible basic elements as simple and as few as possible
without having to surrender the adequate representation of a single
datum of experience.”

— Albert Einstein,
Lecture on the Method of Theoretical Physics,
Oxford, 10 June 1933.

Theoretical Foundations _

he following chapter highlights the basic building blocks of MB theories relevant to the research
T presented in this thesis. These aspects are directly related to the description of electronic states
in materials, which can be investigated using DFT and TDDFT formalisms. Later, some physical and
numerical techniques will also be discussed.

2.1 The Schrodinger Equation

Since the geneses of quantum mechanics in the early 20" century, the possibility of understanding the
universe or nature at its most microscopic and potentially most fundamental level has been a central
subject of the study of physics. Understanding and describing a material’s electrical characteristics need
dealing with a system composed of many interacting electrons; this is referred to as the MB problem.
This issue is completely governed by solving the MB Schrodinger Equation (SE), which reflects all
possible interactions among the electronic structure of assemblies of atoms in a compound. A general
MB time-independent SE has the following form:

¥i({r},{R}) =E¥i({r}. {R}), 2.1

where {r} and {R} denote, respectively, the sets of electronic and nuclei coordinates, and E; and ¥; rep-
resent, respectively, the energy and wavefunction of the i state. The Hamiltonian H plays a critical role
in this equation since it includes all information regarding energy in a quantum system. The Hamiltonian
for the system of electrons and nuclei will be as follows:

Z ZIZJe

f=_ v2 2.2
ZmCZi’ Z 3 Z\r, TR RI\ #ZJ|RI—RJ| 22
Tel Thue Vel—el Vel-nuc Vhue—nue

where h, m, and e represent the Planck constant, electron’s mass, and charge, respectively.” M and Z
denote the nucleus’s mass and charge, respectively. The indexes i, j represent electrons, whereas I, J
represent the nucleus. The electronic and nuclei coordinates are labelled by r and R. The first and second
components in Hamiltonian (2.2) are the kinetic energies of electrons (T,;) and nuclei (Tpyc), respectively.
The subsequent three terms are Coulomb interactions. The electron-nuclei interaction (V¢j_pyc) is the
third term, the electron-electron interaction (V_g)) is the fourth term, and the nuclei-nuclei interaction
(Viuc—nuc) 1s the last term.

“Hartree atomic units, with h = me = e = 1, are considered throughout this thesis, unless otherwise explicitly stated!



2.2 THE BORN-OPPENHEIMER APPROXIMATION

The Hamiltonian’s complexity rises exponentially with the number of interacting particles, and the
exact solution of the SE using the Hamiltonian (2.2) is so complicated that it cannot be used to describe
realistic systems with a large number of interacting particles.” As a result, approximations must be
employed to address the investigated systems more efficiently.

2.2 The Born-Oppenheimer Approximation

The initial thing becoming apparent is that the mass of nuclei is many orders of magnitude larger than
that of electrons.” The nuclei move more slowly, and their kinetic energy is much smaller than that
of electrons. In this context, the SE can be decoupled into a pair of equations, one representing the
motion of electrons and the other describing the motion of nuclei. This approximation is referred to be
Bohr-Oppenheimer (BO) or adiabatic approximation.[61] Hence, the initial wavefunction ¥(r,R) can be
represented as the product of two wavefunctions that are solutions to the electrons’ Wg(r) and nuclei’s
@(R) wavefunctions as follows:

y(r,R) = Wg(r)®(R). (2.3)
For electrons, the MB SE will have the following form:
[Tel + Velfel + Velfnuc}lPR(r) — ERlPR(r) . (24)

The index R is a fixed parameter indicating the position of the nuclei, while the index r is a variable
value indicating the position of the electrons. In Egs. (2.3) and (2.4), r denotes (ry, 12, ...r) and R denotes
Ry, Ry, ...Ry). In further theories, the BO approximation is always considered, and the electrons move
in a static external potential Vx(r) formed by the nuclei. Hence, the Hamiltonian A of the electronic
system can further be considered as:

=-LVit; T ——

+2Vext rl (25)
27 r ‘_rJ|

2.3 Hartree and Hartree-Fock approximations from the Self-Consistent
Field Theory

The BO approximation leaves us with the SE for electrons, which is still challenging to solve.® In order to
deal with this problem, it is again necessary to resort to some approaches. In 1928, the first approximation
method for solving the electronic problem was proposed by Hartree.[62] It is hypothesised that the many-
electron wavefunction can be expressed as the product of single electron wavefunctions as follows:

y(ri,r,...,rNy) = @1(r)@i(r2) - @1 (rn,,), (2.6)

and each of them satisfies the SE for a single particle in an effective potential. The Hartree method deter-
mines the effective potential using one-electron wave functions, and recurrent calculations are required

bEven for a small piece of matter, ~1 gram, the number of particles is about 1023, making the exact solution of the SE
impossible. The exact solution of the SE is only possible for basic systems such as atomic H and He, and the H2+ molecular
ion!

“The mass of a proton is approximately 1836 times that of an electron.

4The index R has been omitted for the sake of simplicity in next sections!

¢The central challenge in solving the SE using the BO approximation is that the wavefunction describing n electrons (ry, 13,
...I'n) 1s an n-variable function. If one attempts to solve the issue numerically on a grid and uses, for example, a 10-point grid,
the only x-coordinate demands a table 10x 10; this is a 10x10x10 cube of information for 3 electrons. It is self-evident that
in order to describe a single carbon atom in 3 dimensions, which is a critical element of all living organisms, a 9-dimensional
table with 9 components is required. Additionally, the solution’s quality will be quite compromised.

6



CHAPTER 2. THEORETICAL FOUNDATIONS

to find a self-consistent solution that minimises the total energy. However, this approximation includes
the flaw of neglecting the anti-symmetry principle inherent in fermions. According to this theory, it is
unknown which electrons are characterised by a particular orbital, allowing the orbitals to exchange.
Further, the wavefunction’s sign must be changed after each exchange. The anti-symmetric condition is
not satisfied by the Hartree approximation.

Afterwards, this methodology was developed to incorporate the Pauli exclusion principle by express-
ing the total wave function in terms of Slater determinants[63]:

oi(&) &) o oew, (&)
1 ?(&) ¢&) - on,(&)

Ne]!
o1(Sn,) (8w, - on, ()

Vei (61,62, ,8ny) =

2.7

with & = (r;, 0;), r; and ©; represent the position and the spin of /" electron, respectively. The improved
form is referred to as the Hartree-Fock (HF) method, and it exactly incorporates the exchange terms
while completely neglecting the MB correlation terms.[64] In general, this method is described as the
self-consistent field (SCF) approximations, in which an electron is considered to move in the presence
of an external interaction field created by other electrons and ions.[64]

Apart from calculating total energies, the HF method also approximates the Ionisation Energy (IE)
of electron orbitals via Koopmans’ theorem.[65] IE of an N-electron system is defined as the energy
required to remove an electron:

IEHF = EHF(N) —EFF(N — 1), (2.8)

where E(N) denotes the energy of a system of N electrons and E(N — 1) denotes the energy of an N — 1
electron system. Based on this theorem, the IE is estimated by making the frozen orbital approximation,
in which the electron is considered to be removed instantaneously, and the single particle electron orbitals
of the N — 1 electron system are the same to those of the N electron system. Considering that the orbitals
are frozen, the total energy of the N — 1 electron system from which an electron is removed is defined as
follows:

EMF(N —1) = EHF(N) — &]TF, (2.9)
where el is the eigenvalue associated with the n'" orbital.

Albeit HF approximation is one of the fundamental approximations for solving the MB SE, neglect-
ing the effects of MB correlation terms is its first failure. In order to consider the Coulomb correlation,
one must go beyond the single Slater representation. Methods developed to address this are well-known
post-HF approaches, including the configuration interaction,[66] the Mgller-Plesset second-order pertur-
bation correction to the HF energy,[67] the coupled-cluster expansion,[68, 69] the complete active space
SCF,[70] the complete active space perturbation theory[71] and the quantum Monte Carlo method[72]
are often applicable only to molecules with a small number of active electrons, these approximations are
impractical for MB structures.[73, 74]

Therefore, rather than obtaining information about each active electron in the system, it is more
desirable to obtain information about expectation values or macroscopic quantities that do not require
knowledge of the exact solution of Eq.(2.4). From this point of view, one can simplify the issue and
its Hamiltonian by limiting the number of system variables to those of interest. This is analogous to the
thermodynamic scenario, in which all systems are described in terms of macroscopic average quantities,
irrespective of the exact microscopic configuration. Among the numerous approaches proposed in the
literature, DFT and TDDFT are the most prominent examples of this MB problem simplification for
treating equilibrium ground-state and dynamical properties, respectively.

7



2.4 DENSITY-FUNCTIONAL THEORY

2.4 Density-Functional Theory

DFT enables overcoming the difficulties mentioned above to analyse the geometry and ground-state elec-
tronic properties of various materials in a formally exact and computationally efficient manner.[36-38]
This enables the exact determination of properties for a wide variety of systems, ranging from molecules
and nanostructure to proteins and biological matter, as well as solids, surfaces, and interfaces

2.4.1 The Hohenberg-Kohn Theorems

Hohenberg and Kohn# showed in 1964 that the ground state energy of an electronic system is a unique
function of the electron density. Additionally, it is demonstrated that, given an external potential, the
ground-state energy can be derived by minimising the energy functional relating to the electron density.
The energy functional is minimised when the density equals the correct ground-state electron density.[36]
Their findings can be stated in two following theorems:

Theorem I (Existence Theorem): Except for constants, the potential Vex(r) of each system of interacting
electrons is uniquely defined by the ground state particle density ny(r).[36]

Considering that ny(r) determines Ve (1) in the system, and ng(r) will completely determine the ground
state energy and all other electronic properties of the system. The only remaining problem is how to
determine this density, and the following theorem is instructive.

Theorem II (Variational Principle): It is possible to establish a universal functional for energy E[n] in
terms of density n(r), which is valid for any external potential Ve (1). For every Vex (1), the exact ground
state energy of the system is equal to its global minimum value, and the density n(r) that minimises the
functional is equal to its exact ground state density ny(r).[36]

The total energy E[n] of the systems is a functional of electron density and can be expressed in the
following form:

E[n] = T{n] + V[n] + / Vet ()n(1)dr + Enge _nuc = E[n] + / Ve 0D + Ene_mae, (2,10

where T[n], V[n], and E;c_nuc denote, respectively, the electronic kinetic energy, the electron-electron
interaction energy and the nuclei’s interaction energy, but F[n] denotes the internal energy functional. It
is worth noting that the F[n] is a universal functional of the density for any system with a large number
of electrons. Hence, if F[n] is known, the exact electron density of the ground state is simply found by
minimising the energy functional. However, the HK theorems do not provide a practical solution of the
SE for a many-electron system because the quantity F[n] is completely unknown. Therefore, the KS
equations of the DFT reported in the next part have been practically used to realise the solution of the
SE, and it has also formed the basis for developing all modern DFT codes.

fThe advantage of DFT modelling method is based on the concept of describe the whole system using the electronic density
distribution, a considerably simpler variable with only three degrees of freedom that corresponds to the complete MB wave
function. This fundamental parameter is independent of the system’s size, which enables the treatment of structures including
hundreds of atoms without increasing the amount of data contained in simulations, as is the case with other methods based on
the MB wave function.

81998 Nobel Prize in Chemistry for W. Kohn and J. A. Pople![38]



CHAPTER 2. THEORETICAL FOUNDATIONS

2.4.2 The Kohn-Sham Ansatz

The Thomas-Fermi-Dirac functional” was, in a sense, a precursor to DFT; Kohn and Sham devel-
oped the theory in 1965.[37] Their fundamental concept is to replace the complex MB problem of
interacting electrons with an equivalent auxiliary

independent-electron problem that is considerably Provide an initial density guess

easier to solve. In order to realise this approach, n"(r) to I?S equations
the HK functional F[n] can be separated into three ‘ KS method ‘
components as follows: I
F[n] = To[n] 4 Ex[n] 4 Exc[n]. (2.11) V. 0=V, (0+V (O+V_ (1) ——
Here, To[n] is the kinetic energy of a system of |
non-interacting electrons in its ground state with A 1 o2
the electronic charge density n(r)’, and Hartree en- HKS_ 2 Vv +Veff(r)
ergy Ey[n] is the electrostatic self-interaction en- |
ergy for the charge density n(r): & —
gy g y n(r) H, o (1)=E.y (1) |
1 /
Eyln] = - / Mcﬁrd%’, (2.12) !
2) |r—7|

(=Y. jy(r) [

and the remaining term Ey.[n], referred to as the

XC functional, defines all unfamiliarity about the !
exact form of the HK functional: Convergence No
criterion satisfied?
Exc[n] = F[n] — To[n] — Ex[n]. (2.13)
wn
At the ground state charge density n(r), the XC S'ﬂ

functional Ex[n(r)] is simply the difference be-
tween the sum of the electronic kinetic energy
T[n(r)] and the electron-electron Coulomb inter-
action energy V[n(r)] for the fully interacting sys- Figure 2.1: Schematic representation of the SCF

tem and the sum of the electronic kinetic energy iteration flowchart.

To[n(r)] and the Hartree energy Ey[n(r)] for the non-interacting system. It is hoped that the unknown
term Ey.[n(r)] is small enough to be approximated accurately. Based on the Eq. (2.11), the energy func-
tional E[n(r)] can be written in the following form:

Use final density n'""(r) to minimise
total energy functional

E[n(r)] = To[n] + Ex[n(r)] + Exc[n(r)] + / Ve (Dn(r)dr. (2.14)

In order to determine the ground-state energy of the fully interacting system, the HK’s Theorem II is
used; that is, the energy functional E[n(r)] in the Eq. (2.14) is minimised concerning the charge density
n(r) under the constraint of a constant electron number N = [n(r)d’r. As a consequence, the following
equation is formed:

8Toln(n)] , / n() gy FBxel™] |y oy (2.15)

on(r) r—1'| on(r)

Vu(r) Vie(r)

hIn this methodology, the electron-electron interaction Vg)_¢; with a classical Hartree term and the kinetic energy Te with a
local density approximation based on that of a homogeneous electron gas. However, the technique has been shown to fail (for
example, in replicating the right atomic shell shape and chemical bonding) because T[n]+V[n], which accounts for a significant
part of the total energy, is difficult to approximate.[75-77]

iThe electronic kinetic energy functional Tg[n] is a well-defined functional of n(r), based on the HK’s Theorem I. For a
non-interacting electrons’ system, the HK functional Fy[n] is simply presented by Tg|[n].

9



2.4 DENSITY-FUNCTIONAL THEORY

where Vy(r) and Vy(r) are the Hartree potential and the unknown XC potential, respectively and g is
a Lagrange multiplier[78] associated with the constraint of a constant electron number N. If the HK’s
Theorem II is applied to a system of N non-interacting electrons moving in an effective potential V(r),
defined as follows:

Vett(r) = VH(r) 4+ Vie(r) + Vexe (1), (2.16)

the same equation as in the Eq.(2.14) is obtained. Based on the above findings, solving the fully in-
teracting MB problem is identical to solving the problem of N non-interacting electrons moving in the
effective potential V(1) defined by the Eq. (2.16), since both problems result in the same ground-state
charge density n(r). For N non-interacting electrons, the problem of N interacting electrons has now
been simplified to the corresponding one-body SE as follows:

- 1d
2dr?
where & denotes the one-body KS energy, and y;(r) denotes the KS orbital corresponding to it. The

ground-state charge density n(r) is calculated from the lowest-lying KS orbitals Ng = %, defined as fol-
lows:

+ VH(1) 4 Vie(1) + Vext (0] Wi (1) = &wi(r), 2.17)

Ng
n(r)=2Y |y (2.18)
i=1

where Ny is the number of doubly occupied orbitals. Finally, the original fully interacting system’s
ground-state energy can be calculated as follows:

Zel En[n(r)] + Exc[n / Vie(r r. (2.19)

The renowned set of KS equations is celebrated by Egs. (2.17-2.19), often solved self-consistently
through iterative techniques, as shown in Figure2.1. To get the ground state total energy of the whole
system, one must include the Coulomb nuclei interaction term to the electronic ground state energies
Eo(no(r)), defined by:
212y
Etot = N+ = (2.20)
° 1; IRi —Ry|’

Nevertheless, to find the actual ground state of a system, one must also figure out the equilibrium atomic
geometries, which are the ones where the forces on all the atoms are at their lowest. The force on the I
atom is found by adding the gradient concerning R to the total energy, defined by:

SE[n(r)]

3
5n(r) Vg,n(r)d’r, (2.21)

EFI = _VRIETot = _leEnucfnuc - /n(r)VR[Vext(RI;r)d3r_
———

nuclei force

electronic force

where the nuclei force is determined primarily by the interaction between nuclei. However, the electronic
force is governed by the external potential contribution, depending parametrically on the atomic positions
and the variational force, occurring because of the implicit dependence of the electron density n(r) on
the atomic sites. In principle, the variational force disappears in the electronic ground state, so only
the combination of nuclei force and atomic position-dependent external potential force, the so-called
Hellmann-Feynman forces,[79] has a physical basis. Consequently, the Hellmann-Feynman forces must
be disappeared to find the system’s structural equilibrium.

So far, KS-DFT has continued to flourish under the auspicious stewardship of countless contribu-
tors; detailed information about improvements of original KS studies (for example, spin-polarised, finite
temperature in thermal equilibrium, and current-density in strong electromagnetic field) can be found in
Refs. [80-82].

10
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2.5 Treatment of Electron Correlations in Density Functional Theory

Except for the BO approximation, all the previ-
ous equations (in Sections 2.2 and 2.4) have been
formally exact. However, Vx. must be approx-
imated due to the absence of its explicit func-
tional. In this concept, a large number of ap-

Heaven of Chemical Accuracy

T X unoccupied
Random Phase Approximation - like KS orbitals

. . . . . : exact E_
pr0>(.1mat10ns, varying in their forms and com- Hybrid-GGA/Meta-GGA contribution
plexity, have been presented to calculate the XC .

Meta-GGA 1(r)

functional. There is now an almost endless num-
ber of approximations with differing degrees of Generalised Gradient Approximation vn(r)
complexity. Perdew has developed a useful way
for categorising the numerous and various Ex.
functionals that exist, termed "Jacob’s ladder",
see Figure2.2. The Hartree approach is on the Hartree - Model
ground and the exact XC functional “on heaven”.
Among them, the simplest approximations on the
few rungs of this ladder (Local Density Approxi-
mation (LDA) and Generalised Gradient Approx-
imation (GGA)), commonly used in DFT, are presented comprehensively in the following part.

Local Spin Density Approximation n(r)

Figure 2.2: Schematic representation of Jacob’s ladder
like ranking of XC functionals, adapted from Ref. [83].

2.5.1 Local Density Approximation

In the LDA, the system is considered as a homogeneous electron gas interacting locally, similar to the
Thomas-Fermi approach.[37] Here, the XC energy Ex.[n(r)] per electron was the same as that of a ho-
mogeneous electron gas with the same charge density n(r):

ELPAn(r)] = /n(r)sXC [n(r)]d’r. (2.22)

For a homogeneous interacting electron gas, the exchange part of &, can be expressed analytically as
a function of n(r) using the Slater determinant of the KS wavefunctions,[77, 84] but the correlation
part can be effectively determined using quantum Monte-Carlo method.[85] The functional derivative of
Eq. (2.22) yields the LDA XC potential VEPA(r) as:

dége(n
VEPA() = g fn)] +n(r) 22 .23)
n n=n(r)
This formalism can be easily extended to add electronic spin as:
EEPA g 1),y (1)) = [ n@)esclng (1), (1)) (224

and it is called Local Spin Density Approximation (LSDA).[86, 87] This approximation becomes exact
in principle when electronic charge densities have minor spatial variations. Furthermore, it performs
excellent performance even for high inhomogeneous systems, which can be partially explained by utilis-
ing the XC hole’s properties.[88] The structural and vibrational properties of weakly correlated systems
have been demonstrated to be well reproduced by LDA. However, the cohesive energies of solids and
the binding energies of molecules are frequently overestimated, resulting in an underestimate of bond
lengths.[89]
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2.6 CONSTRAINED DENSITY-FUNCTIONAL THEORY

2.5.2 Generalised Gradient Approximations

The first attempt that goes beyond the LDA is to include some form of non-locality via the gradient of
the density.[90-92] Hence, GGA is preferred over LDA because it also considers the inhomogeneity of
the charge density; that is, the XC energy Ex.[n(r)] per particle depends on both the local charge density
n(r) and its gradient Vn(r):

Ef(}CGA[nT(r),ni(r)] = /n(r)egGA[nT(r),ni(r),VnT(r),Vni(r)]dSr. (2.25)

The Perdew-Burke-Ernzerhof—an exchange-correlation functional (PBE) is one well-known example of
GGA functionals’ in terms of its general applicability and highly reliable results for various systems.[98]
Afterwards, the Perdew-Burke-Ernzerhof functional derivative for solids (PBE,) was proposed to im-
prove the equilibrium properties of densely packed solids and their surfaces.[99]

Although GGA results are not always superior to LDA results for metals and surfaces, they some-
times correct errors observed in LDA, especially when electronic charge densities change rapidly. De-
spite the general success of LDA and GGA for exchange and correlation, there are also limitations and
failures of the DFT in the following areas:

* the description of systems with localised electrons;[100]

* the description of the binding energy, being particularly evident in the evaluation of the semicon-
ductor band gaps;[101]

and these failures are directly related to the SIE, discussed comprehensively in the following Chapter 3.

In order to avoid these failures, three different options are considered in this thesis. In the first op-
tion, CDFT is used, which enables one to treat the physical quantities as a difference between two total
energies arising from two fully SCF calculations for different systems. It will be discussed in the fol-
lowing Section 2.6. The second option is to use the Hubbard U correction, proposed by James Hubbard,
which provides a straightforward solution to the problem of strongly correlated electrons in materials.
Furthermore, its simplicity does not preclude it from accurately predicting the complicated effects of
some correlated systems. The third option is to use more precise XC functionals, namely hybrid func-
tionals that integrate some proportion of HF exact exchange and have been proven to result in improved
electronic characteristics of semiconducting materials. Detailed information about the Hubbard U cor-
rection and hybrid functional methodologies and their applications to some photocatalyst systems will
be discussed in the next chapters.

2.6 Constrained Density-Functional Theory

Motivated by an extension of the Koopman theorem in HF theory, the delta self-consistent field (ASCF),
also termed CDFT, enables one to treat the physical quantities as a difference between two total energies
arising from two fully SCF calculations for different systems. Based on this method, the investigation
of excited state energies using time-independent DFT can be traced back to the proof that stationary
solutions of the ground state functional reflect excited states.[102—105] It is appropriate for systems with
sufficiently localised charged excitations (IE and Electron Affinity (EA)) and neutral excitations (photon
absorption). As ASCF inherits the advantageous computational scaling of the ground-state DFT, it has a
substantially lower computational cost than other methodologies. Within the ASCF method, the IE, EA,

JOther GGA functionals such as the Lee—Yang—Parr (LYP)[93], Becke-1988 (B88)[94] and Becke-1997 (B97)[95] appear in
the literature and have been used depending on research interest and motivation. Another extension of GGAs is to include terms
based on the second Vzn(r) or higher derivatives of the electron density in addition to terms based on the kinetic energy density
7(r).[96, 97] Such functionals, called Meta-Generalised Gradient Approximation (Meta-GGA), have shown better performance
compared to conventional GGAs, so it is placed in the third rung of "Jacob’s ladder", see Figure 2.2.
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CHAPTER 2. THEORETICAL FOUNDATIONS

and the quasiparticle energy gap EQ¥ between the Highest Occupied Molecular Orbital (HOMO) and
Lowest Unoccupied Molecular Orbital (LUMO) are calculated as follows:

IE, = E(N—1) —E(N) ~ —Egowmo, (2.26)
I, = E*(N—1) —E(N), (2.27)

EA, =E(N) —E(N+1) ~ —ELumo, (2.28)
EA, =E(N) —E*(N+1), (2.29)
E® —IE, —EA,, (2.30)

where E(N), E(N+ 1), and E(N — 1) are the energies of the systems with N, N+ 1, and N — 1 electrons in
the geometry of the neutral system, respectively. Before calculating E(N), E(N+ 1), and E(N — 1) sys-
tems’ energies, the different vacuum levels of N, N+ 1, and N — 1 electron system must be appropriately
aligned because moving an electron to and from the vacuum level appears without transferring kinetic
energy. Furthermore, explicit calculations suffer from the limitations of the periodic boundary condi-
tions. Therefore, monopole and dipole corrections[106, 107] must be applied to the anion and cation
systems to compensate for the errors in the total energy and forces induced by spurious long-range (LR)
electrostatic interactions between neighbouring supercells.

Optical gap or electron-hole pair excitation, which includes the attractive Coulomb interaction of the
excited electron and hole screened by the remaining electrons, is defined as follows:

EF = E(N,e+h) — E(N), (2.31)
where the E(N,e+h) is the minimisation of the 1
self-consistent total energy concerning the atomic
coordinates in the presence of an electron-hole | |
pair. ThlS calculgtlon is done by applying the oc- Electronic (& EN)
cupation constraint that the HOMO of the ground- Excited State \— E(N, e+h)
state system contains a hole, and the excited elec- > S N\ ¥+2- EN)
tron resides in the LUMO of the ground-state sys- g & E'(N, e+h)
tem. The lowest emission energy, measured in lu- M 2 ’
minescence experiments, is definedas: | | <= ﬁ:;‘;iﬁgfgﬁﬁ?é}iiﬂlﬁlv‘;cltvr:glc
EXSCF = E*(N.e+h) —E*(N), 232) | N\ : —

’ Electronic\ ™77 T Vibrational States

where E*(N,e+h) is the total energy obtained af- Ground State

ter structurally and electronically optimising the
system in the presence of the electron-hole pair.
E*(N) is the self-consistent total energy of the
system in its ground state electronic configuration
evaluated at the optimised geometry of the pair-
excited structure. The schematic mechanism is illustrated in Figure 2.3 for the pair excitation energy
calculation corresponding to the absorption and emission process. The Stokes shift between the absorp-
tion and emission edges of the system can be calculated as:

Displacement of Normal Modes

Figure 2.3: Schematic representation of the pair
excitation energy calculation corresponding to the
absorption and emission process.

A =ESXT —ES. (2.33)

Finally, the exciton binding energy Ei* of the system is defined as the energy difference between between
the quasiparticle HOMO-LUMO energy gap E?” and optical gaps E°P. Note that both systems are
achieved in practice by imposing an occupation constraint on the electronic states throughout the entire
self-consistency cycle.
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2.7 OPTICAL RESPONSE WITHIN TIME-DEPENDENT DENSITY-FUNCTIONAL THEORY

2.7 Optical Response within Time-Dependent Density-Functional Theory

The description of the MB system in the excited state cannot be obtained in the framework of the conven-
tional DFT. In order to access the excited state properties, the time-dependent MB problem can be solved
using the Bethe-Salpeter’ and TDDFT approaches. The TDDFT method is an extension of the ground
state DFT presented by Runge and Gross, which accounts for external time-dependent perturbations in
terms of time-dependent density.[108]

2.7.1 Runge-Gross Theorems

Following the conventional DFT strategy, in which the full MB problem is transformed into a non-
interacting particle system, the time-dependent external perturbation is now applied to the static potential.
As a result, the time-dependent density n(r,t) can be presented as a fundamental variable by a bijective
function between density n(r,t) and external potential Vex(r,t).

Theorem III: For any system of interacting particles in an external time-dependent potential V ex(r,t)
that can be expanded in the Taylor series around t =ty and given an initial state y(r,ty) = Wo(r), there
is a bijection between Vex(r,t) and the time-dependent density n(r,t), excluding a trivial function of
time.[108]

By analogy with the HK TheoremI of conventional DFT, Theorem III states that it is possible to de-
duce the external potential Vex(r,t) from the knowledge of the density n(r,t) alone; hence, the MB
wavefunction y(r,t) determines each observable of the system in turn. Consequently, all observables
can ultimately be regarded as functionals of the density. Unlike DFT, it is needed to provide an initial
condition as evolution is followed through time.

Theorem IV. For a given initial state ‘ Wo(r)) at to, the extrema of the quantum mechanical action Aln),
defined as:

Aln] = /t v \i% —H(O)|w(0))dt, (2.34)

becomes stationary at the exact time-dependent density n(r,t) corresponding to the external potential
Vo(r,t)[108]:
O0A|n]
on(r,t)

=0. (2.35)

No

Theorem IV proves that the time-dependent problem can be solved by finding the stationary point of the
action A'.

*¥The Bethe-Salpeter approach, within the MB perturbation theory, is based on the solution of the Bethe-Salpeter screened
equation (BSE). The correlated electron hole is created and diagonalised in such a way as to give rise to the excitation energies
and wavefunctions of the excited states. It is often used on top of the Single-Particle Green Function with Screened Coulomb
Interaction (w) (GW) method, solving the quasiparticle problem when a charge is added to or removed from the system. It
is used for getting a good agreement of the theoretical absorption spectrum with the experimental one and requires a high
computational effort, so it is beyond the scope of this study.

IThe definition of the extrema of the quantum mechanical action A, Eq. (2.34), presents the problems of causality violation.
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CHAPTER 2. THEORETICAL FOUNDATIONS

2.7.2 Time-Dependent Kohn-Sham Equations

Referring to what has been done with the energy functional Eq. (2.19), the action functional A[n] can be
decomposed into its subcomponents as:

Aln] = To[n] // |r_r,| ddr +Axc[n +/ dt/Vextrt n(r, t)dr, (2.36)
Awln]

where Tg[n] is adding and subtracting the kinetic term of the non-interacting KS system, Ag|n] is the
Hartree contribution, and Ay.[n], analogously to conventional DFT, contains all the missing contribu-
tions to the functional A[n]. However, there is no complete knowledge of the action functional Aln].
Analogous to the conventional DFT, the time-dependent density can be estimated by considering an aux-
iliary system of non-interacting electrons moving in the time-dependent effective potential.[111] Hence,
the time-dependent KS equation can be written in the following form:

1
—EVZ + Vesr([n], 1, 0) | ¢5(r,t) = igt(])j(r,t), (2.37)

where Vegr([n],r,t) and ¢;(r,t) are the time-dependent effective potential” and wavefunction, respec-
tively. The density ng solution of both the real and fictitious system is given by:

N
r,t) =) |¢;(r,0)]% (2.38)
j=1

where N is the number of occupied states. Hence, utilising the decomposition of the action functional
Eq. (2.36) and the variational principle mentioned in Theorem IV, we derive the following effective po-
tential for the static case:

Verr([n],£,) = Veu( /

r— r' + Ve ([n],r,0). (2.39)
So far, the static TDDFT has been improved under the auspicious stewardship of numerous contributions;
detailed information about improvements of this theory (for example, the relativistic TDDFT and the
finite temperature in thermal equilibrium) can be found in the following Refs. [112—115].

2.7.3 Linear Response Theory

In this part, a summary of the general results of linear response theory will be presented, emphasising
its application to optical absorption spectra. The objective of linear response theory is to examine the
change of a particular physical observable resulting from the application of a weak external perturbation
to a many-particle system. If the time-dependent external potential is weak, the external potential can be
presented in the following form:

Vex(r,t) = Vi (1) + Vi (r,0), (2.40)

where Véxz(r) is the static external potential of the unperturbed system, and Véxz( t) is the time-

dependent perturbation part of the external potential. Hence, the density n(r,t) can be extended in the

It is poorly defined and lack of necessary components to construct orbital functional and XC functionals with memory.[109]
These problems could be solved in the framework of the time-contour formalism of Keldysh.[110]

"™This is also known as the time-dependent KS potential, which has the form where the density of the non-interacting system
equals the density of the realistic system of interacting electrons. This potential origin for any density n(r,t) can be deduced
from Theorem III and thoroughly shown by van Leeuwen in Ref. [110].
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(1)

ext

Taylor series with response to the perturbation V
linear and non-linear" categories:

(r,t), and it can be practically split into the following

n(r,t) =n®(r) + "1(13(1'7 t) +ni(§3(r, 1)+ ..., (2.41)
li li

where n) (r) is the density of the unperturbed system, n(!)(r,t) is the first order time-dependent in-
duced density-response, n(?) (r,t) is the second order time-dependent induced density-response and so on.
Suppose that the linear-response theory is handled by considering only the first order induced density-
response in Eq. (2.41). In that case, the first order time-dependent induced density can be written in the
following form[116]:

niy(r,1) = / W (0,0 t— ) Ve (1, ) dr'dt, (2.42)
where (") (r,r/,t —t') is the linear density response function’, defined as:

A ) = )

= Ve r.0) 4

Vext(r,,t/):V(O) (r/)

ext

The causality paradox requires the linear density response function to be equal to zero at t < t’ because
the density cannot be influenced by later variations of the potential.[116] By analogy with DFT, the
density of the real system is considered equal to that of non-interacting KS electrons for the linear density
response function calculation. Hence, the induced density is related to the effective potential, which is
defined as:

ni(;()j(r,t) = /xél)(r,r’,t—t’)Veff(r’,t’)dr’dt’, (2.44)

where Vg is given in Eq. (2.39) and xél) (r,r’,t—t') is the independent-particle polarisation. By applying
the "chain rule"” for functional derivatives and using the functional relation?, the linear density response
function can be written in the following form:

Sn(r,t)  SVer(,t")
SVerr(@ 1) 5Vexi (1, V)
N——

2 t—t) = dr’dt” =

7! (er )

6V /! t// 6V /! t// 6V /! t//
:/xél)(r,r”,t—t”) ext(1”,1") u(r’,t") xe (1, 1") dr’dt”. (2.45)
OVext (X', ")~ OVext(r/,t") Ve (r',t)
Istterm 2ndterm 3rdterm
The first term yields by:
6V /! t//
Newles ) _ 507 —¢)5(t" — 1), (2.46)

5Vext(r,, t/)

"In the case of non-linear optics, the time-dependent higher-order (non-linear) response must be included by computing the
higher-order components in Eq. (2.41).[111]

“The linear density response function is also called first-order susceptibility, fully interacting density-density response func-
tion or reducible polarisability.

8V _ . 8V _8S(y)
psng% = /5507 S0 Y
qSV X

SV(y) S(x—y)
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Since both the Hartree Vy and XC potentials V. are also functionals of the density, one can apply the
chain rule once again and rewrite the second and third terms as:

5VH (r//7t”) — 5VH (rllyt”) 6n( //l /// ///dt/// / ” /” (r///’r/ /// )dr///dt/// (2 47)
SV ext (r’,t’) 5n(r”’,t”’) 5Vext(r/ t’ | "_ ///’
S(t”—t”’)/\r”—r’”| x(l)(r”’,r’,t”’ft’)
and
Vi (r”,t”) _ Ve (r”,t”) 5n( /" ///) dr’"at" = / f (r” " t”—tm) X(l)( R —t/) ar"at”
OVexi (', 1) Sn(r” ") §Vex (¥, V) I w7 ’

-~

e (707 07 —07) () (e 1)

(2.48)
where fy. (1,1t —t"") is the XC kernel in Eq. (2.48). If the results of three terms are combined to-
gether, one must get the following relation:

/xél)(r,r”,t—t") [5(r”— +/ // /// ///71,/7 m_ )dr///dt///+
+/fxc //’ /// ’”)x(l)(r’”,r’, m_ )dr///dt///:| dr’dt”’ = %é )(r Yot—t )+
St — "
—|—//X(()l)(l‘,l‘//,t—t”) [M+fxc(f”,fm,t"—tm)] x(l)(r///’r/’ 7 )dr”dr”'dt”dt’” (2.49)

After using the relation Eq. (2.49) in Eq. (2.45) and performing a Fourier transformation to the frequency
domain’, the linear density response function will be in the following form:

1
x(l)(r,r’,a)) :xél)(r’r/’w)+//x(gl)(r’r//’w) [M+fxc(ru’rm7w)} x(l)(r/// ! @)dr"dr”.
(2.50)

This Eq. (2.50) is also called the Dyson-like screening equation. Eq. (2.50), assuming a periodic crystal
and space Fourier transform, can be rewritten in the reciprocal space[116]:

(0 — () (1
XG,G' (q7 (1)) - %OG‘ ( +GIZG2 XOGG q’ )[ (q)501$02 +fxcG Gy (q7 )]XGZA,G’ (q7 w)’ (251)

where the G and G’ are the reciprocal lattice vectors, and q is the wavevector in the Brillouin zone
(BZ). By considering the Fourier coefficients X( ) ( 0)=x(q+G,q+G,0)[117, 118], )(0(1) (q,0)
G,G/

is calculated by summing the transitions between KS states as:

)
(1) k+q i(G+q)-r’ i(G'+q) |,V 2.52
1, 0.0) = i T e ol ST 0l ) 252

where Q is the volume of the unit cell in real space, k refers to the k-point grid of the 1% (irreducible) BZ,

and Ny is the number of these points. v and c are the states between which the transition is calculated.

These quantities characterise the microscopic phenomena. The knowledge of yx(!) (q, ) gives access to
G,G

the inverse dielectric function in the momentum space, which reads as:
-1 (1)
e (q.0) =35, + 0,2 (q.0), (2.53)

where vG(q) = 1/|q+G|? is the Fourier transform of the Coulomb potential. These properties char-
acterise the microscopic phenomena. Once the microscopic dielectric function has been determined,

"The time Fourier transform gives a one-frequency dependence because of the time invariance.
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it is necessary to obtain measurable quantities. The microscopic inverse dielectric function gives ac-
cess to the absorption spectrum defined as the imaginary part of the macroscopic dielectric function:
Im[em(w)]. Within TDDFT, the macroscopic dielectric function &y (@) can be calculated by using the
following formula[117, 118]:

1
-0 &5 (4, @) [6.5=0

In order to calculate optical properties, some approximations are needed in the Dyson-like Eq. (2.51).
For simplicity, let us rewrite this equation without indexes in the short following notation:

(M, (M0

x = 0o TXo [0+ i V. (2.55)

Eq. (2.55) can be solved by inversion and is exact in the framework of the linear response theory. The
Coulomb potential v is responsible for the so-called Local Field Effect (LFE)*, and the XC kernel fy '
includes all the difficulties of XC in the dynamical linear regime.

The simplest approximation in optical calculations consists of setting v and f. terms to zero, also
known as the Independent-Particle Approximation (IPA).[116] The differences between the empty and
filled KS energy levels used to construct the independent particle polarisation xél) determine the exci-
tation energies in the IPA. This approximation results in absorption peaks that are generally red-shifted
relative to experimental spectra[119] because of the band gap problem” of DFT. By neglecting only
the XC kernel (fxc = 0) in Egs. (2.50-2.55), one uses the Random-Phase Approximation (RPA). In this
situation, just the classical Coulomb term is considered as part of the total kernel in Egs. (2.50-2.55).
This term characterises the well-known Lindhard theory of screening with the addition of LFE.[123]
Despite its simplicity, the RPA produces reasonable results for numerous systems. In addition to IPA
and RPA, there are more advanced approximations, for instance, based on the functional derivative of
VLDA with respect to the electronic density. This approximation is named the Adiabatic Local Density
Approximation (ALDA).[124, 125]

2.8 Numerical Technical Aspects

The KS formalism needs many techniques and numerical algorithms to solve the set of N coupled, three-
dimensional, partial differential equations self-consistently. In this thesis, the Plane-Wave (PW) basis
sets with Pseudopotential (PP) methods are used in Vienna ab initio simulation package (VASP)[126]
and Quantum ESPRESSO (QE)[127, 128], and the Atomic Orbital (AO) basis sets are used in ORCA
quantum chemistry program (ORCA)[129]. Just once, the objective is not to survey every detail of the
code’s numerical machinery but rather to illustrate, in a broad sense, the most critical aspects of the
methodology.

2.8.1 Basis Sets

In practice, to solve the KS Eqs. (2.17-2.19), the KS wavefunctions y,(7) = Y. Cha®o(7) must be
spanned in Hilbert space with a complete basis sets ¢q(r): localised and delocalised, suitable for the
system under study. Using a basis set permits the transformation of the solution of an ongoing issue
into the process of finding the coefficients of the expansion C,y. A significant part of the numerical
procedures used to solve KS equations is determined by choice of the basis set. Consequently, this

STt describes the fluctuations of induced electronic density at the microscopic scale, which correlates to the atomic structure
of matter.

"The XC kernel is unknown in practice and suitable approaches need to be found to identify it.

“The gap between filled and empty states is substantially underestimated.[120-122]
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decision remains fundamental for developing a particular DFT code. The two primary types of basis sets
are AO and PW:

¢ AO basis sets”:

— Localised basis:
* Slater-type Orbitals [130]
+ Gaussian-type Orbitals [131]
* Linear Combinations of AO [132, 133]
* Linearised Muffin-Tin Orbitals [134, 135]
* Smart Local Orbitals [136]

e PW basis sets:

— Delocalised basis PW [137]
— Mixed of Localised and Delocalised basis:
* Linearised Augmented PW [138]
* Projected Augmented Wave Method (PAW) [139]

In this thesis, both AO and PW basis sets are utilised depending on the investigated systems. The choice
of basis sets offers some advantages and disadvantages in itself.

* Advantages of AO basis sets:

— The convergence with regard to the size of the basis set is rapid, requiring just a few functions
per atom.

— The difficulty of describing orbitals near the core is much less than describing PWs.

— Finite systems such as molecules and clusters can be dealt with simply because they do not
populate the vacuum as PWs do.

In principle, the selection of AO basis functions firmly depends on the purposes and systems. Detailed
information about the AO basis sets is given in Ref.[140] and references therein. A comprehensive
discussion of AO basis sets is beyond the scope of this thesis; suffice it to note that Gaussian basis
sets of triple zeta valence (def2-TZVP)[141] can be used for general-purposes in DFT and TDDFT
computations.

¢ Advantages of PW basis sets:

— Contrary to AO basis sets, the PW basis sets are an excellent choice for the description of
solids in particular, as PWs possess the periodicity of solids thanks to the Bloch theorem.[142]
An electron moving in the effective potential V(1) with the periodicity of the crystal
Vet (r+R) = Veg(r), where R is the radius vector of the unit cell, can be defined by the
following wavefunction:

lI/n7k(7) = \/1\%

Here, n is the energy band index, k is wave-vectors lying inside the 1% BZ, and Q, Ny and G
are the volume of the Wigner-Seitz cell, the number of k-points considered, and the vector of
the reciprocal lattice, respectively.

7Y Copygeld”. (2.56)
G

Y Atomic orbitals can be represented generally as follows: ¢ (T) = R(\?DY;M(?,), where R(|T/|) is the radial part of the
function and Y/, (r7) is a spherical harmonic of the order / with angular momentum m. Depending on the function employed

for the radial part of the function, atomic orbitals can be classified as Slater-type orbitals (e_ér), Gaussians orbitals (e_o"z) or
numerical orbitals.
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— PW basis sets are mutually orthogonal, simplifying the evaluation of derivatives and integrals
and and facilitating the calculation of Hamiltonian matrix elements. Contrary to AO basis
sets, they do not suffer from basis set superposition error because of orthogonal.

— They permit the use of Fast Fourier Transform formalism to easily transition from the direct
to the reciprocal space and vice versa.

— Since there is no Pulay term", it is simple to compute atomic forces.

— The convergence quality can be easily evaluated for total energy calculations without ambi-
guity by increasing the kinetic-energy cutoff:

1
5k + Gl < Eeu, (2.57)
3
which is correlated to the number of PW on the basis by the relation Npw ~ Q-E,,.

2.8.2 K-point Grid

Calculating the ground state charge density from Bloch’s states llli,k(7), the ground-state DFT calcula-
tion requires evaluating integrals over a grid of k-points in the 1% BZ:

n(7) = % / Y i (7) Pk, (2.58)
n° Jgr T

In order to execute a numerical computation, the integral must be transformed back into a sum over a
set of weighted k-points. Firstly, Baldereschi introduced the idea of special k-points.[144] Later, Chadi-
Cohen[145] and Monkhorst-Pack (MP)[146] expounded on this idea, and their strategies are now ex-
tensively utilised. Compared to an arbitrary grid of points that do not represent the symmetries of the
BZ, the special k-points dramatically reduce the number of points required to calculate integrals with
a certain degree of precision. In addition, the resultant inaccuracy can be minimised systematically by
increasing the density of the particular point grid.

2.8.3 Pseudopotential Approximation

In the PW basis set, the KS equations can be solved very efficiently. However, it is worth noting that
the electronic wavefunctions become rapidly oscillating functions when approaching the nuclei. Hence,
a huge number of PWs is required to describe such oscillations - a computationally demanding task.
Moreover, the energy of the core states is on the order of KeV, whereas the relevant bonding energies
are in the range of eV: a high relative precision for total energy is required, even when only differences
are of interest. Nevertheless, this problem can be overcome by using the PP approximation,[147-149]
see Figure 2.4. Furthermore, the fact that the valence electrons of each atom dominate chemical binding
in molecules and solids has also stimulated the development of PPs. The core electrons feel a stronger
binding Coulomb potential because their proximity to the nucleus makes these electrons only weakly
chemically active.*[147-149]

This resulted in the concept of replacing the whole cluster consisting of the core and the tightly bound
electrons with an effective ionic potential that operates on the valence electrons while still accounting
for Pauli exclusion. In an auxiliary atomic calculation for the element of interest, these PPs can be
constructed and then used in subsequent molecular or solid computations. In this way, it is assumed
that the core electrons are effectively frozen because their orbitals cannot shift while the effective ionic
potential remains constant.” This type of PP is categorised as norm-conserving pseudopotential (NC-PP)

WPulay forces occur while evaluating derivatives of localised basis set functions with regard to atomic positions.[143] When
the PW basis set is utilised, the Pulay forces do not exist.

*Due to the negligible effect of the external potential on the core-electron dynamics, the inner lying atomic orbitals found
solely in isolated atoms are only minimally altered and yet provide a decent approximation of core electron wavefunctions.

Y1t is generally called frozen-core approximation. Similar to what had been done for nuclei within the BO approximation.
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CHAPTER 2. THEORETICAL FOUNDATIONS

if the pseudo-wavefunction they generate agrees A
well with the real one at distances farther than
a defined cutoff radius r. from the potential ori-
gin, that is, the core.[149] The NC-PPs are trans-
ferrable; that is, they present the scattering prop-
erties of the real potential over a broad energy O™
range and are reasonably smooth.[150] However,
NC-PPs require large PW basis sets, resulting
in high computational and memory requirements.  f~ .
Hence, ultra-soft pseudopotential (US-PP) was
developed to circumvent this issue, and US-PPs N
require a significantly lower energy cutoff than Vps (r)\ -
NC-PPs.[151]

Although both NC-PPs and US-PPs are rel-
atively simple to process computationally and in
good agreement with all-electron calculations for
most cases, eliminating all near-core physics and
replacing it with a black box that does nothing but
provide the illusion that everything is the same at a
sufficient distance from it may nonetheless appear
to be a somewhat coarse-grained activity. Itis par-  Figure 2.4: Schematic representation of the replace-
ticularly critical when researching physical prop- ment of all-electron potential V(r) and wavefunction
erties in the core region. This scenario is consid- W/(r) (solid lines) by a fictitious PP VP*(r) and pseudo-
erably better treated by the PAW method, which wavefunction wP*(r) (dashed lines), respectively. The PP
was first developed by Blgch[139] and later mod- and wavefunction become virtually indistinguishable

. outside a sphere with radius r. around the origin. This is
1ﬁe.d by Kres.se and Joubert[1 5_2] for PW f:f)mpu- the fundamental idea of the PP approximation. Sche-
tatl.ons.. Besu%e.s, there ar.e. various ab initio PPs matic representation is adapted with respect to the
satisfying additional conditions such as scalar rel-  griginal description in Ref. [148].

ativistic and fully relativistic.[153—-157]

2.8.4 The Dispersion Correction

Conventional DFT describes the effective electron interaction at short inter-atomic distances rather well
because of their deep relation to the corresponding electron density changes. In inhomogeneous materials
and weakly bonded systems, the LR electron correlation effect cannot be effectively characterised by
local or semi-local XC functionals. Especially the significance of weak intermolecular interactions can
even surpass that of chemical bonds in crystalline assemblies.[158] They are either kept together by
electrostatic and polarisation interactions or by London dispersion forces® in their (near) absence.[160]
Therefore, it would be advantageous to have a technique adequate for describing vdW interactions.

*London dispersion forces are one of the three classes of van der Waals (vdW) interactions occurring between atoms and
molecules.[159] Attractive or repulsive, vdW forces can be subdivided into three distinct phenomena[160]:

+ the interaction between two permanent dipoles - the Keesom interaction;
+ the interaction between a permanent dipole and a polarisable atom producing an induced dipole - the Debye interaction;

+ the interaction of two instantaneous dipoles is formed arising from fluctuations in the distribution of electronic charge -
the London dispersion interaction;

In the most atoms and molecules, dispersion forces are the strongest of these three contributions. The interaction occurs when
the outer electrons of nearby molecules reject each other and attempt to flee. This results in an immediately induced dipole,
which is an oscillating redistribution of electron density within a molecule. The impact is more pronounced for larger atoms
with larger shells, and it is also proportional to the amount of surface contact. The force is referred to as dispersive, strongly
dependent on the fluctuating frequency of electrons.
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2.8 NUMERICAL TECHNICAL ASPECTS

Although significant progress has been made in discovering a fully ab-initio treatment of dispersion
forces utilising quantum Monte-Carlo methods[161] and the combination of exact XC energy within
the adiabatic-connection fluctuation-dissipation theorem[162], it is computationally so expensive to be
used regularly on larger systems.[163—167] However the most reasonable possibility to emerge from this
domain is the so-called DFT+vdW-scheme, combining conventional DFT-functionals plus the longest
ranged or most non-local energy terms.[168—171] Despite the quantum-mechanical origin of the electron
correlation, according to this method, it is conceivable to interpret vdW interactions as an interaction
between instantly fluctuating dipoles. It considers the type of atoms present as well as their interatomic
distances. For a periodic N-atom system, the expression of dispersive interaction energy can be defined
in the following general form:

Eqigp = —izsnc“aﬁf(“) (|rar0 —rp7)- (2.59)
P ST et P ’

Here, the s, represents that the scaling coefficient is set to unity to ensure the correct LR behaviour,
cy P denotes dipole-dipole (n=6) and dipole-quadrupole (n=8) dispersion coefficient for & and 3 atoms
pair, rq 0 is the position vector of the atom ¢ in the unit cell at 0 and rg 1 that of atom 3 in the unit cell
reached by considering all translation invariant vectors T inside a cut-off sphere. In order to prevent near-
singularities for small inter-atomic distances, a damping function f((;rlr)lp(\rmo —r1g,r|) must be employed
in semi-empirical DFT descriptions of dispersive interactions. In order to handle systems with vdW-
controlled characteristics in DFT, various approaches have been progressively developed and studied so
far.[170-182]
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“It does not make any difference how beautiful your guess is, it does
not make any difference how smart you are, who made the guess, or
what his name is. If it disagrees with experiment, it is wrong.”

— Richard Feynman,
Messenger Lectures on The Character of Physical Law,
Cornell, 9 November 1964.

Exchange

T

and Correlation
Density-Functional Theory

he simplest approximations (LDA and GGA) on the few rungs of Jacob’s ladder mentioned in the
previous chapter have an excellent accuracy to computational cost ratio. However, the DFT with

this class of XC functionals exhibits remarkable failures because of the SIE. In this context, Hubbard-
corrected DFT and hybrid functionals will be discussed in this section because both of them can effec-

tively counteract electronic self-interaction.

3.1 The Self-Interaction Error

Despite the various yet justified approximations
included in Section2.4’s formulation of DFT,
none has a more significant impact on the quali-
tative dependability of computations than the ap-
proximation to the XC functional. Furthermore,
all approximated XC functionals are known to be
susceptible to the SIE“, as each electron resides
in the field of all electrons, including itself, and
can thus be residually interacted with itself. The
SIE[185-189] has a quantitative energetic conse-
quence as a deviation from linearity concerning
exact piecewise linear behaviour,[190] and by this
derivative discontinuity[191-193] with fractional
addition or subtraction of an electron.

Despite the remarkable success of local and
semi-local XC functionals such as LDA and
GGA, they display a convex deviation’[194—196]
from piecewise-linearity, see Figure3.1. The
SIE in DFT leads to several certain problems
in predicting band-gaps,[196, 197] dissociation
energies,[198, 199] and EA[200]. Hence, it can

41t is also referred to as delocalization error.

Exact

\ LDA/GGA ===
. |Hubbard U == E(N+2)
HF — , ‘

Total Energy

N+1

Number of Electron
Figure 3.1: Schematic representation of the total energy
profile as a function of the number of electrons in a
generic atomic system in contact with a reservoir. The
blue line represents the DFT energy in practical
exchange-correlation functionals such as LDA and
GGA; the red dashed line represents the exact limit as
the correct piecewise linear behaviour, and the green line
is Hubbard U correction in the atomic limit, the pink line
is HF energy, adapted from Refs. [183, 184].

b A physical interpretation of the discontinuity in the derivative provides the insight that a fractional electron number from the
(wrong) convex behaviour of the XC functional would minimise the energy of the system, resulting in an incorrect delocalisation

of the electrons.
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3.2 HUBBARD U CORRECTION

be apparent that one obvious way to account for self-interaction error correction (SIC) in DFT calcula-
tions is to use better XC functionals. In this respect, the Hubbard U correction and hybrid functionals are
generally expected to lead to improved results at a reasonable computational cost.

3.2 Hubbard U correction

The Hubbard U correction was suggested to accurately describe strongly correlated behaviour in ma-
terials known as Mott insulators.“[201] It is one of the simplest models[202] formulated to rationalise
the physics of correlated materials, and its real-space second quantisation formalism perfectly describes
systems with electrons localised on atomic orbitals.

When the SIE can be adequately assigned to highly localised orbitals, a well-established and com-
putationally efficient methodology for correcting it is the DFT+U method.[203] It is one of the favoured
approaches for correcting the SIE.[204-211] By explicitly including an atomic-like Coulomb contact
on-site, the DFT+U approach enables the occupation of a collection of localised orbitals to be tailored
to a more physical description than DFT alone. The general form of DFT+U energy functional is in the
following form:

Eprr+u[n(r)] = Eprr[n(r)] + Enu {016 }] — Edc[{n1.6 }/, 3.1

where Epyp [{n["; }] denotes a Hubbard term which is added to account for localisation phenomena and
correct the SIE, and Eqc[{ny  }] denotes a double counting term which is eliminated to remove interaction
already accounted for in DFT. The Hubbard and double counting terms contribution for each Hubbard
atom and sub-shell must be identified. Generally, the double counting term is derived from the fully
localised 1imit[208], and it is specified concerning the on-site Coulomb U and exchange J parameters:

U J
Edc[{n]ﬁ}] = Enl(nl — 1) — 5 [nm(nm - 1) +n17¢(n1’¢ — 1)], (3.2)

where nj = ):my(,nf&ml denotes the total number of electrons, ny+ and ny | are spin-up and spin-down
electrons, respectively. While comparing the DFT total energy with the piecewise linear behaviour of
the exact energy, the parabolic deviation with almost constant height U/2 is observed; see Figure 3.1. It
is easy to understand that if the DFT energy profile is represented by a parabola, the correction required
to recover the physical piecewise linear behaviour (green curve) has the expression of the first part of
Eq. (3.2), provided that U represents the (spurious) curvature of the approximate total energy profile
one aims to eliminate. Second part of Eq.(3.2) is (empirical) extension for spin-polarised systems.

“In transition metal oxides materials, the insulating nature of the ground state is due to the high Coulomb repulsion between
electrons, prevailing over their kinetic energy (minimised by delocalisation) and compelling the electrons to locate on atomic-
like orbitals (Mott localisation). In fact, the LDA and GGA fail to predict the insulating nature of these materials and provide a
poor representation of their equilibrium crystal structure, vibrational spectrum and magnetic moments.

4The Hubbard Hamiltonian is defined as follows for the electronic structure of solids, considering both fully itinerant and
fully localised states:

A, =—-tY. Y (& ¢, +he)+ UZﬁmﬁu,
( i 1

ij) ©

where the (i,j) denotes nearest-neighbour lattice sites, é:y, éj_c and ﬁw are, respectively, the creation, annihilation and the
spin-density operators for putting an electron of spin ¢ into an electronic orbital at the I lattice site (each orbital can hold
two electrons). The amplitude of the hopping term t is proportional to the dispersion (the bandwidth) of the valence electronic
states, giving the chance of making a hop from one site to the nearest-neighbour site, and U mimics the screened Coulomb
repulsion between electrons. The balance between the hopping strength term t and the on-site Coulomb repulsion U governs
the behaviour and characteristics of the systems’ electronic ground states. In the limit where t << U, the system becomes an
insulator (even under half-filled circumstances, when DFT predicts the system as a metal) because electrons cannot hop around
because they lack the energy to surmount the repulsion from neighbouring electrons.
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CHAPTER 3. EXCHANGE AND CORRELATION BEYOND DENSITY-FUNCTIONAL THEORY

Commonly, a simplifying assumption is to treat parallel spin and anti-parallel spin electrons equivalent
with Uggr = U — J,[210] and one obtains it as follows:

1 n, n, n
Eorrsu = Eprr+5 ¥ Y U [T (nf (1075 ) ) . (3.3)

Lo nl

where 7 is the principal quantum number and / is the orbital angular momentum quantum number. The el-
ements of the nf’é occupation matrix are in general defined via a local projection operator 15;“ c’,m, = |¢Im/> (o
on the Hubbard manifold.[212] Calculating the projection of all KS states yields the follc;wing formula
for obtaining the matching ny ; matrix elements:

Nk

m,m’ 1 c m’ m\pyo
Mo = N L 0w (PR 0 O ¥, (3:4)
k v

where v and o represent, respectively, the band and spin labels of the KS wavefunctions, k indicates the
points in the 1% BZ, and Ny is the number of K-points, 7 are the occupations of the KS states, o (r)

is the Bloch sum computed using ¢Im/ (r —Ry) which are the localised orbitals cantered on the I atom at
the position R;.

As is evident from the formulation of the Hubbard functionals, the "strength" of the correction to
DFT total energy functionals is determined by the Hubbard U, the value of which is unknown in ad-
vance. It has become a regular practice to adjust the Hubbard U in a semi-empirical way by finding
agreement with existing experiments of specific features and utilising them to establish value to predict
other properties of the system’s behaviour. Furthermore, consistent and reliable techniques for calculat-
ing the Hubbard U have also been established to produce quantitatively predicted findings. The linear
response approach to compute self-consistently Hubbard U has been recently reported.[183] This method
is implemented in the PW PP total-energy code of the QE package[127, 128] and helps to recover the
piecewise linearity in transition metal-based materials. Within this approach, the Hubbard parameters are
the components of an effective interaction matrix, computed as the difference between bare and screened
inverse susceptibilities, as follows:

U= (%()_1 _X_])Ha 3.5)
where o and x are the susceptibilities measuring the response of atomic occupations to shifts in the
potential acting on individual Hubbard manifolds. In particular, x is defined as:

/
m,m
dnL(F

dOZJ

(3.6)

%lJ:Z

o,m

where oy is the strength of the perturbation on the J™ site. While y is evaluated at self-consistency of the
linear-response KS calculation, o is computed before the self-consistent re-adjustment of the Hartree
and XC potentials.[183] This process makes it possible to calculate the values of these interactions in
dependence on the crystal structure,[213] magnetic phase[214] and chemical transformations[215]. Inre-
cent years, this theory has been expanded to correct inter-site electronic hybridisations by DFT+U+V[216]
and to account for the over-delocalisation of the electrons in the localised Hubbard manifold within
Density Functional Perturbation Theory (DFPT)[217].

3.3 Hybrid DFT

Conventional HF theory neglects the correlation between electrons, resulting in inaccurate estimations of
systems’ total energies. HF is less precise than even the simplest XC functional approximation (such as
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3.3 HYBRID DFT

LDA) in KS-DFT for most materials’ properties of concern to material scientists. However, inaccuracies
are usually in the opposite direction to those produced by LDA/GGA functionals. For example, while
LDA/GGA consistently underestimates atomisation energies, HF consistently overestimates them due to
conversely over-localising electrons and exhibits concave deviations from piecewise linearity,[184] see
Figure 3.1. Consequently, one can think that combining two methods (HF and KS-DFT) must generate
superior outcomes thanks to error cancellation, which can be described as follows®:

EGH EDFT T (EHF E]XDFT) — OtEEF + (1 . a)E]X)FT +ECDFT, (37)

with o being the "exact exchange" (EXX) mixing ratio, determining the weight of each individual func-
tional are typically stated. The exchange mixing ratio can be defined semi-empirically by fitting the
functional’s predictions to experimental findings or theoretically verified by using the adiabatic connec-
tion formalism.[218, 219] The HF EXX functional is defined as follows:

El" = Z//% )y (r |%( r)y;(r') drdr’ (3.8)

The Eq. (3.7) type functional is referred to as a (global) hybrid functional. Currently, the most advanced
and commonly used (global) hybrid functionals are the Becke 3-parameter Lee—Yang—Parr (B3LYP)[93,
220, 221] and zero parameter hybrid functional based on PBE (PBE0)[222, 223] functionals.

The B3LYP functional is defined as:

EB3LYP EHF + (1 _ aO)EIX_DA +ay (EXGGA o EIX_DA) + E]C“DA +a. (E(C:}GA _ EI(;DA) ’ (3.9)

where ag = 0.20, corresponding to 20% HF exchange, and the GGA’ enhancement factors over LDA#
are ay = 0.72 and a; = 0.81 for exchange and correlation, respectively. While B3LYP is regularly used to
successfully describe organic systems, its direct application to organometallic compounds yields mixed
results due to the fact that the LYP-GGA correlation functional does not reproduce the correct limit for
the homogeneous system.

The PBEO hybrid functional is defined in the following form:

EPBEO EHF +(1- aO)El,:BE +ECPBE, (3.10)

where ag = 0.25, corresponding to 25% HF exchange, 75% PBE type GGA exchange functional along
with the full PBE type GGA correlation functional.

Furthermore, it could be potentially improved by using the Meta-GGA exchange functional instead
of the GGA exchange functional in the (global) hybrid functional, named the hybrid Meta-GGA. For
example, hybrid functional based on Tao—Perdew—Staroverov—Scuseria functional (TPSSh) was slightly
better than B3LYP in some cases.[224]

¢For simplicity, the [n(r)] dependence will not be explicitly written in the hybrid functional formulae.
fIn EXGGA, the B88[94] type GGA exchange energy are used, as follows:

2

BN ] = BP0 B Y [ 009 g )

where this exchange energy is referenced with respect to the LDA energy and is a rescaled integral of the spin density (spin index

o) with a semi-empirical parameter 3 = 0.0042 a.u.; the variable X4 is the rescaled gradient of the density as xg = M‘ In
ng (r)
EJCA| the LYP[93] type GGA correlation functional is used.
8In E];DA, the Vosko-Wilk-Nusair (VWN)[87] type LSDA correlation functional is used.
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3.4 Range Separated Functionals

Generally, the results of (global) hybrid functional are that the XC mixing parameter is expected to bal-
ance the partial elimination of the SIE by using the EXX and incorporating a non-dynamical correlation.
However, it causes the wrong asymptotic potential decay ¢, that is, proportional to the fraction of the
EXX. As a result, this drawback leads systematically to an underestimation of the energy properties of
systems, including reaction barriers and charge-transfer excitations calculations.

The effective method for improving (global) hybrid functional is to maintain GGA exchange at a short
range while activating HF exchange asymptotically to achieve the correct asymptotic behaviour, utilising
a RS of the electronic interaction.[225-227] This approach consists of a robust approach by splitting the
distance-dependent Coulomb repulsion operator into short-range (SR) and LR terms as follows:

I _I-la+ B0 =c®(r=r)]  at+p-(-c®(r=r1)

= 3.11
=7 r—7 7 ©-10)
SR LR
Commonly, the kernel is chosen as: A
EC([r—1|) =1 —erf(o|r—1]), (3.12) — Coulomb

where erf(|r—1’|) is the standard error func- — LR Coulomb
tion,” and o is a range-separation (screening) pa- — SR Coulomb
rameter, which is usually determined empirically,
helps to control the ratio between SR and LR
contribution. This screening parameter can be
seen as the inverse of a smooth cut-off radius,
see Figure3.2. If the electron-electron interac-
tion distance is less than 1/, the SR contribution
is dominant, while the LR contribution is dom-
inant for distances higher than 1/®. When the

Vel—el(r’r')

3

range separation transformation is applied to the 1 | ',|
exchange potential, it holds the correct asymptotic [0} r-1
behaviour % Figure 3.2: Schematic representation of the Coulomb

Admixing HF EXX into SR and LR separately ~operator into its SR and LR contributions for a given
yields a general expression for a hybrid functional 2nge separation (screening) parameter @ in function of
with range-separation[228]: the electron-electron distance |r —r'|.

ERS — aBS* (@) + (1 - o) SO (@) + BELR () + BER D (@) + DT, (3.13)

where the « and B parameters are adjustable between 0 and 1 for various purposes.

When the parameter 3 is chosen equal to 0 (excluding the LR contribution of HF EXX), this kind of
RS hybrid functional is called as the screening hybrid functional’, too. Currently, the most effective com-
monly applied the screening hybrid functional is Heyd—Scuseria—Ernzerhof (HSE)[229, 230], defined as
follows:

Bt = aBE" () + (1 - a)ESPE (0) + EPPE () + BPF, (3.14)

where a = 0.25, corresponding to 25% HF exchange, 75% PBE type GGA exchange functional along
with the full PBE type GGA correlation functional, the screening parameters are chosen 0.15 and 0.11

L S . -
"The error function is defined as erf(or) = 1 — ﬁ Jare " dt. In the latter case, the kernel is also chosen as a e =" expo-

nential function, so it called as Yukawa screening.
Tt is also called as SR hybrid functional in literature.
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3.4 RANGE SEPARATED FUNCTIONALS

bohr~! for HSE03[229] and HSE06[230] functionals. With comparing (global) hybrid functional, the
screening hybrid functionals reduce significantly the computational cost of extended and solid systems/,
particularly those with a small band gap.[231, 232]

When o and B satisfy the following conditions: 0 < @ <1 and 0 < 8 < 1, this kind of RS hybrid
functional is called as the LR corrected hybrid functional. Currently, the most effective commonly ap-
plied LR-corrected hybrid functional is Coulomb attenuating method (CAM)-B3LYP functional[233,
234] with the following form:

EMPT = oE 4+ BIESS T (0) — EX* 99 (@)] + (1 - ) EYOA + SECOM + (1 - §)EP?, (3.15)

where a = 0.19, corresponding to 19% HF exchange, and 8 = 0.46, corresponding to 46% LR HF
exchange, and the B88[94] functional is chosen for GGA exchange functional, = 0.81, corresponding
to 81% LYP type GGA[93] and to 19% VWN[87] type LDA correlation functionals, ® = 0.33 are used.
The fundamental band gap and optical excitation energy calculated using CAM-B3LYP functional are
much closer, respectively, to that observed than the available GW and GW-BSE results (for example
2D BN material) and require much fewer computational resources.[233] Furthermore, the investigation
of CAM-B3LYP functional on charge transfer energies of molecules suggests that chemical precision
is achievable around 0.1 eV.[234] In the literature, there are other examples of LR-corrected hybrid
functional, such as hybrid functional based on Becke-1997 functional (wB97) and wB97X k

Generally, TDDFT calculations with LR-corrected hybrid functionals can provide the following
advantages[234—238]:

* the accurate Rydberg excitation energies;
* the same order of calculated oscillator strengths for all molecules;
* the accurate charge-transfer excitation energies;

Although RS hybrid functional works very well in the asymptotic range, problems persist over short dis-

tances. Therefore, it has been improved to present the outstanding performance by using LR-corrected

double hybrid functionals’[239, 240], which are also categorised onto the five rungs of Perdew’s metaphor-
ical “Jacob’s ladder”. The application of LR-corrected double hybrid functional is beyond the scope of

this thesis since good and reliable results are considered with a more affordable computational cost.

JSR HF exchange are only considered in screening hybrid functional, and the effects in the solid are more sensitive to
descriptions of dynamic correlation.

kThere are including 100% HF for LR exchange and applying B97 type GGA for SR XC in ®B97 and ®B97X hybrid
functionals,[235] and they are defined as follows, respectively:

E)(&B97 — EIXHRfHF(w) + E§R7B97 (0)) + E§97 (3 16)
and
E)c:)CB97X _ YEER_HF((D) + EI;R—HF((D) + EER_BW (0) + E?W. (.17

In here, the parameter ¥ is chosen equal to 0.16, and the range separation @ parameter is chosen equal to 0.4 and 0.3 bohr~! for
wB97 and wB97X functional, respectively. These functionals are also good in performance for dissociation and charge-transfer
problems that are sensitive to the SIE.

IThey even rival common wave function-based approaches (for example, Coupled Cluster single-double, second-order
Mgller—Plesset perturbation theory or better).
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“The non-physicist finds it hard to believe that really the ordinary laws
of physics, which he regards as the prototype of inviolable precision,
should be based on the statistical tendency of matter to go over into
disorder.”
— Erwin Schrédinger,
Book: What Is Life? The Physical Aspect of the Living Cell,
Dublin, September 1967.

Application and Results _

n this chapter, the applications of the theories and methodologies described in Chapters 2 and 3 are
I presented to investigate some systems. In section 4.1, the applications of Hubbard U correction and
the hybrid functional approaches are presented to describe the structural, electronic, and optical prop-
erties of the three major phases of TiO; crystals and amorphous titania thin film. In section4.2, the
results about the structural, electronic and the excitation energies of the bare titania clusters and the ti-
tania/graphene composites are analysed by using DFT, the hybrid functional approaches, and CDFT.
Finally, in section4.3, DFT and TDDFT calculations are presented on the electronic and optical ab-
sorption properties of the series of new organic D-7-A dyes incorporating a diquat (DQ) moiety using
LR-corrected hybrid functional and confirm they exhibit intramolecular charge transfer (ICT) behaviour.

4.1 Titania“

Titania, TiO,, has promising energy and envi-
ronmental applications including the utilisation
of solar energy for photocatalysis[241-249] and
photovoltaics[249-251] as well as in electronic
devices[252-254]. It appears in multiple poly-
morphs, the most common ones being Rutile (R),
Anatase (A), and Brookite (B) (see Figure4.1),
occurring naturally in minerals.[255-258]

4.1.1 Overview

Photoemission spectroscopy measurement reveals
that the electronic band gap of R- and A-TiO;
equals 3.30[259] and 3.47[260] eV, respectively.
The conduction band of R-TiO; is approximately Figure 4.1: Atomic structures of the (a) rutile, (b)

0.2 eV higher than that of A-TiO;, as shown by anatase, and (c) brookite polymorph of titania. Green
work function measurements.[261] We are un- and orange spheres represent Ti and O atoms,

aware of any photoemission measurements on B- respectively. Polyhedra indicate the direct

TiO,. Nonetheless, measurements of the optical neighbourhood of each Ti atom defined by the nearest O

gaps for all three polymorphs are available; they atoms.

“The results presented in this section have been submitted to a peer-reviewed scientific journal.
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4.1 TITANIA

are stated to be ~3.0 eV,[262-265] 3.4 eV,[264-266] and 3.3 eV[267, 268] for R-, A-, and B-TiO»,
respectively. These gap sizes necessitate additional efforts to sensitise TiO, based materials for solar
radiation below the Ultraviolet (UV) region of the electromagnetic spectrum to activate their useful func-
tionalities by photoinduced charge carriers.[269-272]

Computational investigations significantly help and guide corresponding experimental works.[271-
276] Particularly, first-principles simulations offer a great insight into the processes at function in TiO,-
based systems.[260, 269-274] However, the predictive capacity of DFT, the most commonly utilised
methodology in this context, is severely constrained concerning the proper representation of the elec-
tronic structure, including the band gap.[100, 119-121] Quantum chemistry techniques,[269] many-body
perturbation theory,[100] and dynamic mean-field theory[277, 278] are among the methodologies with
higher predictive capability; nonetheless, they are computationally too expensive for practical scenarios
to complex titania-based systems. Accordingly, there is a need for a versatile, computationally efficient
and accurate methodology to handle the titania electronic properties.

As mentioned in section 3.2, the DFT+U methodology is commonly considered a practical approach
for balancing accuracy and computational cost by correcting the on-site Coulomb and exchange energies
of specific orbitals. In the last two decades, multiple DFT+U studies have been conducted in which
the Hubbard U value was determined to reproduce a particular TiO; property known from experiments
or high-level theory.[279-291] However, this technique is relatively unsatisfactory. On the one hand, it
does not ensure a stable and accurate representation of the characteristics of the material when exposed
to varied external circumstances or during chemical reactions. Furthermore, the accurate description of
one property does not always ensure the accuracy of the descriptions of other properties. For instance,
the optimisation of Uy with respect to the reduction energy of TiO, to TipOs3 fails to provide the correct
band gap.[279] Similar outcomes were also reported in Ref. [289]. Combining individual Hubbard U
correction for the Ti*¢ and O?P states can improve the description of the atomic structure and the elec-
tronic band gap. However, it introduces extra complication and inconsistency, especially concerning
the optical response calculation.[283, 284] The accurate electronic band gaps for R- and A-TiO, were
also presented in 2020 based on Hubbard U and Hund’s J correction using the minimum-tracking linear
response theory.[290] The extensive benchmarking of DFT+U was recently conducted for several com-
pounds, including R-TiO,, and it was observed that the predicted band gaps are particularly sensitive to
the type of projector functions.[291]

As stated in section 3.3, Hybrid DFT incorporating a fraction of exact-exchange from HF theory is
another numerically more involved scheme than Hubbard U correction for addressing the shortcomings
of the DFT in describing titania, particularly in predicting single-particle excitation energies.[257, 285,
292-300] The effect of the exact-exchange fraction was examined on the electronic structure of R- and
A-TiO,.[298] Hybrid DFT has also been used to determine optical transitions and Franck-Condon shifts
in titania.[300]

4.1.2 Results and Discussion

Parameterisation

To begin with, hybrid functionals using PBE0[222, 223] and HSE[229, 230], containing a fraction o
of exact exchange from HF theory, are used to account for XC effects beyond conventional DFT. The
adjustable screening parameter @, controlling the short-ranginess of the interaction in HSE, is chosen
equal to 0.106 bohr—!. The exact exchange fraction & has a strong influence on the band gap. As shown
in Figure 4.2, it increases nearly linearly with . The strongest and weakest slope is observed for A- and
B-TiO,, respectively. Fractions & of 11.4% and 16.3% in PBEO and HSE, respectively, lead to the best
simultaneous reproduction of the experimental band gaps of all titania polymorphs studied here.

In particular, the valence band (VB) and conduction band (CB) edges of titania are dominated by
O and Ti* states, respectively.[271] Alternatively, a Hubbard U correction can be applied to these
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Figure 4.2: Calculated fundamental lowest Direct (D) and Indirect (ID) band gaps for R-, A-, B-TiO, as a
function of the EXX fraction used in the respective hybrid DFT.

states. In the DFT+U (DFT+Up+Uy) scheme, Uy parameters represents the screened on-site Coulomb
interaction of Ti%d electrons and U, accounts for the O? states. Dudarev rotationally invariant Hubbard
U/J correction scheme[210], that is, Uegr = U —J the effective Hubbard parameter is used in this study.
Computational details for this study can be found in Appendix A.1.

In a first step, the Uqy values for R-, A-, and B-TiO, crystals were found self-consistently using the
linear response method.[183] This yields Uy values of 5.91, 5.97 and 5.95 eV for the corresponding
Ti3d states. However, while the linear-response theory are applied to determine U, values for O states
in TiO, crystals, it results in rather large (>18 eV) values that are not suitable for obtaining realistic
band structures. Similar results were also obtained in literature[291, 301] and were attributed to the
fact that linear-response theory is not suited for application to light elements. Nevertheless, Uy values
are not enough alone to reproduce the band gap of titania structures correctly. If Uy is increased for
improving band gap of titania structures, the band gap is surprisingly decreasing again after Uy = 7.5 eV.
The reason of this behaviour is Ti’*d+0% and Ti34<+O partial hybridisation, see also Partial Density of
States (PDOS) in Figure 4.3(c). In addition, U4 alone elongated bond length and lattice parameters, see
Table 4.1, Figure 4.3(a), and Figure A.1 in Appendix A.2. Most important, optical spectra is gradually
damaged if increasing the Uq4 value, see Figure A.2 in Appendix A.2.

While considering these facts, two strategies can be used to improve the description fundamental
band gap and optical gap.

Method I (Gap correction):

* At first, the Ug values are determined self-consistently using the linear response approach for R-,
A- and B-TiO, crystals. This results in Uq values of 5.91, 5.97, and 5.95 eV for the respective Ti¢
states;

* Next, these Uy values are employed to empirically determine Uj, such that the accurate direct band
gap is obtained for titania structures. This results in corrections of 4.20 eV for the O?P electrons in
R-, A- and B-TiO,, respectively;

Method II (Optical spectra correction):

¢ To consider only U, value by considering lattice parameters obtained in PBE, because the result-
ing U, correction procedure leads to a rigid shift to higher energies. Thereby, U, value is chosen
equal to 8.0 eV to reproduce accurate dielectric optical spectra with comparing experimental and
PBEO optical spectra;
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Method I is useful to adjust the band gap to experimental one. It is also sound to produce rea-
sonable lattice parameters because Uy and U, value work against each other to reproduce reasonable
lattice parameters, but it damages optical dielectric spectra. In contrast, Method II is invaluably good for
researching the optical dielectric properties of disordered structures.
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Figure 4.3: Lattice parameters (a) and fundamental band gap (b) of R-TiO, crystal calculated as a function U
values. Band structure and PDOS with considering Ug=7.5 eV (c) and Ug=10.0 eV (d). For both cases, also the
PDOS at the I point is given for Ug=7.5 eV (e) and Uyg=10.0 eV (f).

TiO; bulk crystals

R- and A-TiO; belong to the tetragonal space groups P4,/mmm (136) and 14;/amd (141), respectively.
B-TiO; is orthorhombic with space group Pbca (61). TiO; octahedra chains are formed in these titania
polymorphs consisting of Ti** cations coordinated to six O>~ anions, see Figure4.1. The R- and A-
TiO; unit cell contain 6, 12, and 24 atoms, respectively. At ambient conditions, R is the most stable
phase while A and B are metastable and transform to R-TiO, when heated. However, A- and B-TiO; are
thermodynamically stable in titania nanoparticles with diameters below 11 nm and in range from 35 to
11 nm, respectively[302].

The lattice parameters of R-, A- and B-TiO, are determined within PBE,|, PBEs+Uq, PBEgq+U, 4,
HSE, and PBEOQ are given in Table4.1. It can be seen that PBEO provides structural data in excellent
agreement with experiment for all three titania polymorphs, while the HSE data are of similar quality as
the PBE, calculations. The PBEg,+Uy calculations lead to a systematic overestimation of the lattice
parameters of the order of 1-4 %, which is improved by taking Hubbard corrections for the O?P states
into account. Based on the above evaluation, the atomic geometries of PBEQO are considered for band
structure and optical response calculations in hybrid functional calculations.

Table 4.2 compares the calculated band gaps for R-, A- and B-TiO, with experimental data. As
expected, the DFT values underestimate the measured data considerably. A band gap widening by about
0.5-0.8 eV occurs upon inclusion of Hubbard corrections for the Ti*¢ states. This widening results mainly
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Table 4.1: Calculated unit cell parameters a, b, ¢ (in 108) and volume V (in A3) of R-, A-, and B-TiO; in
comparison to experiment. Uy values are equal to 5.91, 5.97, and 5.95 eV for the respective Ti*¢ states of R-, A-,
and B-TiO,, whereby Uj, for the respective O?P states is chosen equal to 4.2 eV. Relative deviations are given with
respect to the mean of experimental data.

Rutile Anatase Brookite
REad a=b c \Y \ a=b c Y a b c v
PBE,, 4556 2.954 61.32 3761  9.579 135.50 0154 5424 5.107 25357
oL 0.8% -0.1% -1.8% 0.6% +0.7% -0.6% 03% -05% -0.8% -1.7%
PBE+U, 4578 3.052 63.96 3.834  9.657 141.95 9240 5.488 5.239 265.67
: 04% +3.2% +2.5% +13% +1.5% +4.1% +0.6% +0.7% +1.7% +3.0%
PRE. 4U 4542 3.038 62.67 3.803  9.653 139.61 0.184 5448 5215 260.93
OTEAR | 11%  +2.7% +0.4% +0.5% +1.4% +2.4% +0.0% -0.1% +1.3% +1.2%
HSE | 4363 2953 61.48 3707 9.949 136.72 9202 5418 5.109 254.72
0.7% -0.1% -1.5% 2.1% +4.6% +0.3% +02% -0.6% -0.8% -1.2%
pREO | 4573 2960 61.90 3738 9.783 136.69 9175 5441 5.133 256.25
05% +0.1% -0.8% 12%  +2.8% +0.3% 0.1% -02% -0.3% -0.6%
4.604 2959 62.72[303] | 3.787 9.518 136.50[303] | 9.184 5454 5.146 257.76[303]
Experiments | 4.587 2.954 62.15[304] | 3.784 9515 136.24[305] | 9.180 5457 5.158 258.39[306]
4593 2959 62.42[307] | 3.785 9.514 136.30[307] | 9.184 5447 5.145 257.38[308]

from an upward shift of the conduction band. However, it is not able to reproduce the experimental data.
Moreover, an ID band gap rather than a D band gap is calculated for R-TiO,, in contrast to experiment
[262, 263]. The correct character of the R-TiO, band gap is recovered, and excellent band gap values
for all three polymorphs are obtained if both the Ti*¢ and the O states are Hubbard U corrected. The
band gaps calculated within hybrid DFT agree with the PBE,+U}, 4 values as well as with experiment
within 0.05 eV. Nevertheless, PBEO predicts an ID band gap semiconductor rather than a D band gap
semiconductor for R-TiOz, in contrast to the PBE,+U,, 4 calculations and the experimental findings, see
also Figure 4.4.
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Figure 4.4: Band structures of R-, A-, B- and amorphous thin film TiO, calculated on the PBE,+Uyq (purple),
PBE;,1+Uj 4 (blue) and PBEO (red) level of theory. Ug values are equal to 5.91, 5.97, and 5.95 eV for the
respective Ti3d states of R-, A-, and B-TiO» in PBE,+Uy and PBE;+U, 4, whereby U, for the respective o
states is chosen equal to 4.2 eV.

Also, the electronic states below the VB edge (see band structures in Figure 4.4) are well described
using PBE;,+U,, ¢ and hybrid DFT. For R titania an upper valence bandwidth in the range of 5-6 eV was
measured [309-312]. This is well reproduced by the present PBE,+Up 4 calculations, which determine
a value of 5.90 eV and the band width of 5.93 eV determined with PBEO. Similarly, PBE,+Up, 4 predicts
a bandwidth of 4.81 eV for the upper valence band in A-TiO,, close to the measured 4.75 eV [313] and
the PBEO prediction of 4.93 eV. Previous HSE and quasiparticle calculations in GW approximation led
to bandwidths in excess of 6.5 and 5.5 eV, respectively [257, 271, 289, 314, 315]. For B-TiO, a band-
width of 5.05 and 5.09 eV is predicted within PBE,+Up 4 and PBEO, respectively. The corresponding
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experimental data are unknown. PBEg,+Uy calculations result in somewhat smaller band widths than
PBE,+Up 4 or hybrid DFT, with values of 5.42, 4.47, 4.74 eV for R-, A- and B-TiO;, respectively.
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Figure 4.5: Band structures of R-, A-, B- and thin film TiO, calculated on the PBEy,+U} (green) and PBEO
(red) level of theory. The PBE, band edges are shown as grey shaded areas. U, is taken equal to 8 eV in order
optimize the optical absorption of R- and A-TiO,.

Table 4.2: Calculated D and ID fundamental band gap (in eV) of titania in comparison to experimental data. Uy
values are equal to 5.91, 5.97, and 5.95 eV for the respective Ti?4 states of R-, A-, and B-TiO, in PBE,+U, and
PBE,+Uj;, 4, whereby U, for the respective O?P states is chosen equal to 4.2 eV. In PBE;,+U,, U, value is equal
to 8.0 eV so that the calculated optical absorption spectra reproduce the experimental ones.

Method Rutile Anatase Brookite ~ Amorphous thin-film
PBEq 122 g?))) ;?Z ég))) 2.40 (D) 2.43 (D)
PBE;o1+Uqg 32(5) 23))) 3821; Eg))) 2.90 (D) 2.98 (D)
PBEa+Uss | 320 (1m) e 3.69 (D) 3.37 (D)
PBE,+U, ;gé 8?))) ggg 233)) 3.50 (D) 3.15 (D)
HSE g;? gﬁ))) gzi gﬁ))) 3.50 (D) 3.43 (D)
o | 0@ B0 w0 60

Experiment S'T’E(D) [259] iz; g?)))[%()] — —

While following Method 11, that is, considering U, alone to fit optical dielectric spectroscopy in
DFT+U calculations, it also improve significantly (of course, not as much as the PBEg,+U,, 4 and PBEO)
the band gap of titania structures with comparing PBE,; and PBEg,+Uy, see Table 4.2. Surprisingly, the
bandgap of B-TiO, are found almost same (3.50 eV) with the corresponding value obtained by PBEQ.
The most significant difference is found in the remaining range of -7.0 to -4.5 eV, where the PBE;,+U,
bands are over downshifted with respect to the PBEO results, see Figure 4.5.

In Figure4.6 the calculated imaginary parts of the dielectric functions of R-, A- and B-TiO; in
ordinary and extraordinary polarisation are compared with experiment. The calculations based on the
PBE+U, and PBEO electronic structure account well for the onset energy of the optical absorption
caused by O?P—Tj3d tye inter-band transitions. Among the electronic structure methods probed here,
PBEO provides the best description of the line shape of the dielectric function, at least for low photon
energies. PBE,+U, resembles shitted PBE;, results. Interestingly, even some small peaks for E_Lc
and E||c are found in agreement with the PBEO hybrid as well as with experiment. Furthermore, the
calculated line shape for photon energies between 9-12 eV fits nicely to measured o ptical s pectra in
A-TiO,.
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Figure 4.6: Imaginary part of the titania complex dielectric function calculated within IPA based on the PBE,,
PBE;,1+U;, (Up=8 V), PBEsq1+Uqp (Ug=5.94 eV, U,=4.2 eV) with PBE, electronic structure in comparison to
experimental data from Ref. [316] for R-TiO, and Ref. [317] for A-TiO;.

Amorphous TiO; thin film

R-, A- and B-TiO; are well-defined by their octahedral building blocks, but the disorder-induced cre-
ation of under and over-coordinated Ti atoms characterise the amorphous phase, which is defined by
the truncation of Ti-O octahedral coordination, see Figure 4.7(a). The exceptional optical and catalytic
capabilities of the crystalline phases have also sparked interest in amorphous TiO, as a low-cost mate-
rial for technological applications.[318, 319] Furthermore, in the hydrothermal treatment” of different
single-crystalline phases, amorphous titania serves as a generic forerunner material.[320-323] Thereby,
amorphous titania thin film can be easily prepared by using various experimental techniques.[323-330]

The general geometric characteristics of the proposed amorphous titania thin film model, the Ti-O
bond length is changed around 1.83-2.13 A. TiO4-polyhedron building blocks occur with an even higher
fraction of 60%, while fourfold, fivefold and sevenfold coordinated units occur with a ratio of 4%, 29%
and 7%, respectively. The thickness of thin film is around 1.1 nm. Our model is a reasonable match to the
experimental synthesised “glassy” ultra-thin film (~2 nm) amorphous TiO; concerning TiOg-polyhedron
building blocks ratio.[330]

The band gap of amorphous TiO, is found to close in the B-TiO, phases. The almost flat middle gap
states are caused by a few under-coordinated surface oxygens. Despite the mid-gap states, energy dis-
persive bands have been observed along the high-symmetry lines in the BZ, see Figure 4.5(d). It means
that the loss of momentum conservation does not induce a HOMO-LUMO-type energy gap in the dis-
ordered amorphous titania thin film. The optical anisotropy has been observed in the amorphous titania
ultra-thin film, its complex dielectric function acts as almost similar behaviour the biaxial B phase, see
Figures 4.6(c) and 4.7(b). Based of the electronic band gaps and optical spectra, it can be concluded that
there is a close relation between B and the amorphous titania, and this observation confirms the signifi-
cant results about the considerable resemblance of the atomic arrangement in amorphous samples with
crystalline B-TiO,.[264, 331]. Furthermore, the valley characteristic between main two peak disappear
in PBE;,+Uj, 4 and it keeps similarity only up to 7 eV with comparing PBEO result. However, PBE,+U),
and PBEO results coincide completly. Even the small peak for E_Lc and El|c at around 8.0 eV is found

b1t provides an effective reaction environment for the synthesis of nanocrystalline TiO, with high purity
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Figure 4.7: (a) Polyhedra representation (2.5 A Ti-O0 bond-length cutoff) of the TiOx building blocks for the
126-atoms of amorphous TiO; thin film, TiOy building block fraction is TiO4 (4%), Ti05 (29%), TiOg (60%) and
TiO7 (7%). The thickness of thin film is around 1.1 nm. (b) imaginary part of the titania complex dielectric
function calculated within IPA based on the PBE,, PBE+U, (U,=8 V), PBE,+Uq, (Ug=5.94 eV, Up=4.2
eV) based on PBE relaxed crystal structure in comparison to PBEO hybrid calculation. Notably, the surface
states visible in the band structure (see Figure 4.5(d)) do not show up in the calculated optical absorption spectra.

in agreement with the PBEO hybrid. In addition, the optical properties of the amorphous titania thin film
is not affected by surface defects states, that is, the mid gap states are not observed in optical spectra.
Considering all the aforementioned findings, PBEQ is the gold standard for investigating geometrical
structures, electronic properties and optical spectra. However, Method II also describes optical spectra
very well for large disordered systems at a more efficient computational cost.
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4.2 Titania-Graphene Composite Systems®

In general, TiO;-based photocatalytic systems were extensively employed in the wastewater treatment
of dyes,[332, 333] microbial disinfection,[334, 335] pharmaceuticals,[335, 336] and hormones[337].
However, two undesired features of the TiO;, that is, its lack of response to visible light and fast recom-
bination rate of electron-hole pairs, hinder its wide range of applications.[249, 338] Coupling TiO;, with
Graphene (GR)? is very promising to surmount these limitations for energy and environmental applica-
tions.

4.2.1 Overview

Several techniques, including surface dye sensitisation,[343] precious metal deposition,[344, 345] par-
ticle doping,[346, 347] surface modification,[348—350] and particle size modification,[350, 351] have
been investigated to improve the properties of TiO, material for high-efficiency solar energy in photocat-
alytic applications. Even though all of these techniques can extend the wavelength of photoactivation of
TiO; into the visible region of the electromagnetic spectrum, the surface and particle size modification
is more promising for mitigating several undesirable side effects in practical applications.[352-354] In
recent years, an accessible pathway for enhancing the photocatalytic activities of TiO, materials is to
combine it with several allotropes of carbon materials since they are more likely to behave as an effective
electron donor[355-360] or acceptor[361] to promote the photoinduced charge carriers and mitigate the
recombination of the photogenerated electron-holes.

Thanks to the high organic pollutant adsorption capability, GR has been used as an electrocatalyst
and promoter in photocatalysis.[362, 363] In addition, GR-metal(oxide) composites have great poten-
tial for various applications, including photocatalysis, photovoltaic devices, batteries, supercapacitors,
bioimaging, and sensors, owing to the excellent electrical and electronic properties and the synergistic
effect between GR and metal(oxide) nanoparticles.[364-368] Indeed, GR appears as a suitable candidate
to be combined with TiO; to mitigate electron-hole recombination by taking advantage of the higher
mobility of charge transferred into the GR sheet.[362, 363] The presence of GR can also function as
a sensitiser by extending photoabsorption into the visible region. In addition, new reaction sites can
boost overall reactivity. The 7-d electron coupling can be instrumental for the fast transport of the pho-
toinduced electron between GR and TiO,, effectively inhibiting the recombination of photogenerated
electron-hole pairs in TiO,.[369]

Nanosized TiO, has a higher surface-to-volume ratio than bulk titania; that is, TiO, clusters contain
a high density of active surface sites for adsorption and catalysis. Furthermore, TiO, clusters allow
the photogenerated charges to reach the catalyst surface, reducing the undesired recombination rate of
electron-hole pairs. Several theoretical and experimental studies have been conducted on neutral TiO»
clusters[370-378] and their combination with GR-based materials[379-385]. Some of the interesting
results can be mentioned as the following examples:

¢ the charge separation of the VB maximum and CB minimum by location at the cluster and GR
sheet reduces the probability of electron-hole recombination, and the excitation energy decreases
in the visible light region for the VB maximum contributed from C?P is considerably less than for
Ti*P[380];

» C vacancies in GR or epoxide groups are proposed as the optimal anchor points for TiO; on a
potential energy surface that is otherwise fairly shallow[381];

“The results presented in this section were published in Journal of Computational Chemistry, see Ref. [105].

4 As a two-dimensional allotrope of carbon, GR possesses a certain set of unique properties, including superior electron mo-
bility, high thermal conductivity, flexible structure, large specific surface area, high transparency, outstanding optical properties
and quantum hall effects at room temperature.[339-342]

37



4.2 TITANIA-GRAPHENE COMPOSITE SYSTEMS

* the carbon support to TiO, clusters has a considerable effect on the CO, binding energy[382];

 the Graphene Quantum Dot (GQD)/TiO, combination has five times the photocatalytic perfor-
mance of the highly effective CalnO4 photocatalyst[383];

* GR flake and TiO; nanoparticle composites degrade as much as 70% more atmospheric NOy than
the titania photocatalyst[384];

* GR oxide quantum dot increases the photocatalytic activity of TiO, by facilitating the separation
of photogenerated electron-hole pairs[385];

4.2.2 Results and Discussion

Here, it is focused on rationalising the photocatalytic properties of TiO2/GR composite materials. To
this end, vdW-corrected DFT is used to determine the ground-state atomic structures of bare as well as
GR and GQD adsorbed (TiO,), clusters (n=1-5). The electronic excitation properties of the respective
systems are studied using KS-DFT, screening hybrid, and CDFT.

Titania Clusters

The calculation started with a systematic search 78[

. .. . 761
for the neutral titanium dioxide clusters with one, 740 *Q&
two, three, four, and five units of TiO,. Com- _ 72p » ' d,()‘
. } ) . >'7.0F /
utational details with related this study can be o, .t &
P y 081 o OfQ - @A

found in Appendix B.1. The (TiO,), structures
with n=1-5 (see Figure 4.8) are optimised by cal-
culating their total energy without imposing any
symmetry constraint, and they are in good agree-
ment with those obtained previously by experi-
ment and theory.[377, 378] The minimum energy
structures of (TiOz)], (TiOQ)z, (Ti02)3, (T102)4,
and (TiO,)5 clusters contain Cyy, Cop, Cs, Cyy,
and Cg point group symmetry, respectively. The
cohesive energy per atom increases by increasing
the unit size of TiO,; see Table 4.3 and Figure 4.8. . .

the geometric structure of the energetically most

Accordingly, bigger TiO; clusters are more ener- favourable neutral TiO, clusters. Blue and red spheres

getically stable than smaller clusters. The Bader represent Ti and O atoms, respectively. The solid line is
charge analysis indicates that the Ti atom donates to guide the eye.

0.7-1.0 e to each bonding O atom; that is, the
TiO, clusters possess ionic bonds. All ground state structures of TiO, clusters are found to be non-
magnetic.

As seen in Table 4.3, the adiabatic EA and IE are in fair agreement with the experimentally reported
data.[371-374] In this case, it has to be mentioned that isomers with the highest EA rather than those
with the lowest energy may be selectively observed in photoemission experiments.[376] The calculated
HOMO-LUMO energy gaps for the different clusters depend strongly on the level of theory: GGA,
HSEO06, and ASCF predict values between 1.6-2.88, 3.06-4.27, and 6.7-8.07 eV, respectively. As ex-
pected (see sections 2.5.2 and 3.1), DFT-GGA gives the lowest values because it neglects the electron
self-energy. The gap gets bigger when the exact-exchange is only partially used in the screening hybrid
functional HSEO06. Even larger values, consistent with the order of magnitude expected from the mea-
sured IEs and EAs, are obtained from the ASCF calculations. The latter method accounts for electronic
MB effects and may thus yield the most accurate results, see Section2.6. As one might expect from

)N N\ > N\ \W%
I S SR S

Figure 4.8: Calculated cohesive energy per atom in
dependence on the titania cluster size. The insets show
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the quantum confinement effect, neither of the computational methods used here shows that the HOMO-
LUMO energy gap decreases steadily as the size of the cluster increases.[386] This might be because the
clusters studied here are small, so surface and symmetry effects can significantly the excitation energies.

At pH = 0, the oxidation potential of O,/H,O and the reduction potential of H*/H, are equal to -
4.44 eV and -5.67 eV (0 V and 1.229 V on the electrochemical scale), respectively.[387] As illustrated in
Figure 4.9, the respective values are well within the HOMO-LUMO energy gap obtained within ASCF;
that is, the energies of photogenerated holes (electrons) of TiO; clusters are lower (higher) than the elec-
trochemical potential of the O,/H,O (H/H,) redox couple. Hence, TiO, clusters in principle contain a
suitable electronic structure for the overall solar

water splitting. Furthermore, the charge density ~ Vacuum NHE ESLUMO(GGA)|
separation of HOMO and LUMO energy levels by ;Z: zg:lﬁvlﬁ y _ Egﬁ%ﬂgggé) ]
location at the corner and centre of titania clusters sk 20 = 2TV eV mmHOMOMSCH]
mitigates the probability of electron-hole recom- 3o -LSp -332eV ]
bination, see Figure A.3 in Appendix B.2. The ;13_ -(1)'(5);‘1’%‘”_3 =y 416V o5 o ]
optical gaps of TiO; clusters differ from 2.09 to LoastS PRI IR —Z— —- - 739%51/%09 1
2.86 eV, which is smaller than the optical gaps 250 505} — 74V -T2V T
of R-TiO (~3.0eV)[262-265] and R-TiO; (~3.4 2 23 F100 oo 0% Qxidationy
eV)[264-266] bulk phases. Accordingly, they are :20_6:5_ & oo 04eV - S
more responsive to visible light. As shown in Ta- “-70f 25 Lrg2ev STV €T3 eV = W 1
ble 4.3, the optical gaps of the TiO; clusters are ;(5): ig: T 7940V _8'25 L S04V ]
pretty close to the DFT-GGA’s HOMO-LUMO 85k 4ok = ]
energy gaps, indicating the almost cancellation of ~ -90f 45 -9 esev 963y BV o5y IBsV ]
the quasiparticle gap opening and the Coulomb % %/ lfo?‘ > D o) B
attraction of electrons and holes. The large ex- & ¢

citon binding energies of titania clusters exhibit Figure 4.9: Calculated the HOMO and LUMO energies
that the small clusters have a strong electrostatic level of titania clusters in relation to the redox reactions
electron-hole pair interaction, so there is a signifi- of water splitting.

cant quantum confinement effect in TiO, clusters.

Furthermore, the large Stokes shift exhibits that there is strong exciton-phonon coupling and excellent
photostability, increasing with cluster size.

Table 4.3: The calculated parameters for neutral TiO; clusters. The cohesive energy per atom, Ecqp; the charge

donation from Ti to O, Ap,. ,; the vertical and adiabatic EA, EA, and EA_;; the vertical and adiabatic IE, IE, and
IE,;; experimental EA and IE, EA%P and IE%P; ESLGA, EIH{LSE and Eﬁﬁcp are HOMO-LUMO energy gaps based on
GGA, HSEO06 and ASCEF, respectively; EéSCF is optical gap based on ASCF; the Stokes shift, Ag;;

binding energy, ES*. Numbers in parentheses represent estimated experimental uncertainties in the last digits.

the exciton

E.,(eV) Ap,,(e) EA (eV) EA_ (eV) EAZP(eV) IE (eV) IE,(eV) IEZP(eV) EZPA(eV) EME@EV) EFT(eV) ngc FeV) AyV) E¥@eV)
(TiOy); | 5.09 0.8 1.58 1.61 1.59(3)P¢ 9.65 9.50 9.5(1)7 2.05 3.52 8.07 2.09 0.51 5.98
(Ti02), | 5.92 0.8-0.9 1.64 1.83  2.10(8)°,2.06(5° 9.63 9.42 10.0(5)° 2.89 4.27 7.99 2.86 1.24 5.13
(Ti0y); | 6.21 0.7-0.8 2.59 289 29(1)°,2.78(10°  9.29 9.17 — 1.55 3.06 6.70 2.45 127 4.25
(Ti0y)4 | 637 0.7-1.0 2.17 285  3.3(2)P3.00(15° 955 9.40 — 244 4.09 7.38 2.85 1.66 453
(Ti0y)s | 6.46 0.8-1.0 2.40 2.85 3.15(20)° 9.33 9.08 — 231 3.79 6.93 2.86 1.68 4.07

b See Tab. 3 of Ref. [371]. © See the value of Adiabatic Detachment Energies of anions TiO; clusters in Tab. 1 of Ref. [372],
which represents Adiabatic EA of neutral TiO, clusters. 4 See Ref. [373]. © See Ref. [374].

TiO; clusters on Graphene

In this part, the interaction between TiO; clusters and pristine GR is examined. Up to one hundred start
configurations were utilised to identify the optimal bonding geometry, depending on cluster size and
symmetry. In any case, it is observed that the TiO; clusters bind preferentially with Ti to the GR surface.
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4.2 TITANIA-GRAPHENE COMPOSITE SYSTEMS

The adsorbate TiO; clusters have a negligible effect on the structure of the GR. Figure 4.10 illustrates the
most favourable adsorption configurations. They are mostly compatible with reported results,[380—382]
and the remaining differences can be related to the neglect of vdW forces or limitations concerning the
number of starting configurations in previous works.
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Figure 4.10: Top and side views of the energetically most favourable (TiO,),/GR configurations within the
(6 x 6) supercell for (a) n=1, (b) n=2, (c) n=3, (d) n=4, and (e) n=5. Blue, red and dark grey spheres represent Ti,
O, and C atoms, respectively. The dashed line represents the hexagonal unit cell.
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Figure 4.11: (a) Calculated bonding energy of GR and GQD adsorbed (TiO), clusters. (b) Band gap of GR
adsorbed (TiOy), clusters. (¢c) HOMO-LUMO energy gap and the optical gap of GQD adsorbed (TiO;), clusters.
The inset shows the HOMO-LUMO energy gap and optical gap of the isolated titania clusters for comparison.
The solid lines are to guide the eye.

Table 4.4: The calculated parameters for TiO, clusters on GR. The GR-TiO» cluster distance, h; the binding
energy with and without vdW correction, E} Y9V and E}'*VW; the charge transfer from GR to TiO; clusters,
AP 1i0,: EJO and EJSF are band gaps based on GGA and HSE06, respectively.

\ h(A)  EY'WeV) EY"W(eV) Apg g, (€) ES9eV) EFEEV)

(TiO,);/GR 2.36 1.08 0.72 0.1 14 28
(TiO2),/GR 2.45 1.22 0.68 0.1 38 52
(TiO,)3/GR 2.39 1.56 0.98 0.2 45 66
(TiO,)4/GR 2.38 1.41 0.83 0.2 36 53
(TiO,)s/GR 2.70 1.04 0.27 0.1 6 6

The vertical distance of the closest atoms between TiO; clusters and GR ranges from 2.37 to 2.68 A;
see Figure 4.10 and Table 4.4. During adsorption, an electron transfer of the order of 0.1-0.2 e occurs
from GR to the TiO; clusters. Accordingly, the construction of internal electric fields at the interface
can improve the photoactivity of TiO clusters by boosting the electron transfer rate and providing more
reaction-active sites for the degradation of environmental contaminants.[388-391] Still, there is only
little charge overlap between the GR 7 electrons and the adsorbate, see Figure A.4 in Appendix B.2. This
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reveals a substantial contribution of vdW forces to
the bonding of pristine GR and TiO; clusters, see
Figure4.11(a).

At the Fermi level, the perturbation caused
by the adsorption of TiO, clusters splits the GR
linear bonding and anti-bonding 7 bands (Dirac
cone)’; see Figure A.5 in Appendix B.2. Break-
ing the inversion symmetry in the carbon lattice
opens a small band gap, see Figure 4.11(b) and Ta-
ble 4.4. However, a word of caution is warranted
regarding the calculated values: the computations
were conducted using periodic boundary condi-
tions specifying a (6x6) GR unit cell. The band
gap’s opening will not only depend on cluster size
but will also increase when the unit cell size de-
creases in response to increased cluster coverage.

The PDOS of (TiO,),/GR, depicted in Fig-
ure 4.12, indicates that both VB and CB states
mainly originate from the GR carbon atoms and
that the characteristic V shape of the GR PDOS
at the Dirac point is almost conserved except for
the small band gap opening. However, a signifi-
cant contribution of (TiO,), clusters displays that 2 En_érgy (]Ej)_EF) [év]
the total DOS increases with cluster size for the Figure 4.12: The total Density of States (DOS) and
CB and decreases with cluster size for the VB. PDOS for compatible with the total energy results, the
There is a partial hybridisation between GR and absorbed (TiO2), cluster (a) n=0, (b) n=1, (¢) n=2, (d)
(TiO,), VB and CB states, as seen in the band de- 1=3. (¢) n=4, and (f) n=5 with the GR. Note the
composed charge density, see Figure A.5 in Ap- (decimal) logarithmic scale.
pendix B.2.

Combination of TiO; clusters and Graphene Quantum Dot

In this part, the interaction of TiO, clusters with GQDs' is explored. The electronic property of GR
is varied from semimetal to semiconductor and depends on the flake size and form due to the quan-
tum confinement.[393] The stable structure of GQD depends on their shape, size, and temperature. The
armchair-edged hexagonal GQDs are thermodynamically more stable than other GQD shapes.[394] By
chemically exfoliating graphite nanoparticles, hexagonal GQDs with a diameter range of 1.65-21 nm
(2.1-317.3 nm? surface area) have been produced.[395] Based on mentioned information, the armchair-
edged hexagonal GQD is chosen as a model system. The quantum dot edges in our model have been pas-
sivated with hydrogen to saturate the dangling bonds since GQDs produced from bottom-up synthesis[396]
are typically hydrogen passivated.

Initially, bare and (TiO;);-decorated GQD of varying sizes (~ 1-13 nm?) were investigated concern-
ing equilibrium geometry, total energy, and band gap; see Figure A.6 in Appendix B.2. The experimen-
tally reported HOMO-LUMO band edges (~ -3.3 —-5.7 eV vs Vacuum) and band gap (~ 2.4 eV) for the
coil GQD (~ 60 carbon rings)[397] are, respectively, in good agreement with the current obtained ASCF
values (-2.63 — -5.29 eV vs Vacuum) and (2.66 eV) for C0Hgy GQD (91 carbon rings). Additionally,

¢The VB and CB take the form of the upper and lower halves of a conical surface.

FGQD refers to the fragmentation of a GR monolayer into small pieces (disks) having dimensions of a few nanometers (2-20
nm).[392]
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4.2 TITANIA-GRAPHENE COMPOSITE SYSTEMS

for the exactly same C;14H3zg GQD, the theoretically predicted electronic band gap (3.51 eV) and exci-
ton binding energy (1.37 eV) based on the GW+BSE method[398] are in reasonable agreement with the
currently obtained ASCF values (3.83 eV) and (1.99 eV), respectively. It can be asserted with certainty
that both the HOMO-LUMO energy gap and the optical gap of the GQDs are highly proportional to their
size, and they decrease steadily as GQD’s size grows. The optical gaps of bare and (TiO;)-decorated
GQD bigger than about 3 nm? are energetically below the visible light’s spectral range; see Table 4.5 and
Figure A.6 in Appendix B.2.

Table 4.5: The calculated parameters for GQDs and (TiO;); cluster on the surface of GQDs.  The cohesive
energy per atom, Ecop; the binding energy of (TiO); cluster to GQDs, E, ; ESLGA, EELSE and EﬁECF are
HOMO-LUMO energy gaps based on GGA, HSE06 and ASCEF, respectively; the vertical electronic affinity and
ionisation energy, EA, and IE, ;the adiabatic EA and IE, EA , and IE_; Eéfcp is optical gap based on ASCF; the

Stokes shift, Ag;; the exciton binding energy, ET*.

ST>

‘Em‘(ev) E,(eV) EJ9%(eV) EMSEeV) EXCF(eV) EA (eV) EA,(eV) IE (V) IE (V) EgpSCF(eV) Ay (eV) E%(eV)

CyoHis 6.27 - 2.46 3.12 5.28 1.23 1.26 6.51 6.50 2.44 0.26 2.84
Ci14Hzo 6.717 - 1.53 1.95 3.51 2.15 2.20 5.66 5.63 1.52 0.11 1.99
CyoHy 7.03 - 1.10 1.40 2.66 2.63 2.69 5.29 522 1.10 0.06 1.56
CagoHso 7.39 - 0.76 0.95 1.92 3.04 3.11 4.96 4.88 0.76 0.02 1.16
(TiO,)1/Cs2H;g - 1.18 1.31 2.53 4.88 1.75 1.86 6.63 6.54 1.87 0.65 3.01
(Ti02)1/C114H39 - 1.15 1.03 1.90 3.43 2.38 243 5.81 5.75 1.41 0.16 2.02
(Ti02)1/Ca22Han - 1.13 0.90 1.38 2.62 2.75 2.81 5.37 5.31 1.06 0.05 1.46
(Ti07)1/Csg0He0 - 1.12 0.72 0.94 1.82 3.14 3.18 4.96 4.90 0.75 0.02 1.07

Therefore, the following is focused on a GQD with a surface area of 3.18 nm? containing 114 carbon
and 30 hydrogen atoms. This type of GQD is employed to investigate the adsorption of (TiO,), clusters.
Various feasible initial configurations have been used to arrive at the models depicted in Figure 4.13,
representing the optimal geometry for each cluster size. TiO; clusters bound to the GQD similarly to
pristine GR. This also keeps the structural characteristics, such as the vertical distance between titania
clusters and pristine GR, see Figure 4.13 and Table 4.6.
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Figure 4.13: Top and side views of the energetically most favourable (TiO,),/GQD configurations for (a) n=1,
(b) n=2, (c) n=3, (d) n=4, and (e) n=5. Blue, red, dark grey, and orange spheres represent Ti, O, C, and H atom:s,
respectively.

The TiO; clusters are slightly stronger bind to the GQD than to GR. The vdW forces account for
a significant fraction of the cluster GQD interaction again, as seen in Figure 4.11(a). The Bader charge
analysis reveals the charge transfer from the GQD to the titania clusters of approximately 0.1-0.2 e°,
which is similar to the absorption of titanium clusters on pristine GR, see Table 4.6. Similarly, there is a
small charge density overlap at the interface; see Figure A.7 in Appendix B.2.

The GQD~~TiO, charge transfer upon bonding can be comprehended from their distinct IEs, see
Figure A.8 in Appendix B.2. When titania clusters and GQDs are combined, their respective Fermi levels
are aligned, the charge is transferred across the interface, and an electric field builds up. The relative
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Table 4.6: The calculated parameters for TiO; clusters on GQD. The GQD-TiO; cluster distance, h; the binding
energy with and without vdW correction, B VAW and EEVO'VdW; the charge transfer from GQD to clusters;

APgap mio, s Ego ™ By and EPCF are HOMO-LUMO energy gaps based on GGA, HSE06 and ASCF,
respectively; the adiabatic EA and IE, EA ; and IE ; EQSCF is optical gap based on ASCF; the Stokes shift, Ay ;
the exciton binding energy, ES*.

[hA) EF"V@V) EF™(eV) APy ro,(€) ESOAEV) ERE(eV) ENF(eV) EA(eV) EA,@V) IE (V) IE, V) ENF(EV) Ay@EV) EXV)

(Ti0,),/GQD | 2.37 115 0.81 0.2 103 1.90 343 238 243 581 575 141 016 202
(Ti0,),/GQD | 2.45 122 0.69 0.1 144 185 347 225 233 572 5.68 146 009 201
(Ti0,)5/GQD | 2.37 167 111 02 137 178 338 254 2.60 5092 586 .40 0.05 198
(Ti0,)4/GQD | 2.44 1.53 1.00 0.2 1.05 1.66 328 2.68 274 5.96 501 138 0.30 1.90
(Ti0,)s/GQD | 2.68 1.03 0.29 0.1 0.74 141 313 258 2.63 571 5.66 135 0.33 178

Figure 4.14: The decomposed charge density of (a, b, ¢, d, e, f) LUMO and (g, h, 1, j, k, ) HOMO energy levels
of (TiO»), clusters (n=0-5) on the surface of GQD. The isosurface level of charge density is taken to be that at

67.5% 105 & /A? (1 x 10~* & /Bohr®).

positions of the titania clusters and GQD’s HOMO and LUMO states are affected in such a way that
for some configurations, for instance, (TiO,);, (TiO»)4, and (TiO;)s, photoelectrons can be expected to
transfer across the interface. This will be favourable for ultrafast interfacial electron injection and reduce
the electron recombination rate, thus increasing photocatalytic activity. It is especially valid if there is
only weak hybridisation between the titania cluster and GQD’s HOMO and LUMO states, as observed
for (TiO3)4 and (TiO,)s, see Figure 4.14. Both the HOMO-LUMO quasiparticle gaps and the optical gaps
of GQD bound clusters are significantly decreased compared to the bare (TiO,), clusters, as shown in
Figure 4.11(c) and Table 4.6. A substantial reduction appears in the corresponding Stokes shifts as well.
Interestingly, neither the spatial localisation nor the relative energy of the photoactive states exhibit a
clear trend concerning the titania cluster size. Given that there are more titania cluster configurations than
the minimum energy structures studied here[376] and an infinite number of alternative GQD structures
and binding geometries, a wide variety of excitation and charge transfer scenarios can be expected.

43
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4.3 Molecular Catalyst®

TiO,, titania has emerged as one of the most promising photoanode and photocatalytic materials among
the several photocatalytic semiconductor materials owing to its low cost, non-toxicity, excellent charge
transfer, and long-standing physical and chemical stability.[399] As is well-known, the lack of visible
light absorption inherent to titania prevents the full exploitation of the solar spectrum, resulting in a low
energy conversion efficiency.[249, 338] Among the various known strategies for harvesting visible light,
synthesising and designing organic dyes” are a typical and effective method to surmount this drawback
by prolonging the light harvest.[400, 401] Furthermore, organic dyes can be readily functionalised to
modify their spectroscopical and redox characteristics, in addition to their easy availability, low cost, and
biocompatibility.

4.3.1 Overview

In particular, the D-7-A organic dyes’ with an efficient ICT mechanism can boost the photoinduced
charge separation, leading to remarkable photon-to-electron conversion.[404] Each of these three
building components (donor, 7-bridge and accep-
tor) can be easily interchanged, allowing for a
wide variety of dye permutations.[405] Slight ad-
justments can also have a significant effect on
their electronic and optical properties.[405] In or-
der to enhance the light-harvesting efficiency of
photocatalysis, the appropriate choice of donor
and acceptor groups is essential. Generally, the
ethylene-bridged dicationic derivate of bipyridine,
DQ, is an intriguing moiety for application in
D-7m-A dyes. The ring system can undergo re-
versible and electron reductions to create radical
cations and neutral species.[4006, 407] Its redox-
cycling capacity stimulates the formation of su-
peroxide radicals and other reactive species. In-
corporation of DQ moieties into a covalent or-
ganic framework can increase its photocatalytic
hydrogen evolution activity through improved
electron transport.[407] 3d: TPA-TPT-DQ-PF,

So far, several D-7-A organic dyes con- Figure 4.15: Schematic representation of new dyes’
taining carbazole,[408—411] phenothiazine,[412— molecular structures.
415] triphenylamine (TPA),[416—418] indole[419,
420], coumarin[421, 422] and perylene[423] units have been reported for photocatalyst. Furthermore,
LR-corrected hybrid functionals have provided valuable guidance to current experiments for the investi-
gation of D-7-A dyes and have given insight into more speculative systems not yet amenable to experi-
mental study.[424—431] In this context, three new D-7-A dyes’ with a DQ moiety as their acceptor group
and one dye-based on thienyl-benzothiadiazo-thienyl (TBtdT) and bipyridine-oxide (BPNO) moiety (see
Figure 4.15) are used in this study.

8Results and Discussion part of this section are the theoretical part of the paper, submitted to a peer-reviewed scientific
journal.

" A natural or synthetic coloured molecule chemically binds to the substrate to which it is applied.

IThis type of organic dye, extensively studied in dye-sensitised solar cells,[402, 403] consists of a conjugated 7-system
connecting an electron-rich donor moiety to an electron-poor acceptor moiety.

/1d: thienylphenylthienyl (TPT)-DQ-PFg, 2d: bithiophene (TT)-DQ-PFg, 3d: TPA-TPT-DQ-PF¢
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4.3.2 Results and Discussion

A series of new organic D-7-A dyes incorporating a DQ moiety as a novel electron-acceptor-unit have
been synthesised successfully in the Institute of Organic Chemistry at the Clausthal University of Tech-
nology.* They display a high photocatalytic activity under visible light, giving isolated yields of up to
95 %. D-m-A dyes synthesis and experimental characterisation procedures are beyond the scope of this
thesis. This part of the thesis focuses on the theoretical characterisation and investigates the electronic
and optical properties of these new dyes. The corresponding computational details of this part study can
be found in Appendix C.1.

Ground-State Geometries

In organic dyes, the degree of coplanarity affects
the absorption spectra and charge-transfer char-
acteristics. Figure4.16 depicts the optimised ge-
ometries of 1d: TPT-DQ, 2d: TT-DQ, 3d: TPA-
TPT-DQ and 4a: TBtdT-BPNO dyes. The di-
hedral angles between the rings in TT, TPT and
TBtdT dyes are around (~3-8°), and these parts
keep all of the dyes to have planar structures in
all dyes. Small dihedral angles can provide better
conjugation between the donor and acceptor part
so that the acceptor can be more favourable for
electron passage. The length of each C-C bond is
around 1.37-1.51 A in all new dyes, which is the
distance between the double-bonded C=C (1.33
A) and the single-bonded C-C (1.53 A). This in- 3d: TPA-TPT-DQ

formation indicates that there is extensive delocal- Figure 4.16: Optimised ground state geometry of new

isation throughout the molecules. dyes’ molecular structures. Blue, red, dark grey, orange
and green spheres represent N, H, C, S and O atoms,
respectively.

Electronic and Absorption Properties

The obtained HOMO and LUMO energy levels are shown in Figure 4.17 (a). It is well-known that the
HOMO energy level is closely related to the donor part of the dye.[432] However, the acceptor part of
the dye mainly influences the LUMO energy level.[432] As shown, the HOMO energy level of 3d dye
(-6.43 eV) is higher than that of 1d (-7.23 eV), 2d (-7.49 eV) and 4a (-6.80 eV), indicating that the TPA
unit has the more robust electron-donating characteristic than other donating groups of 1d, 2d and 4a
dyes. The LUMO energy level of 4a dye (-2.85 eV) is below that of 1d, 2d and 3d dyes (-2.62 eV),
which is based on BPNO moiety instead of DQ, manifests a different LUMO energy level. The results
indicate that the LUMO energy level is negligibly sensitive to be affected by different z-conjugated
bridges in 1d, 2d and 3d dyes. Higher LUMO energy levels can make the excited electron of these
dyes effectively inject into TiOzs” CB (usually, ~-4.0 eV)[432, 433]; the lower HOMO energy level of
these dyes compared with the iodide/triiodide electrolyte (usually -4.80 eV) can also make the electron
transfer from the redox shuttle to the oxidised dyes efficiently for the regeneration process.[432, 434]
Accordingly, the calculated HOMO-LUMO energy gaps of these dyes increase in the following order
3d<1d<2d<4a with the corresponding values of 4.61 eV for 1d, 4.87 eV for 2d, 3.80 eV for 3d and 5.01
eV for 4a.

The IEs and EAs of the dyes calculated by the ASCF method are depicted in Figure4.17 (a). The
IEs and EAs can be compared with the oxidation and redox potential of dyes obtained from cyclic

*The experiments were done in the group of Prof. Dr. Wilhelm.
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voltammogram measurements, see Figure A.10 (b) in Appendix C.2. The calculated -IEs or oxidation
potentials of dyes are in good agreement with the experimental results. However, the computed -EAs
or redox potential also fits the experiment, but it is more in line with the second experimental reduction
potential than the first one. The IE value of 3d (5.27 eV) is lower than that of 1d (6.08 eV) and 2d (6.22
eV), so the absence of the TPA unit in 1d and 2d dyes can cause these dyes to lose electrons more easily,
resulting in their slightly better photoelectric properties. While comparing the EAs of the dyes, 1d, 2d
and 3d dyes must possess a better electron-accepting ability than the 4a dye.
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Figure 4.17: (a) Calculated energies of the frontier molecular orbitals (HOMO~!, HOMO, LUMO, LUMO*!),
and redox and oxidation potential of 1d, 2d, 3d, and 4a dyes in relation to the redox reactions of water splitting.
(b) Isosurface plots of corresponding orbitals orbitals of 1d, 2d, 3d, and 4a dyes.

Absorption spectra of the 1d, 2d, 3d and 4a dyes computed using TDDFT with CAM-B3LYP LR-
corrected hybrid functional is shown in Figure 4.18 (a). Remarkably, the positions of the first maximal
peak of the 1d (457 nm), 2d (450 nm), 3d (536 nm) and 4a (452 nm) dyes, corresponding to mainly the
HOMO—LUMO transition are in good agreement with the experimental value of the 1d (473 nm), 2d
(467 nm), 3d (507 nm) and 4a (465 nm) dyes, see Figure A.10 (a) in Appendix C.2. As expected from
the previously reported results,[427-431] TDDFT with CAM-B3LYP LR-hybrid functional performs
particularly well for simulating charge transfer energies of D-7-A dyes.
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Figure 4.18: (a) Absorption spectra and (b) first excited state lifetimes of 1d, 2d, 3d and 4a dyes calculated with
TDDFT. The spectra were simulated using 20 nm Gaussian broadening.

The electron density distribution over the frontier molecular orbitals (HOMO~!, HOMO, LUMO,
LUMO™!) is illustrated in Figure4.17 (b). For the three dyes with the DQ electron-acceptor moiety,

46



CHAPTER 4. APPLICATION AND RESULTS

1d, 2d, and 3d, the electron density distribution over the frontier orbitals is in favour of an ICT nature
of the excitation. The electron density of the LUMO of these three dyes clearly shows predominant
localisation on the DQ electron-acceptor moiety. Their HOMO electron density is localised on the
electron-donating parts showing the overlap with the LUMO onto the 7-linker. These results confirm
that the HOMO—LUMO transition in 1d, 2d and 3d is accompanied by the ICT from the electron donor
group to the electron acceptor moiety through the 7-linker. At the same time, the 4a dye based on BPNO
moiety instead of DQ displays different electron density distributions along the frontier orbitals. The
electron density of LUMO is predominantly localised in the electron-donating part of the molecule. Ac-
cordingly, the HOMO—LUMO transition of 4a dye cannot be regarded as an ICT transition, and it can
be instead interpreted as a 7—7* excitation. To some extent, the ICT character can be attributed to the
HOMO—LUMO™! transition providing a rise to the absorption peak at 341 nm. The calculated first
excited state lifetimes’ of the dyes are depicted in Figure 4.18 (b). The results display that the excitation
lifetimes of the 1d, 2d, 3d and 4a dyes in the first excited states are 1.48, 1.42, 1.51 and 1.44 ns, respec-
tively. Generally, longer excited-state lifetimes correlate well with the observed trends in photocatalytic
activity. Hence, 1d and 3d dyes would have a relatively higher electron injection performance than 2d
and 4a dyes, which is expected to inhibit electron recombination more effectively in 1d and 3d dyes.

IThe lifetime of the dye in the excited state is one of the most critical factors for assessing the efficiency of charge transfer
via electron injection into a semiconductor substrate (for example, TiO;) in the excited state. It estimates the time required for
the dye to inject electrons into the semiconductor substrate. Until regeneration by a redox mediator, the dye is in a cationic state
following electron injection. The longer lifetime (7) in the excited state means that the dye spends more time in its cationic
form and has higher optical stability, which is advantageous for charge transfer.
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“As a man who has devoted his whole life to the most clearheaded
science, to the study of matter, I can tell you as a result of my research
about the atoms this much: There is no matter as such! All matter
originates and exists only by virtue of a force which brings the particles
of an atom to vibration and holds this most minute solar system of the
atom together. ... We must assume behind this force the existence of a
conscious and intelligent Spirit. This Spirit is the matrix of all matter.”
— Max Planck,
Speech on The Nature of Matter

Florence, 1944.
Conclusion and Perspectives _

At the end of this study, the easiest way to summarise the conclusions is to go back and read the objective
presented in the introduction and then follow how these results have been processed in this thesis. Briefly,
DFT-based methods with SIC were employed to study some photocatalyst material systems, (i) titania
bulk phases and amorphous thin-film, (ii) titania clusters and their combination with GR and GQD, and
(iii) new organic D-7-A type catalyst dyes.

(i) TiO, crystals were systematically studied by performing Hubbard U correction and hybrid func-
tional methods in DFT. Combining self-consistently determined Uy correction for Ti*? states with semi-
empirically determined U}, correction for O? states provides an approach to improve the accuracy of
electron band structures calculated by DFT at modest numerical costs. The numerically more expensive
hybrid DFT, particularly the PBEO functional, provides similarly accurate electronic structure data and
highly accurate atomic structures. However, the DFT+U}, and hybrid DFT provided more accurate opti-
cal excitation energies than DFT+Uj 4 by comparing with experimentally observed findings. In addition
to describing the main results of the applications, several analyses have been carried out to rationalise the
corrections provided by the DFT+U approach, which could benefit future research in this field. For exam-
ple, the DFT+U, (U, correction for O?P states) and hybrid DFT methods with the proposed methodology
have been used to study TiO, amorphous thin-films. The results confirm that the proposed methodology
can be generalised to study TiO;,-based disordered structures.

(ii) The structural, electronic, and optical properties of neutral TiO, clusters and TiO, clusters ad-
sorbed on pristine GR and GQDs were studied by DFT, hybrid functional and CDFT methods. Compared
to bulk titania, the optical gap of TiO; clusters is much reduced and resides in the spectral range of visible
light. A further reduction occurs upon adsorption on GR and GQD where vdW interaction dominates.
In addition to the red-shifted absorption, spatial separation of photoexcited charge carriers can also oc-
cur for many bonding scenarios, significantly boosting the photocatalytic activity of the hybrid material
compared to its constituent components. The electronic properties of the hybrid material depend sensi-
tively on the size of the respective constituents and are highly system specific. This allows for tuning and
optimising the material concerning its desired properties for specific excitation wavelengths.

(iii) DFT and TDDFT methodology performed to investigate the electronic and absorption properties
of new class three D-7m-A dyes as photocatalyst with a DQ moiety as their acceptor group and one
dye based on TBtdT and BPNO moiety by using LR-corrected hybrid functional (CAM-B3LYP). All
new D-7-A dyes’ absorption spectra exhibit the most intense peak in the visible light range dominated
by the single-electron HOMO—LUMO transition. Calculations confirmed that the HOMO—LUMO
transition in 1d, 2d and 3d is accompanied by the ICT, but the HOMO—LUMO transition of 4a dye
could not be considered as an ICT transition, and it could be rather an interpreter as T— 7" excitation. The
excited state with highly efficient charge separation properties can be propitious to the ultrafast interfacial
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electron injection and reduce the electrons recombination rate. The LR-corrected hybrid functional can
be the optimum way to study D-7-A dyes and their derivatives.

Overall, this thesis’s results demonstrate the applicability of the DFT+U, hybrid functionals and
CDFT methodologies to investigate the electronic and optical properties of photocatalyst systems. There
are several directions in which the work presented in this thesis can also be pursued and suggest some
future research tasks and challenges, such as:

* detailed investigation of the correlation between TiO, amorphous thin-films and photocatalytic
activity at the atomic level,

* modelling the different types of quantum dots and clusters for understanding the photocatalyst
process of proposed systems;

* investigation of the different types of D-7-A organic dyes on the surface of the GR and TiO; struc-
tures or amorphous thin-film to understand the processes further and improve the photoactivity;

in both fundamental understanding and implementation.
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A Computational and Supporting Details on Titania

This part is to provide the computational and supporting details on titania, as discussed in Section 4.1.

A.1 Computational Details

DFT[36—38] within the GGA using the PBE and PBE,, functional?[98, 99] in conjunction with Grimme’s
D2 correction[ 176, 182] to account for dispersion interactions was the starting point of the present cal-
culations. The QE package implementation [127, 128] with NC-PPs was used. The electron orbitals
were expanded on the PW basis with an energy cutoff of 150 Ry. Energy and force convergence criteria
of 107'° Ry and 10~% Ry/bohr were applied to determine the structurally relaxed ground state. The BZ
sampling was performed using 8 x 8 x 12, 10 x 10 x 4, and 3 x 5 x 5 MP k-point mesh for R-, A-, and
B-TiO; unit cells, respectively. PBEO[219, 222] and HSE[229, 230] were used for global- and screening
hybrid functionals. In the HSE, the screening parameter @ was chosen to equal 0.106 bohr~!

The electronic structures calculated with PBE,, PBEg,+Uqg, PBE+Up, PBE+Uq ,, and PBEO
were used to calculate the dielectric function within the IPA[116]; that is, do not account for LFE and
electron-hole attraction[435]. Specifically, the tensor elements in the long-wavelength limit are calcu-
lated as follows:

167 [(vk|pg +i[V", rg]lck)[?

egp(@) =1+ )

S €k — vk (Ek — &vk)? — (0 +i7)?

(A.1)

where 8 denotes the spatial direction. Following the usual convention of identifying the three-fold axis
of symmetry with the z-direction, the x-direction is perpendicular to the z-direction and lies in the plane
spanned by the three-fold axis of symmetry, one of the three equivalent basis vectors of the primitive
orthorhombic unit cell. The sum runs over all VB and CB states and the wave vectors in the BZ. The
transition dipole moments include the commutator with the nonlocal part of the PPs, Q is the cell volume,
and 7 the broadening. The Yambo package[436, 437] was used for the numerical evaluation.

“Since PBE,, functional gives more accurate crystal structures parameters than PBE, see Table4.2 and Table A.1, the
PBE, is considered further calculations.
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A COMPUTATIONAL AND SUPPORTING DETAILS ON TITANIA

A.2 Supporting Details

Table A.1: Calculated unit cell parameters a, b, ¢ (in A) and volume V (in A3) of R-, A-, and B-TiO; in
comparison to experiment. Uy values are equal to 5.92, 5.96, and 5.95 eV for the respective Ti*d states of R-, A-,
and B-TiO; in PBE+Uy and PBE+U,, 4, whereby U, for the respective O?P states is chosen equal to 4.2 eV.
Relative deviations are given with respect to the mean of experimental data.

Rutile Anatase Brookite
LG [ a=b c v [ a=b c v a b c \
PBE 4.600 2.977 62.99 3.784  9.728 139.29 9.230 5477 5.156 260.65
+0.1% +0.7% +0.9% -0.0% +2.2% +2.2% +0.5% +0.6% +0.1% +1.1%
PBE+U 4.623  3.077 65.76 3.867 9.771 146.11 9.324  5.537 5.293 273.26
41 10.6% +4.1% +5.3% +2.2% +2.7% +7.2% +1.5% +1.5% +2.8% +6.0%
PBE4U 4584  3.062 64.34 3.832  9.754 143.23 9.263 5495 5.265 267.99
&Pl 02%  +3.6% +3.1% +1.2% +2.5% +5.1% +09% +0.8% +2.2% +3.8%
HSE 4563 2953 61.48 3.707  9.949 136.72 9.202 5418 5.109 254.72
-0.7%  -0.1% -1.5% 21% +4.6% +0.3% +0.2% -0.6% -0.8% -1.2%
PBEO 4.573  2.960 61.90 3.738  9.783 136.69 9.175 5441 5.133 256.25
-0.5% +0.1% -0.8% -1.2%  +2.8% +0.3% 0.1% -02% -0.3% -0.6%
4.604  2.959 62.72[303] | 3.787  9.518 136.50[303] | 9.184 5.454 5.146 257.76[303]
Experiments | 4.587  2.954 62.15[304] | 3.784 9.515 136.24[305] | 9.180 5.457 5.158 258.39[306]
4593  2.959 62.42[307] | 3.785 9.514 136.30[307] | 9.184 5.447 5.145 257.38[308]
10.0175 4.5 |
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Figure A.1: Lattice parameters (a) and fundamental bandgap (b) of A-TiO; crystal calculated as a function of U

values.
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Figure A.2: Imaginary part of the R- and A-TiO,s’ complex dielectric function calculated within IPA based on
the PBE,+U in comparison to experimental data from Ref. [317].
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B Computational and Supporting Details on Titania-Graphene Compos-
ite System

This part is to provide the computational and supporting details on Titania-Graphene Composite, as
discussed in Section 4.2.

B.1 Computational Details

The DFT[36-38] calculations were performed using the VASP.[126] The electron XC energies were
described within the GGA using the PBE functional.[98] As stated in Section 2.8.4, the accurate mod-
elling of weakly bonded adsorbates is a significant challenge for DFT since semi-local XC functionals
do not adequately describe the LR vdW interactions.[172—175] In order to account approximately for
dispersion interaction, a semi-empirical dispersion correction scheme based on the London dispersion
formula,[159] the called DFT-D scheme, was used.[171, 180-182] Specifically, the DFT-D2 method
was used.[176] Test calculations using DFT-D3[182] and DFT-D3BJ[167, 182] revealed only negligible
deviations. The Bader technique[438] was used to determine the charge transfer between TiO; clusters
and GR/GQD, and to analyse the chemical bonding.

The kinetic energy cutoff for PW expansion was 500 eV, and the energy and force convergence crite-
ria were 107° eV and 107% eV/A, respectively. 4 x 4 x 1 I'-centred k-point sampling was used for TiO,
clusters in the 6 x 6 x 1 supercell of GR for geometry optimisations and electronic band structure calcula-
tion. Gaussian smearing[439] width was set at 0.05 eV for all geometry and band structure calculations.
The PDOS was calculated with the above computational parameters, except that the tetrahedral smear-
ing with Blochl corrections[440] and the denser 9 x 9 x 1 k-point grid were used. All (TiO,), clusters
(n=1-5) and their interaction with GR were calculated in a hexagonal supercell with a lattice parameter
of 14.81 A. A cubic supercell with a lattice parameter of 32 A was used to model TiO, clusters inter-
acting with hexagonal armchair GQD. In order to minimise the interaction between adjacent clusters or
material slabs, a minimum vacuum space of 10 A was used for separation.

The cohesive energy per atom E__ was calculated as follows:

Coh

ECoh = 1 [ZniEi - Est] ’ (A2)

nTot i=1

where the E, represents the energies of a single isolated atom, and the i index denotes the type of atom.
E, represents the total ground state energy of the related structures. n;, and n, are the numbers of total
and isolated i-type atoms in the unit cell, respectively. The binding energy of adsorbed clusters was
calculated as follows:

E =—E, =E +E,—E

~ ~GR/GQD

(A3)

GR/GQD+cl 9

where the E ., denotes the energy of the GR or GQD, E is the energy of an isolated adcluster, and
Ericop.a denotes the total energy when the adcluster is adsorbed on GR or GQD.

The DFT-GGA electronic structure is known to suffer from an underestimation of electronic exci-
tation energies, as it does not account accurately for electronic self-energy effects.[100, 119] Moreover,
optical excitation energies cannot be directly concluded from ground-state DFT calculations, as they ne-
glect electron-hole attraction. In order to account for this shortcoming, the HSE06 hybrid functional was
also used for electronic structure calculations.[230] DFT-GGA and HSEOQ6 eigenvalues of the HOMO
and LUMO states were aligned with respect to vacuum level; that is, the vacuum level of clusters, be-
ing obtained from a total local electrostatic potential calculation, was subtracted from molecular orbital
energy levels. The EA, IE, quasiparticle energy gap and optical gap were calculated within the ASCF
method.[102-105]
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B.2 Supporting Details

@) (b)]

P ageTAr B -y
£

Figure A.3: The decomposed charge density plots of (a) HOMO and (b) LUMO of (TiO;), clusters (n=1-5). The
isosurface level of charge density is taken to be that at 67.5 x 107> ¢° /10\3 (1x107%e /Bohr3).

n=4

Figure A.4: The top and side views of the total charge density of (TiO;), clusters on the surface of GR at (a)
n=1, (b) n=2, (c¢) n=3, (d) n=4, and (e) n=5. The isosurface level of charge density is taken to be that at 0.169

e /A’ (0.025 " /Bohr?).
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Figure A.S: The band structure and the decomposed charge density of VB maximum and CB minimum of the
(TiO3), clusters on the surface GR at (a) n=0, (b) n=1, (c) n=2, (d) n=3, (e¢) n=4, and (f) n=5. In the case of
(TiO»)n/GR, the Dirac cone at the I" and the folded bands due to the (6 x 6) GR supercell structure of the system
are present in the plot. The second column views show the corresponding VB maximum and CB minimum on an
enlarged3 scale. The isosurface level of charge density is taken to be that at 67.5 x 1075 e / A’ (1x1074

e’ /Bohr’).
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Figure A.6: The top views of (a) optimised hexagonal GQDs with armchair edges and (b) the most favourable
(TiO3); adsorption configuration on the respective GQDs. Blue, red, dark grey, and orange spheres represent Ti,
O, C, and H atoms, respectively. (c) The cohesive energy per atom and (d) the HOMO-LUMO energy gap and the
optical gap of GQDs. (e) The (TiO;); bonding energy on the GQD and (f) the HOMO-LUMO energy gap and the
optical gap of (TiO;); decorated GQDs. For comparison, the spectral energy of visible light (1.59-3.26 eV) is

indicated.

57



B COMPUTATIONAL AND SUPPORTING DETAILS ON TITANIA-GRAPHENE COMPOSITE SYSTEM

Figure A.7: The top and side views of the total charge density of (TiO;), clusters on the surface of GQD at (a)
n=1, (b) n=2, (c) n=3, (d) n=4, and (e) n=5. The isosurface level of charge density is taken to be that at 0.169
e /A’ (0.025 & /Bohrd).
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Figure A.8: HOMO-LUMO energy levels for (a) isolated and (b) combined (TiO;),/GQD systems calculated on
the DFT-GGA level of theory. The charge density difference distribution Ap between GQD and TiO; clusters.
The green and blue colours represent the charge accumulation and depletion, respectively. The isosurface level of

charge density is taken to be that at 0.067 ¢/ A’ (0.01 & /Bohr?). (d) Local electrostatic potential diagrams versus
combine (Ti0;),/GQD systems. AE is the electrostatic potential difference.
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C Computational and Supporting Details on Molecular Catalyst

This part is to provide the computational and supporting details on Molecular Catalyst, as discussed in

Section 4.3.

C.1 Computational Details

The experimental results were complemented by DFT[36—
38] and TDDFT[108] calculations. The calculations were
performed with the ORCA[129] using the def2-TZVP[141]
basis set combined with the RIJCOSX][441] auxiliary basis
set. In both ground and excited-state calculations, Grimme’s
DFT-D3 approach with Becke-Johnson damping[167] was
employed to account for dispersion interactions, and the
conductor-like polarisable continuum model within the self-
consistent reaction field theory was used to treat bulk sol-
vent effects of Acetonitrile.”[442]

In order to verify whether the absorption properties of
the new dyes obtained by quantum computations corre-
spond to our expectations, it was necessary to compare the
absorption properties obtained theoretically with those ob-
tained experimentally to select a reasonable XC functional

Table A.2: TDDFT calculations: Influence of
XC functionals; E; is HOMO-LUMO energy
gap; Aaps is HOMO-LUMO charge transfer
energy.

Functional | Eg (eV)  Agps (nm)
PBE 1.37 1023
HF 8.40 301
B3LYP 2.58 599
PBEO 2.89 544
TPSSh 2.00 716
wB97 6.66 385
wB97X 7.09 337
CAM-B3LYP 5.02 452

for TDDFT calculation. For this purpose, several XC functionals (PBE, HF, B3LYP, PBEO, TPSSh,
®wB97, ®B97X and CAM-B3LYP) were tested on the reference dye 4a: TBtdT-BPNO, see Table A.2
and Figure A.9. In here, the LR-corrected hybrid functional CAM-B3LYP tends to outperform all other

approaches.

In particular, CAM-B3LYP functional result
is in good agreement with the experimentally
obtained value. Generally, CAM-B3LYP per-
forms well for simulating charge-transfer ex-
citation in the organic D-m-A dyes, which is
the expected result based on previously reported
results.[427-431] Both ground and excited-state
properties were studied using optimised ground-
state geometries without any constraint. In or-
der to save computational time, the two-unit
hexafluorophosphate anion (PFg) in the 1d, 2d and
3d dyes was replaced by the total charge equal 2e™
due to its negligible effect on the electronic and
geometrical structures of the dyes. Bader charge
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analysis of dyes also confirms that 1d, 2d, and 3d 0

dyes with 2PF¢ lose exactly 2e~ charge.

200

300 400 500 600 700 800 900 1000

Wavelength (nm)

The excited state lifetime of a dye can be cal-
culated using the following equation:

1499

T (A4)

Figure A.9: Absorption spectra of 4a: TBtdT-BPNO
dye calculated with TDDFT as function of different
functional.

where E is the excitation energy of the different electronic states (cm~!) and f is the oscillator strength

of the respective electronic state.[431]

bt was considered as solvent in analogy with the experimental measurements.
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C COMPUTATIONAL AND SUPPORTING DETAILS ON MOLECULAR CATALYST

C.2 Supporting Details

The redox potentials were analysed utilising cyclic voltammetric techniques.© The reduction of the 1d-3d
dyes exhibited a reversible two-step reduction consistent with the formation of radical cations and neutral
species. With first and second reduction potentials of around -0.16 V and -0.55 V, the substrate scope
for catalytic reductions of organic molecules would be constrained. Nevertheless, oxidative quenching is
conceivable by O,. 1d: TPT-DQ dye’s oxidation potential was measured to be roughly +1.6 V, sufficient

0.8 0.10 T
(@) (b i
—1d | —1d I S
2d :
3d
e 42

o
=3
3

Absorption
Current [mA]
(=

= -0.10
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Wavelength [nm] Potential vs NHE [V]

Figure A.10: (a) Experimental absorption spectra of dyes, measured at 10° mol/L in MeCN and (b) Cyclic
voltammogram measurement of the dyes, with NBusPFg as electrolyte and ferrocene as standard at +0.66 V. Data
was provided by A. Meier and Prof. R. Wilhelm.

to allow the oxidation of electron-rich organic compounds. 2d: TT-DQ dye’s oxidation potential was not
observed in cyclic voltammetric measurement under the selected circumstances, but it should be larger
than that of 1d: TPT-DQ dye. Due to the strong electron-donating properties of the TPA, 3d: TPA-TPT-
DQ dye has a significantly lower oxidation potential of roughly +1.09 V, whereas the second oxidation
occurs at +1.26 V. 4a: TBtdT-BPNO dye exhibited two-step oxidation, with oxidation potentials of +1.31
V and +1.47 V, respectively. Multiple reductions are also recorded at around -0.86 V, -1.44 V, and -1.70
V, which is particularly interesting. With these redox potentials, 4a dye has the potential to catalyse both
the oxidation and reduction of extremely electron-rich and electron-deficient molecules, respectively.

¢A. Meier and Prof. R. Wilhelm provided it.
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