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## Zusammenfassung

Inspiriert von der Vision von Roboterschwärmen, die gemeinsam Gebiete wie die Oberfläche entfernter Planeten erkunden (z.B. Marsbees [75]), untersuchen wir die theoretischen Grundlagen von mobilen Roboterschwärmen. Die Roboter werden als Punkte in einem $d$-dimensionalen euklidischen Raum modelliert. Jeder Roboter hat nur sehr begrenzte Fähigkeiten und lokale Informationen über seine Umgebung (er kann andere Roboter nur bis zu seiner Sichtweite wahrnehmen). In der Regel sind die Roboter orientierungslos, d. h. sie haben kein gemeinsames Koordinatenoder Positionierungssystem. Aufgrund der begrenzten Fähigkeiten der Roboter werden bereits grundlegende Aufgaben für die Roboter zu einer algorithmischen Herausforderung. In dieser Arbeit untersuchen wir vier Formationsprobleme, bei denen sich die Roboter so bewegen sollen, dass ihre Positionen ein vorgegebenes Muster bilden. Unser Fokus liegt auf der folgenden Frage: Wie schnell können die Roboter ein bestimmtes Formationsproblem mit gegebenen Roboterfähigkeiten lösen?

Die Formationsprobleme können in zwei Klassen eingeteilt werden: Kontrahierende und expandierende Formationsprobleme. Das Ziel von kontrahierenden Formationsproblemen ist es, die Roboter näher zusammenzubringen oder eine Zielstruktur zu minimieren. Auf der anderen Seite gibt es expandierende Formationsprobleme, bei denen sich die Roboter ausbreiten müssen, um eine möglichst große Fläche abzudecken oder eine Zielstruktur zu maximieren. Kontrahierende Formationsprobleme sind in der Literatur gut bekannt, aber über expandierende Formationsprobleme ist, insbesondere bei Robotern mit nur lokalen Informationen, noch viel Forschungsbedarf.

Konkret untersuchen wir die kontrahierenden Formationsprobleme Gathering und ChainFormation. Beim Gathering müssen sich die Roboter zu einem einzigen, nicht vordefinierten Punkt bewegen. Unsere Forschung identifiziert strukturelle Eigenschaften von Protokollen zur effizienten Lösung des Gathering-Problems in verschiedenen Zeitmodellen. Insbesondere entwickeln wir die ersten lokalen Gathering-Protokolle für Roboter in einem euklidischen Raum der Dimension drei oder höher. Das Chain-Formation-Problem untersucht eine Kette von Robotern. Genauer gesagt, sind die Roboter in einer Kettentopologie (jeder innere Roboter hat zwei Nachbarn) zwischen zwei stationären äußeren Robotern verbunden. Das Ziel der Roboter ist es, die Länge der Kette zu minimieren, d. h. sich auf einer geraden Linie zwischen den äußeren Robotern zu positionieren. Wir zeigen, wie die Fähigkeit, Informationen konstanter Größe zu kommunizieren (die Roboter haben Lichter), dazu beiträgt, schnelle $(1+\varepsilon)$-Approximationsprotokolle für das Chain-Formation-Problem zu entwickeln.

Außerdem führen wir die expandierenden Formationsprobleme Max-Chain-Formation und MAX-Line-Formation neu ein. Beide zielen darauf ab, die Roboter in einer geraden Linie mit maximaler Länge (in Bezug auf die Sichtweite) anzuordnen. Das Problem Max-ChainFormation untersucht eine Kette von Robotern, bei der die äußeren Roboter die Fähigkeit haben, sich zu bewegen. Beim MAX-Line-Formation-Problem haben die Roboter keine vordefinierte

Kettenstruktur, können aber alle anderen Roboter in unmittelbarer Nähe sehen. Wir stellen mehrere Protokolle vor, die von unterschiedlichen Roboterfähigkeiten ausgehen, um beide Formationsprobleme zu lösen. Interessanterweise zeigen wir, dass viele Ideen von Protokollen für kontrahierende Formationsprobleme wiederverwendet werden können. Allerdings zeigen unsere Protokolle auch ein komplexeres Konvergenzverhalten im Vergleich zu kontrahierenden Formationsprotokollen.

## Abstract

Inspired by the vision of robot swarms collectively exploring hazardous areas such as the surface of distant planets (e.g., Marsbees [75]), we study the theoretical foundations of mobile robot swarms. The robots are modeled as points in a $d$-dimensional Euclidean space. Each robot on its own has very limited capabilities and only local information about its environment (it can only observe other robots up to its viewing range). Mostly, the robots are disoriented, i.e., they do not agree on any common coordinate or positioning system. Due to the limited capabilities of the robots, even basic tasks for the robots become algorithmically challenging. In this thesis, we study four robot formation problems in which the robots are to move such that their positions fulfill a predefined pattern. Our focus lies on the following question: How fast can the robots solve a particular formation problem under given robot capabilities?

The formation problems can be categorized into two classes: contracting and expanding formation problems. The goal of contracting formation problems is to move the robots closer together or to minimize a target structure. On the opposite side, we have expanding formation problems, where the robots have to spread out to cover as much area as possible or to maximize a target structure. Contracting formation problems are well-established in the literature, but much less is known about expanding formation problems, especially for robots with only local information.

Concretely, we study the two contracting formation problems Gathering and ChainFormation. Gathering demands to move the robots to a single, not predefined point. Our research identifies structural properties of protocols to solve GATHERING efficiently in different time models. Especially, we develop the first local gathering protocols for robots in a Euclidean space of dimension three or higher. The Chain-Formation problem studies a chain of robots. Precisely, the robots are connected in a chain topology (each inner robot has two neighbors) between two stationary outer robots. The goal of the robots is to reduce the length of the chain, i.e., to position themselves on a straight line between the outer robots. We show how the ability to communicate constant-sized information (the robots have lights) helps to derive fast $(1+\boldsymbol{\varepsilon})$-approximation protocols for the Chain-Formation problem.

Furthermore, we newly introduce the expanding formation problems Max-Chain-Formation and MAX-LINe-Formation. Both aim to arrange the robots in a straight line of maximum length (with respect to the viewing range). Max-Chain-Formation studies a chain of robots in which the outer robots can move. In the Max-Line-Formation problem, the robots do not have a predefined chain structure but can observe all other robots in close vicinity. We introduce several protocols assuming different robot capabilities to solve both formation problems. Interestingly, we show that many ideas of protocols for contracting formation problems can be reused. However, our protocols also exhibit a more complex convergence behavior compared to contracting formation protocols.
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## 1. Introduction

The future is in the hands of those who explore.

Jacques-Yves Cousteau, Oceanographer

Since ancient times, humans have aimed to develop mechanical machines to automate various tasks. If the machine is programmable, operates to some degree autonomously and senses and manipulates its environment, such a machine is usually called a robot (although there is no common definition). Robots occur in various application fields, ranging from industrial robots for manufacturing, over warehouse robots that automate logistics, to medical robots assisting in surgeries. When the robots can move, as the warehouse robots typically do, they are called mobile robots. A further important application of mobile robots is the exploration of areas that are difficult or, with current technical developments, even impossible for humans to reach. Examples of such areas are the deep sea or distant planets since humans can reach them either only with considerable effort or not at all (yet). In 2021, for instance, NASA's Perseverance Rover reached Mars [73]. Since then, the rover autonomously explores the Martian surface, collects scientific data and sends it back to earth. Researchers evaluate the data and, among other research questions, hope to find evidence for earlier life on Mars. Similar robots exist to explore the deep sea. In contrast to Mars, even the deepest points of earth's seabed - called Challenger Deep - can be reached by humans with specialized deep-sea submarines. Nevertheless, this requires extreme effort and is still very dangerous. To overcome these drawbacks, for instance, the Nereus robotic vehicle has been developed [17]. After reaching the ocean floor - Nereus can reach Challenger Deep - Nereus autonomously explores the ocean ground. Despite their advantage that no humans are involved in the exploration, both the Perseverance Rover and Nereus are highly optimized and very costly special-purpose robotic vehicles. The estimated costs for the Perseverance Rover are 2.7 billion US dollars and the development took several years [56]. Moreover, the maintenance periods for those vehicles are very long and single technical errors can have a severe impact. Nereus, for instance, imploded in 2014 on the ocean ground [4].

As a consequence, there is a natural desire for a cheaper, scalable and robust solution for exploration tasks. Scalability is important to be able to explore larger areas and to speed up the exploration. Both the deep sea and the Martian surface are immense such that a single robot would take more than a human lifetime to explore a reasonable portion of the entire surface. As the Nereus example sophisticates, robustness is also important since the exploration area might be hazardous such that a single incident can destroy a robot. To ensure robustness and scalability,
current research projects, including NASA's Marsbees [75] or the CORATAM project for (deep) sea exploration [57], aim to distribute the exploration task over a large amount of cheap(er) and tiny robots that collectively explore the environment. Such an approach is, among others, inspired by swarms of fish, birds, bees or ants. While each animal on its own has only very limited capabilities, the swarm collectively solves complex tasks. Ants, for instance, can build bridges with their bodies to enable other ants to shortcut certain distances or even reach places that could not be reached before. The most interesting part about ants is that they coordinate themselves without any leader. They operate autonomously and each ant decides based on its local information what seems to be best for the entire swarm [101]. Based on these observations, the vision is to replace single, costly special-purpose robots with a swarm of lightweight and cheap robots that solve complex tasks collectively.

However, to benefit from the previously described advantages, lots of challenges have to be solved. The first challenge is the design of the robots including the choice of appropriate sensors and hardware. To keep the cost of each robot low, it is necessary to determine the essential hardware to solve the task the robot is designed for. Furthermore, it is interesting to determine tradeoffs: e.g., larger memory is more expensive but potentially leads to a much faster exploration time since the robots can locally determine which areas they have already visited. The second challenge is the design of correct and (time-)efficient protocols (algorithms). The main challenge here stems from the environment where the robots live and the local information. Consider for instance the seemingly simple tasks of recollecting all robots after finishing the exploration - we will later denote this task as the Gathering problem. The task is easy to solve as long as the robots have a global coordinate system (e.g., GPS) and can communicate over larger distances (e.g., via the internet). With GPS or global communication, the robots could simply agree on a common position where to meet and every robot moves there. In environments such as the deep sea or the Martian surface, however, no GPS or large-scale communication infrastructure is available. Instead, each robot can only sense its local vicinity and must base its decisions upon this small piece of information. Therefore, seemingly simple tasks turn out to be challenging or, without appropriate sensory capabilities, even impossible to solve.

Since already simple tasks become challenging, we focus on the basic algorithmic building blocks of mobile robot swarms in this thesis. Concretely, we study robot formation problems (also denoted as Pattern Formation [111]), where the goal is to arrange the robots in a certain formation. One example is the Gathering problem, where the robots have to gather at the same location - an important subroutine to recollect spread-out robots. Other examples involve the MAX-Line-Formation problem, where the robots have to bridge a large area. More precisely, we look at robot formation problems for swarms of mobile robots from the perspective of distributed computing. The research area of distributed computing studies the theoretical foundations of distributed systems. In this research area, we abstract from the technical details of the robots and work with common models, where robots are modeled as points in $d$-dimensional Euclidean spaces that move around based on the protocols we design. The previously raised question about the required hardware of a robot translates into the question of how powerful the robot model has to be. The typical intriguing research question is: Which capabilities do the robots need (at least) to solve a formation problem? As mentioned earlier, GATHERING is trivial if robots can communicate over large distances or have access to a common positioning system. But how about robots that can only observe other robots in their close vicinity? The second main research question we study in this thesis is: How fast can robots solve a certain formation problem and how does the robot model influence the runtime? For instance, how fast can oblivious robots (no persistent memory) solve a formation task, and can the robots solve the task faster if they have access to a small amount of persistent memory? In this thesis, we mostly focus on the second research question, i.e., our focus lies on the interplay between the robot model and the runtime efficiency of robot formation protocols. Nevertheless, we will also see impossibility results stating that some formation problems are impossible to solve without certain robot capabilities. In the following

Section 1.1, we briefly summarize the robot models and introduce the specific formation problems. Afterward, we summarize the results of this thesis in Section 1.2.

### 1.1 Scope

The broad topic of this thesis is to design local protocols for different types of robot formation problems, to prove their correctness and to analyze their runtime. All protocols are designed for suitable theoretical models that abstract from the physical aspects of the robots and allow us to derive formal correctness proofs and analyze the runtime complexity. In the following, we briefly summarize the robot model and introduce the formation problems studied in this thesis.

Model Summary. Here, we focus on the most important aspects of the robot models. A detailed description of the models is contained in Chapter 2. In all models, the robots are point-shaped and live in a $d$-dimensional Euclidean space. Each robot has its own local coordinate system that is self-centered (the robot is located at the origin). Mostly, we assume that the robots are disoriented, i.e., the axes of their local coordinate systems can be arbitrarily inverted and rotated such that the robots do not agree on any directions. The disorientation is even variable, meaning that the axes and the orientation of the coordinate system of a fixed robot might change from time to time. In one exception (Chapter 8), we consider robots with one-axis agreement. Those robots agree on the orientation and direction of one coordinate axis. The other axes are commonly aligned; however, the directions might differ from robot to robot. Moreover, the robots have limited visibility. Precisely, we consider a connectivity range of 1 and assume that the initial configuration is connected concerning the connectivity range. In other words, we assume that the initial Unit Ball Graph (robots are vertices and two robots share an edge if their distance is at most 1 ) is connected. Additionally, the robots have a viewing range of $\mathcal{V}$. In most cases (except for Chapter 8) we consider a circular viewing range, i.e., robots can observe all other robots at a distance of at most $\mathcal{V}$. Otherwise, we consider a square viewing range of $\mathcal{V}$, i.e., robots can observe other robots within an axis-aligned square of side length $2 \cdot \mathcal{V}$. In many cases, the viewing range and the connectivity range are identical. However, in some cases (e.g., Chapters 5 and 6), it is beneficial to consider a viewing range that is larger than the connectivity range.

Moreover, the robots are autonomous (there is no central control guiding the movements of the robots), identical (all robots have the same appearance) and anonymous (there are no internal identifiers). Furthermore, the robots are homogeneous and deterministic, i.e., all robots execute the same deterministic protocol. In case the robots are also oblivious (no persistent memory) and silent (no communication), this is commonly known as the $\mathcal{O B L O T}$ model [66]. The $\mathcal{L U M I}$ model [53] replaces the properties of being oblivious and silent by equipping the robots with a light that can, at each point in time, have one out of a constant number of colors. On the one hand, the light is persistent (unless intentionally switched off) such that the robots obtain a constant-sized memory. On the other hand, the light can be observed by visible robots and thus, the robots gain the ability to communicate information of constant size to their close neighbors.

The robots operate in LCM cycles (rounds). Each cycle consists of three operations: LOok, Compute and Move. First, robots take a snapshot of their environment (Look), compute a target point based on the snapshot (COMPUTE) and finally move there (MOVE). The cycles might be fully synchronous ( $\mathcal{F S Y N C}$ ), semi-synchronous ( $\mathcal{S}$ SYNC: the cycles are synchronous but only a subset of all robots might be active) or completely asynchronous (ASYNC). Time is measured in epochs: an epoch is the smallest time period such that each robot completes at least one LCM cycle. Under the $\mathcal{F}$ SYNC scheduler, an epoch is equal to a round. Additionally, time can be continuous, i.e., the movement of robots is defined for each real point in time by a velocity vector of length at most 1 (the speed of each robot is at most 1 ). We refer to this as the continuous time model.

Formation Problems. We study four different formation problems for robots with limited visibility. The formation problems can be categorized into two classes. The first class of problems can be described as contracting formation problems. Here, the goal is either to move robots closer
together or to minimize a target structure. On the opposite side, there are expanding formation problems, where the goal is to spread the robots out to cover as much area as possible. Regarding these two classes of formation problems, the goal of this thesis is twofold. Our studies of contracting formation problems add new, improved and generalized results to the existing literature. While the area of contracting formation problems of robots with limited visibility is well-established in the literature, there is not much known about expanding formation problems. Hence, our goal regarding expanding formation problems is to shed some light on what kinds of formation problems robots with limited visibility can solve.

More concretely, we study the contracting formation problems Gathering and ChainFormation as well as the expanding formation problems MAX-Chain-FORMATION and MAX-Line-Formation. Gathering demands to move $n$ robots $r_{0}, \ldots, r_{n-1}$ to a single, not predefined point. Either no fixed neighborhood is given and robots can observe all other robots up to their viewing range (we refer to this as the standard connectivity model) or the robots have fixed neighborhoods that form a closed chain. Gathering in the standard connectivity model is depicted in Figure 1.1.


Figure 1.1: A visualization of the GATHERING problem in the standard connectivity model.

In a closed chain, the robot $r_{i}$ has the fixed neighbors $r_{i-1}$ and $r_{i+1}$ (all operations on indices are modulo $n: r_{0}$ and $r_{n-1}$ are each other's neighbors). Still, the robots have limited visibility requiring the robots to ensure that the distance between themselves and their neighbors does not exceed the connectivity range. The GATHERING problem of a closed chain of robots is visualized in Figure 1.2.


Figure 1.2: A visualization of the GATHERING problem of a closed chain of robots.

The Chain-Formation problem considers an open chain of robots. An open chain has inner robots $r_{1}, \ldots, r_{n-2}$ and two outer robots $r_{0}$ and $r_{n-1}$. Similar to the closed chain, each inner robot $r_{i}$ has neighbors $r_{i-1}$ and $r_{i+1}$. The outer robots $r_{0}$ and $r_{n-1}$ have only a single neighbor: $r_{1}$ is the neighbor of $r_{0}$ and $r_{n-2}$ is $r_{n-1}$ 's neighbor. Both outer robots are stationary, i.e., both $r_{0}$ and $r_{n-1}$ have fixed positions throughout the entire execution of a protocol. All other robots aim to reach the straight line between $r_{0}$ and $r_{n-1}$ while maintaining connectivity to their neighbors. See Figure 1.3 for a visualization of the CHAIN-FORMATION problem.


Figure 1.3: A visualization of the Chain-Formation problem.

Max-Chain-Formation is a modification of the Chain-Formation problem. The difference is that the outer robots $r_{0}$ and $r_{n-1}$ do not remain stationary. Instead, the goal is to arrange the chain of robots on a straight line of length $n-1$. The problem is depicted in Figure 1.4. Since the viewing range is assumed to be 1 , this is the maximum line length that can be achieved. Due to the chain structure, the ordering along the final line is fixed: $r_{0}$ and $r_{n-1}$ are endpoints of the line. The position and orientation of the line are, however, not predefined. Moreover, since $r_{0}$ and $r_{n-1}$ can only observe the position of their chain neighbors, they do not know a fixed direction to move along to stretch the length of the chain. The movement of all robots must ensure that $r_{0}$ and $r_{n-1}$ eventually move in opposite directions although they cannot observe each other.


Figure 1.4: A visualization of the Max-Chain-Formation problem.
The Max-Line-Formation problem has the same goal as the Max-Chain-Formation problem: to arrange $n$ robots on a straight line of length $n-1$. However, the robots are not connected in a chain but in the standard connectivity model (see Figure 1.5 for a visualization). Henceforth, there are no dedicated robots that must form the end of the line. Rather, the robots have to find their roles in the final line themselves. Additionally, the position and orientation of the line can be chosen by the robots.


Figure 1.5: A visualization of the MAX-LINE-FORMATION problem.

### 1.2 Outline of the Thesis and Main Results

The thesis starts with three preliminary chapters (Chapters 1 to 3 ). Chapter 2 contains a detailed description of the models studied in this thesis and introduces common notation. Afterward, related work is discussed in Chapter 3. The main contents of the thesis are split into two parts. Part I studies the contracting formation problems Gathering and Chain-Formation and consists of Chapters 4 to 6. Part II introduces the expanding formation problems MAX-Chain-Formation and Max-Line-Formation in Chapters 7 and 8. In what follows, we summarize the main results of each chapter.

Gathering in the $\mathcal{O B L O} \mathcal{T}$ Model: In Chapter 4, we consider the $\mathcal{O B L O} \mathcal{T}$ model and study the Gathering problem of disoriented robots with limited visibility in two different time models: fully synchronous rounds (the $\mathcal{F}$ SYNC scheduler) and the continuous time model. For both time models, a very general approach is used: we study entire classes of protocols that can be applied to robots that live in a Euclidean space $\mathbb{R}^{d}$ of arbitrary dimension $d \geq 1$.

The class of continuous protocols generalizes work presented in [96]. There, the Euclidean plane ( $d=2$ ) is considered and the class of contracting protocols is presented which gathers in time $\Theta(n \cdot \Delta)$, where $\Delta$ represents the initial configuration's Euclidean diameter (the initial maximum distance of two robots). The definition of contracting protocols demands that robots that are part of the global convex hull of all robots' positions move at full speed in the global closed convex hull. Every known protocol to solve Gathering of robots with limited visibility in the continuous time model has this property. We show that contracting protocols generalize to an arbitrary dimension $d$ (since convex hulls are analogously defined in higher dimensions) and prove an upper runtime bound of $\mathcal{O}\left(n^{H_{d}} \cdot \Delta\right)$, where $H_{d}=\sum_{i=1}^{d} 1 / i \in \Theta(\log d)$ represents the $d$-th Harmonic number. For the runtime analysis, we use a projection technique showing that through a series of carefully chosen projections, the analysis of high-dimensional protocols can be reduced to the analysis of two-dimensional protocols. To the best of our knowledge, these are the first results for high-dimensional continuous protocols to solve GATHERING of disoriented robots with limited visibility. The specific case of $d=3$ has already been published in the following publication which is based on some ideas derived in the Master's thesis of Michael Braun [21] (the analysis presented here was not part of the thesis). The case of $d>3$ has not been published yet.

> 2020 (with M. Braun and F. Meyer auf der Heide) "Local Gathering of Mobile Robots in Three Dimensions" In: Proceedings of the 2020 International Colloquium on Structural Information and Communication Complexity (SIROCCO), Best Student Paper Award, cf. [22].

When considering the $\mathcal{F}$ sync scheduler, we generalize and improve the work presented in [5,50]. There, robots in the Euclidean plane are studied. The Go-To-The-Center (GtC) protocol is presented that moves robots towards the center of the smallest enclosing circle of all visible robots while maintaining connectivity. GTC requires $\mathcal{O}\left(n+\Delta^{2}\right)$ rounds to gather all robots. We prove that the runtime can be improved to $\Theta\left(\Delta^{2}\right)$. To do so, we present the class of $\lambda$-contracting protocols $(\lambda \in(0,1])$ that solves GATHERING in $\Theta\left(\Delta^{2}\right)$ rounds and we also prove that GTC belongs to this class. $\lambda$-contracting protocols restrict the allowed target points to a specific subset of a robot's local convex hull (formed by the positions of all visible robots, including itself) in the following way. Let diam denote the diameter of a robot's local convex hull. Then, a target point $p$ is an allowed target point if it is the center of a line segment of length $\lambda \cdot$ diam, completely contained in the local convex hull. The definition guarantees that the target point lies far enough inside the local convex hull (at least along one dimension) to decrease the swarm's diameter sufficiently. The class of protocols as well as the runtime bounds apply to robots that live in Euclidean spaces of arbitrary dimension. The lower bound of $\Omega\left(\Delta^{2}\right)$ even holds for a larger class of (natural) protocols: for all protocols in which robots compute target points inside the local convex hull of all visible robots (including themselves). Notably, in contrast to the time bound for
the continuous time model, the bound of $\Theta\left(\Delta^{2}\right)$ is independent of the dimension and the number of robots. The class of protocols as well as their analysis are based on the first part of the following publication ${ }^{1}$.

2022 (with J. Harbig, D. Jung, P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Unifying Approach to Efficient (Near-)Gathering of Disoriented Robots with Limited Visibility" In: Proceedings of the 26th International Conference on Principles of Distributed Systems (OPODIS), cf. [26].

Chain-Formation and Gathering in the $\mathcal{L U M \mathcal { M }}$ Model: For Chapters 5 and 6, we switch from the $\mathcal{O B L O}$ to the $\mathcal{L U M I}$ model and study the Chain-Formation problem for an open chain and the Gathering problem for a closed chain of robots. Regarding the ChainFormation problem, we improve upon work in [91] that has introduced the Hopper protocol. The HOPPER protocol makes use of locally visible states, which can be seen as an early implementation of the $\mathcal{L U M I}$ model. After $\mathcal{O}(n)$ synchronous rounds ( $\mathcal{F}$ SYNC), the HOPPER protocol achieves a $\sqrt{2}$-approximation of the optimal configuration regarding the Chain-Formation problem. It is important to mention that the HOPPER protocol uses distinguishable outer robots, i.e., one outer robot participates in the protocol while the other one remains idle. We improve upon the HOPPER protocol in the following aspects:

1. We achieve a $(1+\varepsilon)$-approximation of the optimal configuration in $\mathcal{O}(n / \varepsilon)$ rounds for an à priori chosen constant $\varepsilon>0$.
2. We show how to use a slightly increased viewing range of 2 to drop the assumption of distinguishable outer robots while keeping the time bound of $\mathcal{O}(n / \varepsilon)$ rounds.
3. We introduce a synchronization technique to transfer the protocol to the $\mathcal{A s Y N C}$ scheduler with a runtime of $\mathcal{O}(n / \varepsilon)$ asynchronous epochs.
Furthermore, the ideas derived for the Chain-Formation problem serve as a basis for a more involved protocol that solves GATHERING of a closed chain of robots in the Euclidean plane in $\mathcal{O}(n)$ rounds. Prior to this work, linear time Gathering protocols assuming disorientation were only known for robots that are located on a two-dimensional grid [2, 40]. Our protocol consists of two sub-protocols: one protocol for asymmetric configurations and a second one for highly symmetric configurations. The asymmetric protocol exploits the main ideas and movement operations of the Chain-Formation protocol (in a more involved and complex way). For symmetric configurations, the ideas of the Chain-Formation protocol cannot be used as they depend on asymmetries. To overcome this drawback, we present an additional protocol for symmetric configurations. Locally, the robots can not decide whether the global chain is symmetric or asymmetric and do their decisions only based on their local view. Hence, some robots may follow the asymmetric protocol while others follow the symmetric one. Some additional coordination rules ensure that the two protocols do not hinder each other. For the Gathering protocol, we also present a synchronization procedure to achieve a runtime of $\mathcal{O}(n)$ epochs under the $\mathcal{A}$ sync scheduler. Both the Chain-Formation and the Gathering protocol have been published in the following journal article.

2023 (with J. Harbig, D. Jung, T. Knollmann and F. Meyer auf der Heide) "Gathering a Euclidean Closed Chain of Robots in Linear Time and Improved Algorithms for Chain-Formation" In: Theoretical Computer Science (TCS), cf. [28].

A preliminary version of the Gathering result appeared in the conference proceedings of ALGOSENSORS 2021:

[^0]2021 (with J. Harbig, D. Jung, T. Knollmann and F. Meyer auf der Heide) "Gathering a Euclidean Closed Chain of Robots in Linear Time" In: Proceedings of the 17th International Symposium on Algorithms and Experiments for Wireless Sensor Networks (ALGOSENSORS), Best Paper \& Best Student Paper Award, cf. [27].

The Max-Chain-Formation Problem: Chapter 7 opens the second part of the thesis and studies the Max-Chain-Formation problem. On a conceptual level, the problem can be seen as an extension of the Chain-Formation problem: the outer robots gain the ability to move and the goal changes to maximize the distance between the two outer robots. We observe that these changes add a lot of complexity to the problem because the outer robots must move in opposite directions despite not being able to see each other. We study the problem in the $\mathcal{O B L O T}$ model and in two different time models: fully synchronous rounds ( $\mathcal{F S Y N C}^{\text {) and the continuous time }}$ model. For the $\mathcal{F}$ SYNC time model, we present a conceptually very simple protocol: inner robots move to the midpoint between their neighbors and outer robots move as far as possible away from their direct neighbors without losing connectivity. It turns out that even in one-dimensional configurations (all robots' positions are collinear), the protocol exhibits a complex behavior: some configurations converge to the optimal configuration while others turn into a final configuration that keeps moving through the plane forever. We characterize this behavior and prove time bounds of $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ and $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ rounds until a (1- $)$ - approximation of one of the final configurations is reached. The time bounds match the currently best known time bounds for the Chain-Formation problem under the same robot model [60, 88]. Moreover, we prove that we can construct two-dimensional configurations causing the protocol to have an arbitrarily high runtime.

Regarding the continuous time model, we present a similar protocol with an interesting twist: while all inner robots move at full speed, the outer robots are (mostly) slowed down by a constant. We prove that the speed difference leads to a time-optimal protocol, requiring $\Theta(n)$ time. Some configurations, however, collapse to a single point instead of converging to the optimal configuration. Furthermore, we prove that the speed difference does not lead to a speedup in the $\mathcal{F}$ sync time model. All in all, we see time bounds that are similar to the comparable contracting problem Chain-Formation; however, the protocols are more complex in terms of convergence behavior. The problem itself, the presented protocols and their analyses are based on the following journal article.

2022 (with P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Discrete and Continuous Study of the Max-Chain-Formation Problem" In: Information and Computation, cf. [30].

A preliminary version appeared in the conference proceedings of SSS 2020:
2020 (with P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Discrete and Continuous Study of the Max-Chain-Formation Problem - Slow down to Speed Up" In: Proceedings of the 22nd International Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS), Best Paper Award, cf. [29].

The Max-Line-Formation Problem: Chapter 8 is about the Max-Line-Formation problem, which has the same goal as the MAX-Chain-Formation problem: to arrange the robots on a straight line of length $n-1$. In contrast to the Max-Chain-Formation problem, the robots follow the standard connectivity model (the robots are not arranged in a chain). On one hand, the robots obtain more freedom in arranging themselves since there are no predefined roles (any robot could for instance be the endpoint of the line). On the other hand, we observe additional complexity because robots sometimes cannot locally decide whether they should be an endpoint of the global line. For the $\mathcal{O B L O} \mathcal{T}$ model, we present an impossibility result stating that the problem is impossible to solve by robots with a constant-sized viewing range, even if the robots agree on
both axes of their local coordinate systems. Even worse, it is impossible to find protocols that only converge to the optimal configuration.

Afterward, we show how switching from circular to square connectivity and viewing ranges enables the robots to solve the problem, at least if they agree on one axis of their local coordinate systems. For square connectivity and viewing ranges, we present three protocols. All protocols operate in two global phases (not distinguishable by the robots due to their limited visibility). First, the robots form a line parallel to the $y$-axis. Afterward, the robots stretch the line to a maximum length by applying ideas from the Max-Chain-Formation problem.

The first protocol considers the $\mathcal{O B L O T}$ model and the $\mathcal{S}$ sync scheduler and converges to the optimal configuration in $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs (for every $\varepsilon \in(0,1)$, a $(1-\varepsilon)$-approximation is reached after that time). The analysis transfers techniques designed for the analysis of specific time inhomogeneous Markov chains to the deterministic robot world.

Lastly, we consider the $\mathcal{L U M I}$ model to solve the problem exactly. The second protocol is designed for the $\mathcal{S}$ SYNC scheduler and reaches the optimal configuration on $\mathcal{O}\left(n^{2}\right)$ epochs. Finally, we design a protocol for the $\mathcal{F}$ SYNC scheduler that solves the problem optimally in $\Theta(n)$ rounds. The results are based on the following publication.

2021 (with T. Goette, T. Knollmann and F. Meyer auf der Heide) "The Max-LineFormation Problem - and new Insights for Gathering and Chain-Formation" In: Proceedings of the 23rd International Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS), cf. [25].

## 2. Robot Models \& Notation

The following sections introduce the robot models as well as the notation we use in this thesis. We first define the $\mathcal{O B L O} \mathcal{T}$ model thoroughly in Section 2.1. Afterward, we discuss the differences of the $\mathcal{L U} \mathcal{M I}$ model in Section 2.2. Subsequently, we define robot chains, an extension of the
 define robot models in Section 2.4.

## 2.1 $\mathcal{O B L O T}$

The $\mathcal{O B L O} \mathcal{L}$ model (an abbreviation of oblivious robots) [66] has a set of fundamental features (such as the name-giving obliviousness) we present first in Section 2.1.1. Apart from that, the $\mathcal{O B L O} \mathcal{T}$ model offers a variety of choices regarding other aspects of the robots, e.g., the (dis-) agreement on the local coordinate systems, limited vs. unlimited visibility or the synchronization of the robots' actions. We introduce our assumptions on the local coordinate systems of the robots in Section 2.1.2 and present the different time models in Section 2.1.3.

### 2.1.1 Fundamental Features

The swarm consists of $n$ robots $\mathcal{R}=\left\{r_{0}, \ldots, r_{n-1}\right\}$ living in $\mathbb{R}^{d}(d \in \mathbb{N})$. The position of a robot $r_{i}$ at time $t$ is denoted as $p_{i}(t) \in \mathbb{R}^{d}$ in a global coordinate system (not known to the robots). We collectively call the set of all robots' positions at time $t$ the configuration. The robots do not have any extent, i.e., there can be multiple robots located at the same position. The initial positions of all robots are pairwise distinct. All robots have a local memory and can do computations with infinite precision real arithmetic. Moreover, the robots have precise movement capabilities, i.e., they can turn and move in any direction. The robots are autonomous, i.e., they operate without any central control. Moreover, they are identical and anonymous, i.e., they all have the same external appearance and no (unique) identifiers. Furthermore, the robots are homogeneous and deterministic: all robots execute the same deterministic protocol. The two most characteristic features of the $\mathcal{O B L O} \mathcal{T}$ model are that robots are oblivious and silent. Oblivious robots do not have any memory of the past (see Section 2.1.3 for a precise notion of time) and silent robots do not have any ability to communicate directly with other robots. Since the robots can only communicate via observations and movements, the communication is also called to be stigmergic.

### 2.1.2 Orientation \& Visibility

Each robot has its local coordinate system that is self-centered, i.e., the robot itself is located at the origin. We describe by $p_{i}^{j}(t)$ the position of robot $r_{j}$ in the local coordinate system of $r_{i}$. The
robots have limited visibility, i.e., they can observe other robots up to a constant distance, denoted as the viewing range. We distinguish the terms circular and square viewing ranges. With a circular viewing range, robots can observe all other robots at a constant distance of $\mathcal{V}$. The initial visibility graph, i.e., the graph where the nodes represent the robots and two robots share an edge if their distance is at most $\mathcal{V}$, is always connected. Sometimes it is beneficial or even necessary to assume a well-connected initial configuration, i.e., that the swarm is even connected by a value that is a constant smaller than the viewing range. More formally, we distinguish the terms connectivity range and viewing range. The swarm is connected concerning the connectivity range $\mathcal{C}$ while the robots have a viewing range $\mathcal{V} \geq \mathcal{C}$. Mostly, we assume $\mathcal{C}=\mathcal{V}$. For simplicity, we assume that $\mathcal{C}=1$ throughout the entire thesis. Then, the notion of connectivity ranges induces a Unit Ball Graph $\operatorname{UBG}(t)=(\mathcal{R}, E(t))$, where $\left\{r_{i}, r_{j}\right\} \in E(t)$ if and only if $\left\|p_{i}(t)-p_{j}(t)\right\|_{2} \leq 1$, where $\|\cdot\|_{2}$ denotes the Euclidean distance. The initial Unit Ball Graph UBG(0) is connected. Robots with a square viewing range of $\mathcal{C}$ can observe other robots that are located in a self-centered and axis-aligned square of side length $2 \cdot \mathcal{V}$. Two robots at a distance of at most 1 are also called neighbors. For a robot $r_{i}$, the set $N_{i}(t)$ describes the set of all visible neighbors including itself at time $t$. The set $N_{i}(t)$ is also called the neighborhood of a robot $r_{i}$ at time $t$.

Furthermore, the robots do not share a common chirality, i.e., the robots do not agree on a cyclic orientation of their environment (e.g., clockwise). Usually, with one exception in Chapter 8, we consider disoriented robots. Disoriented robots have no agreement on their local coordinate systems, i.e., the axes can be arbitrarily rotated and inverted. The disorientation is even variable, i.e., the rotation and orientation of the axes of one fixed robot can change from time to time. A stronger assumption, we (have to) use in Chapter 8 , is denoted as $k$-axes agreement: the robots agree on the direction and orientation of $k<d$ axes (the axes are fixed).

### 2.1.3 Time

Time can be either discrete (round based) or continuous ${ }^{1}$. In the following, we describe the different models in detail.

Discrete Time. When time is discrete, robots operate in LCM cycles consisting of the operations LOok, Compute and MOVE. During LOok, each robot takes a snapshot of all visible robots in its local coordinate system, it computes a target point based on the snapshot during Compute and finally moves there within the Move operation. We assume a rigid movement, i.e., the robots always reach their target points. The LCM cycles are also denoted as rounds. The timing of the cycles is controlled by an (adversarial) scheduler that can either be fully synchronous ( $\mathcal{F}_{\text {SYNC }}$ ), i.e., each robot is active in every round and all robots start a new round simultaneously, semi-synchronous ( $\mathcal{S}_{\text {SYNC }}$ ), i.e., in every round, only a non-empty subset of all robots is activated and starts the new round simultaneously or completely asynchronous ( $\mathcal{A S Y N C}$ ), i.e., the starting points and durations of different robots' cycles can be completely different. Both the $\mathcal{S}$ SYNC or $\mathcal{A}$ SYNC scheduler are fair, i.e., the time between two successive activations of the same robot is always finite. Moreover, we call a schedule to be $k$-fair if, between every two successive activations of any robot $r_{i}$, every other robot is activated at most $k$ times. By definition, the $\mathcal{F}$ Sync scheduler is 1-fair.

For the $\mathcal{F}$ SYNC and $\mathcal{S}$ SYNC schedulers, we define the class of discrete formation protocols that are a convenient way of formally describing the behavior of the robots in each round.
Definition 2.1 A discrete robot formation protocol $\mathcal{P}$ defines for each robot $r_{i}$ and each $t \in \mathbb{N}$ a target point $\operatorname{target}{ }_{i}^{\mathcal{P}}(t)$ such that $p_{i}(t+1)=\operatorname{target}_{i}^{\mathcal{P}}(t)$.

Continuous Time. We also study the continuous time model which defines movements for every real point in time $t \in \mathbb{R}_{\geq 0}$. At every point in time, each robot computes a target point and

[^1]a speed between 0 and 1 and moves with the given speed towards this point. More formally, we obtain the following notion of continuous protocols.

Definition 2.2 A continuous robot formation protocol $\mathcal{P}$ defines for each robot $r_{i}$ and each $t \in$ $\mathbb{R}_{\geq 0}$ a target point $\operatorname{target}_{i}^{\mathcal{P}}(t)$ and a speed $s_{i}^{\mathcal{P}}(t) \in[0,1]$ describing the robots current movement direction and speed. Together, both define the velocity vector

$$
v_{i}^{\mathcal{P}}(t)=\frac{s_{i}^{\mathcal{P}}(t)}{\| \operatorname{target}}{ }_{i}^{\mathcal{P}}(t)-p_{i}(t) \|_{2}\left(\operatorname{target}_{i}^{\mathcal{P}}(t)-p_{i}(t)\right) .
$$

Often, we describe only the velocity vectors. However, typical protocols are designed such that each robot computes a target point and moves with a certain speed towards it. The function $p_{i}$ : $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}$ is the trajectory of $r_{i}$. The trajectories are continuous but not necessarily differentiable. In some occasions, robots can change their direction and speed non-continuously (e.g., when a new robot becomes visible) leading to a non-differentiable trajectory. Typical protocols have rightdifferentiable trajectories. This way, we can interpret the velocity vectors as the (right) derivative of the trajectories, i.e., $v_{i}^{\mathcal{P}}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d}=\dot{p}_{i}$.

There is one specific, at first sight, counterintuitive behavior of the continuous time model, we want to emphasize. The continuous time model is certainly idealized since robots do infinitely many observations in finite time, and there is no delay between sensing and adjusting the movement. Therefore, the model is physically not realizable but approximates the real world reasonably well [72]. One effect of the idealized definition is the Zenoness phenomenon: in some cases, robots move as if they knew the velocity vectors of their neighbors (or even robots that are farther away) although they cannot know them explicitly due to the limited visibility. Consider the following example: For simplicity, we assume that the robots have a common understanding of up and down. Additionally, robots can observe the positions of other robots up to a distance of 1 . There are three robots, $r_{1}, r_{2}$ and $r_{3}$ with positions $p_{1}(t)=(0,0), p_{2}(t)=(0.5,0)$ and $p_{3}(t)=(1,0)$. Our protocol $\mathcal{P}$ moves the robots $r_{1}$ and $r_{3}$ with a speed of 1 upwards. For $r_{2}$, it demands not to move in case it is located on the midpoint between $r_{1}$ and $r_{3}$, i.e., $p_{2}(t)=\frac{1}{2} p_{1}(t)+\frac{1}{2} p_{3}(t)$, and otherwise move with speed 1 towards $\frac{1}{2} p_{1}(t)+\frac{1}{2} p_{3}(t)$. Figure 2.1 visualizes the example.

## Algorithmic Description:



## First Intuition:




Reality:


Figure 2.1: Above, the algorithmic description is depicted: robots at the end of the line move with speed 1 upwards. All other robots do not move as they are already located at the midpoint between their direct neighbors. The lower left picture shows the first intuition: robots at the end of the line move upwards, and the next robots follow shortly. The lower right picture shows the reality: all robots simultaneously move upwards with a speed of 1 .

Based on the previously described movement rules, one could think $v_{1}^{\mathcal{P}}(t)=v_{3}^{\mathcal{P}}(t)=(0,1)$ and $v_{2}^{\mathcal{P}}(t)=(0,0)$ since $r_{2}$ is already located on the midpoint between $r_{1}$ and $r_{3}$. Consequently, the
first intuition would be that $r_{1}$ and $r_{3}$ start moving upwards and $r_{2}$ follows the movement shortly. However, this does not happen and it holds $v_{2}^{\mathcal{P}}(t)=(0,1)$ as well. To understand this, suppose there is a time $t^{\prime}>t$ with $p_{1}(t)=\left(0, t^{\prime}-t\right), p_{3}(t)=\left(1, t^{\prime}-t\right)$ and $p_{2}(t)=(0.5,0)$. Since $r_{1}$ and $r_{3}$ move always with speed 1 upwards, it holds for all $t^{\prime \prime} \in\left(t, t^{\prime}\right): v_{1}^{\mathcal{P}}\left(t^{\prime \prime}\right)=v_{3}^{\mathcal{P}}\left(t^{\prime \prime}\right)=(0,1)$. Thus, for infinitely many $t^{\prime \prime} \in\left(t, t^{\prime}\right)$ it holds $p_{2}\left(t^{\prime \prime}\right) \neq \frac{1}{2} p_{1}\left(t^{\prime \prime}\right)+\frac{1}{2} p_{3}\left(t^{\prime \prime}\right)$ and $r_{2}$ must have moved upwards. As $t^{\prime}$ can be chosen arbitrarily small, we conclude $v_{2}^{\mathcal{P}}(t)=(0,1)$. Now, suppose that there are $n$ robots $r_{0}, \ldots, r_{n-1}$ with $p_{i}(t)=\left(\frac{i}{2}, 0\right)$ located on the $x$-axis. Robots that do not see another robot to the left or the right, holding for $r_{0}$ and $r_{n-1}$ in the given configuration, move with speed 1 upwards. All other robots do not move in case they are located on the midpoint between their neighbors, and otherwise, they move with a speed of 1 to the midpoint. With the same arguments as for the configuration with 3 robots, all robots simultaneously move upwards with speed 1 although they cannot know their neighbors' velocity vectors due to the limited visibility of 1 .

## $2.2 \mathcal{L U M I}$

 adds a memory and communication ability to the robots: (locally) visible lights [53]. Hence, the robots are not oblivious and silent. Instead, each robot is equipped with a light that has at any time of color out of a color set $\mathcal{C}$. The light can be perceived by nearby robots during their Look phase. During the COMPUTE phase, robots can change the color of their light such that the new color of the light becomes visible to other robots in the next round. Since the light can be perceived by other robots, constant-size information can be communicated to the neighbors. Moreover, since the own light is persistent (unless intentionally switched off), it can be used to store constant-size information for the next round. Sometimes it is convenient to describe our protocols with help of multiple lights $\ell_{1}, \ldots, \ell_{k}$, each having its own color set $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$. Note that the multiple lights can always be represented by a single light with $|\mathcal{C}|=\prod_{i=1}^{k}\left|\mathcal{C}_{i}\right|$ colors.

### 2.3 Chains

As mentioned in Chapter 1, we also consider chains of robots which can be seen as an extension (or modification) of the $\mathcal{O B \mathcal { L O }}$ and $\mathcal{L U M} \mathcal{I}$ models. The main difference is that robots have predefined neighborhoods of robots they can observe. More precisely, in an open chain, the robots $r_{0}$ and $r_{n-1}$ are endpoints of the chain having only a single neighbor. The direct neighbor of $r_{0}$ is $r_{1}$ and $r_{n-2}$ is the direct neighbor of $r_{n-1}$. Both $r_{0}$ and $r_{n-1}$ are also called outer robots. All other robots are inner robots. The direct neighbors of a robot $r_{i}$ are $r_{i-1}$ and $r_{i+1}$. In a closed chain, all robots are inner robots (no outer robots exist) and $r_{0}$ and $r_{n-1}$ are each other's direct neighbors. Whenever closed chains are considered, all operations on indices have to be understood modulo $n$.


Figure 2.2: A visualization of an open chain (left) and a closed chain (right).

For chains, we define the vectors $w_{i}(t)=p_{i}(t)-p_{i-1}(t)$. In open chains $w_{0}(t)$ is undefined. These vectors are important to express the impact of protocols on the chain. Moreover, we define the
length of a chain at time $t$ as $L(t):=\sum_{i=1}^{n-1}\left\|w_{i}(t)\right\|_{2}$ for open chains and $L(t):=\sum_{i=0}^{n-1}\left\|w_{i}(t)\right\|_{2}$ for closed chains. Sometimes we consider the normalized vectors: $\widehat{w}_{i}(t):=\frac{w_{i}(t)}{\left\|w_{i}(t)\right\|_{2}}$. The angle created by anchoring $w_{i+1}(t)$ at the terminal point of $w_{i}(t)$ is denoted by $\alpha_{i}(t)=\measuredangle\left(w_{i}(t), w_{i+1}(t)\right) \in[0, \pi]$. Moreover, $\operatorname{sgn}_{i}\left(\alpha_{i}(t)\right) \in\{-1,0,1\}$ denotes the orientation of $\alpha_{i}(t)$ from $r_{i}$ 's point of view (this can differ from robot to robot) and $\operatorname{sgn}\left(\alpha_{i}(t)\right)$ denotes the orientation in a global coordinate system. Both in open and closed chains, robots have limited visibility. The robots have a connectivity range of $\mathcal{C}=1$ which means that the distance between two direct neighbors is allowed to be at most 1 . The initial configuration is always connected. Additionally, the robots have a viewing range of $\mathcal{V} \geq C(\mathcal{V} \in \mathbb{N})$. The viewing range of $\mathcal{V}$ allows the robots to observe the positions of $V$ neighbors along the chain in each direction. More formally, a robot $r_{i}$ is able to observe the positions of the robots $r_{i-\mathcal{V}}, \ldots, r_{i}, \ldots, r_{i+\mathcal{V}}$. Apart from these robots, no other robots are visible even if they are nearby. Although the robots can identify their neighbors, they do not have a common understanding of left or right neighbors, i.e., the chain itself is also disoriented.

### 2.4 Naming

Throughout the thesis, we use several instances of the above-described robot models. Next, we introduce a brief notation to describe the used models compactly.

Definition 2.3 Let $M^{F}, M^{S}, M^{A}$ and $M^{C}$ denote the swarm of robots in the model $M \in$ $\{\mathcal{O B} \mathcal{L O} \mathcal{T}, \mathcal{L U M} \mathcal{I}\}$ under the $\mathcal{F}$ SYNC $(F), \mathcal{S}$ SYNC $(S)$ or $\mathcal{A S Y N C}(A)$ schedulers or in the continuous time model ( $C$ ).

Following Definition 2.3, $\mathcal{O B L O} \mathcal{T}^{F}$ represents robots that are characterized by the $\mathcal{O B L O} \mathcal{T}$ model under the $\mathcal{F}$ SYNC scheduler and $\mathcal{L U} \mathcal{M I}^{A}$ represents robots in the $\mathcal{L U} \mathcal{M I}$ model under the $\mathcal{A S Y N C}$ scheduler. Moreover, we introduce a notation that reflects also the viewing ranges of the robots.
 $M_{\mathcal{V}}^{T}, \mathcal{V} \in \mathbb{N}$ denotes $M^{T}$ for robots with limited visibility, a connectivity range of 1 and a viewing range of $\mathcal{V}$.

According to Definition $2.4, \mathcal{O B L O} \mathcal{T}$ robots in the continuous time model that have an equal viewing and connectivity range of 1 are described by $\mathcal{O B L O} \mathcal{T}_{1}^{C}$. Similarly, $\mathcal{L U}_{\mathcal{M}} \mathcal{I}_{4}^{S}$ represents robots in the $\mathcal{L U} \mathcal{M I}$ model with a connectivity range of 1 and a viewing range of 4 that operate under the $\mathcal{S}$ SYNC scheduler.

Lastly, in the case that chains are considered, we abuse the notation and naming slightly. Usually, as mentioned in Section 2.3, the existence of a chain contradicts some core properties of
 all other aspects, the robots have the same properties as robots in the $\mathcal{O B L O} \mathcal{T}$ or $\mathcal{L U M \mathcal { I }}$ models. To simplify the model descriptions, whenever we discuss GATHERING of a closed chain of robots, the Chain-Formation or the Max-Chain-Formation problems, we say that the robots follow the $\mathcal{O B L O} \mathcal{T}$ or $\mathcal{L U} \mathcal{M I}$ models and mean implicitly that the robots follow the models except for the existence of a chain.

## 3. Related Work

We discuss related work falling into the research area of distributed computing of mobile robots. For practical applications of (mobile) robot swarms, we refer the reader to the comprehensive survey [112]. In the context of distributed computing by mobile robots, we focus on the following broad topics: models and their relations, the ARBITRARY-PATTERN-FORMATION problem, the GATHERING problem, the ChAIN-FORMATION problem and expanding formation problems. A survey on the entire research field of distributed computing by mobile robots can be found in [1]. The first two paragraphs about models and their relations as well as the ARBITRARY-PATtERNFORMATION problem discuss the foundations of the thesis: Which robot models exist and how are they related? Moreover, research about the ARBITRARY-PATTERN-FORMATION problem studies which formation problems can theoretically be solved at all. The paragraphs about GATHERING and Chain-Formation embed the results of Part I. Lastly, the paragraph on expanding formation problems studies related work regarding Part II. Most of the literature we discuss in the next paragraphs studies robots in the Euclidean plane. For simplicity, we always implicitly assume that the robots live in the Euclidean plane. Whenever results hold for other environments (e.g., higher dimensional Euclidean spaces or discrete domains), we mention the environment explicitly.

## Models and Their Relations

The $\mathcal{O B} \mathcal{L O} \mathcal{T}$ model has emerged as the de-facto standard robot model. While the name and the standardization are quite young (from 2019 [66]), the first occurrences of the model (without the name) date back to the 90 s $[5,6,113,114]$. In the following, we describe relations between different models with a notation first introduced in [42]. For two models $M_{1}$ and $M_{2}$, we write $M_{1}>M_{2}$ if the robots in model $M_{1}$ can solve all problems that robots in model $M_{2}$ can solve and there is at least one problem robots in $M_{1}$ can solve that cannot be solved by robots in $M_{2}$. In this case, we call $M_{1}$ to be more powerful than $M_{2}$. Additionally, $M_{1}$ and $M_{2}$ are called computationally equivalent, in symbols $M_{1} \equiv M_{2}$, if the robots in $M_{1}$ and $M_{2}$ can solve the same set of problems. The last option is that the models are incomparable, $M_{1} \perp M_{2}$, in case there is a problem robots in $M_{1}$ can solve but robots in $M_{2}$ cannot and vice versa.

It is well known that $\mathcal{O B} \mathcal{L O} \mathcal{T}^{F}>\mathcal{O B} \mathcal{L O} \mathcal{T}^{S}$. As the $\mathcal{F}$ SYNC scheduler is a valid $\mathcal{S}$ SYNC scheduler, robots in the $\mathcal{O B \mathcal { L O }}{ }^{F}$ model can solve all problems that robots in the $\mathcal{O B L O} \mathcal{T}{ }^{S}$ model can solve. The $\mathcal{O B L O} \mathcal{T}^{F}$ model is more powerful than the $\mathcal{O B L O} \mathcal{T}^{S}$ model since Gathering of two disoriented robots (also denoted as RENDEZVOUS) is possible under the $\mathcal{F}$ SYNC but impossible under the $\mathcal{S S Y N C}$ scheduler [114]. The relation between $\mathcal{O B L O} \mathcal{T}^{S}$ and $\mathcal{O B L O} \mathcal{T}^{A}$ was for a very long time unclear. Trivially, $\mathcal{O B L O} \mathcal{T}^{S}$ robots can solve every problem $\mathcal{O B} \mathcal{L} \mathcal{O} \mathcal{T}^{A}$ robots can solve (since every $\mathcal{S}$ SYNC schedule is also a valid $\mathcal{A}$ SYNC schedule). Very recently, it was
proven that the Cohesive Convergence problem of robots with limited visibility but with measurement errors can be solved in the $\mathcal{O B L O} \mathcal{T}^{S}$ model but not in the $\mathcal{O B L O}{ }^{A}$ model, proving that $\mathcal{O B L O} \mathcal{T}^{S}>\mathcal{O B L O} \mathcal{T}^{A}$ [87]. In the Cohesive Convergence problem, the robots have to converge to a single point and robots that are visible to each other have to remain visible (a natural assumption most protocols have). Due to the combination of measurement errors and asynchrony, it is impossible to keep connectivity in some cases, as robots do not know whether their neighbors are moving. It is still open whether unreliable measurements are crucial for this relationship or if there is a problem $\mathcal{O B L O} \mathcal{T}^{S}$ robots can solve that $\mathcal{O B L O} \mathcal{T}^{A}$ robots cannot solve without considering any measurement errors.

Inspired by visible light communication, for instance in car networks [86], the $\mathcal{L U M I}$ model has been proposed $[41,42,53]$. While it seems to be evident that the $\mathcal{L U M I}$ models are more powerful than the $\mathcal{O B L O T}$ models, it is not entirely clear yet. Clearly, robots in the $\mathcal{L U M} \mathcal{I}^{T}$ model, $T \in\{F, S, A\}$ can solve all problems $\mathcal{O B} \mathcal{L O} \mathcal{T}^{T}$ robots can solve (just by not using their light). By showing that the Rendezvous problem can be solved in the $\mathcal{L U M} \mathcal{I}^{A}$ model (which is impossible in $\mathcal{O B L O T}{ }^{S}$ ), it was proven that $\mathcal{L U M I ^ { A } > \mathcal { O B L O T }}{ }^{S}$ (and thus also $\mathcal{L U M I ^ { S }}>$ $\mathcal{O B L O} \mathcal{T}^{S}$ since $\mathcal{L U M I}{ }^{S}$ robots can solve all problems $\mathcal{L U M I ^ { A }}$ robots can solve) [42]. Moreover, it is also known that there are problems $\mathcal{L U M} \mathcal{I}^{A}$ robots can solve that $\mathcal{O B L O} \mathcal{T}^{F}$ robots cannot solve. An example of such a problem is the Oscillating Points problem, where two robots have to move alternatingly towards and away from each other. Since $\mathcal{O B L O} \mathcal{T}^{F}$ robots cannot remember what they did last, there are configurations in which the robots do not know whether they should move towards or away from each other. The presence of lights (and thus memory) allows $\mathcal{L U M I}{ }^{A}$ robots to solve the problem. Nevertheless, it is open whether $\mathcal{L U M \mathcal { I } ^ { A }}>\mathcal{O B L O} \mathcal{S}^{F}$ or $\mathcal{L U M \mathcal { I } ^ { A }} \perp \mathcal{O B L O} \mathcal{T}^{F}$ [42]. Notably, if the robots move on the nodes of graphs, it could be proven that the corresponding $\mathcal{L U} \mathcal{M I}^{A}$ and $\mathcal{O B L O} \mathcal{T}^{F}$ models are incomparable [51].

Interestingly, through the presence of lights, the difference between the $\mathcal{S}$ SYNC and $\mathcal{A}$ SYNC schedulers disappear. More formally, $\mathcal{L U M I}{ }^{S} \equiv \mathcal{L U} \mathcal{M I}^{A}$ [42]. The equivalence was proven through a simulation approach: the authors in [42] provide a protocol that simulates every $\mathcal{L U M} \mathcal{I}^{S}$ protocol by $\mathcal{L U M} \mathcal{I}^{A}$ robots. The lights are used to synchronize the robots such that their movements follow a valid $\mathcal{S}$ SYNC schedule.

Furthermore, there are two intermediate models, $\mathcal{F C O M}$ and $\mathcal{F S T \mathcal { A }}$ [65]. Both can be interpreted similarly to the $\mathcal{L U M I}$ model: robots are equipped with a light. In the $\mathcal{F C O M}$ model, robots cannot see their own light (robots gain only the ability to communicate) and in the $\mathcal{F S T} \mathcal{A}$ model, the light is internal and cannot be observed by other robots (robots gain only the memory capability). The relation between the $\mathcal{F C O M}, \mathcal{F S T} \mathcal{A}, \mathcal{O B L O T}$ and $\mathcal{L U M I}$ models has been studied in [70]. First of all, the authors prove that $\mathcal{F C O M}{ }^{F} \equiv \mathcal{L U M} \mathcal{I}^{F}$, again by simulating the models in each other. In addition, $\mathcal{L U M} \mathcal{I}^{F}>\mathcal{F S T} \mathcal{A}^{F}$ and $\mathcal{F S T} \mathcal{A}^{F}>\mathcal{O B L O} \mathcal{T}^{F}$. The relation $\mathcal{F S T} \mathcal{A}^{F}>\mathcal{O B L O} \mathcal{T}^{F}$ can again be proven with the Oscillating Points problem since the light has only been used as a memory to store the last direction in which the robots move. The relation $\mathcal{L U} \mathcal{M} \mathcal{I}^{F}>\mathcal{F S} \mathcal{T} \mathcal{A}^{F}$ was proven by a problem in which the robots have to form a sequence of patterns. Lots of further relations are known, we refer the interested reader to [70].

Lastly, we would like to mention the $\mathcal{R S Y N C}$ scheduler [23] which can be seen as an intermediate scheduler between $\mathcal{F}$ SYNC and $\mathcal{S}$ SYNC. Practically, it is motivated by energy-constrained robots: after completing one LCM cycle, the robots have to rest for one cycle and can continue afterward. On the theoretical side, the scheduler can be seen as a strong intermediate scheduler between $\mathcal{S}$ SYNC and $\mathcal{F}$ SYNC. Let $R$ denote the $\mathcal{R}$ SYNC scheduler. The authors prove $\mathcal{L U M I}{ }^{F}>\mathcal{L U M I}^{R} \equiv \mathcal{L U} \mathcal{M I}^{S}$ [23]. Hence the authors got closer to the real boundary between the $\mathcal{F}_{\text {SYNC }}$ scheduler and less synchronized models. In the paper, lots of further relations are studied which are out of scope for this chapter.

Apart from the previously described models, lots of related, biologically-inspired models with different foci exist [45,52, 90, 116]. Probably closest to the previously described ones, the $\mathcal{M O B L O} \mathcal{T}$ model describes a two-stage process of robots combining themselves in molecules
first and afterward form patterns as molecules [32,33]. The smallest computational entities are robots following mostly the $\mathcal{O B \mathcal { B O }}$ model with the difference that the robots are not identical in their appearance but might have different colors. Based on their colors, the robots get certain roles in molecules they have to form. As soon as the robots have arranged themselves in a molecule, the robots in the molecule can move collectively to build larger structures. The model itself is quite new and the first work presents the necessary conditions to build the molecules first, which can be seen as a generalized Pattern-Formation problem [32]. A subsequent work studies the $\mathcal{M O B} \mathcal{L O} \mathcal{T}$ model by robots that are located on a two-dimensional grid [33]. Other models are inspired by the vision of programmable matter. The celebrated Amoebot model [45, 52] considers tiny particles (similar to robots) that live on grid graphs. The name of the model stems from the movement of the particles that is inspired by amoeba: the particles first expand to the next cell and contract afterward. The Amoebot model has lots of similarities to the different robot models, e.g., local communication $(\mathcal{L U} \mathcal{M I})$ or persistent memory $(\mathcal{L U M \mathcal { I }}$ or $\mathcal{F S T} \mathcal{A})$. Apart from the movement through contraction and expansion, a further severe difference is that particles can update variables in the local memory of neighboring particles. In a new extension, the particles can also connect themselves in reconfigurable circuits through which beeps can send (e.g., to synchronize certain movements) [63]. For a survey about computing by programmable particles, including the Amoebot but also further models, we refer to [44].

## The Arbitrary Pattern-Formation Problem

The Arbitrary Pattern Formation problem is the most general robot formation problem: the robots have to form a pattern they receive as input. Usually, the robots can choose where to form the pattern (the positions are not predefined) and the robots can form arbitrary rotations of the pattern at an arbitrary scale. The pattern is either given as a set of points or as a geometric predicate, e.g., "circle". We first summarize the dense literature about robots with unlimited visibility (robots can observe all other robots) and focus afterward on robots with limited visibility. Unless otherwise stated, the results consider the $\mathcal{O B} \mathcal{L O} \mathcal{T}$ model.

Unlimited Visibility. In the general form, the Arbitrary-Pattern-Formation problem is impossible to solve under most robot capabilities due to potential symmetries of initial configurations. Precisely, without agreement on both axes of the local coordinate systems, Arbitrary-Pattern-Formation is impossible even in the $\mathcal{O B \mathcal { L O }} \mathcal{T}^{F}$ model with chirality (i.e., the robots agree on a common handedness, e.g., clockwise) [69]. The impossibility, however, only holds for configurations where the number of robots is even. If the robots agree on only one axis of their local coordinate systems and the number of robots is odd, Arbitrary-Pattern-Formation can be solved in $\mathcal{O B L O} \mathcal{T}^{A}$ [69]. For both an odd and an even number of robots Arbitrary-PATTERN-FORMATION can only be solved if the robots agree on both axes of their local coordinate systems (also denoted as consistent compasses) [69]. However, the impossibility results mostly rely on the observation that starting from a highly symmetric configuration, e.g., the positions of the robots form a circle, no configuration with fewer symmetries can be constructed. Still, some other configurations might be formable. The resulting question is: Depending on the input configuration, which target patterns can be constructed? In [114], the question has been answered based on the notion of the symmetricity of a configuration. Consider a set $\mathbb{P}$ of distinct points. The symmetricity $\rho(\mathbb{P})$ of $\mathbb{P}$ is defined to be 1 if the center of the smallest enclosing circle of $\mathbb{P}$ contains a point of $\mathbb{P}$. Otherwise, $\rho(\mathbb{P})$ is the number of angles $\alpha \in(0,2 \pi]$ such that rotation of $\mathbb{P}$ by $\alpha$ yields $\mathbb{P}$ again. Based on this definition, a target pattern $\mathbb{F}$ is only formable starting in an input configuration $\mathbb{I}$ if $\rho(\mathbb{I})$ divides $\rho(\mathbb{F})$. An important consequence is that the only patterns that might be formable from any input configuration must have a high symmetry. More precisely, the patterns PoInt (in the literature denoted as the Gathering problem) and Uniform-Circle are the only patterns that might be formed independent of the input configuration. This observation underlines the importance of the GATHERING problem (and the UNIFORM-CIRCLE-FORMATION problem) from a theoretical point of view.

On the positive side, at least for the $\mathcal{S}$ SYNC scheduler, there are protocols to form any of the potentially formable target patterns. In [117], a protocol for the $\mathcal{O B L O} \mathcal{T}^{S}$ model for robots with a common chirality has been designed that can arrange the robots in any possibly formable pattern. For the $\mathcal{A s Y N C}$ scheduler, no such result is known. Notably, the authors of [43] study the formation of a series of patterns of robots in the $\mathcal{O B \mathcal { L O }}$ model. Since the robots have no memory, it is not possible to form arbitrary series of patterns as the robots must be able to recall which pattern they have to form next. In [43], a complete characterization of the relation between the patterns in the series is derived.

Similar results have been derived for robots living in the three-dimensional Euclidean space [118, 119]. Moreover, the ideas of symmetricity have also been transferred to discrete domains, i.e., graphs, and the Arbitrary-Pattern-Formation has been studied for robots located on graphs of different classes, mostly two-dimensional grids [13, 34, 76].

Limited Visibility. In the case of limited visibility, the picture is worse compared to the unlimited visibility case. Some results from the unlimited visibility case transfer to this case. More precisely, no target pattern $\mathbb{F}$ can be formed starting in an input configuration $\mathbb{I}$ with $\rho(\mathbb{I})>\rho(\mathbb{F})$. However, in [120] it has been proven that in the $\mathcal{O B L O} \mathcal{T}^{F}$ model, there always exists a target pattern $\mathbb{F}$ that cannot be formed starting in an input configuration $\mathbb{I}$ even if $\rho(\mathbb{I})$ divides $\rho(\mathbb{F})$. As a consequence, the limited visibility capability of the robots severely weakens the formation problems the robots can solve. On the positive side, it could be shown that equipping the robots with memory makes the robots as powerful as in the case with unlimited visibility. Precisely, non-oblivious robots under the $\mathcal{F}$ SYNC scheduler (even with non-rigid moves) can form any target pattern $\mathbb{F}$ from an input configuration $\mathbb{I}$ if and only if $\rho(\mathbb{I})$ divides $\rho(\mathbb{F})$. Under the $\mathcal{S}$ SYNC scheduler, the same result holds at least under the assumption of rigid moves [120].

## The Gathering Problem

In the following, we discuss literature about the Gathering problem and the two related problems Convergence and Near-Gathering. Convergence does not demand that the robots finally reach the same point but only requires them to converge towards the same point. NEAR-GATHERING considers robots with limited visibility and demands the robots to keep unique positions and to move such that every robot can observe the entire swarm. In other words, Near-Gathering requires the robots to gather in a small area while keeping unique positions.

Possibilities \& Impossibilities. In the context of robots with unlimited visibility, GATHERING can be solved in the $\mathcal{O B} \mathcal{L O} \mathcal{T}^{F}$ model by disoriented robots without multiplicity detection [36]. Robots without multiplicity detection cannot determine whether a position is occupied by one or multiple robots. Under the same assumptions, Gathering is impossible in the less synchronized $\mathcal{O B L O} \mathcal{T}^{S}$ and $\mathcal{O B L O T}{ }^{A}$ models [110]. Multiplicity detection plays a crucial role: at least three disoriented robots with multiplicity detection can be gathered in the $\mathcal{O B L O} \mathcal{T}^{A}$ model (and thus also in $\mathcal{O B L O} \mathcal{T}^{S}$ ) [35]. The case of two robots remains impossible [114]. Besides multiplicity detection, an agreement on one axis of the local coordinate systems also allows the robots to solve Gathering in $\mathcal{O B L O} \mathcal{T}^{A}$ [10]. Convergence requires less assumptions than Gathering. No multiplicity detection is needed in the $\mathcal{O B L O} \mathcal{T}^{A}$ model [36].

Under the assumption of limited visibility, disoriented robots without multiplicity detection can be gathered under the $\mathcal{F}$ SYNC scheduler $\left(\mathcal{O B L O} \mathcal{T}^{F}\right)$ [5] with the Go-To-The-CENTER (GTC) protocol that moves every robot towards the center of the smallest circle enclosing its neighborhood. GTC has also been generalized to three dimensions [22]. Under the $\mathcal{A s Y n c}$ scheduler $\left(\mathcal{O B L O} \mathcal{T}^{A}\right)$, current solutions require more capabilities: GATHERING can be achieved by robots with limited visibility that agree additionally on the axes and orientation of their local coordinate systems [68]. It is open whether fewer assumptions are sufficient to solve Gathering of robots with limited visibility under the $\mathcal{S}$ SYNC and $\mathcal{A S Y N C}$ scheduler $\left(\mathcal{O B L O} \mathcal{T}^{S}\right.$ and $\left.\mathcal{O B L O} \mathcal{T}^{A}\right)$. In $\mathcal{O B L O} \mathcal{T}^{S}$, CONVERGENCE can be solved even by disoriented robots with limited visibility without multiplicity detection [5]. However, similar to Gathering, it is still open whether disoriented robots with
limited visibility can solve CONVERGENCE under the $\mathcal{A}$ SYNC scheduler. Recently, it could be shown that multiplicity detection suffices to solve CONVERGENCE under the more restricted $k$ $\mathcal{A S Y N C}$ scheduler. The constant $k$ bounds how often other robots can be activated within one LCM cycle of a single robot $[85,87]$.

The NEAR-GATHERING problem has been introduced in $[104,105]$ together with a protocol to solve NEAR-GATHERING by robots with limited visibility and agreement on one axis of their local coordinate systems under the $\mathcal{A S Y N C}$ scheduler $\left(\mathcal{O B L O} \mathcal{T}^{A}\right)$. An important tool to prevent collisions is a well-connected initial configuration, i.e., the initial configuration is connected concerning the connectivity range which is by an additive constant smaller than the viewing range [104, 105]. In earlier work, NEAR-GATHERING has been used as a subroutine to solve Arbitrary Pattern Formation by robots with limited visibility [120]. The solution, however, uses infinite persistent memory for each robot. Further research directions study GATHERING and CONVERGENCE under crash faults or Byzantine faults [3, 7, 11, 14, 15, 16, 19, 47, 78, 106] or inaccurate measurement and movement sensors of the robots [37, 80, 87].

Runtime. Considering disoriented robots with unlimited visibility, it is known that CONVERGENCE can be solved in $\mathcal{O}(n \cdot \log \Delta / \varepsilon)$ epochs under the $\mathcal{A}$ SYNC scheduler, where the diameter $\Delta$ denotes the initial maximum distance of two robots [39] and $\varepsilon$ is a convergence parameter (initially a bound of $\mathcal{O}\left(n^{2} \cdot \log \Delta / \varepsilon\right)$ has been proven in [36]). When considering disoriented robots with limited visibility and the $\mathcal{F}$ SYNC scheduler, the GTC protocol solves Gathering both in two and three dimensions in $\Theta\left(n+\Delta^{2}\right)$ rounds [22,50]. It is conjectured that the runtime is optimal in worst-case instances, where $\Delta \in \Omega(n)[22,28]$. A similar result could be achieved under the $\mathcal{O B L O} \mathcal{T}^{F}$ model for robots that are located on a two-dimensional grid [24]. The protocol gathers the robots in $\mathcal{O}\left(n^{2}\right)$ rounds.

Faster GATHERING protocols could only be achieved by assuming agreement on one or two axes of the local coordinate systems or considering the $\mathcal{L U} \mathcal{M I}$ model in combination with robots located on a two-dimensional grid. In [109], a universally optimal protocol with runtime $\Theta(\Delta)$ for robots in the Euclidean plane assuming one-axis agreement in the $\mathcal{O B} \mathcal{L O} \mathcal{T}$ model is introduced. Beyond the agreement on one axis, the robots have a viewing range of $\sqrt{10}$ and a connectivity range of 1 . Notably, this protocol also works under the $\mathcal{A}$ SYNC scheduler and hence, the robots fulfill the properties of the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{\sqrt{10}}^{A}$ model.

Assuming disoriented robots, the protocols that achieve a runtime of $o\left(n^{2}\right)$ assume robots that are located on a two-dimensional grid and with visible states (which can be interpreted as robots in the $\mathcal{L U M \mathcal { M }}$ model): there exist two protocols having an asymptotically optimal runtime of $\mathcal{O}(n)$; one protocol for closed chains [2] and another one in the standard connectivity model [40]. Both protocols use the idea of run sequences, initially introduced in [91]. A run sequence is a locally sequential movement of the robots realized with lights. To start a run sequence, locally asymmetric robots of the swarm are identified (on the grid such robots always exist - except for the final configuration). The protocol for closed chains considers the $\mathcal{L U} \mathcal{M} \mathcal{I}_{19}^{F}$ and the other protocol is designed for the $\mathcal{L U} \mathcal{M} \mathcal{I}_{11}^{F}$ model.

Also, a different time model - the continuous time model - leads to a faster runtime: there are protocols with a runtime of $\mathcal{O}(n)$ in the $\mathcal{O B \mathcal { L O }} \mathcal{T}^{C}$ model [20, 49]. The MoB protocol [49] even has a runtime of $\mathcal{O}(O P T \cdot \log (O P T))$, where $O P T$ denotes the optimal time a protocol for robots with unlimited visibility would require. In [97], a more general class of continuous protocols has been introduced, the contracting protocols. Contracting protocols demand that each robot part of the global convex hull of all robots' positions moves at full speed towards the inside. Any contracting protocol gathers all robots in time $\mathcal{O}(n \cdot \Delta)$. One such protocol also needs a runtime of $\Omega(n \cdot \Delta)$ in a specific configuration. For instance, the continuous variant of GTC is contracting [97] but also the protocols of $[20,49]$.

For the NEAR-GATHERING problem, we introduced a class of protocols for the $\mathcal{O B L O} \mathcal{T}_{1+\tau}^{S}$ $(\tau>0)$ model that solves the problem in $\Theta\left(\Delta^{2}\right)$ rounds. A closely related variant of the NEARGathering problem, called collision-less Gathering, where robots are only allowed to collide
(move to the same position) at the final gathering point has been studied in [97] for robots in the $\mathcal{O B L O} \mathcal{T}^{C}$ model. For $d=1$, a collision-less protocol has been invented. For $d=2$, the Go-To-The-Gabriel-Center protocol, where robots move to the smallest enclosing circle of all their neighbors in the Gabriel graph (i.e., two robots are connected if the circle between their positions does not contain any other robot) has been proposed and conjectured that it is in almost all input configurations collision-less. Under a slightly stronger robot model, $\mathcal{L U M} \mathcal{I}^{C}$ with a common chirality, a collision-less protocol with a runtime of $\mathcal{O}\left(n^{2}\right)$ has been designed in [96].

## The Chain-Formation Problem.

The Chain-Formation problem has been initially introduced by [38] for robots located on a line (one-dimensional configurations). For the Go-To-The-Middle (GTM) protocol that moves inner robots to the midpoint between their neighbors, it has been shown that it needs $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ rounds to converge to the optimal configuration in the $\mathcal{O B L O} \mathcal{T}^{F}$ model. Assuming $\mathcal{O B L O} \mathcal{T}^{S}$, a runtime of $\mathcal{O}\left(n^{5} \cdot \log (n / \varepsilon)\right)$ epochs has been proven [38]. Recently, the $\mathcal{O B L O} \mathcal{T}^{S}$ bound has been improved to $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs [25]. The GTM protocol has been transferred to two-dimensional configurations [60] with the same upper runtime bound in the $\mathcal{O B L O} \mathcal{T}^{F}$ and $\mathcal{O B L O} \mathcal{T}^{S}$ models [25, 60]. A close lower bound of $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ rounds for a large class of protocols (including GTM) in the $\mathcal{O B L O} \mathcal{T}^{F}$ model was proven in [88]. By considering locally visible states (comparable to the $\mathcal{L U M I}$ model) it was possible to design the Hopper protocol - a linear time protocol that achieves a $\sqrt{2}$-approximation of the optimal configuration (also under the $\mathcal{F}$ SYNC scheduler) [91]. The protocol does not converge to the optimal configuration. Additionally, the HoPPER protocol assumes that the two endpoints of the chain can be distinguished (they behave differently).

In [20], a variant of the GTM protocol has been designed to optimize the number of rounds as well as the maximal distance the robots have to move: the $\delta$-bounded GTM protocol. The difference to the original GTM protocol is that the movement of each robot per round is at most $\delta$. Still, the robots move towards the midpoint of their neighbors and either reach the point or are stopped after a distance of $\delta$. The authors prove that the choice of $\delta \in \Theta(1 / n)$ optimizes both the runtime and the maximum traveled distance of a robot. Moreover, the limit $\delta \rightarrow 0$ yields the continuous GTM protocol in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ model. The continuous GTM protocol solves the Chain-Formation problem in time $\Theta(n)$ [20].

In the same model $\left(\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}\right)$ the MOVE-On-Bisector (MoB) protocol has been designed that solves the Chain-Formation problem also in time $\Theta(n)$ [49]. Instead of moving to the midpoints between their neighbors (GTM), robots follow with full speed the angle bisector between vectors pointing to their direct neighbors. Interestingly, for the MoB protocol also a competitive bound has been derived. The MoB protocol solves Chain-Formation in time $\mathcal{O}(O P T \cdot \log n)$, where $O P T$ denotes the time an optimal protocol that has access to global visibility would require. Hence, the price of locality, i.e., the additional time protocols with local visibility require is at most a factor of $\log (n)$ in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ model.

Further research considers a more dynamic approach, where one of the outer robots is denoted as an explorer. The explorer moves through the plane and the goal is to make the entire chain follow the explorer using as few robots as possible. Different protocols exist for this setting, some require more powerful robots [60]. Furthermore, [46] studies the impact of crash faults on the Go-To-The-Center protocol (a protocol originally designed for the Gathering problem) in one dimension. If exactly two robots crash, the authors observe a behavior similar to the Go-To-The-Middle protocol for Chain-Formation: the robots arrange themselves equidistant between the two crashed robots.

## Expanding Formation Problems

As previously discussed, the most prominent expanding formation problem is the UniFORM-Circle-Formation problem as the uniform circle can be (potentially) formed out of any input
configuration due to its high symmetry. We first discuss results considering robots with unlimited visibility. Early approaches showed that the problem can be solved by robots with persistent memory under the $\mathcal{S}$ SYNC scheduler [114]. Later, a protocol for the $\mathcal{O B} \mathcal{L O} \mathcal{T}^{S}$ model was proposed that converges to the uniform circle [48]. Moreover, a combination of the protocols [54, 55, 84] yields a protocol to solve the UNIFORM-CIRCLE-FORMATION problem starting in every input configuration in the $\mathcal{O B} \mathcal{L O} \mathcal{T}^{S}$ model. Assuming $n \neq 4$, the protocol in [84] forms a biangular configuration, i.e., a configuration where robots are located on a circle but form two different alternating central angles. The protocol [54] forms a uniform circle starting in a biangular configuration and [55] solves the remaining case $n=4$. Finally, the breakthrough result [67] in combination with the special case of $n=4$ [100] showed that the UNIFORM-CIRCLE-FORMATION formation problem can be solved in the $\mathcal{O B L O} \mathcal{T}^{A}$ model by disoriented robots. The core idea of the protocol [67] is quite simple: to move the robots to the boundary of the smallest enclosing circle and distribute them evenly afterward. However, due to the asynchrony lots of challenges have to be resolved, especially avoiding collisions (i.e., robots moving to the same position) or the avoidance of cyclic patterns in the robot's movement.

There is much less known about robots with limited visibility to solve the UnIFORM-CIRCLEFORMATION problems. [58, 102] study the problems to form a uniform circle by fat robots, i.e., the robots are modeled as disks and thus, have an extent. Both works show that the problem is solvable by asynchronous robots; however, the robots agree on a common coordinate system. This way, the robots can first of all move towards the global origin that serves as the center of the circle to form. A further variant shows how to form multiple uniform circles under the same assumptions [12]. Our work in [26] shows that a combination of NEAR-GATHERING protocols with the protocol of [67] allows solving the UNIFORM-CIRCLE-FORMATION problem in the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1+\tau}^{S}$ ( $\tau>0$ is a constant) model by disoriented robots with limited visibility. The robots collect themselves first at distinct positions in a small area and form a circle at a small scale afterward.

Furthermore, the SCATTERING problem has a similar flaw as expanding formation problems. Here, multiple robots can occupy the same position in the initial configuration and have to spread out such that each robot occupies a unique position finally [9, 18, 79, 107, 108]. Naturally, such protocols require randomness as robots with the same position and the same view of the world cannot move to distinct locations deterministically.

Finally, we would like to mention works that study the deployment of robots in a certain area. Deployment has various meanings in the literature. One example is the formation of grid structures. In [92] the goal is to arrange the robots (in a model comparable to $\mathcal{O B L O T}$ ) in a triangular grid. The authors prove that their protocol converges but the resulting grid structure might contain holes. The results have also been extended to the three-dimensional Euclidean space [93]. Further work typically studies (much) more powerful robots, e.g., [62, 77].

To conclude, expanding formation problems are far less understood yet (compared to contraction problems), especially for natural models assuming robots with limited visibility. Certainly, with limited visibility, the task of spreading out seems more difficult at first sight as the robots do not observe what others do. However, as we will see in two examples in this thesis, the challenges to solve are quite similar to the ones of contraction problems (although certainly, new challenges occur).

## Contracting Problems
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## 4. Gathering in the $\mathcal{O B} \mathcal{L} \mathcal{O} \mathcal{T}$ Model

In this chapter, we study the Gathering problem of $n$ disoriented robots with limited visibility in the $\mathcal{O B} \mathcal{L} \mathcal{T}_{1}^{C}$ and $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ models. For both time models (the $\mathcal{F}$ SYNC scheduler and the continuous time model), we study entire classes of protocols and analyze their runtime. The class of protocols in the continuous time model is called contracting protocols. The criterion of contracting protocols is elegant, simple, easy to verify and many known protocols fulfill the property: A protocol is called contracting if robots that are vertices of the global convex hull of all robots' positions move with a speed of 1 inside the global closed convex hull [96]. We observe that the criterion naturally generalizes to robots located in Euclidean spaces of any dimension $d$ and prove a runtime bound of $\mathcal{O}\left(n^{\log (d)} \cdot \Delta\right)$ for every contracting protocol.

In the case of the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model, we observe that an analogous criterion does not exist. Instead, we present $\lambda$-contracting protocols with help of a local criterion based on the neighborhood of a robot and show that if a robot moves sufficiently far (we derive later what this exactly means) inside the local convex hull enclosing its neighborhood, GatHERING can be achieved within $\Theta\left(\Delta^{2}\right)$ rounds. Notably, the number of rounds solely depends on the diameter $\Delta$ of the initial configuration and neither on the number of robots nor on the dimension $d$.

Section 4.3 considers contracting protocols for the $\mathcal{O B L O} \mathcal{T}^{C}$ model. While the two-dimensional case was studied in [96], we consider $d \geq 3$ in this chapter. Notably, the case $d=3$ relies on ideas that have been derived in the Master's thesis of Michael Braun [22] (the analysis itself is not contained in the thesis). In Section 4.3, we present the analysis for $d=3$ that is based on the following publication. Afterward, we study $d>3$ (not published yet) in Section 4.3.2.

2020 (with M. Braun and F. Meyer auf der Heide) "Local Gathering of Mobile Robots in Three Dimensions" In: Proceedings of the 2020 International Colloquium on Structural Information and Communication Complexity (SIROCCO), Best Student Paper Award, cf. [22].

In Section 4.4, we study $\lambda$-contracting protocols for the $\mathcal{O B L O} \mathcal{T}^{F}$ model based on:
2022 (with J. Harbig, D. Jung, P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Unifying Approach to Efficient (Near-)Gathering of Disoriented Robots with Limited Visibility" In: Proceedings of the 26th International Conference on Principles of Distributed Systems (OPODIS), cf. [26].

### 4.1 Contribution

Our first contribution considers disoriented robots in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ model located in a Euclidean space of arbitrary dimension $d$. In [96], the class of contracting protocols for $d=2$ has been presented. A continuous robot formation protocol is called contracting if robots that are located on vertices of the global convex hull of all robots' positions move with a speed of 1 inside the closed global convex hull. Typical protocols have this property, such as the continuous variant of the GTC protocol [96]. The authors of [96] prove that every contracting protocol gathers $n$ robots located in $\mathbb{R}^{2}$ in time $\mathcal{O}(n \cdot \Delta)$, where $\Delta$ is the Euclidean diameter of the initial configuration. Moreover, there is at least one contracting protocol that needs a time of $\Omega(n \cdot \Delta)$ to gather all robots when the robots are initially placed on a regular polygon with a side length of 1 (equal to the viewing range) [96].

We show that the class naturally generalizes to higher dimensions (as convex hulls are defined analogously in higher dimensions) and prove an upper runtime bound of $\mathcal{O}\left(n^{H_{d}} \cdot \Delta\right)$, where $H_{d} \in$ $\Theta(\log (d))$ represents the $d$-th Harmonic number. To familiarize ourselves with the concepts and definitions, we first study the case $d=3$ in Section 4.3.1. The result has been published in [22]; in this chapter, we present a simplified and streamlined proof. The analysis projects the original three-dimensional configuration onto a two-dimensional projection plane and proves that the length of the boundary of the projected global convex hull (in the following denoted as the length of the convex hull) is monotonically decreasing at a rate in the order of $\Omega(1 / \sqrt{n})$. Note that the projection plane must be chosen carefully, as otherwise, some robots would not move at all in the projection plane (if the plane is orthogonal to their velocity vector). Hence, we aim to find a projection plane in which all robots still move sufficiently fast to reduce the analysis of the original three-dimensional contracting protocol to the analysis of its behavior in a two-dimensional projection plane. We prove an upper time bound of $\mathcal{O}\left(n^{3 / 2} \cdot \Delta\right)$ for $d=3$. Afterward, we study the case $d>3$ in Section 4.3.2. The main analysis idea remains the same: to find a two-dimensional projection plane in which all robots move at a certain speed larger than 0 to analyze how the length of the projected global convex hull changes. To do so, we use a series of projections: we first project onto a $d$ - 1 -dimensional plane, afterward onto a $d-2$-dimensional plane and so on until reaching a two-dimensional plane. The projection from dimension $i$ to $i-1$ ensures that the length of the projected velocity vectors only decreases by a factor of $\mathcal{O}(1 / i-1 / \sqrt{n})$. Thereby, we find a two-dimensional projection plane in which all velocity vectors still have a length of at least $n^{-\sum_{i=2}^{d-1} \frac{1}{i}}$. Based on this value, we prove that the length of the projected convex hull in this plane decreases with a speed of at least $n^{-H_{d-1}}$. As the initial length of the projected convex hull can be upper bounded by $\Delta \cdot \pi$, we derive a runtime of $\mathcal{O}\left(n^{H_{d}} \cdot \Delta\right)$. The result is summarized in the following Theorem 4.1.

Theorem 4.1 Every contracting protocol gathers a swarm of $n$ disoriented robots located in $\mathbb{R}^{d}$ in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ model in time $\mathcal{O}\left(n^{\log (d)} \cdot \Delta\right)$.

Our second contribution introduces a large class of Gathering protocols for robots in the $\mathcal{O B L O} \mathcal{T}^{F}$ model that contains several natural protocols such as GTC [5]. We prove that every protocol from this class gathers in $\mathcal{O}\left(\Delta^{2}\right)$ rounds, where the diameter $\Delta$ denotes the initial maximal distance between two robots. Note that, the bound of $\mathcal{O}\left(\Delta^{2}\right)$ not only reflects how far a given initial swarm is from a gathering but also improves the GTC bound from $\mathcal{O}\left(n+\Delta^{2}\right)[50]$ to $\mathcal{O}\left(\Delta^{2}\right)$. We call this class $\lambda$-contracting protocols. Such protocols restrict the allowed target points to a specific subset of a robot's local convex hull (formed by the positions of all visible robots, including itself) in the following way. Let diam denote the diameter of a robot's local convex hull. Then, a target point $p$ is an allowed target point if it is the center of a line segment of length $\lambda \cdot d i a m$, completely contained in the local convex hull. This guarantees that the target point lies far enough inside the local convex hull (at least along one dimension) to decrease the swarm's diameter sufficiently. See Figure 4.1 for an illustration. We believe that these $\lambda$-contracting protocols encapsulate the core property of fast Gathering protocols. Their analysis is comparatively clean, simple, and holds for
any dimension $d$. Thus, by proving that (the generalization of) GTC is $\lambda$-contracting for arbitrary dimensions, we give the first protocol that provably gathers in $\mathcal{O}\left(\Delta^{2}\right)$ rounds for any dimension.

Theorem 4.2 Every $\lambda$-contracting protocol gathers a swarm of $n$ disoriented robots located in $\mathbb{R}^{d}$ in the $\mathcal{O B} \mathcal{L} \mathcal{T} \mathcal{T}_{1}^{F}$ model in $\Theta\left(\Delta^{2}\right)$ rounds.

As a strong indicator that our protocol class might be asymptotically optimal, we prove that every GATHERING protocol for deterministic, disoriented robots whose target points lie always inside the robots' local convex hulls requires $\Omega\left(\Delta^{2}\right)$ rounds to gather all robots if the robots are initially located on the vertices of a regular polygon with a side length of 1 . Staying in the convex hull of visible robots is a natural property for any known protocol designed for oblivious, disoriented robots with limited visibility. Thus, reaching a sub-quadratic runtime - if at all possible - would require the robots to compute target points outside of their local convex hulls sufficiently often.

Theorem 4.3 For every protocol for robots in the $\mathcal{O B L O} \mathcal{T}{ }_{1}^{F}$ model that computes the target point of a robot always inside of the local convex hull of all visible robots, there exists an initial configuration where the protocol requires $\Omega\left(\Delta^{2}\right)$ rounds to gather all robots.

### 4.2 Model Recap and Preliminaries

We study the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ and the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{F}$ models. For the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ we analyze the class of contracting protocols. The class of protocols in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model is denoted as $\lambda$-contracting protocols. We summarize the most important model features in Table 5.2, and more details can be found in Chapter 2.

| Protocol | Time | Dimension | Viewing <br> Range | Orientation | Chain |
| :--- | :--- | :--- | :--- | :--- | :--- |
| contracting <br> protocols | $\mathcal{F}$ SYNC | $\geq 1$ | 1 | disoriented | no |
| $\lambda$-contracting <br> protocols | continuous <br> time model | $\geq 1$ | 1 | disoriented | no |

Table 4.1: A summary of the most important model details for this chapter.

Problem Statement. The goal of the Gathering problem is to collect all robots on the same (not predefined) point. We say that a formation protocol (discrete or continuous) solves the Gathering problem, if there is a point in time $t$ such that $p_{i}(t)=p_{j}(t)$ for all pairs of indices $i, j \in\{0, \ldots, n-1\}$.

Definitions \& Notation. We denote the closed convex hull of all robots' positions at time $t$ by $\mathrm{CH}(t)$. Observe that the definition is global and robots cannot observe $\mathrm{CH}(t)$ due to their limited visibility. Locally, we define the local convex hull $C H_{i}(t)$ of a robot $r_{i}$ as the closed convex hull of all robots' positions in $N_{i}(t)$, i.e., the convex hull of all visible robots of $r_{i}$ (including itself) at time $t$. Moreover, $\Delta(t)$ denotes the Euclidean diameter of all robots' positions, i.e., the maximum distance of any pair of robots, at time $t$. Throughout the thesis, we use $\Delta:=\Delta(0)$ as the Euclidean diameter of the initial configuration. Locally, for a robot $r_{i}$ and time $t, \Delta_{i}(t)$ is the Euclidean diameter of all robots in $N_{i}(t)$.

### 4.3 Continuous Time Gathering

In the following, we define the class of contracting protocols based on [89, 96], where twodimensional protocols are studied. Since convex hulls are analogously defined in higher dimensions, we can define the class of contracting protocols independent of the environment where the robots live in. Informally, a continuous robot formation protocol is contracting if robots that are located on vertices of the global closed convex hull move with a speed of 1 inside the global closed convex hull.
Definition 4.1 A continuous robot formation protocol is called (globally) contracting if for every point in time $t$ and every robot $r_{i}$ whose position is a vertex of $\mathrm{CH}(t)$, it holds that $\operatorname{target}_{i}^{\mathcal{P}}(t) \in C H(t)$ and $s_{i}^{\mathcal{P}}(t)=1$.

Observe that Definition 4.1 refers to the global convex hull of all robots' positions. However, due to the limited visibility of the robots, we typically look at local protocols. Such protocols define the target point of a robot based on its local neighborhood. Nevertheless, typical target points such as the center of the smallest enclosing circle of a robot's neighborhood lie inside the global convex hull and thus fulfill - at first sight - the criterion of being contracting. Still, target points might lie inside the global convex hull while the movements of the robots do not maintain connectivity of $\operatorname{UBG}(t)$. Consider for instance the case that a protocol divides the configuration into two connected components. The robots of the connected components might gather at two different points. Afterward, the robots are not aware that there is a second position occupied by robots and remain in their current location. As a result, the protocol is not contracting at this point since the robots do not move anymore although they have not yet gathered at a single point. With this observation, we see that maintaining connectivity is an essential property of local protocols and define the following class of locally contracting protocols.

Definition 4.2 A continuous robot formation protocol is called locally contracting if for every point in time $t$,

1. $\mathrm{UBG}(t)$ is connected
2. for every robot $r_{i}$ whose position is a vertex of $C H_{i}(t)$, $\operatorname{target}_{i}^{\mathcal{P}}(t) \in C H_{i}(t)$ and $s_{i}^{\mathcal{P}}(t)=1$.

Informally speaking, a locally contracting protocol must maintain the connectivity of $\operatorname{UBG}(t)$ and robots that are located on vertices of their local closed convex hull move with a speed of 1 inside. Since local convex hulls are completely contained in the global convex hull, every locally contracting protocol is also (globally) contracting.

Lemma 4.1 Every locally contracting protocol is globally contracting.
As a consequence, we focus on the analysis of globally contracting protocols in the following sections. For concrete protocols, we have to prove that they maintain the connectivity of $\operatorname{UBG}(t)$ and that robots compute target points inside their local convex hulls (which is often easy to see).

### 4.3.1 Analysis of Three-dimensional Contracting Protocols

The main tool we use for the analysis of high-dimensional contracting protocols is an orthogonal projection of the robots' positions and velocity vectors onto a two-dimensional plane. In this section, we consider the three-dimensional case to make the reader familiar with the core ideas and notation. Let $h(\vec{x})$ be the plane through the origin with normal vector $\vec{x}$ and let $P_{\vec{x}}$ denote the orthogonal projection onto $h(\vec{x})$. Recall that we denote by a configuration at time $t$, the set containing all robots' positions at time $t$. Now, given a configuration $C$ of $n$ robots, consider their projection $C_{\vec{x}}=\left\{P_{\vec{x}} \cdot p_{i}(t) \mid p_{i}(t) \in C\right\}$ onto $h(\vec{x})$ along with the projections of their velocity vectors $v_{i}^{\mathcal{P}}(t, \vec{x})=P_{\vec{x}} \cdot v_{i}^{\mathcal{P}}(t)$. Furthermore, we denote the convex hull of $C_{\vec{x}}$ as $P C H_{t}(\vec{x})$. If the robots perform a contracting protocol in the three-dimensional space, their projections also move towards the inside of the projected convex hull $\operatorname{PCH}_{t}(\vec{x})$ since $P_{\vec{x}}$ is a linear transformation and therefore
preserves convexity. However, the lengths of the projected velocity vectors $v_{i}^{\mathcal{P}}(t, \vec{x})$ are smaller than 1 in general. For a given projection onto a plane $h(\vec{x})$, the minimum length of the $v_{i}^{\mathcal{P}}(t, \vec{x})$ will be called the projected speed and is denoted by $\varepsilon_{\vec{x}}=\min _{i}\left\|v_{i}^{\mathcal{P}}(t, \vec{x})\right\|_{2}$. Note that $\varepsilon_{\vec{x}}$ can even be 0 in case $h(\vec{x})$ is orthogonal to any velocity vector. The following notion of the length of $P C H_{t}(\vec{x})$ will be used as a progress measure for three-dimensional contracting protocols.
Definition 4.3 Let $c_{1}(t), c_{2}(t), \ldots, c_{k(t)}(t)$ be the vertices of $\operatorname{PCH}_{t}(\vec{x})$ (ordered counter-clockwise), where $k(t)$ is the number of vertices at time $t$. The length $\ell(t, \vec{x})$ of $P C H_{t}(\vec{x})$ is defined as the sum of its edge lengths: $\ell(t, \vec{x})=\sum_{l=1}^{k(t)}\left\|c_{l}(t), c_{l-1}(t)\right\|_{2}$, where $c_{0}:=c_{k(t)}(t)$.

Observe that $\ell(t, \vec{x}) \leq \Delta \cdot \pi$. The upper bound can be reached for large n if $P C H_{t}(\vec{x})$ is a regular $n$-gon. If $\ell(t, \vec{x})=0$, the robots either have gathered in the original three-dimensional Euclidean space or form a line parallel to $\vec{x}$. In the latter scenario, it will only take a maximum of $\mathcal{O}(\Delta)$ additional time for the robots to gather, as the robots at the endpoints of the line must move with a speed of 1 towards each other. Later on, we choose a plane with a projected speed as large as possible and analyze $\ell^{\prime}(t, \vec{x})$, the rate at which the length of the projected convex hull decreases. To do so, we make use of a lemma that states how the distance between two robots changes based on their velocity vectors.

Lemma 4.2 - [49]. Consider two robots $r_{i}$ and $r_{j}$ and let $d_{i, j}(t): \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ represent their distance at time $t$. Furthermore, we assume that the robots execute the continuous robot formation protocol $\mathcal{P}$. The distance between $r_{i}$ and $r_{j}$ changes with speed

$$
d_{i, j}{ }^{\prime}(t)=-\left(s_{i}^{\mathcal{P}}(t) \cdot \cos \left(\beta_{i, j}(t)\right)+s_{j}^{\mathcal{P}}(t) \cdot \cos \left(\beta_{j, i}(t)\right)\right),
$$

where $\beta_{i, j}(t)$ is the angle between $v_{i}^{\mathcal{P}}(t)$ and the line segment connecting $r_{i}$ and $r_{j}$ at time $t$.
With help of Lemma 4.2, we prove a bound on $\ell^{\prime}(t, \vec{x})$ depending on $\varepsilon_{\vec{x}}$.
Lemma 4.3 Consider a plane $h(\vec{x})$ with projected speed $\varepsilon_{\vec{x}}$ at time $t$, such that $\ell(t, \vec{x})>0$ and no two robots with different positions in $\mathbb{R}^{3}$ get projected onto the same point on $h(\vec{x})$. Then $\ell^{\prime}(t, \vec{x}) \leq-\frac{8 \varepsilon_{F}}{n}$.

Proof. Because $P_{\widehat{x}}$ is a linear transformation, each of the $c_{l}(t)$ (see Definition 4.3) is also the projection of one of the vertices of the original, three-dimensional convex hull $\mathrm{CH}(t)$. Therefore, the velocity vectors of the corresponding robots point towards the inside of $\mathrm{CH}(t)$ by the definition of contracting protocols. Now, consider the projections of these velocity vectors onto $h(\vec{x})$. By our assumption, $\left\|\nu_{i}^{\mathcal{P}}(t, \vec{x})\right\|_{2} \geq \varepsilon_{\vec{x}}$, for all $i$. Furthermore, let $\alpha_{l}(t)$ be the internal angle of $\operatorname{PCH}_{t}(\vec{x})$ at $c_{l}(t)$. We know (by our assumption) that each corner $c_{l}(t)$ of $P C H_{t}(\vec{x})$ contains only a single robot. Hence, each $\alpha_{l}(t)$ is split into two parts, $\hat{\beta}_{l, l-1}(t)$ and $\hat{\beta}_{l-1, l}(t)$ by $c_{l}(t)$ 's velocity vector $v_{l}^{\mathcal{P}}(t, \vec{x})$, such that $\alpha_{l}(t)=\hat{\beta}_{l, l-1}(t)+\hat{\beta}_{l-1, l}(t)$. Using Lemma 4.2, the derivative of $\ell(t, \vec{x})$ can now be bounded as follows: Recall that $\ell(t, \vec{x})=\sum_{l=1}^{k(t)}\left\|c_{l}(t), c_{l-1}(t)\right\|_{2}$ :

$$
\begin{aligned}
\ell^{\prime}(t, \vec{x}) & =\sum_{l=1}^{k(t)}-\left(\left\|v_{l}^{\mathcal{P}}(t, \vec{x})\right\|_{2} \cos \hat{\beta}_{l, l-1}(t)+\left\|v_{l-1}^{\mathcal{P}}(t, \vec{x})\right\|_{2} \cos \hat{\beta}_{l-1, l}(t)\right) \\
& \leq \sum_{l=1}^{k(t)}-\left(\varepsilon_{\bar{x}} \cos \hat{\beta}_{l, l-1}(t)+\varepsilon_{\bar{x}} \cos \hat{\beta}_{l-1, l}(t)\right) \\
& =-\varepsilon_{\vec{x}} \sum_{l=1}^{k(t)} \cos \hat{\beta}_{l, l-1}(t)+\cos \hat{\beta}_{l-1, l}(t)
\end{aligned}
$$

$$
\begin{align*}
& \leq-\varepsilon_{\vec{x}} \sum_{l=1}^{k(t)} \frac{2\left(\alpha_{l}(t)-\pi\right)^{2}}{\pi^{2}}  \tag{4.1}\\
& =-\frac{2 \varepsilon_{\vec{x}}}{\pi^{2}} \sum_{l=1}^{k(t)}\left(\alpha_{l}(t)-\pi\right)^{2}
\end{align*}
$$

For Equation (4.1) observe that for $\vartheta \in[0,1]$ and $\alpha \in[0, \pi]$, it holds that $\cos (\alpha \vartheta)+\cos (\alpha(1-$ $\vartheta)) \geq \frac{2(\alpha-\pi)^{2}}{\pi^{2}}$ [97]. Now, we upper bound the sum of squares by the squared sum and use the fact that the sum of the inner angles of a convex polygon with $k$ corners is $(k-2) \cdot \pi$.

$$
\begin{aligned}
\ell^{\prime}(t, \vec{x}) & \leq-\frac{2 \varepsilon_{\vec{x}}}{k(t) \cdot \pi^{2}} \cdot\left(\sum_{t=1}^{k(t)}\left(\alpha_{l}(t)-\pi\right)\right)^{2} \\
& =-\frac{2 \varepsilon_{\vec{x}}}{k(t) \cdot \pi^{2}} \cdot((k(t)-2) \cdot \pi-k(t) \cdot \pi)^{2} \\
& =-\frac{2 \varepsilon_{\vec{x}}}{k(t) \cdot \pi^{2}} \cdot(2 \pi)^{2} \\
& =-\frac{8 \varepsilon_{\vec{x}}}{k(t)} \\
& \leq-\frac{8 \varepsilon_{\vec{x}}}{n}
\end{aligned}
$$

The next goal is to find a plane $h(\vec{x})$ such that $\varepsilon_{\vec{x}}$ is large. Note that the length of $\vec{x}$ does not matter. Hence, we look at all possible vectors $\vec{x}$ of length 1 . Those vectors form the unit sphere $U$. Now, consider a projection plane $h(\vec{x})$. If this plane has projected speed smaller than $\varepsilon$ at time $t$, then there is a velocity vector $v_{i}^{\mathcal{P}}(t)$, such that $\angle\left(\vec{x}, v_{i}^{\mathcal{P}}(t)\right)<\sin ^{-1} \varepsilon$. We say that $v_{i}^{\mathcal{P}}(t)$ blocks $h(\vec{x})$. Conversely, given a $v_{i}^{\mathcal{P}}(t)$, we can determine the set of all the $h(\vec{x})$ that are blocked by $v_{i}^{\mathcal{P}}(t)$ :

Lemma 4.4 At time $t$, the velocity vector $v_{i}^{\mathcal{P}}(t)$ blocks vectors from a surface area of $2 \pi(1-$ $\sqrt{1-\varepsilon^{2}}$ ) on $U$ from reaching projected speed $\varepsilon$.

Proof. Consider the spherical cap of $U$ with base radius $\varepsilon$, apex $v_{i}^{\mathcal{P}}(t)$ and colatitude angle $\theta$. Further, let $S$ be its curved surface. For all vectors $\vec{x} \in S, h(\vec{x})$ is blocked from reaching projected speed $\varepsilon$. The area of $S$ can be computed by $A_{S}=2 \pi r^{2}(1-\cos \theta)=2 \pi\left(1-\cos \left(\sin ^{-1} \varepsilon\right)\right)=$ $2 \pi\left(1-\sqrt{1-\varepsilon^{2}}\right)$.

Since there are $n$ robots, the area blocked by their velocity vectors is at most $n \cdot 2 \pi\left(1-\sqrt{1-\varepsilon^{2}}\right)$, whereas the total surface area of $U$ is $4 \pi$. Now, we choose $\varepsilon$ such that at least one plane with a projected speed of at least $\varepsilon$ remains.

Lemma 4.5 There exists a vector $\vec{x}$ on $U$ with $\varepsilon_{\vec{x}} \geq \frac{1}{\sqrt{n}}$.

Proof. $U$ has a surface area of $4 \pi$ and the robots' velocity vectors block an area of at most $n \cdot 2 \pi\left(1-\sqrt{1-\varepsilon^{2}}\right)$. We want to choose $\varepsilon$ such that the following holds:

$$
4 \pi>n \cdot 2 \pi\left(1-\sqrt{1-\varepsilon^{2}}\right) \Longleftrightarrow \varepsilon<2 \cdot \sqrt{\frac{n-1}{n^{2}}}
$$

Lastly, observe that for $n \geq 2$ it holds $\frac{1}{\sqrt{n}}<2 \cdot \sqrt{\frac{n-1}{n^{2}}}$ and the statement follows.

Theorem 4.4 A swarm of $n$ robots located in $\mathbb{R}^{3}$ and following a contracting protocol $\mathcal{P}$, gathers in time $\mathcal{O}\left(n^{3 / 2} \cdot \Delta\right)$.

Proof. Via Lemma 4.5, we obtain a vector $\vec{x}$ such that the projected speed of the robot configuration on $h(\vec{x})$ is at least $\frac{1}{\sqrt{n}}$. With help of Lemma 4.3, we get a bound on $\ell^{\prime}(t, \vec{x})$ :

$$
\begin{aligned}
\ell^{\prime}(t, \vec{x}) & \leq-\frac{8}{n} \cdot \frac{1}{\sqrt{n}} \\
& =-\frac{8}{n^{3 / 2}}
\end{aligned}
$$

Since the initial length of $P C H_{t}(\vec{x})$ is upper bounded by $\Delta \cdot \pi$, we obtain a time bound of $\frac{\Delta \cdot \pi \cdot n^{3 / 2}}{8}$ until $\ell(t, \vec{x})=0$. Afterward, the robots are either gathered or form a line parallel to $\vec{x}$. In the latter case, the robots gather after further time $\Delta / 2$. Hence, we derive a total time bound of $\frac{\Delta \cdot \pi \cdot n^{3 / 2}}{8}+$ $\Delta / 2 \in \mathcal{O}\left(n^{3 / 2} \cdot \Delta\right)$.

### 4.3.2 Analysis of Higher-dimensional Contracting Protocols

Next, we consider $d>3$. We generalize the proof of Section 4.3.1. Instead of projecting only once, we use a series of orthogonal projections to project the original, high-dimensional configuration to a two-dimensional plane. For the analysis, we need some preliminary definitions to compute analogously to the three-dimensional case, the surface area of $d$-dimensional hyperspherical caps.

Definition 4.4 The $d$-sphere of radius $r$ is defined as

$$
S^{d}(r):=\left\{x \in \mathbb{R}^{d+1} \mid\|x\|=r\right\} .
$$

## Definition 4.5

1. The Beta function is defined as

$$
B(a, b)=\int_{0}^{1} t^{a-1} \cdot(1-t)^{b-1} d t
$$

2. The regularized incomplete Beta function is defined as

$$
I_{x}(a, b)=\frac{1}{B(a, b)} \cdot \int_{0}^{x} t^{a-1} \cdot(1-t)^{b-1} d t
$$

With help of the Beta functions, we now state a formula for the surface area of $d$-dimensional hyperspherical caps.

Lemma 4.6 - [95]. The surface area of a $d$-dimensional hyperspherical cap $A_{d}^{c a p}(r)$ of a sphere with radius $r$ can be computed As

$$
A_{d}^{c a p}(r)=\frac{1}{2} \cdot A_{d}(r) \cdot I_{\sin ^{2}(\theta)}\left(\frac{d-1}{2}, \frac{1}{2}\right)
$$

where $A_{d}(r)$ is the surface area of a $d$-sphere with radius $r, \theta$ is the colatitude angle of the cap and $I$ represents the regularized, incomplete Beta function.

The following bound on the regularized incomplete beta function is a useful tool to derive an upper bound on the surface area of hyperspherical caps.

Lemma 4.7 For $x \in(0,1)$ and $d \geq 2$, we obtain

$$
I_{x^{2}}\left(\frac{d-1}{2}, \frac{1}{2}\right) \leq x^{d-1}
$$

Proof. First observe that $I_{x^{2}}(a, b)$ is for fixed $a \geq 1$ and $0<x<1$ monotonically increasing for $b \in\left[\frac{1}{2}, 1\right]$. Hence, for $d \geq 2, I_{x^{2}}\left(\frac{d-1}{2}, \frac{1}{2}\right) \leq I_{x^{2}}\left(\frac{d-1}{2}, 1\right)$. Applying the identify $I_{x}(a, 1)=x^{a}$ yields

$$
I_{x^{2}}\left(\frac{d-1}{2}, \frac{1}{2}\right) \leq I_{x^{2}}\left(\frac{d-1}{2}, 1\right)=x^{\frac{d-1}{2}}=x^{d-1}
$$

The following lemma is the key lemma of the proof, stating that for every collection of $n$ $d$-dimensional vectors all of length $\geq \varepsilon$, there exists a $d$-1-dimensional plane such that the vectors projected orthogonally to that plane all have a length of at least $\frac{\varepsilon}{\sqrt[d-1]{n}}$ in the projection.

Lemma 4.8 For every collection of $n d$-dimensional vectors $\vec{v}_{1}, \ldots, \vec{v}_{n}$ with $\left\|\vec{v}_{i}\right\|_{2} \geq r$ for all $i$ and $0<r<1$, there exists a $d-1$-dimensional projection plane $h(\vec{x})$ with normal vector $\vec{x}$ and a projected speed of at least $\frac{r}{d-1 / \sqrt{n}}$.

Proof. Similar to the three-dimensional analysis, we look at all possible normal vectors $\vec{x}$ of $d-1$ dimensional projection planes $h(\vec{x})$. In contrast to the three-dimensional case, we do not look at unit $d$-spheres but at spheres of a certain radius $r$ since already after the first projection, the vectors have lost in length. Hence, we consider normal vectors of length $r$. Now, consider a projection plane $h(\vec{x})$. If this plane has projected speed smaller than $\varepsilon<r$ at time $t$, then there is a velocity vector $v_{i}^{\mathcal{P}}(t)$, such that $\angle\left(\vec{x}, v_{i}^{\mathcal{P}}(t)\right)<\cos ^{-1}\left(\frac{\sqrt{r^{2}-\varepsilon^{2}}}{r}\right)$. Analogously, for a single velocity vector $v_{i}(t)$, the set of all blocked planes, i.e., the set of all planes in which $v_{i}^{\mathcal{P}}(t)$ has a length of less than $\varepsilon$, can be expressed as the surface area of a hyperspherical cap with apex $v_{i}^{\mathcal{P}}(t)$ and colatitude angle $\cos ^{-1}\left(\frac{\sqrt{r^{2}-\varepsilon^{2}}}{r}\right)$. We want to choose $\varepsilon$ such that the hyperspherical caps of all velocity vectors do not block the entire surface of the $d$-sphere with radius $r$. If not the entire surface is blocked, there is at least one $d$-1-dimensional plane with a projected speed of at least $\varepsilon$. Precisely, we aim to choose $\varepsilon$, such that

$$
\begin{aligned}
A_{d}(r) & >n \cdot \frac{1}{2} \cdot A_{d}(r) \cdot I_{\sin ^{2}(\theta)}\left(\frac{d-1}{2}, \frac{1}{2}\right) \\
& =n \cdot \frac{1}{2} \cdot A_{d}(r) \cdot I_{\frac{\varepsilon^{2}}{r^{2}}}\left(\frac{d-1}{2}, \frac{1}{2}\right) .
\end{aligned}
$$

Rearranging yields

$$
n \cdot I_{\frac{\varepsilon^{2}}{r^{2}}}\left(\frac{d-1}{2}, \frac{1}{2}\right)<2 .
$$

Now, we apply Lemma 4.7 to get an upper bound on $\varepsilon$.

$$
n \cdot I_{\frac{\varepsilon^{2}}{r^{2}}}\left(\frac{d-1}{2}, \frac{1}{2}\right) \leq n \cdot\left(\frac{\varepsilon}{r}\right)^{d-1}<2 \Longleftrightarrow \varepsilon \leq \frac{\sqrt[d-1]{2} \cdot r}{\sqrt[d-1]{n}}
$$

Choosing $\varepsilon=\frac{r}{\sqrt[d-1]{n}}$ proves the claim.

Lemma 4.9 For every $d$-dimensional contracting protocol $\mathcal{P}$, there exists a two-dimensional projection plane with a projected speed of at least $n^{-\sum_{i=2}^{d-1} \frac{1}{i}}$.

Proof. We apply Lemma 4.8 inductively as follows. Initially, we take the $n$ unit vectors $v_{i}^{\mathcal{P}}(t)$ and project them onto a $d-1$-dimensional plane with a projected speed of at least $\frac{1}{\sqrt[d-1]{n}}$ (Lemma 4.8). Afterward, we take the $n$ projected vectors of length at least $\frac{1}{d-1} \sqrt{n}$ and project them onto a $d-2$ dimensional plane and so on. Via Lemma 4.8, we get that there is a series of $d-2$ projections such the projected speed of the resulting two-dimensional plane is at least

$$
\frac{1}{\prod_{i=2}^{d-1} n^{\frac{1}{i}}}=\frac{1}{n^{\sum_{i=2}^{d-1} \frac{1}{i}}}
$$

Theorem 4.1 Every contracting protocol gathers a swarm of $n$ disoriented robots located in $\mathbb{R}^{d}$ in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ model in time $\mathcal{O}\left(n^{\log (d)} \cdot \Delta\right)$.

Proof. We need to combine the statements of Lemma 4.3 and Lemma 4.9: There exists a twodimensional normal vector $\vec{x}$ with a projected speed of at least $n^{-\sum_{i=2}^{d-1} \frac{1}{i}}$ (Lemma 4.9). For the plane $h(\vec{x})$, we conclude with help of Lemma 4.3 that

$$
\begin{aligned}
\ell^{\prime}(t, \vec{x}) & \leq-\frac{8}{n} \cdot n^{-\sum_{i=2}^{d-1} \frac{1}{i}} \\
& =-\frac{8}{n^{\sum_{i=1}^{d-1} \frac{1}{i}}} \\
& =-\frac{8}{n^{H_{d-1}}} .
\end{aligned}
$$

Since $\ell(0, \vec{x}) \leq \pi \cdot \Delta$, we conclude that after a time of $\frac{n^{H_{d-1}} \cdot \pi \cdot \Delta}{8} \in \mathcal{O}\left(n^{H_{d-1}} \cdot \Delta\right)$, the length of the projected convex hull in $h(\vec{x})$ is 0 , i.e., $\ell(t, \vec{x})=0$. In this case, either the robots have gathered in the initial $d$-dimensional space or they have formed a line parallel to $\vec{x}$. The latter case leads to an additional time of $\mathcal{O}(\Delta)$ since the robots at the end of the line always move with a speed of 1 towards the midpoint of the line. We conclude that there is a point in time $t_{\text {final }}$ with $t_{\text {final }} \in \mathcal{O}\left(n^{H_{d-1}} \cdot \Delta\right)$ such that all robots have gathered at time $t_{\text {final }}$.

### 4.3.3 An Exemplary Contracting Protocol

Next, a continuous version of the GTC protocol [5] will be considered as a concrete example of a contracting protocol. The two-dimensional version of this protocol was adapted for the continuous time model by [97]. In the discrete time version of the GTC protocol, connectivity is maintained with help of limit circles, i.e., robots sometimes do not move towards the center of the smallest enclosing circle of their neighborhood but stop earlier. Compared to the discrete time version, no

```
Algorithm 1 Continuous \(d\)-GTC
    \(\mathcal{R}_{i}(t):=\left\{\right.\) positions of robots visible from \(r_{i}\), including \(r_{i}\) at time \(t\) \}
    \(\mathcal{S}_{i}(t):=\) smallest enclosing hypersphere of \(\mathcal{R}_{i}(t)\)
    \(c_{i}(t):=\) center of \(\mathcal{S}_{i}(t)\)
    Move towards \(c_{i}(t)\) with speed 1 , or stay on \(c_{i}(t)\) if \(r_{i}\) is already positioned on it.
```

additional measures have to be taken to preserve connectivity in the continuous time model, as it can be shown that this happens naturally. The protocol is summarized below.

To show that the continuous $d$-GTC protocol is contracting, it must first be verified that connectivity of $\operatorname{UBG}(t)$ is maintained. The same reasoning that was used in the two-dimensional case by [97] can also be applied here.

Lemma 4.10 Let $\mathcal{R}$ be a set of robots in $\mathbb{R}^{d}$ that follows the continuous $d$-GTC protocol. If $\left\{r_{i}, r_{j}\right\}$ is an edge in $\operatorname{UBG}(t)$ at time $t$, then $\left\{r_{i}, r_{j}\right\}$ is an edge in $\operatorname{UBG}\left(\mathrm{t}^{\prime}\right)$ at $t^{\prime} \geq t$. Thus, the continuous $d$-GTC protocol maintains the connectivity of $\operatorname{UBG}(t)$.

Proof. Consider a robot $r_{i}$ with neighborhood $N_{i}(t)$ at time $t$. Let $Q_{i}(t)$ be the intersection of the unit balls of all robots in $N_{i}(t)$. The center of the smallest hypersphere of $N_{i}(t)$ can have a radius of at most 1 and contains all robots in $N_{i}(t)$. Hence, its center $c_{i}(t)$ must lie in $Q_{i}(t)$ [97].

Now, we consider some neighbor $r_{j} \in N_{i}(t)$ of $r_{i}$ and we assume that there is some future point in time $t^{\prime}>t$, such that the distance between $r_{i}$ and $r_{j}$ is larger than 1 at time $t^{\prime}$ (and hence, $r_{i}$ and $r_{j}$ are no longer neighbors). Since the movement of robots is continuous, there must be some time $t^{*} \in\left[t, t^{\prime}\right]$, for which $\left\|p_{i}\left(t^{*}\right), p_{j}\left(t^{*}\right)\right\|_{2}=1$. Now, let $L$ denote the intersection of the unit balls of $r_{i}$ and $r_{j}$ at time $t^{*}$. Any point in $L$ is within a distance of at most 1 of both $r_{i}$ and $r_{j}$. Furthermore $L$ is a superset of both $Q_{i}\left(t^{*}\right)$ and $Q_{j}\left(t^{*}\right)$, meaning the target points $c_{i}\left(t^{*}\right)$ and $c_{j}\left(t^{*}\right)$ of both $r_{i}$ and $r_{j}$ also lie in $L$. Therefore, $r_{i}$ and $r_{j}$ can only move in the direction of points that are at a distance of at most 1 from both of them, meaning their distance can never exceed 1 , creating a contradiction to the assumption that their distance is greater than 1 at time $t^{\prime}$.

As the center of a smallest enclosing hypersphere is always a convex combination of the points it encloses [61], we obtain that the continuous $d$-GTC protocol is a locally contracting protocol and thus, also globally contracting.

Theorem 4.5 The continuous $d$-GTC protocol is locally contracting and therefore gathers a swarm of $n$ disoriented robots located in $\mathbb{R}^{d}$ with limited visibility in time $\mathcal{O}\left(n^{\log (d)} \cdot \Delta\right)$.

### 4.4 Discrete Time Gathering

In this section, we study the Gathering problem in the $\mathcal{O B \mathcal { L O }} \mathcal{T}_{1}^{F}$ model. More precisely, we describe the class of $\lambda$-contracting protocols - a class of protocols which solve GATHERING in $\Theta\left(\Delta^{2}\right)$ rounds. Furthermore, we derive a subclass of $\lambda$-contracting protocols, called $(\alpha, \beta)$ contracting protocols. The class of $(\alpha, \beta)$-contracting contracting protocols is a powerful tool to determine whether a given gathering protocol (such as GTC) fulfills the property of being $\lambda$-contracting. The first intuition to define a class of protocols to solve GATHERING would be to transfer the class of continuous contracting protocols (see Section 4.3) to the discrete LCM case. However, as we emphasize with some preliminary observations in Section 4.4.1, demanding to move inside the local or global convex hulls is not enough to solve GATHERING in the discrete case. Based on these observations, we derive the definition of $\lambda$-contracting protocols in Section 4.4.2. Afterward, we state and prove upper and lower runtime bounds in Section 4.4.3 and present the subclass of $(\alpha, \beta)$-contracting protocols as well as concrete examples of protocols in Section 4.4.4.

### 4.4.1 Preliminary Observations

Before heading to the concrete definition of $\lambda$-contracting protocols, we make some preliminary observations. Based on these observations, we derive the definition of $\lambda$-contracting protocols. The first main observation is analogous to locally contracting protocols in the continuous time model: each protocol must always maintain connectivity of $\mathrm{UBG}(t)$. Since the robots neither agree on a common coordinate system nor any common direction it would be impossible to reconnect the robots deterministically.

Observation 4.1 Each discrete robot formation protocol to solve GATHERING must preserve the connectivity of $\mathrm{UBG}(t)$.

Furthermore, it must be ensured that robots with the same view, i.e., robots that observe the same set of robots, eventually compute the same target point. Consider, for instance, the case of $n=2$ (also known as RENDEZVOUS). A discrete robot formation protocol that solves GATHERING does not need to compute the same target point in every round. However, there must be a condition such that at some point the two robots compute the same target point. The condition could, for example, be based on the distance: if the distance between the two robots is less than $1 / 2$, the robots move to their midpoint, otherwise, each robot moves a constant distance towards the other robot.

Observation 4.2 Each discrete robot formation protocol to solve GATHERING must - at some point - enforce robots with the same view to compute the same target points.

Moreover, it is important which points the robots compute. There are certainly invalid points either leading to no gathering at all or a very large number of rounds. The first observation is that robots that are located at the global boundary of the swarm have to move inside (while keeping connectivity). Since robots do have limited visibility, they cannot decide whether they are part of the global boundary. Hence, their decision must always be based on their local neighborhood. As a consequence, we state that robots that are vertices of the convex hull of their neighborhood or very close to the boundary of the convex hull should always move inside unless their movement would destroy the connectivity.

Observation 4.3 For a robot $r_{i}$, staying in its position should only be allowable if it is necessary to maintain connectivity or if the robot itself lies sufficiently far inside of its local convex hull.

Additionally, the robots should move sufficiently far inside the local convex hull to realize a fast runtime.

Observation 4.4 Each robot should move sufficiently far inside its local convex hull.

Lastly, robots should also compute target points that are sufficiently far away from other vertices of their local convex hull. Consider for instance the case that robots are always allowed to move to positions of their neighbors. In that case, one could design a protocol that does not lead to any progress started by robots located on the vertices of a regular polygon with a side length of 1 .

Observation 4.5 Target points should lie sufficiently far away from any vertex of a local convex hull.

### 4.4.2 $\lambda$-contracting Protocols

Based on Observation 4.1, any discrete protocol to solve GATHERING must be connectivity preserving, i.e., it always maintains the connectivity of $\operatorname{UBG}(t)$. Next, we define the meaning of sufficiently far inside of local convex hulls (Observations 4.3 to 4.5 ) precisely, leading to a characterization of valid target points.

Definition 4.6 Let $Q$ be a convex polytope with diameter diam and $0<\lambda \leq 1$ a constant. A point $p \in Q$ is called to be $\lambda$-centered if it is the midpoint of a line segment that is completely contained in $Q$ and has a length of $\lambda \cdot$ diam.


Figure 4.1: A visualization of $\lambda$-centered points for the values of $\lambda=4 / 7$ (left) and $\lambda=4 / 11$ (right).

Two examples of $\lambda$-centered points are depicted in Figure 4.1. Observe that moving to $\lambda$ centered points while maintaining connectivity does not necessarily enforce a final gathering of the protocols (cf. Observation 4.2). Consider, for instance, two robots. A protocol that demands the two robots to move halfway towards the midpoint between themselves would compute $1 / 4$-centered target points, but the robots would only converge towards the same position. The robots must be guaranteed to compute the same target point eventually to obtain a final gathering. We demand this by requiring that there is a constant $c<1$, such that $N_{i}(t)=N_{j}(t)$ and that $\Delta_{i}(t)=\Delta_{j}(t) \leq c$ implies that the robots compute the same target point. Protocols that have this property are called collapsing. Observe that being collapsing is reasonable since $\lambda$-centered points are always inside local convex hulls and hence, the robots' local diameters are monotonically decreasing in case no further robot enters their neighborhood. Hence, demanding a threshold to enforce moving to the same point is necessary to ensure a final gathering. For ease of description, we fix $c=1 / 2$ in this work. However, $c$ could be chosen as an arbitrary constant by scaling the obtained runtime bounds with a factor of $1 / c$. The combination of connectivity preserving, collapsing and $\lambda$-centered points leads to the notion of $\lambda$-contracting protocols.

Definition 4.7 A connectivity preserving and collapsing discrete robot formation protocol $\mathcal{P}$ is called $\lambda$-contracting if $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is a $\lambda$-centered point of $\mathrm{CH}_{i}(t)$ for every robot $r_{i}$ and every $t \in \mathbb{N}_{0}$.

### 4.4.3 Analysis of $\lambda$-contracting Protocols

In the following, we state the upper and lower bounds about $\lambda$-contracting protocols. We start with a lower bound that holds for an even larger class of protocols. The lower bound holds for all discrete gathering protocols that compute robot target points always inside local convex hulls.

Theorem 4.3 For every protocol for robots in the $\mathcal{O B \mathcal { L } O} \mathcal{T}_{1}^{F}$ model that computes the target point of a robot always inside of the local convex hull of all visible robots, there exists an initial configuration where the protocol requires $\Omega\left(\Delta^{2}\right)$ rounds to gather all robots.

To familiarize ourselves with the core ideas, we first focus on the two-dimensional case and state a matching upper bound for $\lambda$-contracting protocols of robots located in the Euclidean plane.

Theorem 4.6 Consider a swarm of $n$ robots located in $\mathbb{R}^{2}$. Every $\lambda$-contracting protocol gathers all robots in $\frac{171 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}+1 \in \mathcal{O}\left(\Delta^{2}\right)$ rounds.

Afterward, we prove a similar theorem (with a slightly increased runtime bound) for robots located in $\mathbb{R}^{d}$.

Theorem 4.7 Consider a swarm of $n$ robots located in $\mathbb{R}^{d}$. Every $\lambda$-contracting protocol gathers all robots in $\frac{256 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}+1 \in \mathcal{O}\left(\Delta^{2}\right)$ rounds.

### 4.4.3.1 Lower Bound

Theorem 4.3 For every protocol for robots in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model that computes the target point of a robot always inside of the local convex hull of all visible robots, there exists an initial configuration where the protocol requires $\Omega\left(\Delta^{2}\right)$ rounds to gather all robots.

Proof. The presented lower bound is a generalization of the lower bound of the GTC protocol [50]. In the following, we assume $n \geq 5$. Consider $n$ robots that are located on the vertices of a regular polygon with side length 1 . Observe first that due to the disorientation and because the protocols are deterministic, the local coordinate systems of the robots could be chosen such that the configuration remains a regular polygon forever (see Figure 4.2 for an example).


Figure 4.2: Initially, the robots are located on the surrounding regular polygon. The local coordinate systems of the robots can be chosen such that all robots execute the same movement in a rotated fashion such that the configuration remains a regular polygon.

Henceforth, we assume in the following that the robots remain on the vertices of a regular polygon. Let $C$ be the surrounding circle and $r_{C}$ its radius. For large $n$, the circumference $p_{C}$ of $C$ is $\approx n$ and $r_{C} \approx n / 2 \pi$. Hence, $\Delta \approx n / \pi$. We show that any $\lambda$-contracting protocol requires $\Omega\left(\Delta^{2}\right)$ rounds until $p_{C} \leq 2 n / 3$. As long as $p_{C} \geq 2 n / 3$, each robot can observe exactly two neighbors at distance $2 / 3 \leq s \leq 1$.

The internal angles of a regular polygon have a size of $\gamma=(n-2) \cdot \pi / n$. Fix any robot $r_{i}$, translate and rotate the global coordinate system such that $p_{i}(t)=(0,0)$ and

$$
\begin{aligned}
& p_{i-1}(t)=(-s \cdot \sin (\gamma / 2), s \cdot \cos (\gamma / 2)) \\
& p_{i+1}(t)=(s \cdot \sin (\gamma / 2), s \cdot \cos (\gamma / 2)) .
\end{aligned}
$$

Now, consider the target point $\operatorname{target}_{i}^{\mathcal{P}}(t)=\left(x_{\operatorname{target}_{i}^{\mathcal{P}}(t)}, y_{\operatorname{target}_{i}^{\mathcal{P}}(t)}\right)$. Observe that the radius $r_{C}$ decreases by exactly $y_{\operatorname{target}_{i}^{\mathcal{P}}(t)}$. Next, we derive an upper bound on $y_{\text {target }_{i}^{\mathcal{P}}(t)}$.

$$
y_{\text {target }_{i}^{\mathcal{P}}(t)}=s \cdot \cos (\gamma / 2) \leq \cos (\gamma / 2)=\cos ((n-2) \cdot \pi / 2 n)=\cos (\pi / 2-\pi / n)=\sin (\pi / n) .
$$

For $x \geq 0$ it always holds $\sin (x) \leq x$. Hence, $\sin (\pi / n) \leq \pi / n$. Therefore, it takes at least $n^{2} / 3 \pi$ rounds until $r_{C}$ has decreased by at least $n / 3$. The same holds for the perimeter. All in all, it takes at least $n^{2} / 3 \pi \in \Omega\left(\Delta^{2}\right)$ rounds until $r_{C}$ decreases by at least $n / 3$.

### 4.4.3.2 Upper Bound for $d=2$

The proof aims to show that the radius of the global smallest enclosing circle (SEC), i.e., the SEC that encloses all robots' positions in a global coordinate system, decreases by $\Omega(1 / \Delta)$ every two rounds. Since the initial radius is upper bounded by $\Delta$, the runtime of $\mathcal{O}\left(\Delta^{2}\right)$ follows. See Figure 4.3 for a visualization. The proof idea is inspired by the analysis of the GtC protocol [50].


Figure 4.3: We show that the radius of the global SEC decreases by $\Omega(1 / \Delta)$ every two rounds.

High-level Analysis: We consider the fixed circular segment $S_{\lambda}$ of the global SEC and analyze how the inside robots behave. A circular segment is a region of a circle "cut off" by a chord. The circular segment $S_{\lambda}$ has a chord length of at most $\lambda / 4$ (for a formal definition, see below) and we can prove a height of $S_{\lambda}$ in the order of $\Omega(1 / \Delta)$ (Lemma 4.11). Observe that in any circular segment, the chord's endpoints are the points that have a maximum distance within the circular segment, and hence, the maximum distance between any pair of points in $S_{\lambda}$ is at most $\lambda / 4$. Now, we split the robots inside of $S_{\lambda}$ into two classes: the robots $r_{i}$ with $\Delta_{i}(t)>1 / 4$ and the others with $\Delta_{i}(t) \leq 1 / 4$. Recall that every robot $r_{i}$ moves to the $\lambda$-centered point target ${ }_{i}^{\mathcal{P}}(t)$. Moreover, $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is the midpoint of a line segment $\ell$ of length $\lambda \cdot \Delta_{i}(t)$ that is completely contained in the local convex hull of $r_{i}$. For robots with $\Delta_{i}(t)>1 / 4$ we have that $\ell$ is larger than $\lambda / 4$ and thus, $\ell$ cannot be completely contained in $S_{\lambda}$. Hence, $\ell$ either connects two points outside of $S_{\lambda}$ or one point inside and another outside. In the former case, $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is outside of $S_{\lambda}$, and in the latter case $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is outside of a circular segment with half the height $h$ of $S_{\lambda}$. See Lemma 4.12 for a formal statement of the first case.

It remains to argue about robots with $\Delta_{i}(t)<1 / 4$. Here, we consider a circular segment with an even smaller height, namely $h \cdot \lambda / 4$. We will see that all robots which compute a target point inside this circular segment (which can only be robots with $\Delta_{i}(t)<\lambda / 4$ ) will move exactly to the same position. Hence, in round $t+1$ there is only one position in the circular segment with height $h \cdot \lambda / 4$ occupied by robots. All other robots are located outside of the circular segment with height $h / 2$. As a consequence, for all robots $r_{i}$ in the circular segment with height $h \cdot \lambda / 4$, it must hold $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is outside of the circular segment with height $h \cdot \lambda / 4$. See Lemma 4.13 for a formal statement. Finally, Lemma 4.14 combines the previous statements and gives a lower bound on how much the radius of the global SEC decreases.

Detailed Analysis: First, we introduce some definitions. Let $N:=N(t)$ be the (global) smallest enclosing circle of all robots in round $t$ and $R:=R(t)$ its radius. Now, fix any point $b$ on the boundary of $N$. The two points at a distance of $\lambda / 8$ of $b$ on the boundary of $N$ determine the circular segment $S_{\lambda}$ with height $h$. In the following, we determine by $S_{\lambda}(c)$ for $0<c \leq 1$ the circular segment with height $c \cdot h$ that is contained in $S_{\lambda}$. See Figure 4.4 for a depiction of the circular segments $S_{\lambda}$ and $S_{\lambda}(1 / 2)$ (that is used in the proofs). All subsequent lemmata consider robots that move according to a $\lambda$-contracting protocol $\mathcal{P}$.


Figure 4.4: The circular segments $S_{\lambda}$ (to the left) and $S_{\lambda}(1 / 2)$ of the global SEC $N$ is depicted.

In the following, we prove that all robots leave the circular segment $S_{\lambda}(\lambda / 4)$ every two rounds. As a consequence, the radius of $N$ decreases by at least $\lambda / 4 \cdot h$. Initially, we give a bound on $h$. We use Jung's Theorem to obtain a bound on $R$ and also on $h$.

Theorem 4.8 - Jung's Theorem [82, 83]. The smallest enclosing hypersphere of a point set $K \subset \mathbb{R}^{d}$ with diameter diam has a radius of at most diam $\cdot \sqrt{\frac{d}{2 \cdot(d+1)}}$.

Lemma $4.11 h \geq \frac{\sqrt{3} \cdot \lambda^{2}}{64 \pi \Delta}$.

Proof. Initially, we give an upper bound on the angle $\gamma$, see Figure 4.4 for its definition. The circumference of $N$ is $2 \pi R$. We can position at most $\frac{16}{\lambda} \pi R$ points on the boundary of N that are at distance $\frac{\lambda}{8}$ from the points closest to them and form a regular convex polygon. The internal angle of this regular polygon is $2 \gamma$. Hence, the sum of all internal angles is $\left(\frac{16}{\lambda} \pi R-2\right) \cdot \pi$. Thus, each individual angle has a size of at most $\frac{\left(\frac{16}{\lambda} \pi R-2\right) \cdot \pi}{\frac{16}{\lambda} \pi R}=\pi-\frac{2 \pi}{\frac{16}{\lambda} \pi R}=\pi-\frac{\lambda}{8 R}$. Hence, $\gamma \leq \frac{\pi}{2}-\frac{\lambda}{16 R}$. Next, we can bound $h$. First of all, we derive a relation between $h$ and $\gamma: \cos (\gamma)=\frac{h}{\frac{\lambda}{8}}=\frac{8 h}{\lambda} \Longleftrightarrow h=\frac{\lambda \cdot \cos (\gamma)}{8}$. With help of the inequality $\cos (x) \geq-\frac{2}{\pi} x+1$ for $x \in\left[0, \frac{\pi}{2}\right]$, we obtain

$$
h=\frac{\lambda \cdot \cos (\gamma)}{8} \geq \frac{\lambda \cdot \cos \left(\frac{\pi}{2}-\frac{\lambda}{16 R}\right)}{8} \geq \frac{\lambda \cdot\left(-\frac{2}{\pi} \cdot\left(\frac{\pi}{2}-\frac{\lambda}{16 R}\right)+1\right)}{8}=\frac{\lambda \cdot \frac{\lambda}{8 \pi R}}{8}=\frac{\lambda^{2}}{64 \pi R}
$$

Applying Theorem 4.8 with $d=2$ yields $h \geq \frac{\sqrt{3} \cdot \lambda^{2}}{64 \pi \Delta}$.

We continue to prove that all robots leave $S_{\lambda}(\lambda / 4)$ every two rounds. First of all, we analyze robots for which $\Delta_{i}(t)>1 / 4$. These robots even leave the larger circular segment $S_{\lambda}(1 / 2)$.

Lemma 4.12 For any robot $r_{i}$ with $\Delta_{i}(t)>1 / 4: \operatorname{target}_{i}^{\mathcal{P}}(t) \in N \backslash S_{\lambda}(1 / 2)$.
Proof. Since $\Delta_{i}(t)>1 / 4$ and $\mathcal{P}$ is $\lambda$-contracting, $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is the midpoint of a line segment $\ell_{i}^{\mathcal{P}}(t)$ of length at least $\lambda \cdot \Delta_{i}(t)>\lambda / 4$. As the maximum distance between any pair of points inside of $S_{\lambda}$ is $\frac{\lambda}{4}$, it follows that $\ell_{i}^{\mathcal{P}}(t)$ either connects two points outside of $S_{\lambda}$ or one point inside and another point outside. In the first case, $\operatorname{target}_{i}^{\mathcal{P}}(t)$ lies outside of $S_{\lambda}$ (since the maximum distance between any pair of points inside of $S_{\lambda}$ is $\frac{\lambda}{4} \leq 1 / 4<\Delta_{i}(t)$ ). In the second case, $\operatorname{target}_{i}^{\mathcal{P}}(t)$ lies outside of $S_{\lambda}(1 / 2)$ since, in the worst case, one endpoint of $\ell_{i}^{\mathcal{P}}(t)$ is the point $b$ used in the definition of $N$ and the second point lies very close above of $S_{\lambda}(1 / 2)$. Since $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is the midpoint of $\ell_{i}^{P}(t)$, it lies closely above $S_{\lambda}(1 / 2)$. Every other position of the two endpoints of $\ell_{i}^{\mathcal{P}}(t)$ would result in a point $\operatorname{target}_{i}^{\mathcal{P}}(t)$ that lies even farther above $S_{\lambda}(1 / 2)$.

Now, we consider the case of a single robot in $S_{\lambda}(\lambda / 4)$, and its neighbors are located outside of $S_{\lambda}(1 / 2)$. We prove that this robot leaves $S_{\lambda}(\lambda / 4)$. Additionally, we prove that none of the robots outside of $S_{\lambda}(1 / 2)$ that see the single robot in $S_{\lambda}(\lambda / 4)$ enters $S_{\lambda}(\lambda / 4)$.

Lemma 4.13 Consider a robot $r_{i}$ located in $S_{\lambda}(\lambda / 4)$. If all its neighbors are located outside of $S_{\lambda}(1 / 2)$, $\operatorname{target}_{i}^{\mathcal{P}}(t) \in N \backslash S_{\lambda}(\lambda / 4)$. Similarly, for a robot $r_{i}$ that is located outside of $S_{\lambda}(1 / 2)$ and that has only one neighbor located in $S_{\lambda}(\lambda / 4)$, $\operatorname{target}_{i}^{\mathcal{P}}(t) \in N \backslash S_{\lambda}(\lambda / 4)$.

Proof. First, consider a robot $r_{i}$ that is located in $S_{\lambda}(\lambda / 4)$ and all its neighbors are above $S_{\lambda}(1 / 2)$. Let $p_{1}$ and $p_{2}$ be the two points of $C H_{i}(t)$ closest to the intersection points of $C H_{i}(t)$ and the boundary of $S_{\lambda}(1 / 2)$ ( $p_{1}$ and $p_{2}$ are infinitesimally above of $S_{\lambda}(1 / 2)$ ). In case $C H_{i}(t)$ consists of only two robots, define $p_{1}$ to be the intersection point of $C H_{i}(t)$ and $S_{\lambda}(1 / 2)$ and $p_{2}=p_{i}(t)$. The maximum distance $d_{\text {max }}$ between any pair of points in $C H_{i}(t) \cap S_{\lambda}(1 / 2)$ is less than $\max \left\{\left\|p_{1}-p_{2}\right\|_{2}, \| p_{1}-\right.$ $\left.p_{i}(t)\left\|_{2},\right\| p_{2}-p_{i}(t) \|_{2}\right\}$, since $p_{1}$ and $p_{2}$ are slightly above of $S_{\lambda}(1 / 2)$. Clearly, $\Delta_{i}(t) \geq d_{\max }$. Thus, the maximum distance between any pair of points in $C H_{i}(t) \cap S_{\lambda}\left(\frac{\lambda}{2}\right)$ is less than $\lambda \cdot d_{\text {max }}$. We conclude that $\operatorname{target}_{i}^{\mathcal{P}}(t)$ must be located above of $S_{\lambda}(\lambda / 4)$ since $\operatorname{target}_{i}^{\mathcal{P}}(t)$ is the midpoint of a line segment of length $\lambda \cdot \Delta_{i}(t) \geq \lambda \cdot d_{\max }$ either connecting two robots above of $S_{\lambda}(\lambda / 4)$ or one robot inside of $S_{\lambda}(\lambda / 4)$ and one robot outside of $S_{\lambda}(\lambda / 4)$. The arguments for the opposite case $r_{i}$ is located in $S_{\lambda}(1 / 2)$, one neighbor of $r_{i}$ is located in $S_{\lambda}(\lambda / 4)$ and all others are also outside of $S_{\lambda}(1 / 2)$ - are analogous.

Next, we derive with help of Lemmata 4.12 and 4.13 that $S_{\lambda}(\lambda / 4)$ is empty after two rounds. Additionally, we analyze how much $R(t)$ decreases.

Lemma 4.14 For any round $t$ with $\Delta(t) \geq 1 / 2, R(t+2) \leq R(t)-\frac{\lambda^{3} \cdot \sqrt{3}}{256 \cdot \pi \cdot \Delta}$.

Proof. Fix any circular $S_{\lambda}$ and consider the set of robots $R_{S}$ that are located in $S_{\lambda}(\lambda / 4)$ or compute a target point in $S_{\lambda}(\lambda / 4)$. Via Lemma 4.12, we obtain that for every robot $r_{i} \in R_{S}$ that computes a target point in $S_{\lambda}(\lambda / 4), \Delta_{i}(t) \leq 1 / 4$. Since the maximum distance between any pair of points in $S_{\lambda}(\lambda / 4)$ is $1 / 4$, we conclude that a robot that is not located in $S_{\lambda}(\lambda / 4)$ but computes its target point inside, is at distance at most $1 / 4$ from $S_{\lambda}$. Hence, via the triangle inequality, it is located at distance at most $1 / 2$ from any other robot in $R_{S}$. Thus, all robots in $R_{S}$ can see each other. Now, consider the robot $r_{\min } \in R_{S}$ which is the robot of $R_{S}$ with the minimal number of visible neighbors. Furthermore, $A_{\min }$ is the set of robots that have the same neighborhood as $r_{\min }$. For all robots $r_{j} \in R_{S} \backslash A_{\text {min }}$, we have that $r_{j}$ can see $r_{\text {min }}$ and at least one robot that $r_{\text {min }}$ cannot see. Thus, $\Delta_{j}(t)>1$. We can conclude with help of Lemma 4.12 that all robots in $R_{S} \backslash A_{\min }$ compute a target point outside of $S_{\lambda}(1 / 2)$. Since all robots $r_{i} \in A_{\min }$ have the same neighborhood and $\Delta_{i}(t)<1 / 4$, they also compute the same target point. Thus, at the beginning of round $t+1$, at most one position in $S_{\lambda}(\lambda / 4)$ is occupied. In round $t+1$ we have the picture that one position in $S_{\lambda}(\lambda / 4)$ is occupied and all neighbors are located above $S_{\lambda}(1 / 2)$. Lemma 4.13 yields that the robots in $S_{\lambda}(\lambda / 4)$ compute a target point outside. Moreover, Lemma 4.13 yields as well that no robot outside of $S_{\lambda}(\lambda / 4)$ computes a target point inside and thus, $S_{\lambda}(\lambda / 4)$ is empty in round $t+2$. Since the circular segment $S_{\lambda}$ has been chosen arbitrarily, the arguments hold for the entire circle $N$ and thus, $R(t+2) \leq R(t)-\lambda / 4 \cdot h \leq R(t)-\frac{\lambda^{3} \sqrt{3}}{256 \cdot \pi \cdot \Delta}$.

Finally, we can conclude with help of Lemma 4.14 the main Theorem 4.6.
Theorem 4.6 Consider a swarm of $n$ robots located in $\mathbb{R}^{2}$. Every $\lambda$-contracting protocol gathers all robots in $\frac{171 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}+1 \in \mathcal{O}\left(\Delta^{2}\right)$ rounds.

Proof. First, we bound the initial radius of $N: R(0) \leq \Delta / \sqrt{3}$ (Theorem 4.8). Lemma 4.14 yields that $R(t)$ decreases every two rounds by at least $\frac{\lambda^{3} \cdot \sqrt{3}}{256 \cdot \pi \cdot \Delta}$. Thus, it requires $2 \cdot \frac{256 \cdot \pi \cdot \Delta}{\lambda^{3}}$ rounds until $R(t)$ decreases by at least $\sqrt{3}$. Next, we bound how often this can happen until $R(t) \leq \frac{1}{4}$ and thus $\Delta(t) \leq \frac{1}{2}$ :

$$
\frac{\Delta}{\sqrt{3}}-x \cdot \sqrt{3} \leq \frac{1}{4} \Longleftrightarrow \frac{\Delta}{3}-\frac{1}{4 \cdot \sqrt{3}} \leq x
$$

All in all, it requires $x \cdot \frac{512 \cdot \pi \cdot \Delta}{\lambda^{3}}=\left(\frac{\Delta}{3}-\frac{1}{4 \cdot \sqrt{3}}\right) \cdot \frac{512 \cdot \pi \cdot \Delta}{\lambda^{3}} \leq \frac{171 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}$ rounds until $\Delta(t) \leq \frac{1}{2}$. As soon as $\Delta(t) \leq \frac{1}{2}$, all robots can see each other, compute the same target point (the protocol is collapsing) and will reach it in the next round.

### 4.4.3.3 Upper Bound for Arbitrary $d$

The upper bound we derived for two dimensions can also be generalized to every dimension $d$. Only the constants in the runtime increase slightly.

Theorem 4.7 Consider a swarm of $n$ robots located in $\mathbb{R}^{d}$. Every $\lambda$-contracting protocol gathers all robots in $\frac{256 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}+1 \in \mathcal{O}\left(\Delta^{2}\right)$ rounds.

The analysis is in most parts analogous to the analysis of $\lambda$-contracting protocols in two dimensions (Section 4.4.3.2). Let $G S:=G S(t)$ be the smallest enclosing hypersphere (SEH) of all robots in round $t$ and $R:=R(t)$ its radius. Let $B$ be an arbitrary point on the surface and define the hyperspherical cap $\mathrm{HSC}_{\lambda}$ with apex $B$ as follows. Choose the height $h$ of $\mathrm{HSC}_{\lambda}$ such that the inscribed hypercone has a slant height of $\lambda / 8$. Note that this implies that the radius $a$ of the base of the cap is upper bounded by $\lambda / 8$. Hence, the maximal distance between any pair of points in $\mathrm{HSC}_{\lambda}$ is $\lambda / 4$. In the following, we denote by $\operatorname{HSC}_{\lambda}(c)$ for $0 \leq c \leq 1$ the hyperspherical cap with apex $B$ of height $c \cdot h$.

Lemma $4.15 h \geq \frac{\sqrt{2} \cdot \lambda^{2}}{64 \cdot \pi \cdot \Delta}$.
Proof. Initially, we give a bound on the angle $\gamma$ which is the angle between the height $h$ and the slant height of $\lambda / 8$ of the inscribed hypercone. Consider a circle $K$ with radius $R$ that has the same center as $G S$ and contains $B$. The angle $\gamma$ can now be seen as the internal angle of a regular polygon with side length $\lambda / 8$ whose vertices lie on $K$. The circumference of $K$ is $2 \cdot \pi \cdot R$. Thus, we can position at most $\frac{16}{\lambda} \cdot \pi \cdot R$ points on the boundary of $K$ that are at a distance of $\lambda / 8$ from the points closest to them and form a regular convex polygon. The internal angle of this regular polygon is $2 \cdot \gamma$. Hence, the sum of all internal angles is $\left(\frac{16}{\lambda} \cdot \pi \cdot R-2\right) \cdot \pi$. Thus, each individual angle has a size of at most $\frac{\left(\frac{16}{\lambda} \cdot \pi \cdot R-2\right) \cdot \pi}{\frac{16}{\lambda} \cdot \pi \cdot R}=\pi-\frac{2 \cdot \pi}{\frac{10}{\lambda} \cdot \pi \cdot R}=\pi-\frac{\lambda}{8 \cdot R}$. Hence, $\gamma \leq \frac{\pi}{2}-\frac{\lambda}{16 \cdot R}$. Now, we can bound $h$. First of all, we derive a relation between $h$ and $\gamma: \cos (\gamma)=\frac{h}{\frac{\lambda}{8}}=\frac{8 h}{\lambda} \Longleftrightarrow h=\frac{\lambda \cdot \cos (\gamma)}{8}$. In the following upper bound, we make use of the fact that $\cos (x) \geq-\frac{2}{\pi} x+1$ for $x \in\left[0, \frac{\pi}{2}\right]$.

$$
h=\frac{\lambda \cdot \cos (\gamma)}{8} \geq \frac{\lambda \cdot \cos \left(\frac{\pi}{2}-\frac{\lambda}{16 \cdot R}\right)}{8} \geq \frac{\lambda \cdot\left(-\frac{2}{\pi} \cdot\left(\frac{\pi}{2}-\frac{\lambda}{16 \cdot R}\right)+1\right)}{8}=\frac{\lambda \cdot \frac{\lambda}{8 \cdot \pi \cdot R}}{8}=\frac{\lambda^{2}}{64 \pi R}
$$

Lastly observe that $R \leq \Delta \cdot \sqrt{\frac{d}{2 \cdot(d+1)}}$ (Theorem 4.8). For any $d \geq 1$, it holds $\sqrt{\frac{d}{2 \cdot(d+1)}} \leq \frac{1}{\sqrt{2}}$ and thus $R \leq \frac{\Delta}{\sqrt{2}}$. We obtain a final lower bound on $h: h \geq \frac{\lambda^{2}}{64 \pi R} \geq \frac{\sqrt{2} \cdot \lambda^{2}}{64 \cdot \pi \cdot \Delta}$.

Lemma 4.16 For a robot $r_{i}$ with $\Delta_{i}(t)>1 / 4$ it holds $\operatorname{target}_{i}^{\mathcal{P}}(t) \in G S \backslash \operatorname{HSC}_{\lambda}\left(\frac{1}{2}\right)$.
Proof. Analogous to the proof of Lemma 4.12.

Lemma 4.17 Consider a robot $r_{i}$ located in $\operatorname{HSC}_{\lambda}\left(\frac{\lambda}{4}\right)$. If all its neighbors are located outside of $\operatorname{HSC}_{\lambda}\left(\frac{1}{2}\right)$, it holds target ${ }_{i}^{\mathcal{P}}(t) \in G S \backslash \operatorname{HSC}_{\lambda}\left(\frac{\lambda}{4}\right)$. Similarly, for a robot $r_{i}$ that is located outside of $\operatorname{HSC}_{\lambda}\left(\frac{1}{2}\right)$ and that has only one neighbor located in $\operatorname{HSC}_{\lambda}\left(\frac{\lambda}{4}\right)$, it holds $\operatorname{target}_{i}^{\mathcal{P}}(t) \in G S \backslash$ $\operatorname{HSC}_{\lambda}\left(\frac{\lambda}{4}\right)$.

Proof. Analogous to the proof of Lemma 4.13.

Lemma 4.18 For any round $t$ with $\Delta(t) \geq 1 / 2$, it holds $R(t+2) \leq R(t)-\frac{\lambda^{3} \cdot \sqrt{2}}{256 \cdot \pi \cdot \Delta}$.

Proof. Analogous to the proof of Lemma 4.14 by replacing the lower bound of $h$ by $\frac{\sqrt{2} \cdot \lambda^{2}}{64 \cdot \pi \cdot \Delta}$ (Lemma 4.15).

Theorem 4.2 Every $\lambda$-contracting protocol gathers a swarm of $n$ disoriented robots located in $\mathbb{R}^{d}$ in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model in $\Theta\left(\Delta^{2}\right)$ rounds.

Proof. First, we bound the initial radius of $G S: R(0) \leq \frac{\Delta}{\sqrt{2}}$ (Theorem 4.8). Lemma 4.18 yields that $R(t)$ decreases every two rounds by at least $\frac{\lambda^{3} \cdot \sqrt{2}}{256 \cdot \pi \cdot \Delta}$. Thus, it requires $2 \cdot \frac{256 \cdot \pi \cdot \Delta}{\lambda^{3}}$ rounds until $R(t)$ decreases by at least $\sqrt{2}$. Next, we bound how often this can happen until $R(t) \leq \frac{1}{4}$ and thus $\Delta(t) \leq \frac{1}{2}$ holds: $\frac{\Delta}{\sqrt{2}}-x \cdot \sqrt{2} \leq \frac{1}{4} \Longleftrightarrow \frac{\Delta}{2}-\frac{1}{4 \cdot \sqrt{2}} \leq x$.

All in all, it requires $x \cdot \frac{512 \cdot \pi \cdot \Delta}{\lambda^{3}}=\left(\frac{\Delta}{2}-\frac{1}{4 \cdot \sqrt{2}}\right) \cdot \frac{512 \cdot \pi \cdot \Delta}{\lambda^{3}} \leq \frac{256 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}$ rounds until $\Delta(t) \leq \frac{1}{2}$. As soon as $\Delta(t) \leq \frac{1}{2}$, all robots can see each other, compute the same target point (the protocol is collapsing) and will reach it in the next round.

### 4.4.4 Examples of $\lambda$-contracting Protocols

Next, we present an exemplary $\lambda$-contracting protocol. Before introducing the concrete protocols, we describe an important subclass of $\lambda$-contracting protocols, denoted as $(\alpha, \beta)$-contracting protocols, a powerful tool to decide whether a given protocol is $\lambda$-contracting. Afterward, we introduce the known protocol GTC [5], prove it to be $(\alpha, \beta)$-contracting, and, thus, also $\lambda$ contracting.
$(\alpha, \beta)$-contracting Protocols. While the definition of $\lambda$-contracting protocols describes the core properties of efficient protocols to solve GATHERING, it might be practically challenging to determine whether a given protocol is $\lambda$-contracting. Concrete protocols often are designed as follows: robots compute a desired target point and move as close as possible towards it without losing connectivity [5, 22, 98]. The GTC protocol, for instance, uses this rule. Since the robots do not necessarily reach the desired target point, it is hard to determine whether the resulting point is $\lambda$-centered. Therefore, we introduce a two-stage definition: $(\alpha, \beta)$-contracting protocols. The parameter $\alpha$ represents an $\alpha$-centered point (Definition 4.6) and $\beta$ describes how close the robots move towards the point. As an intermediate step, we define the $\beta$-scaled convex hull around an arbitrary point.

Definition 4.8 Let $c_{1}, \ldots, c_{k}$ with $c_{i} \in \mathbb{R}^{d}$ be the vertices of a convex polytope $Q, p \in Q$ some point of $Q$ and $\beta \in(0,1]$ a constant. Then, $Q(p, \beta)$ is the convex polytope with vertices $p+(1-\beta) \cdot\left(c_{i}-p\right)$.

Now, we are ready to define the class of $(\alpha, \beta)$-contracting protocols. It uses a combination of Definitions 4.6 and 4.8: the target points of the robots must be inside of the $\beta$-scaled local convex hull around an $\alpha$-centered point. See also Figure 4.5 for a visualization of valid target points
in $(\alpha, \beta)$-contracting protocols. Recall that $C H_{i}(t)$ defines the convex hull of all neighbors of $r_{i}$ including $r_{i}$ in round $t$ and $C H_{i}(t)(p, \beta)$ is the scaled convex hull around $p$ (Definition 4.8).

Definition 4.9 A connectivity preserving and collapsing discrete robot formation protocol $\mathcal{P}$ is called to be $(\alpha, \beta)$-contracting, if there exists an $\alpha$-centered point $\alpha$-center ${ }_{i}^{\mathcal{P}}(t)$ such that $\operatorname{target}_{i}^{\mathcal{P}}(t) \in C H_{i}(t)\left(\alpha\right.$-center $\left.{ }_{i}^{\mathcal{P}}(t), \beta\right)$ for every robot $r_{i}$ and every $t \in \mathbb{N}_{0}$.


Figure 4.5: Two examples of valid target points of $(\alpha, \beta)$-contracting protocols. The small gray triangle represents the $\frac{1}{2}$-scaled convex hull around an $\frac{1}{4}$-centered point marked with a square.

Next, we state the relation between $(\alpha, \beta)$-contracting and $\lambda$-contracting protocols.
Theorem 4.9 Every $(\alpha, \beta)$-contracting protocol $\mathcal{P}$ is $\lambda$-contracting with $\lambda=\alpha \cdot \beta$.
Proof. From the definition of $(\alpha, \beta)$-contracting protocols, we know that for a target point $\operatorname{target}{ }_{i}^{\mathcal{P}}(t)$, there exists a point $\alpha$-center ${ }_{i}^{\mathcal{P}}(t)$ such that $\operatorname{target}_{i}^{\mathcal{P}}(t) \in C H_{i}(t)\left(\alpha-\operatorname{center}_{i}^{\mathcal{P}}(t), \beta\right)$. We do the following geometric construction in Figure 4.6. Let $p=\alpha$-center ${ }_{i}^{\mathcal{P}}(t)$ and $p^{\prime}=\operatorname{target}_{i}^{\mathcal{P}}(t)$. We draw a line segment from $\alpha$-center ${ }_{i}^{\mathcal{P}}(t)$ through $\operatorname{target}_{i}^{\mathcal{P}}(t)$ to the boundary of $C H_{i}(t)$. Let $c$ be the endpoint of this line segment. Because $p$ is $\alpha$-centered, there exists a line segment with length $\Delta_{i}(t) \cdot \alpha$ through $p$, let this be the line segment $\overline{a b}$. The line segment $\overline{a^{\prime} b^{\prime}}$ is a parallel to $\overline{a b}$ inside the triangle $\triangle_{a b c}$. We know that $p^{\prime} \in C H_{i}(t)(p, \beta)$, therefore $\left|\overline{c p^{\prime}}\right| \geq \beta|\overline{c p}|$. By the intercept theorem, it follows that $\left|\overline{a^{\prime} b^{\prime}}\right| \geq \beta|\overline{a b}|=\beta \cdot \alpha \cdot \Delta_{i}(t)$. Because the points $a, b$ and $c$ are all inside $C H_{i}(t)$, the entire triangle $\triangle_{a b c}$ and $\overline{a^{\prime} b^{\prime}}$ are inside $C H_{i}(t)$ as well. Therefore, target ${ }_{i}^{\mathcal{P}}(t)$ is a $\lambda$-centered point with $\lambda=\alpha \cdot \beta$.


Figure 4.6: The construction used in the proof of Theorem 4.9.

Go-To-The-Center. Next, we study the two-dimensional GTC protocol [5] and its generalization to $d$-dimension and prove the protocols to be ( $\alpha, \beta$ )-contracting. First, we focus on the original (two-dimensional) protocol for which it is already known that it gathers all robots in $\mathcal{O}\left(n+\Delta^{2}\right)$ rounds [50]. We show that GTC is ( $\alpha, \beta$ )-contracting (hence also $\lambda$-contracting) and thus, obtain an
improved upper runtime bound of $\mathcal{O}\left(\Delta^{2}\right)$. Robots always move towards the center of the smallest enclosing circle of their neighborhood. To maintain connectivity, limit circles are used. Each robot $r_{i}$ always stays within the circle of radius $1 / 2$ centered in the midpoint $m_{j}$ of every visible robot $r_{j}$. Since each robot $r_{j}$ does the same, it is ensured that two visible robots always stay within a circle of radius $1 / 2$ and thus, they remain connected. Consequently, robots move only that far towards the center of the smallest enclosing circle such that no limit circle is left. The protocol is formally described in Algorithm 2.

```
Algorithm 2 GTC (view of robot \(r_{i}\) )
    \(C_{i}(t):=\) smallest enclosing circle of \(N_{i}(t)\)
    \(c_{i}(t):=\) center of \(C_{i}(t)\)
    \(\forall r_{j} \in N_{i}(t): m_{j}:=\) midpoint between \(r_{i}\) and \(r_{j}\)
    \(D_{j}\) : disk with radius \(\frac{1}{2}\) centered at \(m_{j}\)
    seg \(:=\) line segment \(\overline{p_{i}(t), c_{i}(t)}\)
    \(A:=\bigcap_{r_{j} \in N_{i}(t)} D_{j} \cap \mathrm{seg}\)
    \(x:=\) point in \(A\) closest to \(c_{i}(t)\)
    \(\operatorname{target}_{i}^{\mathrm{GTC}}(t):=x\)
```

Subsequently, we prove that GTC is $(\alpha, \beta)$-contracting. First, we derive a bound on $\alpha$.
Lemma 4.19 The center of the SEC of a convex polygon $Q$ is $\frac{\sqrt{3}}{8}$-centered.

Proof. Let $C$ denote the smallest enclosing circle (SEC) of $Q$ and diam the maximal distance of two points in $Q$. We need to distinguish two cases: either two points are located on the boundary of the SEC or (at least) 3 that form an acute triangle. In the first case, the two points are located on the diameter of $C$. Hence, the center of the smallest enclosing circle is 1 -centered since it equals the midpoint of the two robots that define the diameter.

In the second case, we focus on the three points that form the acute triangle. We denote the three points by $A B C$ and the triangle by $\triangle_{A B C}$. Moreover, $a, b, c$ denote the edges of $\triangle_{A B C}$. Since $\triangle_{A B C}$ is acute, we have that its circumcircle equals its SEC. Consequently, $C$ equals to the SEC of $\triangle_{A B C}$. Let $p$ denote the center of $C$ and $r$ its radius. The proof aims to show that there exists a line segment $\ell$ with midpoint $p$ that is parallel to $a, b$ or $c$ and has a length of $\alpha \cdot \operatorname{diam}$, where diam denotes the diameter of $Q$ (we will determine the concrete value for $\alpha$ shortly). Without loss of generality, we assume that $a$ is the longest edge of $\triangle_{A B C}$. Since $C$ is also the SEC of $\triangle_{A B C}, r \leq \frac{a}{\sqrt{3}}$ and, thus, also $r \cdot \sqrt{3} \leq a$ (Theorem 4.8). Additionally, we have $r \geq \frac{\text { diam }}{2}$. Hence, $\frac{\text { diam } \sqrt{3}}{2} \leq a$. Now, we rotate the coordinate system, such that $B=\left(0,-\frac{a}{2}\right), C=\left(0, \frac{a}{2}\right)$ and $A=\left(x_{a}, y_{a}\right)$. See Figure 4.7 for a visualization of the setting. We now consider $y_{a} \leq 0$. The arguments for $y_{a}>0$ can be derived analogously with swapped roles of $B$ and $C$.

Observe first, that $p=\left(x_{p}, 0\right)$ since $p$ is located on the intersection of the perpendicular bisectors of $a, b$ and $c$. Additionally, we have $x_{p} \leq \frac{x_{a}}{2}$ since both the starting points of the perpendicular bisectors of $b$ and $c$ have the $x$-coordinate $\frac{x_{p}}{2}$ and the bisectors have monotonically decreasing $x$-coordinates. Now, we distinguish two cases: $-\frac{a}{4} \leq y_{a} \leq 0$ and $y_{a}<-\frac{a}{4}$. In the first case, we prove that there exists a line segment parallel to $a$ with its midpoint in $p$ that has a length of at least $\frac{a}{4}$. We model the edge $b$ as a linear function $f(x)=-\frac{\frac{a}{2}-y_{a}}{x_{a}} \cdot x+\frac{a}{2}$. The value $f\left(x_{p}\right)$ is minimized for $x_{p}=\frac{x_{a}}{2}$ and $y_{a}=-\frac{a}{4}$. Hence,

$$
\begin{aligned}
f\left(x_{p}\right) \geq f\left(\frac{x_{a}}{2}\right) & =-\frac{\frac{a}{2}-y_{a}}{x_{a}} \cdot \frac{x_{a}}{2}+\frac{a}{2}=-\frac{a}{4}+\frac{y_{a}}{2}+\frac{a}{2}=\frac{a}{4}+\frac{y_{a}}{2} \\
& \geq \frac{a}{4}-\frac{a}{8}=\frac{a}{8}
\end{aligned}
$$



Figure 4.7: A visualization of $\triangle_{A B C}$, where $a$ is parallel to the $y$-axis.

Hence, we can center a line segment of length $\frac{a}{4}$ on $p$ that is parallel to $a$ and completely contained in $\triangle{ }_{A B C}$.

Next, we consider $y_{a}<-\frac{a}{4}$. As long as $f\left(x_{p}\right) \geq \frac{a}{8}$, we can use the same arguments as for the first case. Thus, we assume that $f\left(x_{p}\right)<\frac{a}{8}$. Now, we show that there is a line segment parallel to $b$ with midpoint $p$ and with a length of at least $\frac{\operatorname{diam} \cdot \sqrt{3}}{8}$. Since $y_{a}<-\frac{a}{4}$, we conclude $b \geq \frac{3}{4} a$. Let $\ell$ be the line segment parallel to $y$ that is completely contained in $\triangle_{A B C}$. Note that $p$ does not need to be the midpoint of $\ell$, see also Figure 4.8 for a depiction. Let $I=\left(x_{i}, y_{i}\right)$ be the intersection of $\ell$ and $c$. We conclude $x_{i} \geq \frac{x_{a}}{2}$ since $p$ lies on the perpendicular bisector centered in the midpoint of $c$ with $x$-coordinate $\frac{x_{a}}{2}$ and $\ell$ is parallel to $b$. Hence, $|B I| \geq \frac{c}{2}$. Applying the intercept theorem yields $\frac{|B I|}{c}=\frac{\ell}{b}$ and $\frac{\ell}{b} \geq \frac{1}{2} \Longleftrightarrow \ell \geq \frac{b}{2}$. Since $b \geq \frac{3}{4} a$, we conclude $\ell \geq \frac{3}{8} a$.

It remains to estimate the position of $p$ on $c$ to give a final bound for $\alpha$. We use the line segment starting in $B$, leading through $p$ and intersecting $b$ to split $b$ and $\ell$ into $b_{1}$ and $b_{2}$ as well as $\ell_{1}$ and $\ell_{2}$. See also Figure 4.8 for a visualization. As $f\left(x_{p}\right)<\frac{a}{8}$, we obtain $b_{1} \geq \frac{3}{8} a$ and $b_{2} \leq \frac{5}{8} a$. Hence, also $b_{1} \geq \frac{3}{8} b$. The intercept theorem yields $\ell_{1} \geq \frac{3}{8} \ell$ and hence, we can center a line segment of length $\frac{2}{3} \ell$ in $p$ that is parallel to $b$. Finally, we conclude $\frac{2}{3} \ell \geq \frac{2}{3} \cdot \frac{3}{8} a=\frac{a}{4} \geq \frac{\text { diam } \cdot \sqrt{3}}{8}$. All in all, we obtain that we can always center a line segment of length at least $\frac{\text { diam } \cdot \sqrt{3}}{8}$ in $p$ that is completely contained in $Q$.

Subsequently, we state general properties of SECs to derive a lower bound on the constant $\beta$ afterward.

Theorem 4.10 - [31]. Let $C$ be the SEC if a point set $S$. Then, either there are two points $P, Q \in S$ on the circumference of $C$ such that the line segment $\overline{P Q}$ is a diameter of $C$ or there are three points $P, Q, R \in S$ on the circumference of $S$ such that the center $c$ of $C$ is inside the acute-angled $\triangle_{P Q R}$. Furthermore, $C$ is always unique.

Lemma 4.20 A robot $r_{i}$ that is at distance $d_{\text {target }}$ from the center $c$ of its SEC moves at least a distance of $\frac{d_{\text {target }}}{2}$ towards $c$.

Proof. Let $c$ be the center of $r_{i}$ 's SEC $C$. We rotate and translate the coordinate system such that $c=(0,0)$ and $r_{i}$ is located at $\left(x_{i}, 0\right)$, i.e., $r_{i}$ is at distance $x_{i}$ from $c$. Additionally, we define $a$ to be the radius of $C$. Observe first that $a \leq 1$ since there must be at least one robot $r_{j}=\left(x_{j}, y_{j}\right)$ with $x_{j} \leq 0$ on the boundary of $C$ (see Theorem 4.10) and $r_{j}$ is at distance at most 1 from $r_{i}$.

Now, let $r_{k}=\left(x_{k}, y_{k}\right)$ be a robot in $r_{i}$ 's neighborhood and $m_{k}$ be the midpoint between $r_{i}$ and $r_{k}$. We will prove that $m_{k}$ is at distance at most $\frac{1}{2}$ from the point $\left(\frac{x_{i}}{2}, 0\right)$. First of all, we calculate the coordinates of $m_{k}: m_{k}=\left(\frac{1}{2} \cdot\left(x_{i}+x_{k}\right), \frac{1}{2} \cdot y_{k}\right)$. The distance between $\left(\frac{x_{i}}{2}, 0\right)$ and $m_{k}$ is $\sqrt{\frac{1}{4} \cdot x_{k}^{2}+\frac{1}{4} y_{k}^{2}}$. Basic calculus yields $\sqrt{\frac{1}{4} \cdot x_{k}^{2}+\frac{1}{4} y_{k}^{2}} \leq \frac{1}{2} \Longleftrightarrow-1 \leq x_{k} \leq 1$ and $-\sqrt{1-x_{k}^{2}} \leq y_{k} \leq \sqrt{1-x_{k}^{2}}$. Since $a \leq 1$, the inequalities for $x_{k}$ and $y_{k}$ are fulfilled. Hence, $r_{i}$ can move at least half its distance towards $c$.

The combination of Lemmata 4.19 and 4.20 yields the following theorem.
Theorem 4.11 GTC is $(\sqrt{3} / 8,1 / 2)$-contracting.

GTC can be generalized to $d$-dimensions by moving robots towards the center of the smallest enclosing hypersphere of their neighborhood. We denote the resulting protocol by $d$-GTC.

```
Algorithm \(3 d\)-GTC (view of robot \(r_{i}\) )
    \(C_{i}(t):=\) smallest enclosing hypersphere of \(N_{i}(t)\)
    \(c_{i}(t):=\) center of \(C_{i}(t)\)
    \(\forall r_{j} \in N_{i}(t): m_{j}:=\) midpoint between \(r_{i}\) and \(r_{j}\)
    \(D_{j}\) : hypersphere with radius \(\frac{1}{2}\) centered at \(m_{j}\)
    seg \(:=\) line segment \(\overline{p_{i}(t), c_{i}(t)}\)
    \(A:=\bigcap_{r_{j} \in N_{i}(t)} D_{j} \cap \mathrm{seg}\)
    \(x:=\) point in \(A\) closest to \(c_{i}(t)\)
    \(\operatorname{target}_{i}^{\mathrm{GTC}}(t):=x\)
```

For the analysis, we first state two general properties of smallest enclosing hyperspheres.
Lemma 4.21 - [61]. Let $S$ be the smallest enclosing hypersphere of a set of points $P \subset \mathbb{R}^{m}$. The center $c$ of $S$ is a convex combination of at most $m+1$ points on the surface of $S$.

Lemma 4.22 - [64]. Let $T$ be a set of points on the boundary of some hypersphere $H$ with center $c . H$ is the smallest enclosing hypersphere of $T$ if and only if $c$ is a convex combination of the points in $T$.

Next, we state that the center of the smallest enclosing hypersphere is, in general, $\frac{\sqrt{2}}{8}$-centered, in contrast to $\frac{\sqrt{3}}{8}$ for $d=2$.

Lemma 4.23 The center of the smallest enclosing hypersphere of a convex polytope $Q \subset R^{d}$ is $\frac{\sqrt{2}}{8}$-centered.

Proof. Let $C$ denote the smallest enclosing hypersphere (SEH) of $Q$ and $c_{i}$ its center. We need to distinguish two cases: either two points are located on the boundary of SEH or (at least) 3. It is well known, that $c_{i}$ is a convex combination of at most $d+1$ points on the boundary of $C$ (Lemma 4.21). Those points form a simplex $S$. From Lemma 4.22, it follows that $C$ is also the SEH of $S$ since $C$ is a circumsphere of $S$ and $c_{i}$ is inside of $S$.

In case, there are only two points on the boundary of $C$, they must be the endpoints of a diameter of $C$. Hence, the center of the SEH is 1-centered since it equals the midpoint of the two points that define the diameter.

Otherwise, $S$ consists of at least 3 points. We take two points of $S$ that have the maximal distance of all points in $S$ and denote those points as $B$ and $C$. Additionally, we take an arbitrary third point of $S$ and call it $A$. The points $A, B$ and $C$ form a triangle $\triangle_{A B C}$. Moreover, $a, b$ and $c$ denote the edges of $\triangle_{A B C}$.

Let $r$ denote the radius of $C$. The proof aims to show that there exists a line segment $\ell$ with midpoint $c_{i}$ that is parallel to $a, b$ or $c$ and has a length of $\alpha \cdot d$, where $d$ denotes the diameter of $Q$ (we will determine the concrete value for $\alpha$ shortly). Recall that $a$ is the longest edge of $\triangle_{A B C}$. Since $C$ is also the SEH of $S$, it holds $r \leq a \cdot \sqrt{\frac{d}{2 \cdot(d+1)}}$ and thus also $\frac{r}{\sqrt{\frac{d}{2 \cdot(d+1)}}} \leq a$ (Theorem 4.8). Additionally, it holds $r \geq \frac{d}{2}$. Hence, $\frac{d}{2 \cdot \sqrt{\frac{d}{2 \cdot(d+1)}}} \leq a$. Now, we rotate the coordinate system, such that $B=\left(0,-\frac{a}{2}\right), C=\left(0, \frac{a}{2}\right)$ and $A=\left(x_{a}, y_{a}\right)$. See Figure 4.7 for a visualization of the setting. We now consider $y_{a} \leq 0$, and the arguments for $y_{a}>0$ can be derived analogously with swapped roles of $B$ and $C$.

Observe first, that $c_{i}=\left(x_{c_{i}}, 0\right)$ since $x_{i}$ is located on the intersection of the perpendicular bisector hyperplanes of $a, b$ and $c$. Additionally, it holds $x_{c_{i}} \leq \frac{x_{a}}{2}$ since both the midpoints of $b$ and $c$ have the $x$-coordinate $\frac{x_{p}}{2}$ and the parts of bisector hyperplanes inside of $S$ have monotonically decreasing $x$-coordinates.

Now, we distinguish two cases: $-\frac{a}{4} \leq y_{a} \leq 0$ and $y_{a}<-\frac{a}{4}$. In the first case, we prove that there exists a line segment parallel to $a$ with its midpoint in $c_{i}$ that has a length of at least $\frac{a}{4}$. We model the edge $b$ as a linear function $f(x)=-\frac{\frac{a}{2}-y_{a}}{x_{a}} \cdot x+\frac{a}{2}$. The value $f\left(x_{c_{i}}\right)$ is minimized for $x_{p}=\frac{x_{a}}{2}$ and $y_{a}=-\frac{a}{4}$. Hence,

$$
\begin{aligned}
f\left(x_{c_{i}}\right) \geq f\left(\frac{x_{a}}{2}\right) & =-\frac{\frac{a}{2}-y_{a}}{x_{a}} \cdot \frac{x_{a}}{2}+\frac{a}{2}=-\frac{a}{4}+\frac{y_{a}}{2}+\frac{a}{2}=\frac{a}{4}+\frac{y_{a}}{2} \\
& \geq \frac{a}{4}-\frac{a}{8} \\
& =\frac{a}{8}
\end{aligned}
$$

Hence, we can center a line segment of length $\frac{a}{4}$ on $c_{i}$ that is parallel to $a$ and completely contained in $\triangle \triangle_{A B C}$.

Next, we consider $y_{a}<-\frac{a}{4}$. As long as $f\left(x_{c_{i}}\right) \geq \frac{a}{8}$ holds, we can use the same arguments as for the first case. Thus, we assume that $f\left(x_{c_{i}}\right)<\frac{a}{8}$. Now, we show that there is a line segment parallel to $b$ with midpoint $c_{i}$ and a length of at least $\frac{d \cdot \sqrt{2}}{8}$. Since $y_{a}<-\frac{a}{4}$, it holds $b \geq \frac{3}{4} a$. Let $\ell$ be the line segment parallel to $y$ that is completely contained in $\triangle_{A B C}$. Note that $c_{i}$ does not need to be the midpoint of $\ell$, see also Figure 4.8 for a depiction. Let $I=\left(x_{i}, y_{i}\right)$ be the intersection of $\ell$ and $c$. We conclude $x_{i} \geq \frac{x_{a}}{2}$ since $p$ lies on the perpendicular bisector centered in the midpoint of $c$ with $x$-coordinate $\frac{x_{a}}{2}$ and $\ell$ is parallel to $b$. Hence, $|B I| \geq \frac{c}{2}$. Applying the intercept theorem yields $\frac{|B I|}{c}=\frac{\ell}{b}$ and $\frac{\ell}{b} \geq \frac{1}{2} \Longleftrightarrow \ell \geq \frac{b}{2}$. Since $b \geq \frac{3}{4} a$, we conclude $\ell \geq \frac{3}{8} a$.

It remains to estimate the position of $c_{i}$ on $c$ to give a final bound for $\alpha$. We use the line segment starting in $B$, leading through $c_{i}$ and intersecting $b$ to split $b$ and $\ell$ into $b_{1}$ and $b_{2}$ as well as $\ell_{1}$ and $\ell_{2}$. See also Figure 4.8 for a visualization. As $f\left(x_{c_{i}}\right)<\frac{a}{8}$, we obtain $b_{1} \geq \frac{3}{8} a$ and $b_{2} \leq \frac{5}{8} a$. Hence, also $b_{1} \geq \frac{3}{8} b$. The intercept theorem yields $\ell_{1} \geq \frac{3}{8} \ell$ and hence, we can center a line segment of length $\frac{2}{3} \ell$ in $p$ that is parallel to $b$. Finally, we conclude $\frac{2}{3} \ell \geq \frac{2}{3} \cdot \frac{3}{8} a=\frac{a}{4} \geq \frac{d}{\sqrt{\frac{d}{2 \cdot(d+1)}} \cdot 8} \geq \frac{d \cdot \sqrt{2}}{8}$ since $\lim _{d \rightarrow \infty} \sqrt{\frac{d}{2 \cdot(d+1)}}=\frac{1}{\sqrt{2}}$. All in all, we obtain that we can always center a line segment of length at least $\frac{d \cdot \sqrt{2}}{8}$ in $c_{i}$ that is completely contained in $Q$.

Lemma 4.24 A robot $r_{i}$ that is at distance $d_{\text {target }}$ from the center $c$ of its SEC moves at least a distance of $\frac{d_{\text {target }}}{2}$ towards $c$.

Proof. Let $c$ be the center of $r_{i}$ 's SEC $C$. We rotate and translate the coordinate system such that $c=(0,0)$ and $r_{i}$ is located at $\left(x_{i}, 0\right)$, i.e., $r_{i}$ is at a distance of $x_{i}$ of $c$. Additionally, we define $a$ to be the radius of $C$. Observe first that $a \leq 1$ since there must be at least one robot $r_{j}=\left(x_{j}, y_{j}\right)$ with $x_{j} \leq 0$ on the boundary of $C$ and $r_{j}$ is at a distance of at most 1 of $r_{i}$.

Now, let $r_{k}=\left(x_{k}, y_{k}\right)$ be a robot in $r_{i}$ 's neighborhood and $m_{k}$ be the midpoint between $r_{i}$ and $r_{k}$. We will prove that $m_{k}$ is at a distance of at most $\frac{1}{2}$ of the point $\left(\frac{x_{i}}{2}, 0\right)$. First of all, we calculate the coordinates of $m_{k}: m_{k}=\left(\frac{1}{2} \cdot\left(x_{i}+x_{k}\right), \frac{1}{2} \cdot y_{k}\right)$. The distance between $\left(\frac{x_{i}}{2}, 0\right)$ and $m_{k}$ is $\sqrt{\frac{1}{4} \cdot x_{k}^{2}+\frac{1}{4} y_{k}^{2}}$. Basic calculus yields $\sqrt{\frac{1}{4} \cdot x_{k}^{2}+\frac{1}{4} y_{k}^{2}} \leq \frac{1}{2} \Longleftrightarrow-1 \leq x_{k} \leq 1$ and $-\sqrt{1-x_{k}^{2}} \leq y_{k} \leq \sqrt{1-x_{k}^{2}}$. Since $a \leq 1$ holds, the inequalities for $x_{k}$ and $y_{k}$ are fulfilled. Hence, $r_{i}$ can move at least half its distance towards $c$.

As a consequence, we derive that $d$-GTC is $(\alpha, \beta)$-contracting and thus, also $\lambda$-contracting in any dimension $d$.

Theorem 4.12 $d$-GTC is $(\sqrt{2} / 8,1 / 2)$-contracting.

### 4.5 Conclusion \& Outlook

In this chapter, we introduced the classes of contracting and $\lambda$-contracting protocols considering robots in the $\mathcal{O B \mathcal { L O }} \mathcal{T}_{1}^{C}$ and $\mathcal{O B \mathcal { L O }} \mathcal{T}_{1}^{F}$ models. For both models, these were the first highdimensional protocols for disoriented robots with limited visibility and provable runtime guarantees. The class of contracting protocols gathers in time $\mathcal{O}\left(n^{\log (d)} \cdot \Delta\right)$ while a lower bound of $\Omega(n \cdot \Delta)$ is known. Further research could investigate the gap between the upper and the lower time bound. Our intuition is that the real answer is a time bound of $\Theta(n \cdot \Delta)$ for every dimension $d$. Intuitively, the dependence on the dimension $d$ is an artifact from the analysis ( $d-2$ projections) and the important parameters in the runtime are only the number of robots and the diameter $\Delta$. Furthermore, the two-dimensional contracting protocol Move-On-Bisector (MoB) gathers in time $\mathcal{O}(n)$ which is in many cases severely faster than the bound of $\mathcal{O}(n \cdot \Delta)$ [49]. As a consequence, a further research question is: What are the properties of continuous robot formation protocols that gather in time $\mathcal{O}(n)$ ? Is even a bound of $\mathcal{O}(\Delta)$ achievable? Our research about $\lambda$-contracting protocols in the $\mathcal{O B \mathcal { L } O \mathcal { T } _ { 1 } ^ { F } \text { model gives a hint that a dependence only on the diameter might be }}$ achievable since the class of $\lambda$-contracting protocols solves Gathering in $\Theta\left(\Delta^{2}\right)$ rounds. Also regarding $\lambda$-contracting protocols and GATHERING of disoriented robots with limited visibility in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model in general, several open questions remain. First of all, we did not aim to optimize the constants in the runtime. Thus, the upper runtime bound of $\frac{256 \cdot \pi \cdot \Delta^{2}}{\lambda^{3}}$ seems to be improvable. Moreover, one major open question remains unanswered: Is it possible to solve GATHERING of disoriented robots with limited visibility in the $\mathcal{O B} \mathcal{L} \mathcal{O} \mathcal{T}_{1}^{F}$ model in $\mathcal{O}(\Delta)$ rounds? We could get closer to the answer: if there is such a protocol, it must compute target points regularly outside of the convex hulls of robots' neighborhoods. All $\lambda$-contracting protocols are slow in the configuration where the positions of the robots form a regular polygon with a side length equal to the viewing range. In Chapter 6 , we will show that this configuration can be gathered in time $\mathcal{O}(\Delta)$ by a protocol where each robot moves as far as possible along the angle bisector between its neighbors (leaving the local convex hull). However, this protocol cannot perform well in general. See Figure 4.9 for the alternating star, a configuration where this protocol is always worse compared to any protocol that computes target points inside of local convex hulls. Figure 4.9 gives a hint that every protocol that performs well for the regular polygon cannot perform equally
well in the alternating star. Thus, we conjecture that $\Omega\left(\Delta^{2}\right)$ is a lower bound for every protocol that considers oblivious and disoriented robots with limited visibility in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model.


Figure 4.9: The robots at $\gamma_{1}$ observe a regular square, the robots at $\gamma_{2}$ a regular octagon. Given that each robot moves along the angle bisector between its neighbors and leaves its local convex hull, the radius of the global SEC decreases slower than in any $\lambda$-contracting protocol.

## 5. Chain-Formation in the $\mathcal{L U M} \mathcal{M}$ Model

The following two chapters deal with formation problems for robots in the $\mathcal{L U} \mathcal{M I}$ model combined with a (closed) chain. In this chapter, we study the Chain-Formation problem. The goal of the ChAIn-FORMATION problem is to arrange all robots in a straight line between the two stationary outer robots of the chain. In other words, the length of the chain should be equal to the distance between two stationary outer robots. Earlier work on this problem introduced the HOPPER protocol [91] in a setting comparable to the $\mathcal{L U} \mathcal{M I}$ model (visible states seen by neighboring robots). The
 $\sqrt{2}$-approximation of the optimal chain length in $\mathcal{O}(n)$ rounds under the $\mathcal{F}$ SYNC scheduler. One drawback of the HOPPER protocol is that the outer robots $r_{0}$ and $r_{n-1}$ need to be distinguishable. One robot remains idle, while the other one generates certain states that are swapped along the chain. We study improvements of the HOPPER protocol with better approximation guarantees and we show how the assumption of distinguishable outer robots can be removed. While these are already improvements for the CHAIN-FORMATION problem, our modifications are also a basis for a linear time gathering protocol for closed chains we present afterward in Chapter 6. The results of this chapter are based on the first part of the following journal article.

> 2023 (with J. Harbig, D. Jung, T. Knollmann and F. Meyer auf der Heide)
> "Gathering a Euclidean Closed Chain of Robots in Linear Time and Improved Algorithms for Chain-Formation" In: Theoretical Computer Science, cf. [28].

### 5.1 Contribution

We show improved protocols for the ChAIN-FORMATION problem inspired by the HOPPER protocol. The HOPPER protocol uses so-called run sequences that allow a locally sequential movement of the robots. Such run sequences are realized by forwarding a state, called run state, along the chain. Only robots with a run state perform a movement, all other robots stay idle. If the robot $r_{i}$ has a run state in round $t$, it will execute its movement and forward the run state either to $r_{i+1}$ or $r_{i-1}$ (depending on the direction of the run sequence) such that in round $t+1$ one of the neighboring robots has the run state and executes a movement. Pipelining of the run sequences, i.e., starting a new run sequence every constant number of rounds, leads to a fast runtime. The run sequences can be easily implemented in the $\mathcal{L U} \mathcal{M I}$ mode with help of two lights: one light to indicate an active run state and a second light to remember a run state of the previous round such that a run sequence can keep a unique direction along the chain. Our $\varepsilon$-HOPPER protocol achieves a $(1+\varepsilon)$-approximation of the optimal configuration for an arbitrary constant $\varepsilon \in(0,1]$ in $\mathcal{O}(n / \varepsilon)$
epochs. Prior to this work, only a $\sqrt{2}$-approximation was known [91]. Both the HOPPER and the $\varepsilon$-HOPPER protocol consider outer robots that can be distinguished since run sequences start only at one outer robot while the other remains stationary. We show that this restriction can be removed by increasing the viewing range of each robot to 2 . This way, the $\varepsilon$ - 2 -HOPPER protocol starts run sequences at both outer robots. As soon as two run sequences started at different ends of the chain meet, the viewing range of 2 allows them to coordinate their movements. The $\varepsilon$ - 2 -HOPPER protocol achieves a $(1+\varepsilon)$-approximation of the optimal configuration while having a runtime of $\mathcal{O}(n / \varepsilon)$ epochs. We first present the protocols designed for the $\mathcal{F}$ SYNC scheduler in Section 5.4. Afterward, we show a two-step synchronization approach to transfer the protocols to the $\mathcal{S}$ Sync and $\mathcal{A}$ SYNC schedulers with help of a constant number of additional lights in Section 5.6. Besides the improved approximation factors, these are the first protocols with provable runtime guarantees regarding Chain-Formation under the $\mathcal{A}$ SYNC scheduler. Table 5.1 contains a comprehensive comparison of our results to previous ones about the Chain-Formation problem.

| Model | Protocol | Identical <br> Outer <br> Robots | Approximation | Runtime |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathcal{O B L O} \mathcal{T}_{1}^{F} \\ & \mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{S} \end{aligned}$ | GTM [25, 60, 88] | yes | $(1+\varepsilon)$ (converging) | $\begin{aligned} & \Omega\left(n^{2} \log (1 / \varepsilon)\right) \\ & \mathcal{O}\left(n^{2} \log (n / \varepsilon)\right) \end{aligned}$ |
| $\mathcal{O B L O}^{\text {( }}{ }_{1}^{C}$ | $\begin{aligned} & \text { MoB [49], } \\ & \text { GTM [20] } \end{aligned}$ | yes | optimal | $\Theta(n)$ |
| $\mathcal{L U} \mathcal{M I}_{1}^{F}$ | Hopper [91] | no | $\sqrt{2}$ (non converging) | $\Theta(n)$ |
| $\mathcal{L U M} \mathcal{I}_{1}^{A}$ | $\varepsilon$-HOPPER | no | $(1+\varepsilon)$ (non converging) | $\Theta(n / \varepsilon)$ |
| $\mathcal{L U M} \mathcal{I}_{2}^{A}$ | $\varepsilon$-2-HOPPER | yes | $(1+\varepsilon)$ (non converging) | $\Theta(n / \varepsilon)$ |

Table 5.1: Results about Chain-Formation of this chapter compared to existing work. The results of this chapter are marked in gray.

### 5.2 Model Recap and Preliminaries

Next, we briefly recap the robot model and formalize the problem statement. We study the $\mathcal{L U M} \mathcal{I}_{1}^{A}$ ( $\varepsilon$-HOPPER) and the $\mathcal{L U M I} \mathcal{M}_{2}^{A}$ ( $\varepsilon$-2-HOPPER) models in combination with an open chain of robots. The most important features of the model required for this chapter are summarized in Table 5.2, and more details can be found in Chapter 2.

| Protocol | Time | Dimension | Viewing <br> Range | Orientation | Chain |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\varepsilon$-HoPPER | $\mathcal{A}$ SYNC | $\geq 1$ | 1 | disoriented | yes <br> (open) |
| $\varepsilon$-2-HOPPER | $\mathcal{A S Y N C}$ | $\geq 1$ | 2 | disoriented | yes <br> (open) |

Table 5.2: A summary of the most important model details for the $\varepsilon$-HOPPER and $\varepsilon$-2-HOPPER protocols.

Problem Statement. In the Chain-Formation problem, the outer robots $r_{0}$ and $r_{n-1}$ are stationary (they do not move at all). The inner robots are mobile and aim to reduce length of the chain. More formally, the inner robots have to move such that $L(t)=\left\|p_{0}(t)-p_{n-1}(t)\right\|_{2}$, i.e., the inner robots have to arrange themselves on the line segment connecting $r_{0}$ and $r_{n-1}$. We say that, for a constant $\varepsilon>0$, a $(1+\varepsilon)$-approximation of the optimal configuration is reached at time $t$, if $L(t) \leq(1+\varepsilon) \cdot\left\|p_{0}(t)-p_{n-1}(t)\right\|_{2}$.

### 5.3 Run Sequences and Movement Operations

A run state (introduced first in [91]) is a visible state (implemented by lights) that is passed along the chain in a fixed direction associated with it. Robots with a run state perform a movement operation while robots without do not. The movement is sequentialized in a way that in round $t$ the robot $r_{i}$ executes a movement operation (and neither $r_{i-1}$ nor $r_{i+1}$ ), the robot $r_{i+1}$ in round $t+1$ and so on. The movement of a run state along the chain is denoted as a run sequence and is visualized in Figure 5.1.


Figure 5.1: A run state at $r_{i}$ in round $t$ is passed in its direction along the chain, i.e., it is located at $r_{i+x}$ in round $t+x$.

Since robots are moving sequentially, any robot with a run state does not have to care about the movements of its neighbors as they do not change their positions. There is one exception: two run states with opposite directions might be located at two neighboring robots. In this case, the two robots move simultaneously (see Section 5.3.1). All movements must ensure that the distance between neighbors stays less or equal to 1 (the connectivity range). A run sequence can be implemented with two lights: $\ell_{\text {run }}$ and $\ell_{\text {prev }}$. The light $\ell_{\text {run }}$ indicates that a robot has a run state in the current round and $\ell_{\text {prev }}$ is active if a robot had a run state in the last round. Thus, the run sequence keeps a fixed direction along the chain; robots that have not activated the light $\ell_{\text {prev }}$ and see one neighbor with an active light $\ell_{\text {run }}$ will take over the run state in the next round by activating $\ell_{\text {run }}$. After completing the movement based on the run state, $\ell_{\text {run }}$ is switched off, and $\ell_{\text {prev }}$ is activated such that the robot does not take over the same run state in the next round. In case run sequences have different directions along the chain, a few more lights are needed for the synchronization. For instance, a robot may simultaneously have two run states of run sequences heading in opposite directions. The existence of two run states at a single robot is indicated via an additional light $\ell_{\text {double }}$. Robots that have not activated $\ell_{\text {prev }}$ and detect that both neighbors have activated $\ell_{\text {run }}$ will take over both run states by activating $\ell_{\text {double }}$. Hence, also robots with an active light $\ell_{\text {prev }}$ need to take over a run state if they detect that a neighbor has activated $\ell_{\text {double }}$. For ease of description and due to space constraints, we use the high-level concept of a run state to describe our protocols and do not describe precisely how the handling with lights works. We use the following notation to speak about run sequences. For a robot $r_{i}, \operatorname{run}\left(r_{i}, t\right)=\operatorname{true}$ if $r_{i}$ has a run state in round $t$. Additionally, $\operatorname{run}\left(N_{i}(t)\right)=\left\{r_{j} \in N_{i}(t) \mid \operatorname{run}\left(r_{j}, t\right)=\operatorname{true}\right\}$. Let $\kappa$ denote an arbitrary run sequence. $r(\kappa, t)$ denotes the robot that has the run state of the run sequence $\kappa$ in round $t$ and $r(\kappa, t+1)$ denotes the robot that will have the run state of the run sequence $\kappa$ in round $t+1$ ( $\kappa$ 's direction).

### 5.3.1 Movement Operations

This section describes the basic movement operations that robots can execute when having a run states. The concrete protocols are composed of these movement operations. All protocols ensure that at most two directly neighboring robots move in the same round to maintain the connectivity of the chain. This is done by allowing the existence of only two patterns of run states at neighboring robots: Either $r_{i}$ and neither $r_{i-1}$ nor $r_{i+1}$ has a run state (isolated run sequence) or $r_{i}$ and $r_{i+1}$ have run states heading in each other's direction while $r_{i-1}$ and $r_{i+2}$ do not have run states (joint run pair). All other patterns, especially sequences of length at least 3 of neighboring robots having run states, are avoided by all protocols. More formally:

Definition 5.1 A run sequence $\kappa$ is called an isolated run sequence in round $t$ if $r(\kappa, t)=r_{i}$ and $\operatorname{run}\left(r_{i-1}, t\right)=\operatorname{run}\left(r_{i+1}, t\right)=$ false. Two run sequences $\kappa_{1}$ and $\kappa_{2}$ with $r\left(\kappa_{1}, t\right)=r_{i}$ and $r\left(\kappa_{2}, t\right)=r_{i+1}$ are called a joint run pair in round $t$ in case $r\left(\kappa_{1}, t+1\right)=r_{i+1}, r\left(\kappa_{2}, t+1\right)=r_{i}$ and $\operatorname{run}\left(r_{i-1}, t\right)=\operatorname{run}\left(r_{i+2}, t\right)=$ false .

For robots with a run state, there are three kinds of movement operations, the merge, the shorten and the hop. The purpose of the merge is to reduce the number of robots in the chain. It is executed by a robot $r_{i}$ if its neighbors have a distance of at most 1 . In this case, $r_{i}$ is not necessary for the connectivity of the chain and can be safely removed. Removing $r_{i}$ means that it moves to the position of its next neighbor in the direction of the run sequence, the robots merge their neighborhoods, and both continue to behave as a single robot. The execution of a merge stops a run sequence. The goal of a shorten is to reduce the length of the chain by moving a robot to the midpoint of its neighbors. Intuitively, if the angle between vectors of $r_{i}$ pointing to its neighbors is not too large, the shorten can reduce the length of the chain by a constant. The execution of a shorten also stops a run sequence. In case no progress (in terms of reducing the number of robots or the length of the chain) can be made locally, a hop is executed. The purpose of a hop is to exchange two neighboring vectors in the chain. Thus, run sequences are associated with run vectors that are swapped along the chain until they find a position at which progress (in terms of shortens or merges) can be made. For each of the three operations, there is also a joint one (joint hop, joint shorten and joint merge), which is a similar operation executed by a joint run pair. We continue by introducing the formal definitions of all movement operations. For the ease of notation, we assume for an isolated run sequence $\kappa$ that $r(\kappa, t)=r_{i}$ and $r(\kappa, t+1)=r_{i+1}$.

## Hop and Joint hop

Consider the isolated run sequence $\kappa$. If $r_{i}$ executes a hop, it swaps the vectors $w_{i}(t)$ and $w_{i+1}(t)$ with its movement. Formally, $p_{i}(t+1)=p_{i+1}(t)-w_{i}(t)$. The run sequence continues in its direction. A joint hop is a similar operation executed by a joint run pair $\kappa_{1}, \kappa_{2}$ located at robots $r_{i}$ and $r_{i+1}$. The vectors $w_{i}(t)$ and $w_{i+2}(t)$ are swapped such that the new positions are $p_{i}(t+1)=p_{i-1}(t)+w_{i+2}(t)$ and $p_{i+1}(t+1)=p_{i+2}(t)-w_{i}(t)$. Due to the different viewing ranges of the protocols in this thesis (the hop will also be used in Chapter 6), a joint hop is handled slightly differently. In the first variant, both run sequences continue in their directions and skip the next robot, i.e., in round $t+1, r\left(\kappa_{1}, t+1\right)=r_{i+2}$ and $r\left(\kappa_{2}, t+1\right)=r_{i-1}$. See Figure 5.2 for a visualization. In the way the concrete protocols are designed, this is only possible if the viewing range is at least 3 , as the neighboring robots, $r_{i-1}$ and $r_{i+2}$ need to be able to detect that $r_{i}$ and $r_{i+1}$ execute a joint hop. The operation is split into two rounds if the viewing range is at most 2 (such as in the $\varepsilon$-HOPPER and $\varepsilon$-2-HOPPER protocols). First, run sequences continue without skipping the next robot: $r\left(\kappa_{1}, t+1\right)=r_{i+1}$ and $r\left(\kappa_{2}, t+1\right)=r_{i}$. Additionally, $r_{i}$ and $r_{i+1}$ activate a light $\ell_{j o i n t}$ to remember this situation. In the following round $t+1, r_{i}$ and $r_{i+1}$ do not execute a movement and the run sequences are passed to $r_{i-1}$ and $r_{i+2}$.



$t+1$


Figure 5.2: Visualization of a hop (above) and a joint hop (below) in the variant with sufficient viewing range.

## Shorten and Joint shorten

In the shorten, a robot $r_{i}$ with an isolated run sequence moves to the midpoint between its neighbors: $p_{i}(t+1)=\frac{1}{2} \cdot p_{i-1}(t)+\frac{1}{2} \cdot p_{i+1}(t)$. The run sequence stops. In a joint shorten executed by two robots $r_{i}$ and $r_{i+1}$ with a joint run pair, the vector $v=p_{i+2}(t)-p_{i-1}(t)$ is subdivided into three parts of equal length. The new positions are $p_{i}(t+1)=p_{i-1}(t)+\frac{1}{3} \cdot v$ and $p_{i+1}(t+1)=p_{i+2}(t)-\frac{1}{3} \cdot v$. Both run sequences are stopped after executing a joint shorten. See Figure 5.3 for a visualization of both operations.


Figure 5.3: A shorten (above) and a joint shorten (below).

## Merge and Joint merge

Consider an isolated run sequence $\kappa$ with $r(\kappa, t)=r_{i}$ and $r(\kappa, t+1)=r_{i+1}$. If $r_{i}$ executes a merge, it moves to $p_{i+1}(t)$. Afterward, the robots $r_{i}$ and $r_{i+1}$ merge such that their neighborhoods are identical, and they continue to behave like a single robot. In the joint merge, the robots $r_{i}$ and $r_{i+1}$ both move to $\frac{1}{2} p_{i}(t)+\frac{1}{2} p_{i+1}(t)$. Afterward, the robots merge there such that they behave as a single robot in the future. All run sequences that participate in a merge or a joint merge are immediately stopped. See Figure 5.4 for a visualization of both operations.

### 5.4 Protocols for the $\mathcal{F}$ SYNC Scheduler

This section is dedicated to the $\varepsilon$-HOPPER and the $\varepsilon$-2-HOPPER protocols. Section 5.4 .1 deals with the $\varepsilon$-HOPPER protocol: it uses the same assumptions as the original HOPPER protocol, i.e., robots have a viewing range of 1 and new run sequences are only generated at $r_{0}$ while $r_{n-1}$ does nothing at all. The $\varepsilon$-2-Hopper protocol is presented in Section 5.4.2. In contrast to $\varepsilon$-Hopper, both $r_{0}$


Figure 5.4: A merge (above) and a joint merge (below).
and $r_{n-1}$ participate such that run sequences are generated at both ends of the chain. To handle run sequences with opposite movement directions, a viewing range of 2 is required. Section 5.5 contains the combined analysis of both protocols, proving the linear runtime and the approximation guarantees.

### 5.4.1 Description of the $\varepsilon$-Hopper Protocol

The $\varepsilon$-HOPPER protocol consists of three operations for robots with run states. For ease of notation, we define $\psi:=2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$.

1. If $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 1, \quad r_{i}$ : merge.
2. Else, if $\alpha_{i}(t) \leq \psi, \quad r_{i}$ : shorten.
3. Else, $\quad r_{i}:$ hop.

The difference to the original HOPPER protocol is marginal. Only the angle size on which decisions are based differs. While in the original HOPPER protocol a shorten is executed if $\alpha_{i}(t) \leq \frac{\pi}{2}$, this angle is replaced by $2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ in the $\varepsilon$-HOPPER protocol. Observe that for $(1+\varepsilon)=\sqrt{2}$ both protocols coincide: $2 \cdot \sin ^{-1}\left(\frac{1}{\sqrt{2}}\right)=\frac{\pi}{2}$. New run sequences are started all 3 rounds by $r_{0}$.

Next, we give pseudocode for the $\varepsilon$-HOPPER protocol that explains how the sequential movement can be implemented in the $\mathcal{L U} \mathcal{M I}$ model, see Algorithm 4. We assume that each robot has 4 lights, $\ell_{\text {run }}, \ell_{\text {prev }}, \ell_{\text {stop }}$ and $\ell_{c}$. The purpose of the lights $\ell_{\text {prev }}$ and $\ell_{\text {run }}$ is to move run sequences along the chain as described in Section 5.3. The additional light $\ell_{\text {stop }}$ is needed to stop run sequences after merges and shortens. Suppose that $r_{i}$ has a run state and $r_{i+1}$ is supposed to take over the run state. Due to the viewing range of $1, r_{i+1}$ cannot see which operation $r_{i}$ executes. Hence, it has to take over the run state optimistically. If $r_{i}$ executes a shorten or a merge, it activates the light $\ell_{\text {stop }}$ such that $r_{i+1}$ gets to know in the next round that the run sequence is supposed to stop. The lights $\ell_{\text {run }}, \ell_{\text {prev }}$ and $\ell_{\text {stop }}$ have two colors (they are either activated or switched off). The third light, $\ell_{c}$ has the color set $C_{c}=\{0,1,2\}$ and is used as a round counter. Every round, the color of $\ell_{c}$ is incremented (after color 2 , it starts again with color 0 ). For the light $\ell_{c}$ we use the simplified notation $\ell_{c}=i$ to indicate that $\ell_{c}$ has color $i$ and the notation $\ell_{c}++$ is used to indicate that the color is incremented. For the other three lights, we use the notation $\ell_{\text {run }}=1$ to indicate that the light $\ell_{\text {run }}$ is activated and $\ell_{\text {run }}=0$ for an inactive light (similar for $\ell_{\text {prev }}$ and $\ell_{\text {stop }}$ ). Note that in the original $\mathcal{L U M} \mathcal{I}$ model, each robot only has one light; our model can be easily emulated in the $\mathcal{L U M}$ model by using $3 \cdot 2 \cdot 2 \cdot 2=24$ colors. Even better, not all of these colors are needed because the lights $\ell_{\text {run }}, \ell_{\text {prev }}$ and $\ell_{\text {stop }}$ are never activated at the same time, and the light $\ell_{c}$ also has only a single color in every round. Thus, only 12 colors are needed to simulate the 4 lights used in the $\varepsilon$-HOPPER in the $\mathcal{L U} \mathcal{M I}$ model. We denote by $p_{i}(t) \leftarrow x$ that the target point $x$ is computed and the robot $r_{i}$
moves to $x$ in its Move operation. For ease of description, we represent the handling of the lights $\ell_{\text {prev }}, \ell_{\text {run }}$ and $\ell_{\text {stop }}$ by an automaton. See Figure 5.5.

```
Algorithm \(4 \varepsilon\)-HOPPER (executed from the view of robot \(r_{i}\) )
    if \(\ell_{\text {run }}=1\) then
        if \(r_{i \pm 1}\) has activated \(\ell_{\text {stop }}\) then \(\quad \triangleright\) The run sequence has stopped
            runStopped \(\leftarrow\) true
        else
            if \(\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 1\) then
                Merge with the next robot in the direction of the run sequence \(\quad \triangleright\) Merge
                runEnds \(\leftarrow\) true
            else if \(\alpha_{i}(t) \leq \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\) then
            \(p_{i}(t) \leftarrow \frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t) \quad \triangleright\) Shorten
                    runEnds \(\leftarrow\) true
            else
                \(p_{i}(t) \leftarrow p_{i+1}(t)-w_{i}(t) \quad \triangleright\) Hop
    if \(r_{i}=r_{0}\) and \(\ell_{c}=2\)
        or \(\ell_{\text {prev }}=0\) and \(\ell_{\text {stop }}=0\) and \(r_{i \pm 1}\) has set \(\ell_{\text {run }}=1\) then
            takeRun \(\leftarrow\) true \(\quad \triangleright\) Start new or take over run sequence if \(\ell_{\text {prev }}=\ell_{\text {stop }}=0\)
    UpdateLights- \(\varepsilon\)-Hopper(), see Figure 5.5
    \(\ell_{c}++\)
                                    \(\triangleright\) Increment light for round counting
```



Figure 5.5: The figure describes the handling of $\ell_{\text {run }}, \ell_{\text {prev }}$ and $\ell_{\text {stop }}$ in UpdateLights- $\varepsilon$ Hopper(). The states represent active lights. The transitions refer to variables in Algorithm 4.

### 5.4.2 Description of the $\varepsilon$-2-Hopper Protocol

The following section is dedicated to the $\varepsilon$-2-HOPPER protocol in which robots have a viewing range of 2 . In contrast to the $\varepsilon$-HOPPER protocol, the $\varepsilon$ - 2 -HOPPER does not distinguish the robots $r_{0}$ and $r_{n-1}$. Instead, both are regularly generating new run sequences which adds new movement operations that are necessary to handle joint run pairs to the protocol: joint hops, joint shortens and joint merges. The $\varepsilon$ - 2 -HOPPER protocol consists of two parts: The movement based on run states and the generation of new run sequences. For better readability, we present the protocol incrementally and omit the details about the handling of lights.

## Movement

The idea of the movement is as follows. Robots that have an isolated run sequence behave identically to the $\varepsilon$-Hopper protocol (Section 5.4.1). For better readability, define $\psi:=2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$. The movement of a robot $r_{i}$ with an isolated run sequence can be summarized as follows:

1. If $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 1, \quad r_{i}$ : merge.
2. Else, if $\alpha_{i}(t) \leq \psi, \quad r_{i}$ : shorten.
3. Else, $\quad r_{i}$ : hop.

After some time, run sequences of opposite ends of the chain meet at two neighboring robots (joint run pairs). Robots that are part of a joint run pair execute similar operations as robots with isolated run sequences in the respective joint variant. In some cases, a priority rule is used (instead of a joint shorten only one robot executes a shorten and the other run sequence stops). In summary, two robots $r_{i}$ and $r_{i+1}$ that are part of a joint run pair move as follows:

1. If $\left\|p_{i-1}(t)-p_{i+2}(t)\right\|_{2}<2, \quad$ both: joint merge.
2. Else, if $\alpha_{i}(t) \leq \psi$ and $\alpha_{i+1}(t) \leq \psi \quad$ both: joint shorten
3. Else, if $\alpha_{i}(t) \leq \psi, \quad r_{i}$ : shorten.
4. Else, if $\alpha_{i+1}(t) \leq \psi, \quad r_{i+1}$ : shorten.
5. Else, if $\measuredangle\left(w_{i}(t),-w_{i+2}(t)\right) \leq \psi \quad$ both: joint shorten.
6. Else, both: joint hop.

## Generation of run sequences

The generation of new run sequences is implemented as follows. Initially, both $r_{0}$ and $r_{n-1}$ generate new run sequences every 4 rounds. Robots can count the number of rounds with an additional light $\ell_{c}$ and color set $C_{c}=\{0,1,2,3\}$. The color is incremented in every round. Furthermore, the role of generating new run sequences is passed along the chain with the help of an additional light $\ell_{\text {exp }}$. Initially, only $r_{0}$ and $r_{n-1}$ have activated the light $\ell_{\text {exp }}$. As soon as $r_{1}$ executes a hop based on a run sequence that has been started at the other end of the chain, $r_{1}$ activates the light $\ell_{\text {exp }}$ and takes the responsibility to generate new run sequences. The intuition for this procedure is that the vector belonging to the run sequence is non-conflicting, i.e., it has a small angle to all other vectors and will not cause any shorten in the future. Henceforth, this approach prevents the vector from being passed along the chain again. Finally, all robots have activated the light $\ell_{\text {exp }}$, and the $(1+\varepsilon)$-approximation is achieved.

### 5.5 Analyses

First, we state an upper bound on the number of shortens.
Lemma 5.1 There are at most $2 n-1$ shorten operations such that one participating vector has a length of less than $\frac{1}{2}$.

Proof. A robot $r_{i}$ only executes a shorten in case $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2}>1$. Otherwise, a merge is executed. Hence, a shorten in which a participating vector has a length of less than $\frac{1}{2}$ always results in two vectors with a length of at least $\frac{1}{2}$. Initially, there are at most $n-1$ vectors of length less than $\frac{1}{2}$. New vectors of length less than $\frac{1}{2}$ can only be created by merges. Since a merge is executed at most $n$ times, the number of such shortens is upper bounded by $2 n-1$.

Lemma 5.2 Assume that a robot $r_{i}$ executes a shorten and both $\left\|w_{i}(t)\right\|_{2} \geq \frac{1}{2}$ and $\left\|w_{i+1}(t)\right\|_{2} \geq \frac{1}{2}$. Then $L(t+1) \leq L(t)-\frac{\varepsilon}{2}$. Additionally, if a joint run pair executes a joint shorten in round $t$, it holds also $L(t+1) \leq L(t)-\frac{\varepsilon}{\varepsilon+1} \leq L(t)-\frac{\varepsilon}{2}$.

Proof. Denote $a:=\left\|w_{i}(t)\right\|_{2}, b:=\left\|w_{i+1}(t)\right\|_{2}$ and $c:=\left\|w_{i}(t)+w_{i+1}(t)\right\|_{2}$. As $r_{i}$ moves to $\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)$, the length of the chain decreases with the movement of $r_{i}$ by $a+b-c$. By the law of cosines $c=\sqrt{a^{2}+b^{2}-2 a b \cdot \cos \left(\alpha_{i}(t)\right)}$. Therefore, for fixed $a, b$ the value of $c$ is maximized for $\alpha_{i}(t)=2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$. Thus,

$$
\begin{align*}
a+b-c & \geq a+b-\sqrt{a^{2}+b^{2}-2 a b \cdot \cos \left(2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right)} \\
& =a+b-\sqrt{a^{2}+b^{2}-2 a b \cdot\left(1-2 \cdot \frac{1}{(1+\varepsilon)^{2}}\right)} \tag{5.1}
\end{align*}
$$

Equation (5.1) holds since $\cos \left(2 \cdot \sin ^{-1}(x)\right)=1-2 x^{2}$. Using that $\frac{1}{2} \leq a, b \leq 1$ and $a+b-$ $\sqrt{a^{2}+b^{2}-2 a b \cdot\left(1-2 \cdot \frac{1}{(1+\varepsilon)^{2}}\right)}$ is minimized for $a=b=\frac{1}{2}$, we conclude

$$
\begin{aligned}
a+b-c & \geq a+b-\sqrt{a^{2}+b^{2}-2 a b \cdot\left(1-2 \cdot \frac{1}{(1+\varepsilon)^{2}}\right)} \\
& \geq a+b-\sqrt{\frac{1}{4}+\frac{1}{4}-2 \cdot \frac{1}{2} \cdot \frac{1}{2} \cdot\left(1-2 \cdot \frac{1}{(1+\varepsilon)^{2}}\right)} \\
& =a+b-\sqrt{\frac{1}{2}-\frac{1}{2}+\frac{1}{(1+\varepsilon)^{2}}} \\
& =a+b-\frac{1}{1+\varepsilon} \\
& \geq 1-\frac{1}{1+\varepsilon} \\
& =\frac{\varepsilon}{\varepsilon+1} \\
& \geq \frac{\varepsilon}{2}
\end{aligned}
$$

For a joint shorten, we observe: Let $\kappa_{1}$ and $\kappa_{2}$ be the two run sequences with $r\left(\kappa_{1}, t\right)=r_{i}$ and $r\left(\kappa_{2}, t\right)=r_{i+1}$. The involved vectors are $w_{i}(t), w_{i+1}(t)$ and $w_{i+2}(t)$. For simplicity, $a:=\left\|w_{i}(t)\right\|_{2}$, $b:=\left\|w_{i+1}(t)\right\|_{2}, c:=\left\|w_{i+2}(t)\right\|_{2}$ and $d:=\left\|w_{i}(t)+w_{i+1}(t)+w_{i+2}(t)\right\|_{2}$. The length of the chain decreases by $a+b+c-d$. By the triangle inequality, it follows $d \leq\left\|w_{i}(t)+w_{i+2}(t)\right\|_{2}+\left\|w_{i+1}(t)\right\|_{2}$. Thus, $a+b+c-d \geq a+b-\left\|w_{i}(t)+w_{i+2}(t)\right\|_{2}$. Now, we can apply the same calculations as above (since both $\left\|w_{i}(t)\right\|_{2} \geq \frac{1}{2}$ and $\left\|w_{i+2}(t)\right\|_{2} \geq \frac{1}{2}$ because all run vectors have a length of the least $\frac{1}{2}$ ) and obtain $L(t+1) \leq L(t)-\frac{\varepsilon}{2}$.

Next, we introduce the notion of conflicting vectors, i.e., vectors that still could cause shortens.
Definition 5.2 A vector $w_{i}(t)$ is called to be conflicting if $\measuredangle\left(w_{i}(t), w_{j}(t)\right) \leq 2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ for any $j \in\{1, \ldots, n-1\} \backslash i$. Otherwise, the vector $w_{i}(t)$ is called to be non-conflicting.

Definition 5.3 Define by $r_{n c}(t)$ the largest index of a robot such that $w_{r_{n c}(t)}(t)$ is a conflicting vector and by $\ell_{n c}(t)$ the smallest index of a robot such that $w_{\ell_{n c}(t)}(t)$ is a conflicting vector.

The following lemma is crucial, stating that the number of the non-conflicting vectors at the end of the chain (close to $r_{n}$ ) does never decrease.

Lemma 5.3 Let $u$ be a spatial vector and $V=u_{1}, \ldots, u_{k}$ a set of spatial vectors. If $\measuredangle\left(u, u_{i}\right)>$ $2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ for all $i=1, \ldots, k$, then, for any positive linear combination $s$ of vectors from $V$, $\measuredangle(u, s)>2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ holds.

Proof. Note that $\measuredangle\left(u, u_{i}\right)$ determines the smaller of the two angles created by anchoring $u_{i}$ at the terminal point of $u$. In the following, we use $\measuredangle^{\prime}\left(u, u_{i}\right)$ to determine the standard angle between the two vectors $u$ and $u_{i}$. Now, observe that $\measuredangle\left(u, u_{i}\right) \geq 2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ translates to $\measuredangle^{\prime}\left(u, u_{i}\right) \leq$ $\pi-2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$.

$$
\begin{aligned}
\measuredangle^{\prime}\left(u, u_{i}\right) & \leq \pi-2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right) \\
\Leftrightarrow \frac{u \cdot u_{i}}{\|u\|_{2} \cdot\left\|u_{i}\right\|_{2}} & \geq \cos \left(\pi-2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right) \\
\Leftrightarrow u \cdot u_{i} & \geq-\cos \left(2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right) \cdot\|u\|_{2} \cdot\left\|u_{i}\right\|_{2}
\end{aligned}
$$

Next, assume that $s=c_{1} \cdot u_{i}+c_{2} \cdot u_{j}$. We need to check

$$
\begin{aligned}
\frac{u \cdot s}{\|u\|_{2} \cdot\|s\|_{2}} & \geq-\cos \left(2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right) \\
\Leftrightarrow u \cdot\left(c_{1} \cdot u_{i}+c_{2} \cdot u_{j}\right) & \geq-\cos \left(2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right)\|u\|_{2} \cdot\left\|c_{1} \cdot u_{i}+c_{2} \cdot u_{j}\right\|_{2}
\end{aligned}
$$

This can be verified by the following observations:

$$
\begin{aligned}
u \cdot\left(c_{1} \cdot u_{i}+c_{2} \cdot u_{j}\right) & =c_{1} \cdot u \cdot u_{i}+c_{2} \cdot u \cdot u_{j} \\
& \geq-\cos \left(2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\right) \cdot\|u\|_{2} \cdot\left(c_{1} \cdot\left\|u_{i}\right\|_{2}+c_{2} \cdot\left\|u_{j}\right\|_{2}\right)
\end{aligned}
$$

and by the triangle inequality, it follows

$$
c_{1} \cdot\left\|u_{i}\right\|_{2}+c_{2} \cdot\left\|u_{j}\right\|_{2} \geq\left\|c_{1} \cdot u_{i}+c_{2} \cdot u_{j}\right\|_{2} .
$$

Lemma 5.4 In the $\varepsilon$-HOPPER protocol, neither the merge nor the shorten operation increase $r_{n c}(t)$. In the $\varepsilon$-2-HOPPER protocol, the merge, joint merge, shorten and the joint shorten operations do not decrease $\ell_{n c}(t)$ or increase $r_{n c}(t)$.

Proof. This follows immediately from Lemma 5.3 since (joint) shortens and (joint) merges are positive linear combinations of the vectors $w_{1}(t), \ldots, w_{n-1}(t)$.

Lemma 5.5 At most $3 n-1+\frac{2(n-1)}{\varepsilon}$ run sequences are needed until all vectors are nonconflicting.

Proof. The sum of merges and joint merges is upper bounded by $n$. Additionally, the number of shortens and joint shortens is upper bounded by $2 n-1+\frac{2 \cdot(n-1)}{\varepsilon}$ (Lemmata 5.1 and 5.2). Lastly, no new conflicting vectors are created according to Lemma 5.4.

Lemma 5.6 Consider a configuration, where all vectors are non-conflicting in round $t$. Then, $L(t) \leq(1+\varepsilon) \cdot\left\|p_{0}(t)-p_{n-1}(t)\right\|_{2}$.

Proof. For ease of notation, define $d:=\left\|p_{0}(t)-p_{n-1}(t)\right\|_{2}$. Sort the vectors $w_{1}(t), \ldots, w_{n-1}(t)$ ascending with respect to their angle to the line connecting $r_{0}$ and $r_{n-1}$. This results in the configuration $C^{\prime}=\left(a_{0}(t), \ldots, a_{k}(t)\right)$ with length $\left|C^{\prime}\right| .\left|C^{\prime}\right|=L(t)$; however, the shapes of the configurations might differ significantly. The polygon defined by the configuration $C^{\prime}$ and the line segment connecting the two stationary endpoints is convex (due to the sorting of the vectors). Now, take $a_{0}(t)$ and $a_{k}(t)$ and enlarge both of them such that they form a triangle together with the line segment connecting $r_{0}$ and $r_{n-1}$. The two other legs of the triangle are denoted as $a$ and $b$, and $\gamma$ is the angle between $a$ and $b$. Since $C^{\prime}$ is convex, it holds $\left|C^{\prime}\right| \leq a+b$. As $\measuredangle\left(a_{0}(t), a_{k}(t)\right)>2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$, it holds $\gamma \geq 2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$. Now, observe that for a fixed $d$, the sum $a+b$ is maximized for $\gamma=2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)$ and $a=b$. By observing that in an isosceles triangle it holds $d=2 \cdot a \cdot \sin \left(\frac{\gamma}{2}\right)$, we obtain:

$$
\begin{aligned}
d & =2 \cdot a \cdot \sin \left(\frac{2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)}{2}\right) \\
& =\frac{a+b}{1+\varepsilon}
\end{aligned}
$$

All in all, we can conclude $a+b \leq(1+\varepsilon) \cdot d$.

Theorem 5.1 For an arbitrary constant $\varepsilon \in(0,1]$, both the $\varepsilon$-HOPPER and the $\varepsilon$-2-HOPPER protocol achieve a $(1+\varepsilon)$-approximation of the optimal configuration regarding the CHAINFormation problem in $\mathcal{O}(n / \varepsilon)$ rounds in the $\mathcal{L U M} \mathcal{I}_{1}^{F}$ and $\mathcal{L U} \mathcal{M I}_{2}^{F}$ models. The light of each robot requires a constant number of colors.

Proof. By Lemma 5.5, at most $3 n-1+\frac{2(n-1)}{\varepsilon}$ run sequences are required to make all vectors non-conflicting. Since every 4 rounds a new run sequence is generated and each run sequence stops after at most $n-1$ rounds, the total number of rounds is $4 \cdot\left(3 n-1+\frac{2 \cdot(n-1)}{\varepsilon}\right)+n-1 \in \mathcal{O}(n / \varepsilon)$. Lemma 5.6 gives us that $L(t) \leq(1+\varepsilon) \cdot\left\|p_{0}(t)-p_{n-1}(t)\right\|_{2}$ holds.

### 5.6 Synchronization for the $\mathcal{S}$ SYNC and $\mathcal{A}$ SYNC Schedulers

Next, we present a two-stage synchronization approach to transfer the $\varepsilon$-HOPPER and the $\varepsilon$-2Hopper protocol to the $\mathcal{A}$ SYNC scheduler. First, we present a synchronization approach for the $\mathcal{S}$ SYNC scheduler in Section 5.6.1. Afterward, we add a second synchronization for the $\mathcal{A}$ SYNC scheduler in Section 5.6.4.

### 5.6.1 Basic Synchronization Procedure for the $\mathcal{S}$ SYNC Scheduler

The main synchronization idea is to simulate a 1 -fair execution of the $\mathcal{S}$ SYNC scheduler locally, i.e., in each neighborhood, each robot is activated at most once before the first robot becomes active a second time. In practice, however, robots might become active multiple times, but they wait if they detect that a robot in their neighborhood has not yet executed its protocol. A synchronization can guarantee this based on the $\alpha$-synchronizer [8], a synchronization protocol for asynchronous message passing systems. As the robots do not exchange messages, we only need the main synchronization idea of the protocol that can be implemented as follows: the robots currently count rounds in each protocol with a light $\ell_{c}$. The number of colors $\left|C_{c}\right|$ differs between the protocols but is always a small constant. The light $\ell_{c}$ is so far only used to keep the distance between newly started run sequences: New run sequences are started all $\left|C_{c}\right|$ rounds. We assign an additional role
to the light $\ell_{c}$. For ease of notation, we say each robot $r_{i}$ has a counter $c_{i}$ with a numerical value out of the set $C_{c}$. We refer to the counter of robot $r_{i}$ with $c_{i}$. The counters are used to synchronize the robots as follows: A robot $r_{i}$ only executes any operation (movement and switching of lights) if $c_{i-1} \geq c_{i}$ and $c_{i} \leq c_{i+1}$. Otherwise, it waits until it wakes up in the future and the condition is fulfilled. Observe that this procedure ensures $\left|c_{i}-c_{i+1}\right| \leq 1$ for any two neighbors $r_{i}$ and $r_{i+1}$ [8]. However, this does not prevent a robot from becoming active twice before the direct neighbor becomes active. Hence, it still can happen that a run sequence gets lost before the next robot takes it over. The information that the previous robot had a run state is, however, still encoded in $\ell_{\text {prev }}$. Assume a robot $r_{i}$ checks whether it should take a run state of $r_{i-1}$. Two cases need to be checked: either $c_{i-1}=c_{i}$ and $r_{i-1}$ has activated $\ell_{\text {run }}$ or $c_{i-1}=c_{i}+1$ and $r_{i-1}$ has activated $\ell_{\text {prev }}$. In both cases, $r_{i}$ activates $\ell_{\text {run }}$. This procedure can be generalized: For every light, $\ell_{i}$ that needs to be seen by a neighboring robot, a second light $\ell_{i-p r e v}$ is added. After switching $\ell_{i}$ off, the light $\ell_{i-p r e v}$ is activated such that the neighboring robot is always able to see the information transported by $\ell_{i}$. The synchronization ensures the following: If a robot increments its counter $c$ for the $k$-th time, its position and lights are equivalent to those obtained by an execution of the same protocol under a 1 -fair $\mathcal{S}$ SYNC scheduler. Thus, the position and lights are equivalent to those after the $k$-th round of execution under the $\mathcal{F}$ SYNC scheduler.

### 5.6.2 $\varepsilon$-HOPPER in $\mathcal{S}$ SYNC

A robot simultaneously shows its active lights of the current and the last epoch. We introduce for every light $\ell_{i}$ except those only used for the synchronization $\left(\ell_{c}\right)$ a second light with the suffix - prev (i.e., $\ell_{i-p r e v}$ ). When Update-Lights is called, it assigns $\ell_{i-p r e v} \leftarrow \ell_{i}$ for all such lights before updating them. Whenever $\ell_{i}(r)$ (the light $\ell_{i}$ of robot $r$ ) is accessed by $r^{\prime}$, it accesses the value $\ell_{i}(r) \wedge\left(\ell_{c}(r)=\ell_{c}\left(r^{\prime}\right)\right) \vee \ell_{i-p r e v}(r) \wedge\left(\ell_{c}(r)=\ell_{c}\left(r^{\prime}\right)+1\right)$ instead. Note, that $\ell_{r u n-p r e v}$ is equivalent to $\ell_{\text {prev }}$ and $\ell_{\text {prev-prev }}$ is never accessed, therefore these two lights can be removed. The implementation is contained in Algorithm 5. For the sake of clarity, we omit the concrete description of the handling of $\ell_{i-p r e v}$ lights.

```
Algorithm \(5 \varepsilon\)-HOPPER-SSYNC (executed from the view of robot \(r_{i}\) )
    if \(\exists r_{j} \in\) Neighborhood with \(c_{j}=c_{i}-1\) then
        return \(\quad \triangleright\) Neighbor is in previous epoch
    if \(\ell_{\text {run }}=1\) then
        if \(r_{i \pm 1}\) has activated \(\ell_{\text {stop }}\) then \(\quad\) The run sequence has stopped
                runStopped \(\leftarrow\) true
        else
            if \(\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 1\) then
                Merge with next robot in direction of the run sequence \(\triangleright\) Merge
                runEnds \(\leftarrow\) true
                else if \(\alpha_{i}(t) \leq \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)\) then
                    \(p_{i}(t) \leftarrow \frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t) \quad \triangleright\) Shorten
                runEnds \(\leftarrow\) true
                else
                    \(p_{i}(t) \leftarrow p_{i+1}(t)-w_{i}(t) \quad \triangleright\) Hop
    if \(r_{i}=r_{0}\) and \(\ell_{c}=2\)
        or \(\ell_{\text {prev }}=0\) and \(\ell_{\text {stop }}=0\) and \(r_{i \pm 1}\) has set \(\ell_{\text {run }}=1\) then
            takeRun \(\leftarrow\) true \(\quad \triangleright\) Start new or take over run sequence if \(\ell_{\text {prev }}=\ell_{\text {stop }}=0\)
    Update - prev lights
    UpdateLights- \(\varepsilon\)-Hopper(), see Figure 5.5
    \(\ell_{c}++\)
                \(\triangleright\) Increment light for round counting
```

Next, we analyze the $\varepsilon$-HOPPER-SSYNC protocol and prove that the lights and the position of a robot after incrementing $c$ the $k$-th time are always identical to its position and lights under a 1 -fair execution of the $\mathcal{S}$ sync scheduler.

Lemma 5.7 Consider a 1 -fair execution of the $\mathcal{S}$ SYNC scheduler. After epoch $k$, the lights and the positions of all robots match exactly with the lights and positions of the robots executing the related $\varepsilon$-HOPPER protocol under the $\mathcal{F}$ SYNC scheduler after round $k$.

Proof. We show that all actions are solely based on the global snapshot taken in the LOok phase when the first robot became active the $k$-th time, which is the same information a robot has in the related $\mathcal{F}_{\text {SYNC }}$ protocol. No robot will return in line 2 of Algorithm 5 such that $c(r)$ denotes the number of times $r$ was active. The way lights are accessed is based on the state of the lights at the beginning of epoch $k$. When a robot $r_{i}$ was active before $r_{i \pm 1}$ and performed a hop, $r_{i \pm 1}$ cannot access the previous position of $r_{i}$ when it becomes active. However, this does not change any actions because this information is only used when movement operations are executed, and two direct neighbors never move in the same epoch.

Lemma 5.8 When $r_{i}$ increments its epoch counter the $k$-th time under a (not necessarily 1-fair) $\mathcal{S}$ SYNC scheduler, it is located at the same position and has activated the same lights as under the 1 -fair $\mathcal{S}$ sync scheduler after epoch $k$.

Proof. We prove the claim by induction over the value of the counter $c$ of robot $r_{i}$. For $c=0$, the claim holds. Let us assume it holds for the first (arbitrary but fixed) $k$ increments of $c$. When a robot $r_{i}$ becomes active but a neighbor $r_{i \pm 1}$ did not increment its epoch timer the $k$-th time, $\ell_{c}\left(r_{i \pm 1}\right)=\ell_{c}\left(r_{i}\right)-1$ and $r_{i}$ returns in line 2 of Algorithm 5 without performing any action. In this case, the claim is true because $r_{i}$ does not increment its epoch counter. Otherwise, both neighbors are in a state they can have during epoch $e$ of Lemma 5.7, therefore $r_{i}$ performs the same action compared to Lemma 5.7 and this lemma holds still after incrementing the $k+1$-th time.

Lemma 5.9 The value of the epoch counter $c_{i}$ is always in the interval $[k, k+n]$ for all $i$ in $\{0, \ldots, n-1\}$ where $k$ denotes the current epoch.

Proof. This follows directly from the fact that neighbors always have a difference of at most 1.

Theorem 5.2 For an arbitrary constant $\varepsilon \in(0,1]$, the following holds: The $\varepsilon$-SSYNC-HOPPER protocol achieves a $(1+\varepsilon)$-approximation of the optimal configuration (regarding ChainFormation) in $\mathcal{O}(n / \varepsilon)$ epochs in the $\mathcal{L U M} \mathcal{I}_{1}^{S}$ model. The protocol can be implemented with a constant number of colors.

Proof. With the introduced synchronization, our robots act as they would under a 1 -fair $\mathcal{S}$ SYNC scheduler (Lemma 5.8). The newly introduced lights and their handling ensure that robots perform the same actions with the 1 -fair $\mathcal{S}$ SYNC scheduler as in the $\mathcal{F}$ SYNC setting (Lemma 5.7). Hence, after each robot performed $\mathcal{O}(n)$ actions, the $\varepsilon$-HOPPER-SSYNC reached the same or a better configuration compared to $\varepsilon$-Hopper regarding the Chain-Formation problem. From Lemma 5.9 we know that after $f(n) \in \mathcal{O}(n)$ epochs each robot performed at least $f(n)$ actions.

Symmetric Trapezoid


Figure 5.6: Visualization of modified joint hop operations.

### 5.6.3 $\varepsilon$-2-HOPPER in $\mathcal{S}$ SYNC

The additional challenge when transferring the $\varepsilon$-2-HOPPER protocol to the $\mathcal{S}$ SYNC scheduler is the handling of joint run pairs in which two robots together need to execute a movement operation. The joint shorten and joint merge do not need further synchronization: The result of a simultaneous movement is equivalent to a sequential movement, and the operations keep the connectivity of the chain. In a joint hop, however, two robots may have a distance larger than 1 when one performs its hop while the other is not active. This can be prevented via a three-step execution of joint hops. Consider two robots $r_{i}$ and $r_{i+1}$ that are part of a joint run pair and want to execute a joint hop. There are three kinds of configurations to distinguish, the symmetric trapezoid, the symmetric $Z$, and an asymmetric configuration (see Figure 5.6).

Asymmetric Configuration: In asymmetric configurations, one robot can be determined as a leader, either with a smaller angle $\alpha_{i}(t)$ or the robot with a smaller vector length $\left\|w_{i}(t)\right\|_{2}$. After determining the leader, the two robots perform hops (the operation for isolated run sequences) alternately. In steps 1 and 3, the leader performs a hop; in step 2, the other robot. This leads to the same outcome as a joint hop in $\mathcal{F}$ SYNC.

Symmetric Z: No movement is necessary since the participating vectors are identical. Both run sequences continue without movement of the participating robots.

Symmetric Trapezoid: In the symmetric trapezoid, no leader can be determined since $\alpha_{i}(t)=$ $\alpha_{i+1}(t)$ and $w_{i}(t)=w_{i+2}(t)$. Therefore, the operation is executed as follows (each substep ensures connectivity): Let $l$ be the line segment connecting $r_{i-1}$ and $r_{i+2}$. In the first step, each robot computes the intersection of its angle bisector (intersecting the angle of size at most $\pi$ ) and $l$. Afterward, it moves half the distance along its angle bisector towards the intersection point. The second step moves onto the mirrored position (mirror axis $l$ ). The third step moves on the outer angle bisector (intersecting the angle of size at least $\pi$ ) until it doubles its distance to $l$. When one robot (e.g. $r_{i+1}$ ) performs a step before the other one ( $r_{i}$ ), $r_{i}$ needs to compute the initial position of $r_{i+1}$. This is possible because all steps are reversible operations.

We need to prove that the three-step execution of the joint hop still maintains the connectivity of the chain.

Lemma 5.10 Two robots performing a joint hop in a symmetric trapezoid configuration always stay at a distance of at most 1 from each other.


Figure 5.7: Symmetric Joint Hop - worst case distance $d$ between $r_{i}$ and $r_{i+1}$.
Proof. Let $r_{i}$ and $r_{i+1}$ be the robots which perform the joint hop, let $l$ be the line between $r_{i-1}$ and $r_{i+2}$. In a worst-case configuration, both robots have a distance of 1 from their direct neighbors. Both robots perform their operation in 3 steps, but they can be up to one step apart. There are two relevant cases we need to consider. First, assume that $r_{i}$ performs the first step and $r_{i+1}$ remains in its initial position. Then, all points on the bisector between $r_{i}$ and $l$ are within a range of 1 to $r_{i+1}$. Second, assume that $r_{i}$ performed the first step and $r_{i+1}$ already the second. The resulting configuration is shown in Figure 5.7. The respective bisectors are drawn with dotted lines. The crosses mark the position of $r_{i}$ and $r_{i+1}, d$ denotes the distance between both robots. We derive $d$ by computing the side length of the shown rectangle; its side lengths are denoted by $a$ and $b$. Further, $c$ denotes the length of the bisector segment between $r_{i}$ and $l$.

We obtain the following formulas: $c=\frac{\sin (\alpha)}{\sin (\alpha / 2)}=2 \cos (\alpha / 2), a=\sin (\alpha) \Longleftrightarrow \sin (\alpha / 2)=$ $\frac{a}{c}, b^{\prime}=\cos ^{2}\left(\frac{\alpha}{2}\right) \Longleftrightarrow \cos \left(\frac{\alpha}{2}\right)=\frac{2 b^{\prime}}{c}, b=1-2 b^{\prime}=1-2 \cos ^{2}\left(\frac{\alpha}{2}\right)$ and $d^{2}=a^{2}+b^{2}=\sin ^{2}(\alpha)+(1-$ $\left.2 \cos ^{2}\left(\frac{\alpha}{2}\right)\right)^{2}=1+\sin ^{2}(\alpha)-4 \cos ^{2}\left(\frac{\alpha}{2}\right)+4 \cos ^{4}\left(\frac{\alpha}{2}\right)$. Next, we prove $d=1$ for all $\alpha$.

$$
\begin{array}{rlrl}
0 \stackrel{?}{=}-4 \cos ^{2}(\alpha / 2) & & +4 \cos ^{4}(\alpha / 2) & \\
= & +\sin ^{2}(\alpha) \\
& =-2-2 \cos (\alpha) & & +4 \cos ^{4}(\alpha / 2) \\
& =-2-2 \cos (\alpha) & & +1+2 \cos (\alpha)+\cos ^{2}(\alpha) \\
& & +\sin ^{2}(\alpha) \\
& =-2-2 \cos (\alpha) & & +1+2 \cos (\alpha)+\frac{\cos (2 \alpha)}{2}+\frac{1}{2}
\end{array}
$$

The derivations follow from the sine and cosine power reduction identities.

Lemma 5.11 The $\varepsilon$-2-HOPPER-SSYNC protocol reaches the same outcome as the $\varepsilon$ - 2 -HOPPER protocol.

Proof. From Lemmata 5.7 and 5.8, it follows that the lights of other robots can be accessed without differences to the $\mathcal{F}$ Sync case. The protocol for joint hops presented above ensures that the outcome is the same as in the respective $\mathcal{F}$ SYNC joint hop. The same holds for joint shortens and joint merges.

Based on the previous lemmas, we conclude the following theorem about the $\varepsilon$-2-HOPPERSSync protocol.

Theorem 5.3 For an arbitrary constant $\varepsilon \in(0,1]$, the following holds: The $\varepsilon$-2-Hopper-Ssync protocol achieves a $(1+\varepsilon)$-approximation of the optimal configuration (regarding ChainFORMATION) in $\mathcal{O}(n / \varepsilon)$ epochs in the $\mathcal{L U M} \mathcal{I}_{2}^{S}$ model. The protocol can be implemented with a constant number of colors.

### 5.6.4 From $\mathcal{S S Y N C}$ to $\mathcal{A S Y N C}$

Finally, we add a synchronization procedure to transfer the protocols to the $\mathcal{A s y n c}$ scheduler. We use an already known synchronization procedure for robots with unlimited visibility introduced in [42]. The authors introduce a protocol to transfer the execution of any $\mathcal{A S Y N C}$ protocol into a 1 -fair execution under an $\mathcal{S}$ SYNC scheduler by using a light with 5 colors. Robots get an additional light with the colors $M$ (Moving), $T$ (Trying), $W$ (Waiting), $S$ (Stopped), and $F$ (Finished). Initially, all lights are initialized with the color $T$. The light $M$ indicates that a robot is currently moving. Thus, robots that see other robots in their snapshot (taken in the LOOK phase) currently moving switch their light to $W$ and wait until they take a snapshot only with non-moving robots. If this is the case (all other robots have the light $T$ or the light $S$ activated), a robot switches its light to $M$ and executes its Move-operation. Robots that have finished their Move-operation (that wake up with an active light $M$ ) only proceed to the next light $S$ if they see no other robot with light $T$. Similarly, robots with active light $W$ switch to $T$ if no moving robot is in their snapshot. Finally, robots with light $S$ move to $F$ if all other robots have an active light $S$; in the same way, robots switch from $F$ to $T$, and the procedure starts again. This procedure can take $\mathcal{O}(n)$ epochs of the $\mathcal{A}$ sync scheduler to execute a single 1 -fair epoch of the $\mathcal{S}$ SYNC scheduler. In our case, the robots only have limited visibility: We use the same synchronization protocol, but robots only care for the lights in their neighborhood. Similar to before, this does not result in a global 1-fair $\mathcal{S}$ SYNC execution of the protocols. However, for any two neighbors, the positions afterward are the same as under a 1 -fair $\mathcal{S}$ SYNC scheduler. Additionally, the synchronization is much faster compared to [42] because the robots only have to care for a constant number of neighbors. Hence, for any two neighbors, only a constant number of epochs under the $\mathcal{A}$ SYNC scheduler are needed to simulate a 1 -fair $\mathcal{S}$ SYNC execution of their movements. We denote the resulting protocols with the additional synchronization by $\varepsilon$-HOPPER-ASYNC and $\varepsilon$-2-HOPPER-ASYNC. Then, we can formulate the final theorem.

Theorem 5.4 For an arbitrary constant $\varepsilon \in(0,1]$, both the $\varepsilon$-HOPPER-ASYNC and the $\varepsilon$ -2-HOPPER-ASYNC protocol achieve a $(1+\varepsilon)$-approximation of the optimal configuration regarding the Chain-Formation problem in $\mathcal{O}(n / \varepsilon)$ epochs in the $\mathcal{L U} \mathcal{M I}_{1}^{A}$ and $\mathcal{L U M} \mathcal{I}_{2}^{A}$ models. The light of each robot requires a constant number of colors.

### 5.7 Conclusion \& Outlook

In this chapter, we studied the Chain-Formation problem and provided new insights compared to the existing literature. We introduced the $\varepsilon$-HOPPER and $\varepsilon$ - 2 -HOPPER protocols, that are able to achieve $(1+\varepsilon)$-approximations of the optimal configuration in $\mathcal{O}(n / \varepsilon)$ epochs. The protocols consider the the $\mathcal{L U M} \mathcal{I}_{1}^{A}$ ( $\varepsilon$-HOPPER) and $\mathcal{L U M} \mathcal{I}_{2}^{A}$ ( $\varepsilon$-2-HOPPER) models. The new aspects of
the protocols are the improved approximation guarantees $((1+\varepsilon)$ compared to $\sqrt{2})$, the transfer to the $\mathcal{A}$ SYNC scheduler and the study of identical outer robots in the $\varepsilon$-2-HOPPER protocol.

Still, there are lots of open research questions regarding the Chain-Formation problem. While a $(1+\varepsilon)$-approximation seems reasonably good, the most intriguing open question is: Is there a protocol that solves the Chain-Formation problem optimally considering discrete time in the $\mathcal{L U M I}$ (or even in the $\mathcal{O B L O T}$ ) model? For both $\mathcal{L U M I}$ and $\mathcal{O B L O}$, neither an impossibility result nor a protocol reaching an optimal solution is known. Furthermore, the current protocols for the $\mathcal{L U M I}$ model do not converge to the optimal solution. After reaching the approximations, no further improvements happen. Current solutions for the $\mathcal{O B L O \mathcal { T }}$ model, in contrast, converge to the optimal solution in $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs [60, 88]. Hence, a further research question is: Are there protocols for the $\mathcal{L U M I}$ model that converge to the optimal configuration in $\mathcal{O}(n \cdot \log (n / \varepsilon))$ epochs (or at least reasonably faster compared to $\mathcal{O B L O}$ )?

The last question, we want to emphasize deals with the viewing ranges. Our $\varepsilon$ - 2 -Hopper protocol considers identical outer robots but uses a viewing range of 2 . The viewing range of 2 is essential here to coordinate the movements of run sequences starting at opposite ends of the chain. However, it is not clear whether the viewing range of 2 is needed in general. Are there protocols that achieve a $(1+\varepsilon)$-approximation of the optimal configuration in linear time that consider identical outer robots but require a viewing range of only 1 ?

All in all, our conjecture is that there is a runtime difference between the $\mathcal{O B L O T}$ and the $\mathcal{L U M I}$ models. While the time bounds in the $\mathcal{O B L O T}$ model seem to depend quadratically on $n$, we only observe a linear dependence when considering the $\mathcal{L U M}$ I model. However, a formal exploration of the boundaries between the two models with a focus on time bounds remains an open problem.

## 6. Gathering in the $\mathcal{L U} \mathcal{M} \mathcal{I}$ Model

One of the intriguing open research questions raised from Chapter 4 is about the existence of a linear time protocol to solve Gathering of disoriented robots with limited visibility in the Euclidean plane. While there is a strong conjecture that such a protocol cannot exist for oblivious robots $(\mathcal{O B L O})$, there is some evidence that such a protocol could be designed for luminous robots $(\mathcal{L U M I})$. The papers [2,40] introduce linear time protocols for disoriented robots with limited visibility located on a two-dimensional grid that make use of locally visible states (and are hence implementable in the $\mathcal{L U} \mathcal{M I}$ model). The protocol presented in [2] considers a closed chain of robots while [40] studies the standard limited visibility model, where robots can observe all nearby other robots. Both protocols use the ideas of run sequences, which we have already seen in Chapter 5. In this chapter, we show that a linear time protocol exists in the $\mathcal{L U} \mathcal{M I}_{4}^{A}$ model for a closed chain of robots in the Euclidean plane. The results are based on the second part of the following journal article.

2023 (with J. Harbig, D. Jung, T. Knollmann and F. Meyer auf der Heide)
"Gathering a Euclidean Closed Chain of Robots in Linear Time and Improved Algorithms for Chain-Formation" In: Theoretical Computer Science, cf. [28].

A preliminary version appeared in the conference proceedings of ALGOSENSORS 2021:
2021 (with J. Harbig, D. Jung, T. Knollmann and F. Meyer auf der Heide) "Gathering a Euclidean Closed Chain of Robots in Linear Time" In: Proceedings of the 17th International Symposium on Algorithms and Experiments for Wireless Sensor Networks (ALGOSENSORS), Best Paper \& Best Student Paper Award, cf. [27].

### 6.1 Contribution

We present a linear time protocol to solve Gathering of a closed chain of disoriented robots with limited visibility in the Euclidean plane. More precisely, we study the $\mathcal{L U M} \mathcal{I}_{4}^{A}$ model. The main idea of our protocol, called Closed-Chain-Hopper (CC-Hopper), is similar to the $\varepsilon$-Hopper and $\varepsilon$-2-HOPPER protocols: to use run sequences for a locally sequential movement of the robots. In both the $\varepsilon$-HOPPER and the $\varepsilon$-2-HOPPER protocol, open chains are considered that have uniquely identifiable outer robots (based on their neighborhood). This asymmetry of the neighborhoods is used to start run sequences at the ends of the chain. Such outer robots do not exist in closed
chains. The CC-Hopper protocol determines (whenever possible) locally unique robots (based on geometric properties of their neighborhoods) to generate new run sequences. One of the challenges in the closed chain is handling highly symmetric configurations. While it is possible to identify locally unique robots in every connected configuration on the grid (as in [40]), this is impossible in the Euclidean plane. We identify the class of isogonal configurations based on isogonal polygons by Grünbaum [74] and show that no locally unique robots can be determined in these configurations. We believe this characterization is of independent interest because highly symmetric configurations often cause a large runtime. For instance, the $\Omega\left(\Delta^{2}\right)$ lower bound of the GTC protocol as well as the lower bound for any $\lambda$-contracting protocol (Chapter 4) hold for an isogonal configuration [50]. See Table 6.1 for comparing our results to previous results about GATHERING with limited visibility.

| Model | Space | Protocol | Orientation | Runtime |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{O B L O}_{1}^{F}$ | $\mathbb{R}^{2}$ | GtC [50] | disoriented | $\Theta\left(n^{2}\right)$ |
| $\mathcal{O B L O} \mathcal{T}_{1}^{\text {C }}$ | $\mathbb{R}^{2}$ | MoB [49] | disoriented | $\Theta(n)$ |
| $\mathcal{O B L O}_{1}^{C}$ | $\mathbb{R}^{2}$ | Contracting <br> Protocols [97] | disoriented | $\Theta(n \cdot \Delta)$ |
| $\mathcal{O B L O T}_{\sqrt{10}}^{\text {A }}$ | $\mathbb{R}^{2}$ | [109] | one-axis agreement | $\Theta(\Delta)$ |
| $\mathcal{O B L O T}{ }_{7}{ }^{\text {F }}$ | $\mathbb{Z}^{2}$ | [24] | disoriented | $\mathcal{O}\left(n^{2}\right)$ |
| $\begin{aligned} & \mathcal{L U M I}_{19}^{F} \\ & \text { (closed chain) } \end{aligned}$ | $\mathbb{Z}^{2}$ | [2] | disoriented | $\mathcal{O}(n)$ |
| $\mathcal{L U M I}_{11}^{\text {F }}$ | $\mathbb{Z}^{2}$ | [40] | disoriented | $\mathcal{O}(n)$ |
| $\mathcal{L U M I}{ }_{4}^{A}$ <br> (closed chain) | $\mathbb{R}^{2}$ | CC-HOPPER | disoriented | $\mathcal{O}(n)$ |

Table 6.1: Results about Gathering compared to existing work.

### 6.2 Model Recap and Preliminaries

We study the $\mathcal{L U M} \mathcal{I}_{4}^{A}$ model in combination with a closed chain of robots. The most important features of the model required for this chapter are summarized in Table 6.2, and more details can be found in Chapter 2.

| Protocol | Time | Dimension | Viewing <br> Range | Orientation | Chain |
| :--- | :--- | :--- | :--- | :--- | :--- |
| CC-HOPPER | $\mathcal{A}$ SYNC | 2 | 4 | disoriented | yes <br> (closed) |

Table 6.2: A summary of the most important model details for the CC-HOPPER protocol.

Problem Statement. In the Gathering problem of a closed chain of robots, all robots have to move to the same position. More formally, we aim for a time $t$ such that $L(t)=0$.

### 6.3 Protocol for the $\mathcal{F}$ SYNC Scheduler

Next, we present the CC-Hopper protocol. Each robot has a viewing range of 4, i.e., it can always see the positions of the next 4 neighbors in each direction along the chain. Our approach consists of two protocols - one for asymmetric configurations and one for highly symmetric (isogonal) configurations.

### 6.3.1 Intuition

The general behavior of the CC-HOPPER protocol is quite similar to the $\varepsilon$ - 2 -HOPPER protocol. However, the nature of the closed chain introduces additional challenges. In the following, we discuss the three main challenges that are handled by the CC-HOPPER protocol: (1) the generation of run sequences, (2) stopping of run sequences after at most $n$ rounds and (3) handling of highly symmetric configurations.

Generation of run sequences. In contrast to an open chain, no outer robots exist that might start new run sequences regularly. Thus, one of the main questions to solve is where run sequences should be started. For this, we identify geometrically unique robots in their local neighborhood. These robots are assigned an init state (implemented with a light $\ell_{\text {init }}$ ) allowing them to regularly generate new run sequences. Formally, we define for a robot $r_{i}$, init $\left(r_{i}, t\right)=$ true if $r_{i}$ has an init state in round $t$ and $\operatorname{init}\left(N_{i}(t)\right)=\left\{r_{j} \in N_{i}(t) \mid \operatorname{init}\left(r_{j}, t\right)=\operatorname{true}\right\}$.

To maintain the connectivity of the chain, it is essential that not too many neighbors have a run state simultaneously. The generation of new run sequences must maintain this property. Therefore, the protocol ensures that at most two neighboring robots have an init state. Additionally, a robot $r_{i}$ with an init state only generates new run sequences in case no other run sequence is present in its neighborhood.

Stopping of run sequences after at most $n$ rounds. One core feature of the $\varepsilon$ - 2 -HOPPER protocol is that each run sequence stops after at most $n$ rounds either by making some progress (in terms of shorten or merge operations) or reaching the end of the chain. In a closed chain, however, no end of the chain exists. Nevertheless, it is crucial for the linear runtime of the CC-HOPPER protocol that each run sequence stops after at most $n$ rounds since otherwise, the run sequence could cycle multiple times around the chain and hinder other robots from generating new run sequences that potentially lead to progress.

The CC-HOPPER protocol uses the following ideas to ensure this behavior. Robots with init states generate two run sequences at the same time: one run sequence heading in each direction of the chain. Additionally, the robot with the init state moves to the midpoint between its two direct neighbors before generating the run sequences. This ensures that both run sequences start with opposite run vectors. Furthermore, a hop is only executed if the angle between neighboring vectors is larger than $\frac{7}{8} \pi$. Suppose that the robot starting the two run sequences lies in the origin of a global coordinate system, and after moving to the midpoint, one of its neighbors lies on the positive $x$-axis while the other one lies on the negative $x$-axis. The angle of $\frac{7}{8} \pi$ ensures that the run sequence that starts along the positive $x$-axis can only move to the right in case of a hop or joint hop while the other run sequence can only move to the left. Hence, the two run sequences cannot meet each other again and at least one run sequence must stop via a merge, a joint merge, a shorten or a joint shorten. See Figure 6.1 for a visualization of this behavior.

To guarantee that also the second run sequence stops after at most $n$ rounds, we need to ensure that the chain structure cannot change too much in $n$ rounds. Therefore, we add a rule: Each run sequence that leads to a merge or a joint merge stops all run sequences in its neighborhood. Additionally, no new run sequence is generated in this neighborhood for a constant number of rounds. This way, it is ensured that not too many (joint) merges happen during $n$ rounds such that the second run sequence is also guaranteed to stop.


Figure 6.1: Two run sequences generated by $r_{i}$ with opposite run vectors. Due to the threshold of $\frac{7}{8} \pi$, the run sequence at $r_{i-1}$ can only execute a hop if $r_{i-2}$ is positioned to the left of $r_{i-1}$. The same holds mirrored for $r_{i+1}$.

Handling of Highly Symmetric Configurations. It is impossible to identify locally unique robots in a class of highly symmetric configurations, denoted as isogonal configurations. An example of an isogonal configuration is when the positions of the robots form a regular polygon with a side length of 1 . Then, the local coordinate systems of the robots could be aligned such that every robot observes exactly the same. To overcome the impossibility of finding locally unique robots, we introduce an additional protocol for these configurations that works without run sequences. Isogonal configurations have in common that all robots lie on the boundary of a common circle. We exploit this fact by letting the robots move towards the center of the surrounding circle in every round until they finally gather in its center. Additional care has to be taken in case both protocols interfere with each other. This can happen if some parts of the chain are isogonal while others are asymmetric. Since a robot can only decide how to move based on its local view, the robots behave according to different protocols in this case. We show how to handle such a case and ensure that the two protocols do not hinder each other later.

### 6.3.2 Asymmetric Protocol

The asymmetric protocol consists of two parts: The generation of new run sequences and the movement depending on such a run sequence. We start with explaining the movement depending on run sequences. Assume that the number of robots in the chain is at least 6 and consider an isolated run sequence $\kappa$ in round $t$ with $r(\kappa, t)=r_{i}$ and $r(\kappa, t+1)=r_{i+1}$. Then, $r_{i}$ moves as follows:

1. If $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 1, \quad r_{i}$ : merge.
2. Else, if $\left\|p_{i}(t)-p_{i+2}(t)\right\|_{2} \leq 1, \quad r_{i}$ : Pass the run sequence to $r_{i+1}$.
3. Else, if $\alpha_{i}(t) \leq \frac{7}{8} \pi, \quad r_{i}$ : shorten.
4. Else, $\quad r_{i}$ : hop.

Given a joint run pair at robots $r_{i}$ and $r_{i+1}$, the robots $r_{i}$ and $r_{i+1}$ move according to the following description.

1. If $\left\|p_{i-1}(t)-p_{i+2}(t)\right\|_{2} \leq 2, \quad$ both: joint merge.
2. Else, if $\alpha_{i}(t) \leq \frac{7}{8} \pi$ and $\alpha_{i+1}(t) \leq \frac{7}{8} \pi$, both: joint shorten.
3. Else, if $\alpha_{i}(t) \leq \frac{7}{8} \pi, \quad r_{i}$ : shorten.
4. Else, if $\alpha_{i+1}(t) \leq \frac{7}{8} \pi, \quad r_{i+1}$ : shorten.
5. Else, if $\measuredangle\left(w_{i}(t),-w_{i+2}(t)\right) \leq \frac{7}{8} \pi$. both: joint shorten.
6. Else, both: joint hop.

If the number of robots in the chain is at most 5 (robots can detect this since they can see 4 chain neighbors in each direction), the robots move towards the center of the smallest enclosing circle of their neighborhood while ensuring connectivity. More precisely, the robots execute the GtC protocol which ensures Gathering after $\mathcal{O}(1)$ rounds [50] (and Chapter 4).

Additional Rule for Merges and Joint Merges. To ensure that all started run sequences stop, we add a rule that stops nearby run sequences after (joint) merges to ensure that the chain structure does not change too much within $n$ rounds (see Section 6.3 .1 for an intuition). Suppose the robot $r_{i}$ (and $r_{i+1}$ ) executes a merge (or a joint merge). Then, all run sequences in the neighborhood of $r_{i}$ and $r_{i+1}$ are immediately stopped and all robots in $N_{i}(t)$ do not start any further run sequences within the next 4 rounds (the robots are blocked and the counting of blocked rounds is implemented with a light $\left.\ell_{\text {blocked }}\right)$. Special care has to be taken of init states. Suppose that a robot $r_{i}$ executes a merge into the direction of $r_{i+1}$ while having an init state. The init state is handled as follows: In case init $\left(r_{i+2}\right)=$ false and $r_{i+2}$ does not execute a merge in the same round and init $\left(r_{i+3}\right)=$ true, the init state of $r_{i}$ is passed to $r_{i+1}$. Otherwise, the state is removed.

Where to start run sequences? New run sequences are created by robots with init states. To generate new init states, we aim to discover asymmetric structures in the chain. When the surrounding robots observe such a structure, the robot closest to the structure is assigned a so-called init state. Such a robot can thus remember that it was at a point of asymmetry to generate runs in the future. To keep the distance between run sequences (essential for maintaining the connectivity), our rules ensure that at most two neighboring robots have an init state. Sequences of length at least 3 of robots having an init state are avoided. Intuitively, there are three sources of asymmetry in the chain: Sizes of angles, orientations of angles, and lengths of vectors. To detect an asymmetry, we introduce patterns depending on the size of angles, the orientation of angles, and the vector lengths. The next class of patterns is only checked if a complete symmetry regarding the previous pattern is identified to avoid too many fulfilled patterns. More precisely, a robot only checks orientation patterns if all angles $\alpha_{i}(t)$ in its neighborhood are identical. Similarly, a robot only checks vector length patterns if all angles in its neighborhood have the same size and orientation. Whenever a pattern holds, the robot observing the pattern assigns itself an init state if there is no other robot already assigned an init state in its neighborhood. If two direct neighbors are assigned an init state, they fulfilled the same type of pattern and formed a joint init state together.
Angle Patterns. A robot $r_{i}$ is assigned an init state if

$$
\begin{aligned}
\alpha_{i-1}(t) & >\alpha_{i}(t)
\end{aligned} \leq \alpha_{i+1}(t),
$$



Figure 6.2: A configuration in which $r_{i}$ fulfills the first Angle Pattern, i.e., $\alpha_{i}(t)$ is a local minimum.


Figure 6.3: A configuration in which $r_{i}$ (and also $r_{i-1}$ ) fulfills the first Vector Length Pattern, i.e., the length of $w_{i}(t)$ is a local minimum.

Orientation Patterns. A robot $r_{i}$ gets an init state if one of the following patterns is fulfilled.

1. $r_{i}$ is between three angles that have a different orientation than $\alpha_{i}(t)$ :

$$
\begin{aligned}
& \operatorname{sgn}_{i}\left(\alpha_{i-1}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i+1}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i+2}(t)\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i}(t)\right) \\
& \text { or } \operatorname{sgn}_{i}\left(\alpha_{i-2}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i-1}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i+1}(t)\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i}(t)\right) \text {. }
\end{aligned}
$$

2. $r_{i}$ borders a sequence of at least two angles with the same orientation next to a sequence of at least three angles with the same orientation:

$$
\begin{aligned}
\operatorname{sgn}_{i}\left(\alpha_{i-1}(t)\right) & =\operatorname{sgn}_{i}\left(\alpha_{i}(t)\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i+1}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i+2}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i+3}(t)\right) \\
\text { or } \operatorname{sgn}_{i}\left(\alpha_{i+1}(t)\right) & =\operatorname{sgn}_{i}\left(\alpha_{i}(t)\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i-1}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i-2}(t)\right)=\operatorname{sgn}_{i}\left(\alpha_{i-3}(t)\right) .
\end{aligned}
$$



Figure 6.4: A configuration in which $r_{i}$ fulfills the first Orientation Pattern.


Figure 6.5: A configuration in which $r_{i}$ fulfills the second Orientation Pattern.

Vector Length Patterns. If Angle and Orientation Patterns fail, we consider vector lengths. A robot $r_{i}$ is assigned an init state if one of the following patterns is fulfilled. In the patterns, the term locally minimal occurs. $\left\|w_{i}\right\|_{2}$ is locally minimal means that all other vectors that can be seen by $r_{i}$ are either larger or have the same length.

1. The robot is located at a locally minimal vector next to two succeeding larger vectors, i.e., $\left\|w_{i}\right\|_{2}$ is locally minimal and $\left\|w_{i-1}\right\|_{2}>\left\|w_{i}\right\|_{2}<\left\|w_{i+1}\right\|_{2}$ and $\left\|w_{i}\right\|_{2}<\left\|w_{i+2}\right\|_{2}$ or $\left\|w_{i+1}\right\|_{2}$ is locally minimal and $\left\|w_{i}\right\|_{2}>\left\|w_{i+1}\right\|_{2}<\left\|w_{i+2}\right\|_{2}$ and $\left\|w_{i+1}\right\|_{2}<\left\|w_{i+3}\right\|_{2}$.
2. The robot is at the boundary of a sequence of at least two locally minimal vectors, i.e., $\left\|w_{i-1}\right\|_{2}=\left\|w_{i}\right\|_{2}<\left\|w_{i+1}\right\|_{2}$ or $\left\|w_{i}\right\|_{2}>\left\|w_{i+1}\right\|_{2}=\left\|w_{i+2}\right\|_{2}$.

How to start run sequences? Robots with (joint) init states try every 9 rounds (counted with a light $\ell_{c}$ ) to start new run sequences. A robot $r_{i}$ with $\operatorname{init}\left(r_{i}\right)=$ true only starts a new run sequence if $\operatorname{run}\left(N_{i}(t)\right)=\emptyset$ to ensure sufficient distance between run sequences. The constant 9 is chosen to ensure that a robot (potentially) observes different run sequences in its neighborhoods each time it tries to start a new run sequence (since a robot can observe 9 robots including itself and each run sequences moves at least one robot forward per round). Additionally, $r_{i}$ only starts new run sequences provided $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2}>1$. Otherwise, it executes a merge. Given $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2}>1, r_{i}$ generates two new run sequences at its direct neighbors with opposite directions as follows: $r_{i}$ executes a shorten and generates two new run sequences $\kappa_{1}$ and $\kappa_{2}$ with $r\left(\kappa_{1}, t+1\right)=r_{i+1}$ and $r\left(\kappa_{2}, t+1\right)=r_{i-1}$. Two robots $r_{i}$ and $r_{i+1}$ with a joint init state proceed similarly: given $\left\|p_{i-1}(t)-p_{i+2}(t)\right\|_{2} \leq 2$, they directly execute a joint merge. Otherwise, $r_{i}$ and $r_{i+1}$ execute a joint shorten and induce two new run sequences at their direct neighbors with opposite directions. Observe that this procedure ensures that every vector assigned to a run sequence has a length of at least $\frac{1}{2}$.

### 6.3.3 Symmetric Protocol

Due to the patterns in Section 6.3.2, there is a set of configurations where no init state is generated. Intuitively, such configurations have no local criterion that identifies some robots as different from their neighbors, i.e., they are symmetric. We start by defining precisely the class of isogonal configurations in which no run sequence can be generated by our protocol. Afterward, we show how we can still gather such configurations. Intuitively, a configuration is isogonal if all angles have the same size and orientation and either all vectors have the same length or there are two alternating vector lengths. For some round $t$, the set of all vectors $w_{i}(t)$ describes a polygon denoted as the configuration polygon of round $t$. A configuration is then called an isogonal configuration in case its configuration polygon is isogonal. A polygon $P$ is isogonal if and only if for each pair of vertices, there is a symmetry of $P$ that maps the first onto the second [74]. Examples of such polygons can be seen in Figures 6.6 and 6.7. Grünbaum [74] classified the set of isogonal polygons. This set of polygons consists of the set of regular star polygons and polygons that can be obtained from them by a small translation of the vertices.

Definition 6.1 - [74]. The regular star polygon $\{n / d\}(n, d \in \mathbb{N}, d \leq n)$ is constructed as follows: Consider a circle $C$ and fix an arbitrary radius $R$ of $C$. Place $n$ points $A_{1}, \ldots, A_{n}$ such that $A_{j}$ is placed on $C$ and forms an angle of $\frac{2 \cdot \pi \cdot d}{n \cdot j}$ with $R$ and connect $A_{j}$ to $A_{j+1} \bmod n$ by a segment. A configuration is called a regular star configuration in case the configuration polygon is a regular star polygon.

Next, we describe, how isogonal polygons with two alternating edge lengths can be constructed out of regular star polygons. The construction is based on [74]. For $n$ odd, every isogonal polygon is a regular star polygon. For $n$ even, isogonal polygons that are not regular star polygons can be constructed as follows: Take any regular star polygon $\{n / d\}$ based on the circle $C$ of radius $R$. Now, choose a parameter $0<t<\frac{n}{2}$ and locate the vertex $A_{j}$ such that its angle to $R$ is $\frac{2 \pi}{n} \cdot\left(j \cdot d+(-1)^{j} \cdot t\right)$. Choosing $t=\frac{n}{2}$ yields the polygon $\{n / d\}$ again. Larger values for $t$ obtain the same polygons as in the interval $\left[0, \frac{n}{2}\right]$.


Figure 6.6: An isogonal configuration that has two alternating vector lengths and all angles are equal with $n=12$.


Figure 6.7: An isogonal configuration of which the configuration polygon is a regular star polygon $n=7$.

Movement. A robot $r_{i}$ moves according to the symmetric protocol if all $\alpha_{i}(t)$ in its neighborhood have the same size and orientation, either all vectors $w_{i}(t)$ have the same length or have two alternating lengths, $\operatorname{init}\left(N_{i}(t)\right)=\emptyset$ and $\operatorname{run}\left(N_{i}(t)\right)=\emptyset$. Then, $r_{i}$ performs one of the two following symmetrical operations. In case all vectors $w_{i}(t)$ have the same length, it performs a bisectoroperation. The purpose of the bisector-operation is to move all robots towards the center of the
surrounding circle. Otherwise (in the case of two alternating vector lengths), the robot executes a star-operation. The goal of the star-operation is to transform an isogonal configuration with two alternating vector lengths into a regular star configuration. Afterward, bisector-operations are executed.

Bisector-Operation \& Star-Operation. In the bisector-operation, a robot $r_{i}$ computes the angle bisector of vectors pointing to its direct neighbors (bisecting the angle of size less than $\pi$ ) and jumps to the point $p$ on the bisector such that $\left\|p_{i-1}(t)-p\right\|_{2}=\left\|p_{i+1}(t)-p\right\|_{2}=1$. If $\left\|p_{i}(t)-p\right\|_{2}>\frac{1}{5}$, the robot moves only a distance of $\frac{1}{5}$ towards $p$. Additionally, the star-operation works as follows: Let $C$ be the circle induced by $r_{i}$ 's neighborhood and $R$ its radius. If the diameter of $C$ is at most $2, r_{i}$ jumps to the midpoint of $C$. Otherwise, the robot $r_{i}$ observes the two circular arcs $L_{\alpha}=\alpha \cdot R$ and $L_{\beta}=\beta \cdot R$ connecting itself to its direct neighbors. The angles $\alpha$ and $\beta$ are the corresponding central angles measured from the radius $R_{i}$ connecting $r_{i}$ to the midpoint of $C$. Without loss of generality, we assume that $L_{\alpha}<L_{\beta}$. Then, $r_{i}$ jumps to the point on $L_{\beta}$ such that $L_{\alpha}$ is enlarged by $R \cdot((\beta-\alpha) / 4)$ and $L_{\beta}$ is shortened by the same value.

### 6.3.4 Combination

The asymmetric and symmetric protocols are executed in parallel. More precisely, robots whose neighborhoods fulfill the property of an isogonal configuration move according to the symmetric protocol, while others follow the asymmetric protocol. To ensure that the two protocols do not hinder each other, we need one additional rule: the exceptional generation of init states. Intuitively, if some robots follow the asymmetric protocol while others execute the symmetric protocol, there are borders at which a robot $r_{i}$ moves according to the symmetric protocol while its neighbor does not move at all (the neighbor cannot have a run state; otherwise $r_{i}$ would not move according to the symmetric protocol). At these borders, the length of the chain may increase. We use an additional visible state to prevent this from happening too often (implemented with the light $\ell_{\text {symm }}$ ). Robots that move according to the symmetric protocol store this via activating $\ell_{\text {symm }}$. If any robot detects in the next round that $\ell_{\text {symm }}$ is activated, but its local neighborhood does not fulfill the criterion of being an isogonal configuration, it concludes that the chain is not entirely symmetric. To ensure this does not occur again, the robot closest to the asymmetry is assigned an init state and thus adds a source of asymmetry to the chain. Note that this exceptional generation is not needed to find robots that start run sequences. Instead, the exceptional generation ensures that the symmetric operations are not executed too often in case the global configuration is asymmetric.

### 6.3.5 High-level Analysis

This section presents the main course of the analysis devoted to proving the following main theorem about the CC-HOPPER protocol under the $\mathcal{F}$ SYNC scheduler.

Theorem 6.1 For any initially connected closed chain of disoriented robots in the Euclidean plane with a viewing range of 4 and a connectivity range of 1, GATHERING can be solved with the CC-HOPPER protocol in $\mathcal{O}(n)$ epochs assuming the $\mathcal{F}$ SYNC scheduler and a light with a constant number of colors. The number of rounds is asymptotically optimal.

One of the crucial properties of the correctness of our protocol is that it maintains the connectivity of the chain. For the proof, we show that the operations of isolated run sequences, joint run pairs, and the operations of the symmetrical protocol do not break the connectivity as well as no other pattern of run states exists (for instance, a sequence of three neighboring robots having a run state).

Lemma 6.1 A configuration that is connected in round $t$ stays connected in round $t+1$.
The asymmetric protocol depends on the generation of run sequences. We prove that at least one pattern is fulfilled in every asymmetric configuration in which no robot has an init state.

Lemma 6.2 A configuration without any init state in round $t$ is either isogonal or at least one init state exists in round $t+1$.

The following lemma is crucial for the asymmetric protocol: Every run sequence that is started at robot $r_{i}$ will never visit $r_{i}$ again in the future. The run sequence either stops by a merge, a joint merge, a shorten, a joint shorten or it is stopped by a merge or a joint merge of a different run sequence. Consequently, a run sequence cannot execute $n$ succeeding hops or joint hops.

Lemma 6.3 A run sequence does not visit the same robot twice.

Next, we count the number of run sequences needed to gather all robots on a single point. Lemma 6.3 states that each run sequence stops either by a shorten, joint shorten, merge or joint merge or it is stopped via a merge or joint merge of a different run sequence. There can be at most $n-1$ merges and joint merges. To count the number of shortens and joint shortens, we consider two cases: Either the two vectors involved in a shorten have both a length of at least $\frac{1}{2}$ or one vector is smaller, and the other one is larger than $\frac{1}{2}$ (the case that both vectors are smaller than $\frac{1}{2}$ would lead to a merge). Due to the threshold of $\frac{7}{8} \pi$, we can prove that the chain length reduces by at least a constant in case both vectors have a length of at least $\frac{1}{2}$. If one vector is smaller and the other larger than $\frac{1}{2}$, the chain length does not necessarily decrease by a constant. Instead, the smaller vector increases and has a length of at least $\frac{1}{2}$ afterward. Hence, either the chain length or the number of small vectors decreases. New small vectors can only be created upon the execution of merge, joint merges, star-operations or bisector-operations. For each of the mentioned operations, we can prove that it is only executed a linear number of times. We conclude that a linear number of run sequences is needed to gather all robots on a single point.

Lemma 6.4 At most $143 n$ run sequences are required to gather all robots.

To conclude a final runtime for the asymmetric protocol, we need to prove that sufficiently many run sequences are generated. We apply a witness argument. Consider an init state. Each 9 rounds, this state either creates a new run sequence or observes other run sequences in its neighborhood and waits. This way, we can count each 9 rounds a new run sequence: Either the robot with the init state starts a new run sequence or it waits because of a different run sequence. Since a robot can observe 9 neighbors, we count a new run sequence after 9 rounds. Roughly said, we can prove that in $k$ rounds $\approx \frac{k}{9}$ run sequences exist. This holds until the init state is removed due to a merge or joint merge. Afterward, we can continue counting at the next init state in the direction of the run sequence causing the merge or joint merge.

Lemma 6.5 A configuration that does not become isogonal gathers after at most $5129 n$ rounds.

It remains to prove a linear runtime for the symmetric protocol. The symmetric protocol consists of two parts: First, an isogonal configuration is transformed into a regular star configuration, and afterward, the robots move towards the center of the surrounding circle. The transformation to a regular star configuration requires a single round in which all robots execute a star-operation.

Lemma 6.6 If the configuration is isogonal but not a regular star configuration in round $t$, the configuration is a regular star configuration in round $t+1$.

To prove a linear runtime for regular star configurations, we analyze the runtime for the regular polygon $\{n / 1\}$. In all other regular star configurations, the inner angles are smaller; thus, the robots can move larger distances towards the center of the surrounding circle. We use the radius of the circumcircle as a progress measure. Although the radius decreases very slowly initially, it decreases by a constant in every round after a linear number of rounds. The linear runtime follows.

Lemma 6.7 Regular star configurations gather in at most $30 n$ rounds.

### 6.3.6 Detailed Analysis

Next, we present the detailed analysis of the CC-HOPPER protocol. Section 6.3.6.1 contains a detailed proof that all operations maintain the connectivity of the chain. Afterward, Section 6.3.6.2 deals with the analysis of the asymmetric protocol, and Section 6.3.6.3 analyses the protocol for isogonal configurations.

### 6.3.6.1 Connectivity

We first prove that the individual movement operations do not violate the connectivity of the chain.
Lemma 6.8 The movement operations of isolated run sequences and joint run pairs keep the chain connected.

Proof. A robot $r_{i}$ executes only a merge if $\|\left(p_{i-1}(t)-p_{i+1}(t) \|_{2} \leq 1\right.$. Since $r_{i}$ moves either to $p_{i-1}(t)$ or to $p_{i+1}(t)$ (depending on the direction of the run sequence) and neither $r_{i-1}$ nor $r_{i+1}$ move in the same round, the chain remains connected.

Consider a robot $r_{i}$ that executes a shorten. It moves to the midpoint between its neighbors, more formally $p_{i}(t+1)=\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)$. Since the configuration is connected in round $t$, it holds $\left\|p_{i-1}(t)-p_{i+1}(t)\right\|_{2} \leq 2$ and thus it follows $\left\|p_{i-1}(t+1)-p_{i}(t+1)\right\|_{2} \leq 1$ and $\| p_{i}(t+1)-$ $p_{i+1}(t+1) \|_{2} \leq 1$ as $p_{i-1}(t+1)=p_{i-1}(t)$ and $p_{i+1}(t+1)=p_{i+1}(t)$.

Now, suppose $r_{i}$ executes a hop in the direction of $r_{i+1}$. The hop exchanges the vectors $w_{i}(t)$ and $w_{i+1}(t)$. Since both vectors have a length of at most 1 , the connectivity is ensured in round $t+1$. The arguments for a joint merge, joint shorten and joint hop are analogous.

Lemma 6.9 Star-operations and bisector-operations keep the chain connected.

Proof. For bisector-operations, this follows directly from the definition: two neighboring robots that execute a bisector-operation jump towards the center of the same circle, and thus their distance decreases. If a robot executes a bisector-operation while its neighbor does not move, the bisectoroperation ensures by definition that their distance is at most 1 in the next round. Other cases cannot occur: Since bisector-operations are only executed in case no run sequence is visible in the neighborhood of a robot, it cannot happen that a neighbor executes a different operation. Thus, bisector-operations maintain the connectivity of the chain.

The last arguments also apply to the star-operation. A robot only executes a star-operation if its neighbors also execute a star-operation or do not move at all. Suppose two neighboring robots execute a star-operation. In round $t$ they are connected via a circular arc $L_{\alpha}=\alpha \cdot r$ or $L_{\beta}=\beta \cdot r$, where $r$ denotes the radius of the circumcircle of the neighborhood. Assume that $\alpha<\beta$. If the robots are connected with $L_{\beta}$, the robots move closer to each other and maintain connectivity. Otherwise, they move away from each other, but the new circular arc connecting the two robots is $L_{\alpha}+r \cdot\left(\frac{\beta-\alpha}{2}\right)$ which is less than $L_{\beta}$. Hence, the two neighboring have a distance of at most 1 in the next round.

Next, we prove that either isolated run sequences or joint run pairs exist. For that, we show that it is impossible that other patterns of run states exist. The next lemma focuses on the generation of new run sequences.

Lemma 6.10 In every round $t$, there exists no sequence of neighboring robots of length at least 3 , all having an init state.

Proof. Robots that already have neighbors with an init state do not generate new ones. Thus, we only have to look at sequences of robots in which no robot has an init state and show that a pattern is fulfilled for at most two neighbors. First, consider the angle patterns. Suppose for a robot $r_{i}$ the first angle pattern is fulfilled (the argumentation for the second angle pattern is analogous because it describes the mirrored version.) Thus, it holds, $\alpha_{i-1}(t)>\alpha_{i}(t) \leq \alpha_{i+1}(t)$. For $r_{i-1}$, no angle pattern can hold because $\alpha_{i-1}(t)$ is no local minimum. Additionally, $r_{i-1}$ does not check any further patterns because $\alpha_{i-1}(t) \neq \alpha_{i}(t)$ and hence no full symmetry is given. The only case in which an angle pattern for $r_{i+1}$ can be fulfilled is the case that $\alpha_{i}(t)=\alpha_{i+1}(t)$. If $\alpha_{i+1}(t) \geq \alpha_{i+2}(t)$, no pattern for $r_{i+1}$ holds, since $\alpha_{i+1}(t)$ is either no local minimum or $\alpha_{i}(t)=\alpha_{i+1}(t)=\alpha_{i+2}(t)$. Thus, the only case that a pattern for both $r_{i}$ and $r_{i+1}$ holds is the case that $\alpha_{i-1}(t)>\alpha_{i}(t)=\alpha_{i+1}(t)<\alpha_{i+2}(t)$. Since $\alpha_{i+2}(t)$ is also no local minimum, no pattern for $r_{i+2}$ holds. As a consequence, an angle pattern for both $r_{i}$ and $r_{i+1}$ may be fulfilled, but then, neither $r_{i-1}$ nor $r_{i+2}$ fulfills a pattern.

We continue with the orientation patterns. There are two classes of orientation patterns; we start with the first class. Assume that for $r_{i}$, an orientation pattern is fulfilled. Thus, it holds $\operatorname{sgn}\left(\alpha_{i-1}(t)\right)=\operatorname{sgn}\left(\alpha_{i+1}(t)\right)=\operatorname{sgn}\left(\alpha_{i+2}(t)\right) \neq \operatorname{sgn}\left(\alpha_{i}(t)\right)$ (the other pattern in this class is a mirrored version and the same argumentation can be applied). No orientation pattern of the first class is fulfilled for $r_{i+1}$ because the neighboring angles have a different orientation. Additionally, no pattern of the second class can be fulfilled, because $\operatorname{sgn}\left(\alpha_{i}(t)\right) \neq \operatorname{sgn}\left(\alpha_{i-1}(t)\right)$. For $r_{i-1}$ no pattern of the second class can be fulfilled because $\operatorname{sgn}\left(\alpha_{i}(t)\right) \neq \operatorname{sgn}\left(\alpha_{i+1}(t)\right)$. A pattern of the first class can only be fulfilled if $\operatorname{sgn}\left(\alpha_{i-3}(t)\right)=\operatorname{sgn}\left(\alpha_{i-2}(t)\right)=\operatorname{sgn}\left(\alpha_{i}(t)\right)$. In this case, no pattern for $r_{i-2}$ can be fulfilled because its neighboring angles have a different orientation, and it is not located at the boundary of two sequences of angular orientations of the length of at least two. Hence, a pattern for $r_{i}$ and $r_{i-1}$ may be fulfilled but then neither a pattern for $r_{i-2}$ nor for $r_{i+1}$ is fulfilled.

Lastly, we consider the vector length patterns. Suppose that a vector length pattern is fulfilled for $r_{i}$. We give the arguments for the first class; the second class is analogous. Arguments for the third class are given afterward. Assume that the first vector pattern is fulfilled for $r_{i}$ and thus $\left\|w_{i}(t)\right\|_{2}$ is locally minimal and $\left\|w_{i-1}(t)\right\|_{2}>\left\|w_{i}(t)\right\|_{2}<\left\|w_{i+1}(t)\right\|_{2}$ and $\left\|w_{i}(t)\right\|_{2}<\left\|w_{i+2}(t)\right\|_{2}$. In this case, no pattern can be fulfilled for $r_{i+1}$ because $\left\|w_{i+1}(t)\right\|_{2}$ and $\left\|w_{i+2}(t)\right\|_{2}$ are not locally minimal ( $\left\|w_{i}(t)\right\|_{2}$ is smaller). For $r_{i-1}$ at most the second pattern can be fulfilled (because $\left\|w_{i-1}(t)\right\|_{2}$ is not locally minimal. The second pattern can only be fulfilled if $\left\|w_{i-2}(t)\right\|_{2}>\left\|w_{i}(t)\right\|_{2}$. In this case, no pattern for $r_{i-2}$ can hold because neither $\left\|w_{i-2}(t)\right\|_{2}$ nor $\left\|w_{i-1}(t)\right\|_{2}$ are locally minimal. Thus, a pattern for $r_{i-1}$ and $r_{i}$ can be fulfilled, but no patterns for $r_{i-2}$ and $r_{i+1}$. The arguments for the second class are analogous.

Now, suppose that the third pattern is fulfilled for a robot $r_{i}$. Thus, it holds $\left\|w_{i-1}(t)\right\|_{2}=$ $\left\|w_{i}(t)\right\|_{2}<\left\|w_{i+1}(t)\right\|_{2}$ (the arguments for the other pattern are analogous because it describes the mirrored version). In this case, no vector pattern holds for $r_{i-1}$ since both neighboring vectors have the same length. For $r_{i+1}$, the third pattern can be fulfilled. It must hold $\left\|w_{i+2}(t)\right\|_{2}=\left\|w_{i+3}(t)\right\|_{2}<$ $\left\|w_{i+1}(t)\right\|_{2}$. However, the third pattern cannot hold for $r_{i+2}$ because both neighboring vectors have the same length. In addition, neither the first nor the second pattern can hold for $r_{i-1}$ and $r_{i+1}$ (due to the definition of the third pattern) and thus both $r_{i}$ and $r_{i+1}$ can generate an init state but neither $r_{i-1}$ nor $r_{i+2}$.

In the following, we define undesired patterns of run states formally.
Definition 6.2 Three run states are called a prohibited run sequence if the three run states are located at three directly neighboring robots.

Definition 6.3 Consider two run sequences $\kappa_{1}$ and $\kappa_{2}$. Two run sequences $\kappa_{1}, \kappa_{2}$ are called an opposite conflicting run pair in case $r\left(\kappa_{1}, t\right)$ and $r\left(\kappa_{2}, t\right)$ are direct neighbors and $r\left(\kappa_{1}, t+\right.$ $1) \neq r\left(\kappa_{2}, t\right)$ and $r\left(\kappa_{2}, t+1\right) \neq r\left(\kappa_{1}, t\right)$. Two run sequences $\kappa_{1}, \kappa_{2}$ are called a uni-directional conflicting run pair in case $r\left(\kappa_{1}, t+1\right)=r\left(\kappa_{2}, t\right)$ and $r\left(\kappa_{2}, t+1\right) \neq r\left(\kappa_{1}, t\right)$ or vice versa.

Definition 6.4 A configuration is called to be run sequence-valid in round $t$ if neither a prohibited run sequence nor a conflicting run pair exists.

We aim to show that a configuration always remains run sequence-valid. To do so, we state the following auxiliary lemma.

Lemma 6.11 Consider a run sequence-valid configuration in round $t$ with a joint run pair of run sequences $\kappa_{1}$ and $\kappa_{2}$ with $r\left(\kappa_{1}, t\right)=r_{i}$ and $r\left(\kappa_{2}, t\right)=r_{i+1}$. Suppose the robots execute a joint hop. Then, $\operatorname{run}\left(r_{i}, t+1\right)=\operatorname{run}\left(r_{i+1}, t+1\right)=$ false .

Proof. Since the configuration is run sequence-valid, $\operatorname{run}\left(r_{i-1}, t\right)=\operatorname{run}\left(r_{i+2}, t\right)=$ false. As the robots execute a joint hop it holds $r\left(\kappa_{1}, t+1\right)=r_{i+2}$ and $r\left(\kappa_{2}, t+1\right)=r_{i-1}$. Thus, it can only happen that run sequences different from $\kappa_{1}$ and $\kappa_{2}$ are located at $r_{i}$ or $r_{i+1}$ in round $t+1$. Next, we argue that this is impossible. We prove that no run sequence $\kappa_{3}$ that is located at a robot with an index larger than $i+2$ can be located at $r_{i}$ or $r_{i+1}$, the arguments for run sequences located at robots with smaller indices are analogous. Assume that there exists an isolated run sequence $\kappa_{3}$ with $r\left(\kappa_{3}, t\right)=r_{i+3}$. Depending on its direction it either holds $r\left(\kappa_{3}, t+1\right)=r_{i+4}$ or $r\left(\kappa_{3}, t+1\right)=r_{i+2}$. It follows that $\kappa_{3}$ cannot be located at $r_{i+1}$ or $r_{i}$. Similar arguments hold for isolated run sequences located at robots with larger indices. Now, assume that there is a joint run pair $\kappa_{3}$ and $\kappa_{4}$ with $r\left(\kappa_{3}, t\right)=r_{i+3}$ and $r\left(\kappa_{4}, t\right)=r_{i+4}$. It holds $r\left(\kappa_{3}, t+1\right)=r_{i+5}$ and $r\left(\kappa_{4}, t+1\right)=r_{i+2}$. Again, the same arguments hold for joint run pairs located at robots with higher indices. It follows that $\operatorname{run}\left(r_{i}, t+1\right)=\operatorname{run}\left(r_{i+1}, t+1\right)=$ false .

Lemma 6.12 A configuration that is run sequence-valid in round $t$ is also run sequence-valid in round $t+1$.

Proof. Lemma 6.10 states that starting of new run sequences always ensures that no prohibited run sequence exists. Beyond that, a merge or a joint merge stops all run sequences in its neighborhood such that run sequences do not come too close such that these operations also ensure that no prohibited run sequence exists. Shortens and joint shortens stop the involved run sequences and do not change the number of robots in the chain. Hence, no prohibited run sequences can be generated. Hops are only executed by isolated run sequences and continue in their direction and thus can also not create prohibited run sequences. The only operation we have to consider in more detail is the joint hop because the involved run sequences skip the next robot in their direction and move to the next but one robot. Let $\kappa_{1}$ and $\kappa_{2}$ denote a joint run pair with $r\left(\kappa_{1}, t\right)=r_{i}$ and $r\left(\kappa_{2}, t\right)=r_{i+1}$. By the definition of a joint run pair it holds $\operatorname{run}\left(r_{i-1}, t\right)=\operatorname{run}\left(r_{i+2}, t\right)=$ false. Moreover, Lemma 6.11 states that $\operatorname{run}\left(r_{i}, t+1\right)=\operatorname{run}\left(r_{i+1}, t+1\right)=$ false. In the following, we prove that $\kappa_{1}$ is not part of a prohibited run sequence in round $t+1$; the arguments for $\kappa_{2}$ are analogous. By definition, it holds $r\left(\kappa_{1}, t+1\right)=r_{i+2}$. Lemma 6.11 gives us also that a prohibited run sequence cannot be generated by a joint run pair located at $r_{i+3}$ and $r_{i+4}$ or $r_{i+4}$ and $r_{i+5}$ since in both cases no run sequences is located at $r_{i+4}$ in round $t+1$. Joint run pairs with larger indices are too far away to generate a prohibited run sequence.

This cannot happen by isolated run sequences because no neighboring robots have run states, and they move to the next. Hence, no prohibited run sequence can exist in round $t+1$.

Next, we argue that no conflicting run pair exists in round $t+1$. The start of new run sequences never creates new conflicting run pairs. Thus, if an opposite or a conflicting run pair exists in round $t+1$, both involved run sequences have already existed in round $t$. Consider a uni-directional run pair at round $t+1$. In round $t$, both run sequences must have had a distance of at least 2 (one robot without a run state in between). The distance between the two robots can only decrease based on a merge or a joint hop. A merge stops all run sequences in the neighborhood and cannot create such a run pair. A joint hop can also not create a uni-directional run pair since the configuration has
been run sequence-valid in round $t$ and both neighboring robots have not had a run state. Thus, no uni-directional run pair can exist in round $t+1$.

Assume now that an opposite run pair exists at round $t+1$. This can only be the case if the two run sequences have been heading towards each other in round $t$. However, joint hops, joint shortens and joint merges ensure that no opposite run pair exists in round $t+1$. Hence, the configuration remains run sequence-valid.

Finally, we conclude that the connectivity is always maintained.
Lemma 6.1 A configuration that is connected in round $t$ stays connected in round $t+1$.
Proof. By Lemma 6.12 it holds that only isolated run sequences or joint run pairs exist (or no run sequence at all). Lemma 6.8 states that isolated run sequence and joint run pairs keep the connectivity of the chain and by Lemma 6.9 this also holds for all operations of the symmetric protocol. The lemma follows.

### 6.3.6.2 Asymmetric Case

For the asymmetric case, we start by proving that in every asymmetric configuration, at least one init state exists.

Lemma 6.2 A configuration without any init state in round $t$ is either isogonal or at least one init state exists in round $t+1$.

Proof. Assume that the configuration is not isogonal. Now, suppose that not all angles $\alpha_{i}(t)$ are identical and consider the globally minimal angle $\alpha_{\text {min }}(t)$ at the robot $r_{\text {min }}$ (or any of them if the angle is not unique). The robot $r_{\text {min }}$ generates an init state if at least one of the neighboring angles is larger. Since $\alpha_{\text {min }}(t)$ is minimal, the only situation in which $r_{\text {min }}$ does not generate an init state is that $\alpha_{\text {min }-1}(t)=\alpha_{\text {min }}(t)=\alpha_{\text {min }+1}(t)$. In this case, follow the chain in any direction until a robot $r_{\text {min }}^{\prime}$ is reached such that the next robot has a larger angle. This robot exists since we have assumed that not all angles are identical. For this robot, an angle pattern is fulfilled. Consequently, given a configuration in which not all angles are identical, at least one init state is generated.

Next, we consider that all angles are identical, but not all have the same orientation. Observe first that the chain must contain two more angles of one orientation than the other because the chain is closed. This implies that the orientations cannot be alternating along the entire chain, and it also cannot happen that alternating sequences of two angular orientations exist. More formally, the chain cannot consist only of the following two sequences:

1. $\operatorname{sgn}_{i}\left(\alpha_{i}\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i+1}\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i+2}\right), \ldots$
2. $\operatorname{sgn}_{i}\left(\alpha_{i}\right)=\operatorname{sgn}_{i}\left(\alpha_{i+1}\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i+2}\right)=\operatorname{sgn}_{i}\left(\alpha_{i+3}\right) \neq \operatorname{sgn}_{i}\left(\alpha_{i+4}\right), \ldots$

As a consequence, at least one of the orientation patterns must be fulfilled: Either there exists a sequence of at least three angles with the same orientation, and a pattern is fulfilled at the boundary of the sequence, or there exists a robot $r_{i}$ that lies between three angles with a different orientation than $\alpha_{i}(t)$. Hence, given that all angles have the same size but not the same orientation, there must be at least one fulfilled orientation pattern.

Lastly, we take a look at the vector length patterns. Now, we assume that all angles in the chain have the same size and orientation. Since we assume that the configuration is not isogonal, not all vectors can have the same length, and it also cannot be the case that there exist only two different vector lengths that are alternating along the chain. Consider the vector of global minimal length $w_{\min }$ (or any of them if the length is not unique). Two cases can occur: Either a sequence of at least two neighboring vectors of length $\left\|w_{\text {min }}\right\|_{2}$ exists. At the end of such a sequence, the third vector pattern is fulfilled. In case no such sequence exists, all vectors having the length of $\left\|w_{\text {min }}\right\|_{2}$ have larger direct neighbors. Since the configuration is not isogonal, there must be a vector of length $\left\|w_{\text {min }}\right\|_{2}$ such that the direct neighboring vectors are larger and at least one of the next but one vector is also larger (otherwise, the configuration is isogonal with two alternating vector
lengths). In such a robot, the first or second pattern is fulfilled. All in all, we have proven that for configurations that are not isogonal, at least one pattern is fulfilled.

Next, we count the number of occurrences of shortens, joint shortens, merges and joint merges until all robots are gathered. Since each merge and joint merge reduces the number of robots in the chain, the following lemma trivially holds.

Lemma 6.14 There are at most $n-1$ merges and joint merges.
There are two types of occurrences of shortens. Either both involved vectors have a length of at least $\frac{1}{2}$ or one vector is larger than $\frac{1}{2}$ while the other one is shorter. We prove that the chain length decreases by a constant in the first case. The second case reduces the number of vectors of length less than $\frac{1}{2}$ in the chain. The following two lemmas can be derived from lemmas we have seen in the context of the Chain-Formation problem in Chapter 5. More precisely, the lemmas can be derived from Lemma 5.2 by choosing $\varepsilon=\frac{2}{\sqrt{2+\sqrt{2+\sqrt{2}}}}-1$, such that $2 \cdot \sin ^{-1}\left(\frac{1}{1+\varepsilon}\right)=\frac{7}{8} \pi$.

Lemma 6.15 Assume an isolated run sequence $\kappa$ with $r(\kappa, t)=r_{i}$ and $r(\kappa, t+1)$ executes a shorten and both $\left\|w_{i}(t)\right\|_{2} \geq \frac{1}{2}$ and $\left\|w_{i+1}(t)\right\|_{2} \geq \frac{1}{2}$. Then $L(t+1) \leq L(t)-0.019$.

Joint shortens are different in the sense that every joint shorten reduces the length of the chain by at least a constant. This holds because every run vector has a length of at least $\frac{1}{2}$ and thus, two involved vectors in the joint shorten have a length of at least $\frac{1}{2}$.

Lemma 6.16 Assume that a joint run pair executes a joint shorten in round $t$. Then, $L(t+1) \leq$ $L(t)-0.019$.

Next, we count the total number of shortens in which both involved vectors have a length of at least $\frac{1}{2}$ and joint shortens. We have to take care that different operations might increase the chain length here. However, this can only happen in a single case: A robot executes a bisector-operation while its neighbor does not move. The exceptional generation of init states ensures that this happens at most $n$ times.

Lemma 6.17 There are at most $\frac{n \cdot\left(1+\frac{1}{5}\right)}{0.019}$ executions of shortens and joint shortens in which both involved vectors have a length of at least $\frac{1}{2}$.

Proof. There is only one case in which $L(t)$ can increase: If a robot executes a bisector-operation while its direct neighbor does not. Since the maximal distance moved in a bisector-operation is $\frac{1}{5}, L(t)$ can increase by at most $\frac{1}{5}$ in this case. This, however, can happen at most $n$ times. To see this, observe that if a robot $r_{i}$ executes a bisector-operation in round $t$ and one of its neighbors does not, $\operatorname{init}\left(r_{i}\right)=$ true in round $t+1$. The robot $r_{i}$ will not execute any further bisector-operation until it executes a merge since an init state in the neighborhood of a robot prevents the robot from executing a bisector-operation and the init state is only removed after a merge, Thus, such a case can happen for at most $n$ times and thus, $L(t)$ is upper bounded by $n \cdot\left(1+\frac{1}{5}\right)$. Lemmata 6.15 and 6.16 state that each shorten in which both involved vectors have a length of at least $\frac{1}{2}$ and each joint shorten decrease the length of the chain by at least 0.019 . Consequently, the total number of such operations can be upper bounded by $\frac{n \cdot\left(1+\frac{1}{5}\right)}{0.019}$.

To count the total number of shortens required to gather all robots, we count the number of shortens in which one vector has a length of at most $\frac{1}{2}$ as the last step.

Lemma 6.18 There are at most $4 n$ executions of shortens such that one of the participating vectors has a length less than $\frac{1}{2}$.

Proof. There are at most $n$ vectors of length at most $\frac{1}{2}$ in the beginning. Every shorten in which one vector of size at most $\frac{1}{2}$ and the other vector of length at least $\frac{1}{2}$ is involved increases the length of the smaller vector to at least $\frac{1}{2}$. The only way to create new vectors of length less than $\frac{1}{2}$ is via a merge, a joint merge, a bisector-operation or a star-operation. Merges and joint merges are executed at most $n$ times and thus at most $n$ vectors of length less than $\frac{1}{2}$ can be generated.

In the following, we consider the bisector-operation and the star-operation. A robot may execute a bisector-operation or a star-operation while its neighbor does not. In this case, the robot generates a new init state. Thus, this happens at most $n$ times since init states prevent the robots in the neighborhood from executing bisector-operations or star-operations and an init state is only removed after a merge. Therefore, at most $n$ vectors of length less than $\frac{1}{2}$ can be created by bisector-operations or star-operations if a neighboring robot does not execute the same operation.

It remains to consider that a robot and its direct neighbors execute a bisector-operation and a star-operation. Consider now the bisector-operation. This operation only takes place at a robot $r_{i}$ in case $\left\|w_{i-1}(t)\right\|_{2}=\left\|w_{i}(t)\right\|_{2}=\left\|w_{i+1}(t)\right\|_{2}=\left\|w_{i+2}(t)\right\|_{2}$. Assume now that $\left\|w_{i}(t)\right\|_{2}>\frac{1}{2}$. Thus, in case $\left\|w_{i}(t+1)\right\|_{2} \leq \frac{1}{2}$ it also holds $\left\|w_{i+1}(t+1)\right\|_{2} \leq \frac{1}{2}$. If the configuration is completely isogonal, then no shorten will be executed at $r_{i}$ anymore, or some parts of the chain still generate run sequences. In the latter case, $r_{i}$ (and maybe also $r_{i-1}$ and $r_{i+1}$ ) can execute a merge (since $\left\|p_{i-1}(t+1)-p_{i+1}(t+1)\right\|_{2} \leq 1$ as $\left\|w_{i}(t+1)\right\|_{2} \leq \frac{1}{2}$ and $\left.\left\|w_{i+1}(t+1)\right\|_{2} \leq \frac{1}{2}\right)$ such that the next run sequence that comes close either executes a merge at $r_{i-1}, r_{i}$ or $r_{i+1}$. Thus, also this case can happen at most $n$ times such that at most $2 n$ vectors of length at most $\frac{1}{2}$ can be generated of which at most $n$ can be part of a future shorten.

Similar arguments apply for the star-operation: If both $\left\|w_{i}(t+1)\right\|_{2}<\frac{1}{2}$ and $\left\|w_{i+1}(t+1)\right\|_{2}<\frac{1}{2}$ after the star-operation at least one of them had a length of less than $\frac{1}{2}$ in round $t$. Hence, at most one vector of length less than $\frac{1}{2}$ can be generated by a star-operation. However, the same arguments as for the bisector-operation hold now: $r_{i}$ (and maybe also $r_{i-1}$ and $r_{i+1}$ ) can execute a merge (since $\left\|p_{i-1}(t+1)-p_{i+1}(t+1)\right\|_{2} \leq 1$ as $\left\|w_{i}(t+1)\right\|_{2} \leq \frac{1}{2}$ and $\left.\left\|w_{i+1}(t+1)\right\|_{2} \leq \frac{1}{2}\right)$ such that the next run sequence that comes close either executes a merge at $r_{i-1}, r_{i}$ or $r_{i+1}$. Thus, before $r_{i}$ can generate a further vector of length at most $\frac{1}{2}$ via a further star-operation, either $r_{i-1}, r_{i}$ or $r_{i+1}$ execute a merge such that this can happen also at most $n$ times.

In total, we obtain at most $4 n$ shortens in which one participating vector has a length of at most $\frac{1}{2}: n$ initial vectors that can have a length of at most $\frac{1}{2}, n$ vectors that can be generated via merges, $n$ vectors that can be generated via star-operations and $n$ vectors that can be generated via bisector-operations.

Next, we prove that every run sequence is stopped after at most $n$ rounds. More precisely, no run sequence visits the same robot twice. For the proof, we state some auxiliary lemmata that analyze how the position of a robot changes in a global coordinate system based on the movement operations of the protocol. We use the notation $w_{i}(t)=\left(x_{i}(t), y_{i}(t)\right)$ to describe the components of a vector $w_{i}(t)$.

Lemma 6.19 Assume that a robot $r_{i}$ executes a merge or a joint merge in round $t$. Then, $y_{i}(t+1) \geq y_{i}(t)-1$.

Proof. Consider a run sequence $\kappa$ with $r(\kappa, t)=r_{i}$ and $r(\kappa, t+1)=r_{i+1}$. In the worst case, it holds $\alpha_{i}(t)=0$ and $y_{i+1}(t)=y_{i}(t)-1$ such that $r_{i}$ moves to the position of $r_{i+1}$ and executes a merge there. In a joint merge, the distance is even less since the robots merge in the midpoint between their neighbors.

Lemma 6.20 Assume that a robot $r_{i}$ executes a shorten or a joint shorten in round $t$. Then, $y_{i}(t+1) \geq y_{i}(t)-\frac{\sqrt{3}}{2}$.

Proof. Observe first that $\alpha_{i}(t)>\frac{\pi}{3}$, otherwise a merge can be executed. Thus, to maximize the distance covered in the vertical direction, consider the three involved robots to be the vertices of an equilateral triangle with a side length of 1 . The height of this triangle is $\frac{\sqrt{3}}{2}$. Thus, $y_{i}(t+1) \geq$ $y_{i}(t)-\frac{\sqrt{3}}{2}$. The same holds for a joint shorten.

Lemma 6.21 Assume that a robot $r_{i}$ executes a hop or a joint hop in round $t$. Then, $y_{i}(t+1) \geq$ $y_{i}(t)-\frac{1}{2}$.

Proof. Observe first that every run vector has a length of at least $\frac{1}{2}$. Otherwise, the robot that initiated the run sequence would have immediately executed a merge. Assume now that $r_{i}$ has a run state of run sequence $\kappa$ with $r(\kappa, t+1)=r_{i+1}$ and $r_{i}$ executes a hop. The largest distance to cover in vertical direction for $r_{i}$ is $\frac{1}{2}$, in case $\left\|v_{\kappa}\right\|_{2}=\frac{1}{2}$ and $y_{i+1}(t)=y_{i}(t)-1$. Larger vectors $v_{\kappa}$ lead to a smaller distance moved in the vertical direction, in case $\left\|v_{\kappa}\right\|_{2}>\left\|w_{i+1}(t)\right\|_{2}, r_{i}$ moves even upwards. Smaller vectors $w_{i}(t+1)$ have the same effect. Thus, $y_{i}(t+1) \geq y_{i}(t)-\frac{1}{2}$. The same holds for a joint hop.

Lemma 6.3 A run sequence does not visit the same robot twice.

Proof. Assume that the robot $r_{i}$ starts two run sequences $\kappa_{1}$ and $\kappa_{2}$ in round $t_{0}$. In round $t_{0}+1, r_{i}$ is located on the midpoint between $r_{i-1}$ and $r_{i+1}$. Without loss of generality, we assume that $r_{i}$ is located in the origin of a global coordinate system with $r_{i+1}$ to be located on the $y$-axis above $r_{i}$ and $r_{i-1}$ to be located on the $y$-axis below $r_{i}$. The two run vectors are denoted as $v_{\kappa_{1}}=w_{i+1}\left(t_{0}+1\right)$ and $v_{\kappa_{2}}=-w_{i}\left(t_{0}+1\right)$ with $v_{\kappa_{1}}=-v_{\kappa_{2}}$. We prove exemplary for $\kappa_{2}$ that it stops before reaching $r_{i}$ again. The arguments for $\kappa_{1}$ are analogous.

Suppose $\kappa_{2}$ does not stop due to a shorten, joint shorten, a merge or a joint merge. This implies that $\kappa_{2}$ can only execute hops or joint hops in every round. Consider a round $t^{\prime}$ with $r\left(\kappa_{2}, t^{\prime}\right)=r_{j}$ and $r\left(\kappa_{2}, t^{\prime}+1\right)=r_{j-1}$. If $r_{j}$ executes a hop or joint hop, it holds $\alpha_{j}(t)>\frac{7}{8} \pi$. Thus, $y_{j-1}\left(t^{\prime}\right)<y_{j}\left(t^{\prime}\right)$. Since this holds for every hop and joint hop executed by $\kappa_{2}$ it also holds $y_{j-1}\left(t^{\prime}\right)<y_{i}(t)=0$.

We now bound $y_{\mathcal{K}_{2}}\left(t^{\prime}+2\right)$ : Since only hops are performed, it must hold that the length of the next two vectors together is at least 1 (otherwise, the run sequence stops, and a merge is executed). It follows that $y_{\kappa_{2}}\left(t^{\prime}+2\right) \leq y_{\kappa_{2}}\left(t^{\prime}\right)-\cos \left(\frac{\pi}{8}\right)=y_{\kappa_{2}}\left(t^{\prime}\right)-\frac{\sqrt{2+\sqrt{2}}}{2}$. Thus, in every second round $y_{\kappa_{2}}(t)$ decreases by at least $\frac{\sqrt{2+\sqrt{2}}}{2}$.

We now compare the movements of $r_{i}$ : At the same time, $r_{i}$ can at most execute every second round of an operation based on a run sequence (since run sequences have a distance of 2). In case of shortens or joint shortens, $y_{i}(t) \geq y_{i}(t)-\frac{\sqrt{3}}{2}>y_{i}(t)-\frac{\sqrt{2+\sqrt{2}}}{2}$ (Lemma 6.20). In case of hops or joint hops, $y_{i}(t) \geq y_{i}(t)-\frac{1}{2}>y_{i}(t)-\frac{\sqrt{2+\sqrt{2}}}{2}\left(\right.$ Lemma 6.21). Thus, in case $r_{i}$ executes shortens, joint shortens, hops or joint hops, $\left\|y_{i}(t)-y_{\kappa_{2}}(t)\right\|_{2}$ decreases every second round by a constant. The same holds for bisector-operations and star-operations: By its definition, $y_{i}(t+1) \geq y_{i}(t)-\frac{1}{5}$ in case of a bisector-operation. For a star-operation it holds $y_{i}(t+1) \geq y_{i}(t)-\frac{1}{2}$ (since a robot jumps to the midpoint of two circular arcs). However, no two consecutive star-operations can be executed since either the configuration is a regular star afterward or the robot detects the asymmetry and does not execute a further star-operation (and generates an init state instead). As a consequence, also in case of bisector-operations and star-operations, $\left\|y_{i}(t)-y_{\kappa_{2}}(t)\right\|_{2}$ decreases by a constant.

It remains to argue about merges and joint merges. It can happen that $y_{i}(t)$ decreases by 1 (Lemma 6.19). However, since all run sequences in the distance 4 are stopped, no further run
sequence in the neighborhood of $r_{i}$ is started within the next 4 rounds; this can at most happen every fourth round. In the same time, however, $y_{k_{2}}(t)$ decreases by at least $2 \cdot \frac{\sqrt{2+\sqrt{2}}}{2}=\sqrt{2+\sqrt{2}}>1.8$. Thus, the only time in which $y_{\kappa_{2}}(t)>y_{i}(t)$ can hold is within the first 4 rounds after the run sequences $\kappa_{1}$ and $\kappa_{2}$ have been started, more precisely only in the rounds $t_{0}+3$ and $t_{0}+4$ since $r_{i}$ can execute its first merge or joint merge earliest in round $t_{0}+2$. For every round $t^{\prime}>t_{0}+4$ it always holds $y\left(\kappa_{2}, t^{\prime}\right)<y_{i}\left(t^{\prime}\right)$. Hence, $\kappa_{2}$ cannot reach $r_{i}$ in a round $t^{\prime}>t_{0}+4$ since $\kappa_{2}$ can only execute hops or joint hops and to execute a further hop when located at $r_{i+1}$ it must hold $y_{i}\left(t^{\prime}\right)<y_{\kappa_{2}}\left(t^{\prime}\right)$ which is a contradiction. In case $\kappa_{2}$ reaches $r_{i}$ again in round $t_{0}+3$ or $t_{0}+4$, the chain only has 5 robots left. Hence, the robots move towards the center of the smallest enclosing circle of all robots, and all run sequences are stopped.

Lemma 6.4 At most $143 n$ run sequences are required to gather all robots.

Proof. At most $n$ merges or joint merges can happen (Lemma 6.14). Additionally, as stated by Lemma 6.15, there can be at most $\frac{n \cdot\left(1+\frac{1}{5}\right)}{0.019}$ run sequences that stop with a shorten or joint shorten and two vectors of length at least $\frac{1}{2}$. The number of shortens in which one vector has a smaller length is bounded by $4 n$ (Lemma 6.17).

A run sequence may be stopped via the progress of a different run sequence or two run sequences together create progress (in joint shortens or joint merges). Every merge or joint merge can stop at most 4 other run sequences. A joint shorten can stop one other run sequence (in case the two run sequences form a joint run pair and only one of them executes the shorten). Thus, every shorten stops at most one additional run sequence. Every joint shorten and joint merge also stops one additional run sequence because two run sequences together have progress. Lastly, in the case of merge and joint merges, at most 4 , other run sequences are stopped. Hence, we count at most $8 n$ run sequences for merges and joint merges, $2 \cdot \frac{n \cdot\left(1+\frac{1}{5}\right)}{0.019}$ for shortens and joint shortens with vectors of length at least $\frac{1}{2}$, and $8 n$ run sequences for shortens and joint shortens in which one vector has a length of at most $\frac{1}{2}$. The total number of run sequences is hence upper bounded by $16 n+2 \cdot \frac{\left(1+\frac{1}{5}\right)}{0.019} \leq 143 n$.

Lemma 6.5 A configuration that does not become isogonal gathers after at most $5129 n$ rounds.
Proof. We make use of a witness argument here. Consider an arbitrary robot $r_{i}$ with init $\left(r_{i}\right)=\operatorname{true}$. The robot $r_{i}$ tries every 9 rounds to start two new run sequences. In case it does not start new run sequences, it either sees another run sequence or it is blocked by a merge of another run sequence within the last 4 rounds. Since every run states moves to the next robot in every round, $\left|N_{i}(t)\right|=9$ and no run sequence visits the same robot twice (Lemma 6.3), $r_{i}$ can at most twice be prevented from starting new run sequences by the same run sequence. Thus, for every 9 rounds, $r_{i}$ either starts two new run sequences or is hindered by a run sequence. However, it can only be hindered by the same run sequence twice. We say that in $9 k$ rounds, for an integer $k, r_{i}$ is a witness of $k$ run sequences.

It can however happen that $r_{i}$ executes a merge in some round $t$. Without loss of generality, we assume that $r_{i}$ merges with $r_{i+1}$. Now, we have to consider three cases. Either init $\left(r_{i+1}, t+1\right)=\operatorname{true}$, $\operatorname{init}\left(r_{i+2}, t+1\right)=\operatorname{true}$ or $\operatorname{init}\left(r_{i+1}, t+1\right)=\operatorname{init}\left(r_{i+2}, t+1\right)=$ false. Assume that $\operatorname{init}\left(r_{i+1}, t+1\right)=$ true. In the next iteration when $r_{i+1}$ tries to generate new run sequences it can happen that it is hindered by run sequence that we have already seen at $r_{i}$. However, 9 rounds later, this cannot be the case anymore because $r_{i}$ and $r_{i+1}$ have been direct neighbors. The same argument holds if $\operatorname{init}\left(r_{i+2}, t+1\right)=$ true.

What remains is a single case where neither $\operatorname{init}\left(r_{i+1}, t+1\right)=$ true nor $\operatorname{init}\left(r_{i+2}, t+1\right)=$ true. This can only happen if $r_{i+2}$ has an init state in round $t$ and executes a merge in the same round.

Then, either $r_{i+3}$ or $r_{i+4}$ has an init state or none of them if $r_{i+4}$ has an init state in round $t$ and executes a merge. However, at the end of such a sequence, there either must be a robot that has an init state or all run sequences along the chain execute a merge in round $t$. We either continue counting at the robot that has an init state at the end of such a sequence, or we continue counting at an arbitrary new init state that will be generated in the next round. We do not count any run sequence that we have already counted at $r_{i}$ again in both cases.

All in all, after at most 18 rounds, either a new run sequence is generated, or we count a run sequence while counting the same run sequence at most twice. Thus, after at most $2 \cdot 18 \cdot n$. $\left(16+2 \cdot \frac{\left(1+\frac{1}{5}\right)}{0.019}\right) \leq 5124 n$ rounds we have counted enough run sequences that are necessary to gather all robots in a single point (Lemma 6.4). After at most $n-1$ additional rounds, every run sequence has stopped, and the configuration is gathered. As soon as only 5 robots are remaining in the chain, all robots move according to the Go-To-The-Center protocol which ensures the gathering of 5 robots after 5 more rounds [50]. The lemma follows.

### 6.3.6.3 Symmetric Case

Lemma 6.6 If the configuration is isogonal but not a regular star configuration in round $t$, the configuration is a regular star configuration in round $t+1$.

Proof. Given that the entire configuration is isogonal, every robot executes a star-operation. All robots lie on the same circle in round $t$, and the star-operation ensures that all robots stay on the same circle because only target points on the circle's boundary are computed. If the circle's diameter is at most 2 , the robots gather in round $t+1$. Now, assume that the diameter has a size of at least 2. This implies that no pair of robots can be connected via a vector that describes the circle's diameter. Thus, the circular arcs $L_{\alpha}$ and $L_{\beta}$ are unique. Consider now a robot $r_{i}$ and its neighbors $r_{i-1}$ and $r_{i+1}$. Without loss of generality, assume that $\left\|w_{i}(t)\right\|_{2}<\left\|w_{i+1}(t)\right\|_{2}$ and thus $L_{\alpha}$ connects $r_{i}$ and $r_{i-1}$ and $L_{\beta}$ connects $r_{i}$ and $r_{i+1}$. In the star-operation, the robots $r_{i}$ and $r_{i+1}$ move towards each other and the robots $r_{i}$ and $r_{i-1}$ move away from each other. Moreover, $r_{i}$ enlarges $L_{\alpha}$ by $r \cdot\left(\frac{\beta-\alpha}{4}\right)$ and reduces $L_{\beta}$ by the same value. Since $r_{i-1}$ enlarges $L_{\alpha}$ by the same distance and $r_{i+1}$ reduces $L_{\beta}$ by the same value, the new circular arcs $L_{\alpha}(t+1)$ and $L_{\beta}(t+1)$ can be computed as follows:

$$
\begin{aligned}
& L_{\alpha}(t+1)=L_{\alpha}+2 \cdot r \cdot\left(\frac{\beta-\alpha}{4}\right)=r \cdot \alpha+r \cdot\left(\frac{\beta-\alpha}{2}\right)=r \cdot\left(\frac{\alpha+\beta}{2}\right) \\
& L_{\beta}(t+1)=L_{\beta}-2 \cdot r \cdot\left(\frac{\beta-\alpha}{4}\right)=r \cdot \beta-r \cdot\left(\frac{\beta-\alpha}{2}\right)=r \cdot\left(\frac{\alpha+\beta}{2}\right)
\end{aligned}
$$

Thus, $L_{\alpha}(t+1)=L_{\beta}(t+1)$. Since this holds for every robot, the configuration is a regular star configuration at time $t+1$.

The next step is to prove that bisector-operations executed in regular star configurations lead to a linear gathering time. We analyze the regular star configuration represented by the regular polygon $\{n / 1\}$ with edge length 1 . In $\{n / 1\}$ and edge length 1 , the inner angles are of maximal size, and the distances robots are allowed to move towards the center of the surrounding circle are minimal. Thus, it is enough to prove a linear gathering time for $\{n / 1\}$ with edge length 1 . Afterward, we can conclude a linear gathering time for any regular star configuration. In the following, we remove for simplicity the assumption that a robot moves at most a distance of $\frac{1}{5}$ in a bisector-operation. We multiply the resulting rounds by 5 and get the same result. For the proof, we introduce some additional notation. Observe first that all angles $\alpha_{i}(t)$ have the same size in a regular star configuration. Thus we simplify the notation to $\alpha(t)$ in this context. Let $h(t):=\left\|p_{i}(t+1)-p_{i}(t)\right\|_{2}$ for any index $i$ be the distance of a robot to its target point. This is
again the same distance for every robot $r_{i}$. In addition, define $d(t):=\left\|p_{i}(t)-p_{i+1}(t)\right\|_{2}$ for any index $i$. The positions $p_{i}(t), p_{i+1}(t)$ and $p_{i}(t+1)$ form a triangle. The angle between $h(t)$ and $d(t)$ has a size of $\frac{\alpha(t)}{2}$. Let $y(t)$ denote the angle between $d(t)$ and the line segment connecting $p_{i+1}(t)$ and $p_{i}(t+1)$ and $\beta(t)$ be the angle between $h(t)$ and the line segment connecting $p_{i+1}(t)$ and $p_{i}(t+1)$. See Figure 6.8 for a visualization of these definitions.


Figure 6.8: The notation for the analysis of regular star configurations.
Next, we state lemmas that analyze how the radius of the surrounding circle decreases. Let $r(t)$ be the radius of the surrounding circle in round $t$ and $t_{0}$ the round where the protocol's execution starts.

Lemma $6.22 r(t+1) \leq r(t)-\sqrt{1-\frac{4 \pi^{2} \cdot r(t)^{2}}{n^{2}}}$.

Proof. Since we are considering a regular polygon, $\alpha(t)=\frac{(n-2) \pi}{n}$ in every round $t$. By the law of sines, $h(t)=\frac{\sin (\gamma(t))}{\sin \left(\frac{\alpha(t)}{2}\right)}$. Also, $\beta(t)=\arcsin \left(d(t) \cdot \sin \left(\frac{\alpha(t)}{2}\right)\right)$ and $\gamma(t)=\pi-\frac{\alpha(t)}{2}-\beta(t)$. Thus, $\sin (\gamma(t))=\sin \left(\pi-\frac{\alpha(t)}{2}-\beta(t)\right)=\sin \left(\frac{\alpha(t)}{2}+\beta(t)\right)$. Together with $\frac{r(t)}{r\left(t_{0}\right)}=\frac{d(t)}{d\left(t_{0}\right)}$ (intercept theorem), we obtain the following formula for $h(t)$ :

$$
\begin{aligned}
h(t)=\frac{\sin (\gamma(t))}{\sin \left(\frac{\alpha(t)}{2}\right)} & =\frac{\sin \left(\frac{\alpha(t)}{2}+\beta(t)\right)}{\sin \left(\frac{\alpha(t)}{2}\right)} \\
& =\frac{\sin \left(\frac{\alpha(t)}{2}+\arcsin \left(d(t) \cdot \sin \left(\frac{\alpha(t)}{2}\right)\right)\right)}{\sin \left(\frac{\alpha(t)}{2}\right)} \\
& =\frac{\left.\sin \left(\frac{(n-2) \pi}{2 n}+\arcsin \left(\frac{r(t)}{r(t)}\right) \cdot \sin \left(\frac{(n-2) \pi}{2 n}\right)\right)\right)}{\sin \left(\frac{(n-2) \pi}{2 n}\right)} \\
& =\frac{\sin \left(\frac{(n-2) \pi}{2 n}+\arcsin \left(\frac{2 \pi r(t)}{n} \cdot \cos \left(\frac{\pi}{n}\right)\right)\right)}{\cos \left(\frac{\pi}{n}\right)} \\
& =\frac{\sin \left(\frac{\pi}{2}-\frac{\pi}{n}+\arcsin \left(\frac{2 \pi r(t)}{n} \cdot \cos \left(\frac{\pi}{n}\right)\right)\right)}{\cos \left(\frac{\pi}{n}\right)} \\
& =\frac{\cos \left(\frac{\pi}{n}-\arcsin \left(\frac{2 \pi r(t)}{n} \cdot \cos \left(\frac{\pi}{n}\right)\right)\right)}{\cos \left(\frac{\pi}{n}\right)}
\end{aligned}
$$

Next, we apply the trigonometric identities $\cos (x-y)=\sin (x) \cdot \sin (y)+\cos (x) \cdot \cos (y)$ and $\cos (\arcsin (x))=\sqrt{1-x^{2}}$ and obtain:

$$
\begin{aligned}
h(t) & =\frac{\cos \left(\frac{\pi}{n}-\arcsin \left(\frac{2 \pi r(t)}{n} \cdot \cos \left(\frac{\pi}{n}\right)\right)\right)}{\cos \left(\frac{\pi}{n}\right)} \\
& =\sqrt{1-\frac{4 \pi^{2} \cdot r(t)^{2}}{n^{2}} \cdot \cos ^{2}\left(\frac{\pi}{n}\right)}+\frac{2 \pi \cdot r(t)}{n} \cdot \sin \left(\frac{\pi}{n}\right) \\
& \geq \sqrt{1-\frac{4 \pi^{2} \cdot r(t)^{2}}{n^{2}}}
\end{aligned}
$$

Finally, we can prove the lemma:

$$
r(t+1)=r(t)-h(t) \leq r(t)-\sqrt{1-\frac{4 \pi^{2} \cdot r(t)^{2}}{n^{2}}}
$$

Now, define by $\Delta r(t)=r\left(t_{0}\right)-r(t)$. For $\Delta r(t+1)$, we can derive the formula stated by the following lemma.

Lemma 6.23 For $\Delta r(t) \geq 1: \Delta r(t+1) \geq \Delta r(t)+\frac{\sqrt{\Delta r(t)}}{\sqrt{n}}$

Proof. First of all, observe $\Delta r(t+1)=\Delta r(t)+h(t)$.

$$
\begin{aligned}
\Delta r(t+1) & \geq \Delta r(t)+\sqrt{1-\frac{4 \pi^{2} \cdot\left(r\left(t_{0}\right)-\Delta r(t)\right)^{2}}{n^{2}}} \\
& =\Delta r(t)+\sqrt{1-\frac{4 \pi^{2} \cdot\left(\frac{n}{2 \pi}-\Delta r(t)\right)^{2}}{n^{2}}} \\
& =\Delta r(t)+\sqrt{\frac{4 \pi \cdot \Delta r(t)}{n}-\frac{4 \pi^{2} \cdot \Delta r(t)^{2}}{n^{2}}} \\
& =\Delta r(t)+\frac{2 \sqrt{\pi} \sqrt{\Delta r(t)}}{\sqrt{n}} \sqrt{1-\frac{\pi \cdot \Delta r(t)}{n}} \\
& \geq \Delta r(t)+\frac{2 \sqrt{\pi} \sqrt{\Delta r(t)}}{\sqrt{2} \sqrt{n}} \\
& =\Delta r(t)+\frac{\sqrt{2} \sqrt{\pi} \sqrt{\Delta r(t)}}{\sqrt{n}} \\
& \geq \Delta r(t)+\frac{\sqrt{\Delta r(t)}}{\sqrt{n}}
\end{aligned}
$$

Lemma 6.24 After $2 n$ rounds, $\Delta r(t) \geq 1$.

Proof. In the proof of Lemma 6.22, we identified $h(t) \geq \frac{2 \pi \cdot r(t)}{n} \cdot \sin \left(\frac{\pi}{n}\right)$. Now, assume that $r(t) \geq \frac{r\left(t_{0}\right)}{2}=\frac{n}{4 \pi}$ (which holds for sufficiently large $n$ since $\Delta r(t)<1$ ). Then, $h(t) \geq \frac{2 \pi \cdot n}{4 \pi} \cdot \sin \left(\frac{\pi}{n}\right)=$ $\frac{1}{2} \cdot \sin \left(\frac{\pi}{n}\right)$. For $n \geq 2$ it now holds $h(t) \geq \frac{\pi}{4 n}$. Thus, after $2 n$ rounds it holds $\Delta r(t) \geq 1$.

Lemma 6.25 After at most $6 n$ rounds, $\Delta r(t) \geq \frac{n}{2 \pi}$ and thus $r(t)=0$.

Proof. We fix the first time step $t^{\prime}$ such that $\Delta r\left(t^{\prime}\right) \geq 1$ (note that $\Delta r\left(t^{\prime}\right) \leq 2$ in this case since no robot moves more than a distance of 1 per round). By Lemma 6.24 this holds after at most $2 n$ rounds. Furthermore, $\Delta r(t)$ doubles every $\sqrt{n} \cdot \sqrt{\Delta r(t)}$ rounds (Lemma 6.23). After at most $\log n$ doublings, it holds $\Delta r(t) \geq n$, and the robots are gathered. The first doubling requires $\sqrt{n} \cdot \sqrt{\Delta r\left(t^{\prime}\right)}$ rounds, the next doublings $\sqrt{n} \cdot \sqrt{2 \cdot \Delta r\left(t^{\prime}\right)}, \sqrt{n} \cdot \sqrt{4 \cdot \Delta r\left(t^{\prime}\right)}, \ldots$ rounds. Thus, the number of rounds for $\log n$ doublings can be counted as follows:

$$
\sqrt{\Delta r\left(t^{\prime}\right)} \cdot \sqrt{n} \sum_{k=1}^{\log n} \sqrt{2^{k}}=\sqrt{\Delta r\left(t^{\prime}\right)} \cdot \sqrt{n} \cdot \sqrt{2}(1+\sqrt{2})(\sqrt{n}-1) \leq 4 n
$$

Therefore, the total number of rounds can be upper bounded by $6 n$.

Lemma 6.7 Regular star configurations gather in at most $30 n$ rounds.

Proof. Generally, the bisectors of regular star configurations intersect in the center of $C$. Thus, with every bisector-operation, the distance of a robot to the center of $C$ decreases until finally, all robots gather. We prove the runtime for regular star configurations $\{n / 1\}$, which are also denoted as regular polygons. These polygons have inner angles $\alpha_{i}(t)$ of maximal size; for higher values of $d$ (referring to the Schläfli symbol $\{n / d\}$ ), the inner angles become smaller. Thus, for the regular polygon $\{n / 1\}$, the distance a robot is allowed to move within a bisector-operation is minimal among all regular star polygons. Lemma 6.25 states that the regular star configuration $\{n / 1\}$ with side length 1 is gathered in $6 n$ rounds. Since we did not consider the assumption that a robot moves a distance of at most $\frac{1}{5}$ per round, we multiply the result with 5 and get an upper bound of 30 n on the number of required rounds. Hence, all other regular star configurations can be gathered in linear time as the robots can move larger distances per round.

### 6.4 Synchronization for the $\mathcal{S}$ SYNC and $\mathcal{A}$ SYNC Schedulers

The asymmetric part of the CC-HOPPER protocol uses the same movement operations as the $\varepsilon$-2-Hopper protocol for the Chain-Formation problem. Those movements can be transferred to the $\mathcal{S}$ SYNC and $\mathcal{A}$ SYNC schedulers, as already seen in Chapter 5.

We need one additional synchronization procedure for small chains (at most 5 robots are remaining). In this case, all robots move towards the center of the smallest enclosing circle of the remaining robots. Without additional synchronization, Gathering is impossible in $\mathcal{S}$ sync. The slight change is as follows: As long as the radius of the smallest enclosing circle of all remaining robots is larger than $\frac{1}{2}$, the robots continue to execute GTC. Otherwise, (the radius is at most $\frac{1}{2}$, and thus all robots are in the distance at most 1 of each other), robots move towards the center of the smallest enclosing circle in case all other robots have the same value of the epoch counter. If at least one epoch counter is larger, robots move simply to a robot with a larger epoch counter. This ensures Gathering as either all robots are activated simultaneously and gather immediately or some robots have activated that move to the center of the smallest enclosing circle and all other robots follow as soon as they are activated.

Lastly, the CC-HOPPER protocol also consists of a protocol for isogonal configurations. However, this does not require further synchronization as all robots are activated simultaneously, or some robots move according to the symmetric protocol, and some do not move. In the latter case, the exceptional generation of init states ensures that this can happen at most $n$ times, and thus, Gathering is done after $\mathcal{O}(n)$ epochs. We denote the CC-HOPPER protocol extended by the synchronization techniques as the CC-HOPPER-ASYNC protocol.

Theorem 6.2 The CC-HOPPER-ASYNC protocol gathers a closed chain of robots in $\mathcal{O}(n)$ epochs in the $\mathcal{L U} \mathcal{M} \mathcal{I}_{4}^{A}$ model. The protocol can be implemented with a constant number of colors.

### 6.5 Conclusion \& Outlook

We introduced and analyzed the CC-HOPPER protocol that gathers a closed chain of disoriented robots with limited visibility in the Euclidean plane in linear time. The linear runtime originates in a combination of run sequences implemented with help of the $\mathcal{L U} \mathcal{M I}$ model and a complete characterization of symmetries, where the ideas of run sequences cannot be applied. By understanding the symmetries, we designed an additional protocol that gathers these configurations in linear time. The CC-HOPPER protocol is the first linear time GATHERING protocol for disoriented robots with limited visibility in the Euclidean plane.

Nevertheless, there are lots of questions left to answer for future research. First of all, there are some questions regarding the CC-HOPPER protocol itself. The protocol uses a viewing range of 4 which is necessary for the vector length patterns to detect asymmetries to start new run sequences. However, it is not clear whether the viewing range of 4 is needed in general. Hence, we raise the following question: Is there a linear time protocol to gather a Euclidean closed chain of disoriented robots with limited visibility that requires a viewing range of 3 or less? Moreover, we have analyzed an upper runtime bound of $5129 n$ epochs. Although the runtime is asymptotically optimal, the constant 5129 could be reduced with a more sophisticated analysis technique. Currently, we bound for each operation (e.g., (joint) shorten and (joint) merge) how often it could be executed in the worst case without taking into account other operations. For instance, if initially $n-3$ merges are executed, it cannot happen that still, $\Omega(n)$ (joint) shortens are executed since the remaining chain has only a constant length. Such bounds, however, depend heavily on the order of the operations that occur and, thus, are non-trivial to establish.

Furthermore, it remains open whether a linear time protocol for disoriented robots with limited visibility in the Euclidean plane also exists in the standard connectivity model, i.e., without an a priori given closed chain. The main idea would be to apply (ideas of) the CC-HOPPER protocol to the boundaries of the swarm since the boundary itself forms a closed chain. Similarly, this has been done on the grid $[2,40]$ (although the concrete protocol is much more involved compared to simply applying the closed chain protocol to the boundaries). However, in our first approach, we identified severe challenges. First of all, it is not clear where the boundary exactly is. Robots can locally guess whether they could be part of the global boundary but can never be sure. Moreover, they cannot necessarily determine which of their neighbors are also part of the boundary. Additionally, assuming that robots can determine that they are part of the boundary, applying the CC-HOPPER protocol could destroy the connectivity of the swarm to other robots that are not part of the boundary. Hence, we currently observe several challenges that need to be carefully analyzed in future research.

The last open question is about a general lower bound: Is the $\mathcal{L U} \mathcal{M I}$ model needed to reach a linear time Gathering protocol or does such a protocol also exist in the $\mathcal{O B} \mathcal{L O} \mathcal{T}$ model? We elaborated on this question already in Section 4.5.
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## 7. The Max-Chain-Formation Problem

In Part I, we studied formation problems where robots have to move closer together (GATHERING) or to minimize a target structure (Chain-Formation). Such tasks are basic subroutines for recollecting spread-out robots or optimizing a communication interface realized by a chain of relay robots. The following two chapters shift the focus to formation tasks that have an opposite goal: to spread the robots out to cover a large area. Algorithmically, contracting formation problems seem to be easier to solve since robots can locally guess where the inside of the swarm is. The main challenge of expanding formation problems is that robots locally have to spread out not knowing in which direction other robots potentially move. Probably because of these additional challenges and since the research area is relatively young, there is not much known about expanding formation problems for robots with limited visibility in the literature yet. Therefore, we focus on a conceptually very simple formation: a line of maximal length (concerning the viewing ranges of the robots). As we will observe, also this simple structure adds lots of challenges both on the algorithmic as well as on the analysis side. In this chapter, we study the MAX-Chain-FORMATION problem, where the robots are connected in an open chain and the outer robots can move. The goal is to maximize the length of the chain. The results in this chapter are based on the following journal article.

2022 (with P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Discrete and Continuous Study of the Max-Chain-Formation Problem" In: Information and Computation, cf. [30].

A preliminary version appeared in the conference proceedings of SSS 2020:

> 2020 (with P. Kling, T. Knollmann and F. Meyer auf der Heide) "A Discrete and Continuous Study of the Max-Chain-Formation Problem - Slow down to Speed Up" In: Proceedings of the 22nd International Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS), Best Paper Award, cf. [29].

### 7.1 Contribution

We initiate the study of the MAX-Chain-FORMATION in two different time models: the $\mathcal{F}$ SYNC scheduler and the continuous time model. More precisely, we study the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ and $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ models with an open chain of robots. On the algorithmic side, we adapt the known (contracting) Chain-Formation protocols GTM [60] ( $\mathcal{F}$ SYNC) and MoB [49] (continuous time) such that they still straighten the chain but, at the same time, keep extending its length. In the GTM protocol,
inner robots move in every round to the midpoint between their neighbors. The MoB protocol moves inner robots with a speed of 1 along the angle bisector between vectors pointing to their neighbors. Our basic idea for the MAX-CHAIN-FORMATION problem is to let inner robots perform the contracting protocol while the two outer robots extend the chain by moving away from their respective neighbor. While this seems to be a minor modification of the contracting protocols on a conceptual level, we identify a much more complex behavior of the robots caused by the extension. Also, the analysis is much more complex - we use several different techniques: among others, we use discrete Fourier transforms, the mixing time of Markov Chains, and the stability theory of dynamical systems.

Section 7.3 considers the $\mathcal{O B \mathcal { L }} \mathcal{T}_{1}^{F}$ model, for which we distinguish the one-dimensional case (all robots are initially collinear) and the general two-dimensional case. In the one-dimensional case, we see that symmetric configurations are problematic for any (deterministic) protocol. This is obvious for the trivial configuration, where all robots start in the same spot. However, also from less contrived starting positions (e.g., when the initial chain is symmetrical around the origin), any deterministic protocol results in a non-maximal chain (that potentially keeps moving) (see Theorem 7.4). In the following, we denote the desired configuration, a straight line of length $n-1$ by a max-chain. On the contrary, an undesired configuration that keeps moving through the plane forever is called a marching chain (and is formally defined in Section 7.3.2).

Theorem 7.1 Under the MAX-GTM protocol on the line, the robot movement reaches in time $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ and $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ an $\varepsilon$-approximation of a stationary, max-chain of length $n-1$, if the outer robots move in different directions after $n-2$ rounds or a chain of non-maximal length moving at speed $1 / n$ (marching chain) if the outer robots move in the same direction after $n-2$ rounds.

While this gives a nearly complete picture of the one-dimensional case, the two-dimensional case exhibits a much more complex behavior. We can still prove convergence in finite time and derive a lower bound (which now depends also on the outer robots' initial distance) but an upper bound remains elusive.

Theorem 7.2 Under the MAX-GTM protocol, the robot movement reaches an $\varepsilon$-approximation either of the max-chain or a one-dimensional marching chain. There are configurations for which this takes $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ rounds, where $\delta$ denotes the initial distance between the outer robots.

Interestingly, however, fixing the position of one of the two outer robots enables us to employ tools from Markov Chain theory (as used in previous results [88]), yielding the same almost tight runtime bound as in the one-dimensional case (see Theorem 7.11). In combination with simple experimental evaluations, our results indicate that the worst-case lower bound stated in Theorem 7.2 is tight.

Section 7.4 considers the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ model. As in the discrete setting, very symmetric configurations lead to unavoidable problems for deterministic strategies. Moreover, a naïve translation of the MoB protocol results in the same dependency on the outer robots' initial distance $\delta$. However, the continuous model allows for an interesting tweak which, as we show in Section 7.5, cannot be done in the discrete model. Namely, it turns out that decreasing the speed of outer robots by a small constant gets rid of the dependency on $\delta$ and yields an optimal, linear runtime bound. As a byproduct, this also causes symmetrical initial positions to collapse to a single point instead of becoming a marching chain. Summarized, we get the following result for our protocol MAX-MoB designed for the $\mathcal{O B} \mathcal{L} \mathcal{O} \mathcal{1}_{1}^{C}$.

Theorem 7.3 MAX-MOB reaches in worst-case optimal time $\Theta(n)$ a stationary, maximum chain of length $n-1$ or the chain collapses to a single point.

Our results show that the idealized continuous model yields a linear speed-up for the MAX-Chain-Formation problem, similar to contracting robot formation problems. The major open problem is to find an upper runtime bound for MAX-GTM in the discrete setting where both endpoints move. Moreover, while very symmetrical initial configurations pose a problem for deterministic protocols, both experiments with a simple, custom simulator and looking at our protocols from the perspective of dynamical systems suggest that such configurations are few and unstable. Thus, minor, random perturbations usually yield a configuration where the robots reach the desired maximal chain. We analyze this observation formally by proving that the marching chain is an unstable fixed point of the related dynamical system. We discuss this in more detail in Section 7.3.3.2.

### 7.2 Model Recap and Preliminaries

We study the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ (MAX-GTM) and $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ (MAX-MOB) models in combination with an open chain of robots. The most important model parameters are summarized in Table 7.1, and a complete model definition can be found in Chapter 2.

| Protocol | Time | Dimension | Viewing <br> Range | Orientation | Chain |
| :--- | :--- | :--- | :--- | :--- | :--- |
| MAX-GTM | FSYNC | $1 \& 2$ | 1 | disoriented | yes <br> (open) |
| MAX-MOB | Continuous | $1 \& 2$ | 1 | disoriented | yes <br> (open) |

Table 7.1: A summary of the most important model details for the MAX-GtM and MAX-MoB protocols.

Problem Statement. Throughout the chapter, we use the notation $\Delta_{i, j}(t):=\left\|p_{i}(t)-p_{j}(t)\right\|_{2}$ to describe the Euclidean distance between $r_{i}$ and $r_{j}$ at time $t$. The goal of the Max-ChainFORMATION problem is to reach a configuration with $\Delta_{0, n-1}(t)=n-1$, i.e., the outer robots reach a distance of $n-1$ which can only be the case if the chain is connected and all robots are arranged on a straight line of maximal length. More precisely, each vector $w_{i}(t)$ (recall that $\left.w_{i}(t)=p_{i}(t)-p_{i-1}(t)\right)$ should have a length of 1 and $w_{i}(t)=w_{i+1}(t)$ for $1 \leq i \leq n-2$. We call this configuration a max-chain. We say that we have reached an $\varepsilon$-approximation of the max-chain if $\Delta_{0, n-1}(t) \geq(1-\varepsilon) \cdot(n-1)$ and $\left\|w_{i}(t)\right\|_{2}>1-\varepsilon$ for all $1 \leq i \leq n-1$.

Definitions \& Notation. Next, we introduce a characterization of configurations that is relevant to our analyses. In one-dimensional configurations, the positions of all robots are collinear. In two-dimensional configurations, there exists a set of at least 3 robots whose positions are not collinear. Our analyses distinguish two special kinds of one-dimensional configurations: Opposed configurations and marching configurations. Recall that $\widehat{w}_{i}(t)$ represents the normalized vector $\frac{w_{i}(t)}{\left\|w_{i}(t)\right\|_{2}}$. In opposed configurations, the outer robots are on different sides of their neighbors, i.e., $\widehat{w}_{1}(t)=\widehat{w}_{n-1}(t)$. In marching configurations, the outer robots are on the same side of their neighbors, i.e., $\widehat{w}_{1}(t)=-\widehat{w}_{n-1}(t)$.

### 7.3 Protocols and Analyses in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ Model

In this section, we describe MAX-GTM for the $\mathcal{F}$ SYNC time model. Intuitively, the protocol solves two tasks concurrently. The first task is to arrange all robots in a straight line, while the second task is to lengthen the chain by moving the outer robots away from each other. For the first task, we
adapt the GTM-protocol for Chain-Formation in which all inner robots move to the midpoint between their neighbors each round. The outer robots move as far as possible away from their neighbors for the second task while keeping the chain connected.

### 7.3.1 Max-Go-to-the-MiddLe (Max-GtM)

MAX-GTM works as follows: Every inner robot moves to the midpoint between its neighbors. An outer robot moves as far as possible away from its neighbor. To do so, in round $t$, the outer robot $r_{0}$ normalizes the vector $w_{1}(t)$, imagines a virtual robot $r_{-1}$ positioned at $p_{0}(t)-\widehat{w}_{1}(t)$ and moves to the midpoint between $r_{-1}$ and $r_{1}$. The procedure works analogously for $r_{n-1}$. In the special case $p_{0}(t)=p_{1}(t)\left(p_{n-2}(t)=p_{n-1}(t)\right.$ respectively), $r_{0}\left(r_{n-1}\right)$ does not move. See Figure 7.1 for a visualization of the movements.

$$
r_{-1 \text { ロ }}
$$



Figure 7.1: A visualization of MAX-GTM. The target point of each robot is marked by a cross. Both $r_{-1}$ and $r_{n}$ are virtual robots.

Formally, assuming a global coordinate system not known to the robots, the positions of all robots in the next round can be computed as follows.

$$
\begin{array}{rlrl}
p_{0}(t+1) & =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{1}(t)-\frac{1}{2} \widehat{w}_{1}(t) & \\
p_{i}(t+1) & =\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t) & & \\
p_{n-1}(t+1) & =\frac{1}{2} p_{n-2}(t)+\frac{1}{2} p_{n-1}(t)+\frac{1}{2} \widehat{w}_{n-1}(t) & & \tag{7.3}
\end{array}
$$

Based on Equations (7.1) to (7.3) we can derive formulas for the vectors $w_{i}(t+1)$.

$$
\begin{align*}
w_{1}(t+1) & =p_{1}(t+1)-p_{0}(t+1) \\
& =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{2}(t)-\frac{1}{2} p_{0}(t)-\frac{1}{2} p_{1}(t)+\frac{1}{2} \widehat{w}_{1}(t) \\
& =\frac{1}{2} \widehat{w}_{1}(t)+\frac{1}{2} w_{2}(t)  \tag{7.4}\\
w_{i}(t+1) & =p_{i}(t+1)-p_{i-1}(t+1) \\
& =\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)-\frac{1}{2} p_{i-2}(t)-\frac{1}{2} p_{i}(t) \\
& =\frac{1}{2} w_{i-1}(t)+\frac{1}{2} w_{i+1}(t) \\
w_{n-1}(t+1) & =p_{n-1}(t+1)-p_{n-2}(t+1) \\
& =\frac{1}{2} p_{n-2}(t)+\frac{1}{2} p_{n-1}(t)+\frac{1}{2} \widehat{w}_{n-1}(t)-\frac{1}{2} p_{n-3}(t)-\frac{1}{2} p_{n-1}(t) \\
& =\frac{1}{2} w_{n-2}(t)+\frac{1}{2} \widehat{w}_{n-1}(t) \tag{7.5}
\end{align*}
$$

Next, define $w(t)=\left(w_{1}(t), w_{2}(t), \ldots, w_{n-1}(t)\right)^{T}$ as the matrix where the $i$-th row corresponds to the vector $w_{i}(t)$. Simplified, we can compute $w(t+1)$ as a matrix-vector product: $w(t+1)=$ $S(t) \cdot w(t)=\prod_{i=t}^{0} S(i) \cdot w(0)$ with the protocol matrix

$$
S(t)=\left[\begin{array}{ccccccccc}
\frac{1}{2 \cdot\left\|w_{1}(t)\right\|_{2}} & \frac{1}{2} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & \frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 & \frac{1}{2} & \frac{1}{2 \cdot\left\|w_{n-1}(t)\right\|_{2}}
\end{array}\right]
$$

The vector representation already leads to an important lemma for the analysis: MAX-GTM always maintains the connectivity of the chain.

Lemma 7.1 Applying the MAX-GTM protocol to a connected configuration in round $t$ leads to a connected configuration in round $t+1$.

Proof. Above, we have seen $w_{1}(t+1)=\frac{1}{2} \widehat{w}_{1}(t)+\frac{1}{2} w_{2}(t), w_{i}(t+1)=\frac{1}{2} w_{i-1}(t)+\frac{1}{2} w_{i+1}(t)$ for all $1<i<n-1$ and $w_{n-1}(t+1)=\frac{1}{2} w_{n-2}(t)+\frac{1}{2} \widehat{w}_{n-1}(t)$. Since each vector $w_{j}(t)(0 \leq j \leq n-1)$ has a length of at most 1 at time $t$, we conclude by applying the triangle inequality that each vector has a length of at most 1 at time $t+1$ as well.

Throughout the rest of the analysis, we take Lemma 7.1 for granted and do not always mention explicitly that the connectivity is maintained.

### 7.3.2 One-Dimensional Analysis

Next, we investigate the performance of MAX-GTM in a one-dimensional configuration. These configurations already reveal an interesting behavior of MAX-GTM: some configurations do not converge to a max-chain, but to a different structure, which we denote as the marching chain, i.e., an undesired configuration that keeps moving through the plane forever. The two classes of configurations that play a role in this analysis are marching and opposed configurations. For the analysis, we assume that the robots are distributed on the x-axis of a two-dimensional Cartesian coordinate system (not known to the robots). Hence, the vectors $w_{i}(t)$ are one-dimensional in the following. We divide the analysis into two parts based on the initial configuration of the robots. For opposed configurations, we assume without loss of generality that $r_{0}$ moves to the left (into negative direction; $w_{1}(t)>0$ ) and $r_{n-1}$ moves to the right (into positive direction; $w_{n-1}(t)>0$ ). Similarly, for marching configurations, we assume that both $r_{0}$ and $r_{n-1}$ move to the right and thus $w_{1}(t)<0$ and $w_{n-1}(t)>0$. Define $d$ to be -1 for opposed configurations and 1 for marching configurations. Then, Equations (7.1) and (7.3) as well as Equations (7.4) and (7.5) simplify to

$$
\begin{aligned}
p_{0}(t+1) & =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{1}(t)+\frac{1}{2} d \\
p_{n-1}(t+1) & =\frac{1}{2} p_{n-2}(t)+\frac{1}{2} p_{n-1}(t)+\frac{1}{2} \\
w_{1}(t+1) & =\frac{1}{2} w_{2}(t)-\frac{1}{2} d \\
w_{n-1}(t+1) & =\frac{1}{2} w_{n-2}(t)+\frac{1}{2} .
\end{aligned}
$$

In some exceptional cases, a marching configuration may be transformed into an opposed configuration or vice versa. Luckily, we can prove that this happens at most once within the first $n-2$ rounds. Afterward, no further switch can happen.

Lemma 7.2 MAX-GTM switches at most once between opposed and marching configurations. The switch is executed after at most $n-2$ rounds.

Proof. Consider an outer robot, for example, $r_{0}$. Without loss of generality, we assume that initially $p_{0}(t)<p_{1}(t)$ and that $r_{0}$ is passed by $r_{1}$, i.e., $p_{0}(t+1)>p_{1}(t+1)$. Then,

$$
\begin{aligned}
p_{0}(t+1)>p_{1}(t+1) & \Longleftrightarrow \frac{1}{2} p_{0}(t)+\frac{1}{2} p_{1}(t)-\frac{1}{2}>\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{2}(t) \\
& \Longleftrightarrow p_{1}(t)-1>p_{2}(t) .
\end{aligned}
$$

This implies that the distance between the two robots $r_{1}$ and $r_{2}$ was greater than 1 at time $t$ which is a contradiction since the configuration is always connected (Lemma 7.1). Thus, $r_{1}$ cannot pass $r_{0}$ in a single round. However, $r_{0}$ and $r_{1}$ could move to the same position. As a consequence, $r_{0}$ does not move in the next round and thus $r_{1}$ could pass $r_{0}$ in two rounds. We prove that this can only happen once if the initial configurations have specific properties. To do so, we start by analyzing under which conditions $r_{0}$ and $r_{1}$ move to the same position in the next round. The arguments for $r_{n-2}$ and $r_{n-1}$ are always analogous and for readability omitted here.

$$
\begin{aligned}
p_{0}(t+1)=p_{1}(t+1) & \Longleftrightarrow \frac{1}{2} p_{0}(t)+\frac{1}{2} p_{1}(t)-\frac{1}{2}=\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{2}(t) \\
& \Longleftrightarrow p_{1}(t)-1=p_{2}(t) \\
& \Longleftrightarrow p_{2}(t)-p_{1}(t)=-1
\end{aligned}
$$

With analogous calculations for the mirrored case $p_{0}(t)>p_{1}(t)$, we obtain $w_{2}(t)=-\widehat{w}_{1}(t)$. Observe that especially $\left\|w_{2}(t)\right\|_{2}=1$ must hold. Now, consider any round $t^{\prime}$ such that $\left\|w_{2}\left(t^{\prime}\right)\right\|_{2}<1$. In the next round, $\left\|w_{2}\left(t^{\prime}+1\right)\right\|_{2}=1$ can only hold if $w_{1}\left(t^{\prime}\right)=w_{3}\left(t^{\prime}\right)$ and $\left\|w_{1}\left(t^{\prime}\right)\right\|_{2}=\left\|w_{3}\left(t^{\prime}\right)\right\|_{2}=1$ as $w_{2}\left(t^{\prime}+1\right)=\frac{1}{2} w_{1}\left(t^{\prime}\right)+\frac{1}{2} w_{3}\left(t^{\prime}\right)$. In a similar way, one can see that $\left\|w_{2}\left(t^{\prime}\right)\right\|_{2}=1$ must hold to obtain $\left\|w_{1}\left(t^{\prime}+1\right)\right\|=1$. Finally, consider any round $\hat{t}$ such that $p_{0}(\hat{t})=p_{1}(\hat{t})$ (the necessary precondition to obtaining a switch). As $p_{0}(\hat{t})=p_{1}(\hat{t})$, we have that $\left\|w_{1}(\hat{t})\right\|_{2}=0$. Based on our observations above, $\left\|w_{1}(\hat{t}+1)\right\|_{2}<1$ and $\left\|w_{2}(\hat{t}+1)\right\|_{2}<1$. Moreover, in every future round $t^{\prime \prime}>\hat{t}$ it will hold both $\left\|w_{1}\left(t^{\prime \prime}+1\right)\right\|_{2}<1$ and $\left\|w_{2}\left(t^{\prime \prime}+1\right)\right\|_{2}<1$ and hence, no second switch could occur (as $\left\|w_{2}\left(t^{\prime \prime}\right)\right\|_{2}=1$ must hold to obtain a switch).

It remains to argue that the precondition for the switch $\left(p_{0}(t)=p_{1}(t)\right)$ can only be fulfilled in the first two rounds. Assume that the computation starts in round 0 . Then, either $p_{0}(0)=p_{1}(0)$ or $w_{2}(0)=-\widehat{w}_{1}(0)$. Assume that $p_{0}(0) \neq p_{1}(0)$ and $w_{2}(0) \neq-\widehat{w}_{1}(0)$. Since, for any $t, w_{2}(t+1)=$ $\frac{1}{2} w_{1}(t)+\frac{1}{2} w_{3}(t)$ there cannot be any round $t^{\prime}$ in the future such that $w_{2}\left(t^{\prime}\right)=-\widehat{w}_{1}\left(t^{\prime}\right)$. Thus, a switch can only happen if either $p_{0}(0)=p_{1}(0)$ or $w_{2}(0)=-\widehat{w}_{1}(0)$. To complete the switch, $r_{1}$ and $r_{0}$ must finally swap their positions. Either all robots are located in the same position or, if there is at least one vector of length larger than 0 in the chain, the swap will be obtained after at most $n-2$ rounds, since $w_{1}(t+1)=\frac{1}{2} \widehat{w}_{1}(t)+\frac{1}{2} w_{2}(t), w_{1}(t+2)=\frac{1}{2} \widehat{w}_{1}(t+1)+\frac{1}{2} w_{2}(t+1)=\frac{1}{4} \widehat{w}_{1}(t+1)+\frac{1}{4} w_{1}(t)+\frac{1}{4} w_{3}(t)$ and so on (after $t+x$ rounds, $w_{1}(t+x)$ consists of a term $w_{1+x}(t)$ and thus, after $n-2$ rounds, $w_{1}(t+n-2)$ consists of a term for each initial $\left.w_{i}(t)\right)$.

As a summary, the switch between opposed and marching configurations can only happen if $w_{2}(0)=-\widehat{w}_{1}(0)$ or $w_{n-2}(0)=-\widehat{w}_{n-1}(0)$. In this case, $r_{0}$ and $r_{1}$ or $r_{n-2}$ and $r_{n-1}$ move to the same position and it can take up to $n-2$ rounds until all robots have distinct positions. As soon as all robots have distinct positions afterward, the configuration remains either a marching configuration or an opposed configuration. For ease of notation, we say in the following that a configuration is an
opposed configuration if it is an opposed configuration after applying MAX-GTM for $n-2$ rounds (similar for marching configurations).

As a consequence of Lemma 7.2, starting from a marching configuration, MAX-GTM does not converge to a max-chain. For some highly symmetric configurations, for instance, the configuration depicted in Figure 7.2 (contained in Section 7.3.2.2), this even cannot be obtained by any deterministic protocol due to a high symmetry.

Theorem 7.4 There are marching configurations that cannot be transformed into a max-chain by any deterministic protocol.

Proof. Assume that there is a deterministic protocol $s$ that transforms an initial marching configuration into a max-chain. Then $s$ must switch the marching configuration to an opposed configuration. Consider an initial marching configuration $w(0)$ that is symmetric in the sense that the local situation of any robot $r_{i}$ is equivalent to the local situation of robot $r_{n-1-i}$ for each $0 \leq i \leq n-1$. Assume that $s$ transforms $w(0)$ into an opposed configuration at time step $t$. Thus, $r_{0}$ changes its direction at time $t$. Since the configuration is symmetric, $s$ is deterministic, and the robots are anonymous, $r_{n-1}$ changes its direction at time $t$ as well. Then, $w(t+1)$ is still a marching configuration which poses a contradiction.

### 7.3.2.1 Analysis of Opposed Configurations

For opposed configurations, we can show that MAX-GtM converges to the max-chain.
Theorem 7.5 Started in an opposed configuration, MAX-GTM needs at most $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ rounds to achieve an $\varepsilon$-approximation of the max-chain.

Proof. We use the potential $\phi_{1}(t)=\sum_{i=1}^{n-1}\left(1-\left\|w_{i}(t)\right\|_{2}\right)^{2}$ for a time step $t$. First, observe that for $m_{i}(t)=1-\left\|w_{i}(t)\right\|_{2}$, we have that $\phi_{1}(t)=\sum_{i=1}^{n-1} m_{i}(t)^{2}$ and $\phi_{1}(t+1)=\sum_{i=1}^{n-1}\left(\frac{m_{i-1}(t)+m_{i+1}(t)}{2}\right)^{2}$. Also, since the virtual robots $r_{-1}$ and $r_{n}$ are always at a distance of 1 to their neighbors, $m_{0}(t)=$ $m_{n}(t)=0$. The potential function $\phi_{1}(t)$ is nearly identical to the function $\psi(t)$ of [38]. In particular, this allows us to apply the same discrete sine transformations and the proof of Theorem 2.2 of [38] works analogously up to Equation 5 resulting in $\phi_{1}(t+1) \leq \cos ^{2}\left(\frac{\pi}{n+1}\right) \phi_{1}(t) \leq \cos ^{2 t}\left(\frac{\pi}{n+1}\right) \phi_{1}(0)$ for any time step $t$. Note that the difference in the denominator comes from the fact that we consider $n$ moving robots in contrast to the $N-2$ moving robots assumed in [38]. Next, using standard methods and Taylor's theorem, we can derive that for $y \in \mathbb{R}$ and $0 \leq y \leq \frac{\pi}{2}: \cos (y) \leq\left(1-\frac{y^{2}}{4}\right)^{2}$. Setting $t=\left\lceil\frac{(n+1)^{2}}{\pi^{2}} \ln \left(\frac{(n-1)^{2}}{\varepsilon^{2}}\right)\right\rceil \in \mathcal{O}\left(n^{2} \log (n / \varepsilon)\right)$ then yields $\phi_{1}(t) \leq \frac{\varepsilon^{2}}{(n-1)^{2}} \cdot \phi_{1}(0) \leq \frac{\varepsilon^{2}}{n-1}$. The last inequality holds because $\phi_{1}(0)$ is upper bounded by $n-1$. Obviously, there cannot be any vector $w_{i}(t)$ fulfilling $\left\|w_{i}(t)\right\|_{2}<1-\varepsilon$ since $\phi_{1}(t) \leq \frac{\varepsilon^{2}}{n-1}$ holds. Thus, for each individual vector $w_{i}$, $\left\|w_{i}\right\|_{2}>1-\varepsilon$ and thus, a $\varepsilon$-approximation of the max-chain is achieved.

The analysis of the mixing time of a Markov Chain allows us to prove a close lower bound of $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ rounds. Here, we can rewrite $w(t)$ and $S(t)$ slightly such that the resulting protocol matrix is a stochastic matrix that can be interpreted as the transition matrix of a Markov Chain with a single absorbing state. Markov Chains with a single absorbing state have a unique stationary distribution, such that some bounds for the mixing times of Markov Chains can be applied.

Theorem 7.6 There exist opposed configurations such that MAX-GTM needs at least $\Omega\left(n^{2}\right.$. $\log (1 / \varepsilon))$ rounds to achieve an $\varepsilon$-approximation of the max-chain.

For the proof consider the protocol matrix $S(t)$ of Max-GTM as described in Section 7.3.1. Recapitulate that the transition function for the outer robots simplifies as described at the beginning
of this section for one dimension. Therefore, the respective entries in $S(t)$ collapse for the entries $w_{1}(t)$ and $w_{n-1}(t)$. To achieve the addition of a constant for these vectors in each executed step, we change both $w(t)$ and $S(t) . w(t)$ is extended to $w^{\prime}(t)=\left[\begin{array}{llll}1 & w_{1}(t) & \ldots & w_{n-1}(t)\end{array}\right]^{T} . S(t)$ changes to the following matrix, independent of the current time $t$ :

$$
A_{1}=\left[\begin{array}{ccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & \frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & \frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & \frac{1}{2} & 0
\end{array}\right]
$$

Similar to before the behavior of MAX-GTM in one step is described by $w^{\prime}(t+1)=A_{1} \cdot w^{\prime}(t)$. Furthermore, $A_{1}$ is stochastic and can also be interpreted as a Markov Chain with $n$ states, where the first state is absorbing. Similar to [88], the following eigenvalues can be derived:

Lemma 7.3 $A_{1}$ has the eigenvalues $\lambda_{j+1}=\cos \left(\frac{j \pi}{n}\right)$ for $j=0, \ldots, n-1$ and the unique stationary distribution $\pi\left(A_{1}\right)=\left[\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right]$.

Next, we introduce the mixing time of a Markov Chain formally. For two probability distributions $\alpha$ and $\beta,\|\alpha-\beta\|_{T V}:=\frac{1}{2} \sum_{i=0}^{n-1}\left|\alpha_{i}-\beta_{i}\right|$ denotes the total variation distance of $\alpha$ and $\beta$. Each row of a stochastic matrix (such as $A_{1}$ ) can be interpreted as a probability distribution. We denote by $P_{i, \text {, the }} i$-th row of a matrix $P$. Given that a transition matrix $P$ of a Markov Chain that converges to a unique stationary distribution $\pi$, the distance from stationarity after $t$ steps is defined as $d(t):=\max _{0 \leq i \leq n-1}\left\|P_{i, .}^{t}-\pi\right\|_{T V}$. Then, the mixing time is $t_{\text {mix }}(\varepsilon):=\min \left\{t \in \mathbb{N}_{0} \mid d(t) \leq \varepsilon\right\}$.

The following lemma relates the eigenvalues of the transition matrix of a reversible, irreducible, and aperiodic Markov Chain to its mixing time.

Lemma 7.4 - [81, 94]. Let $P$ be the transition matrix of a reversible, irreducible, and aperiodic Markov Chain over a state space of size $n$. Furthermore, let $\pi_{m i n}(P)$ be the smallest entry of its stationary distribution $\pi(P)$ and $\lambda_{2}$ the second largest absolute eigenvalue of $P$. Then, we obtain $\left(\frac{1}{1-\lambda_{2}}-1\right) \cdot \frac{1}{\log (2 \varepsilon)} \leq t_{m i x}(\varepsilon) \leq\left(\frac{1}{1-\lambda_{2}}-1\right) \cdot \ln \left(\frac{1}{\varepsilon \cdot \pi_{\text {min }}(P)}\right)$. The lower bound even holds in case the Markov Chain is not irreducible and aperiodic; it must only converge to a unique stationary distribution.

Proof of Theorem 7.6. Observe that by Lemma 7.3, the eigenvalues of $A_{1}$ are equivalent to the ones used in [88], since we have $k=1$ and consider configurations given by $n$ vectors in contrast to $n+1$ vectors assumed in [88]. Due to [88, Theorem 5], for the spectral gap of $A_{1}$ we conclude $\lambda_{2} \in \Theta\left(1-\frac{1}{n^{2}}\right)$. Combined with Lemma 7.4, we can see that the mixing time for a factor of $2 \varepsilon$ is at least $t_{\text {mix }}(2 \varepsilon) \geq\left(\frac{1}{1-\lambda_{2}}-1\right) \cdot \frac{1}{\log (4 \varepsilon)} \in \Omega\left(n^{2} \log (1 / \varepsilon)\right)$. Assume we are at time step $t<t_{\text {mix }}(2 \varepsilon)$. Consider $A_{1}^{t}$ and note that we can express the configuration at step $t$ by $w(t)=A_{1}^{t} \cdot w(0)$. Due to the mixing time and the stationary distribution of $A_{1}$ introduced in Lemma 7.3, we know that there is an $i \in[0, n-1]$ such that $A_{1}^{t}[i, 1]<(1-2 \varepsilon)$. Further, $A_{1}^{t}[i, n-1] \leq 1$. Define the initial configuration by $w_{1}(0)=1, w_{i}(0)=-0.313$ for $2 \leq i \leq n$, and $w_{n-1}(0)=\varepsilon$. Notice that $w(0)$ is
a valid opposed configuration. Also $w_{i}(t+1)=\sum_{j=0}^{n-1} A_{1}^{t}[i, j] \cdot w_{j}(0)<(1-2 \varepsilon)+\varepsilon=(1-\varepsilon)$ and thus, no $\varepsilon$-approximation of the optimal configuration has been reached.

### 7.3.2.2 Analysis of Marching Configurations

Marching configurations do not converge to a max-chain but have a different convergence behavior. They converge to the marching chain. It is called marching chain because the robots all together move in the same direction and never stop. For even $n$, the configuration $w_{M}(t)$ defines the marching chain. $w_{M}(t)=\left(1-\frac{2}{n}, 1-\frac{4}{n}, \ldots, \frac{2}{n}, 0,-\frac{2}{n},-\frac{4}{n}, \ldots,-\left(1-\frac{2}{n}\right)\right)^{T}$. For odd $n$, the configuration is similar: $w_{M}(t)=\left(1-\frac{2}{n}, 1-\frac{4}{n}, \ldots, \frac{1}{n},-\frac{1}{n},-\frac{3}{n}, \ldots,-\left(1-\frac{2}{n}\right)\right)^{T}$. Figure 7.2 visualizes the marching chain for an even number of robots. Observe that $S(t) \cdot w_{M}(t)=w_{M}(t)\left(w_{M}(t)\right.$ is an eigenvector of $S(t)$ to the eigenvalue 1). In the marching chain, each robot moves a distance of $\frac{1}{n}$ per round.


Figure 7.2: A marching chain for $n=10$. Every position is occupied by two robots.
Starting in a marching configuration, the convergence time until all vectors only differ up to $\varepsilon$ from their corresponding vector in the marching chain is equal to the runtime bound for opposed configurations. Here, we can again use the analysis of the mixing time of a Markov Chain for a slightly different transition matrix.

Theorem 7.7 Given a marching configuration, MAX-GTM needs at most $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ and at least $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ rounds to achieve an $\varepsilon$-approximation of the marching chain.

For the proof of Theorem 7.7, we analyze the distance a robot moves in each time step. Define $z_{i}(t):=p_{i}(t+1)-p_{i}(t)$ to be the vector pointing from $p_{i}(t)$ to $p_{i}(t+1)$. Without loss of generality, we assume that the outer robots both move in a positive direction. More formally:

$$
\begin{array}{rlrl}
z_{0}(t) & =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{1}(t)+\frac{1}{2}-p_{0}(t) & \\
z_{i}(t) & =\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)-p_{i}(t) & & \\
z_{n-1}(t) & =\frac{1}{2} p_{n-2}(t)+\frac{1}{2} p_{n-1}(t)+\frac{1}{2}-p_{n-1}(t) & &
\end{array}
$$

Note that for an arbitrary $t \in \mathbb{N}_{0}, \sum_{i=0}^{n-1} z_{i}(t)=1$. The corresponding equations for the next time step can be computed as follows:

$$
\begin{array}{rlr}
z_{0}(t+1) & =\frac{1}{2} z_{0}(t)+\frac{1}{2} z_{1}(t) \\
z_{i}(t+1) & =\frac{1}{2} z_{i-1}(t)+\frac{1}{2} z_{i+1}(t) \\
z_{n-1}(t+1) & =\frac{1}{2} z_{n-2}(t)+\frac{1}{2} z_{n-1}(t) & \text { for } 1 \leq i<n-1 \\
\hline
\end{array}
$$

Now, let $z(t)$ be a column vector of length $n$ whose $i$-th entry contains $z_{i}(t)$. For the next time step, $z(t+1)$ can be computed as the product of the transition matrix $A_{2}$ and $z(t)$ :

$$
z(t+1)=\left[\begin{array}{cccccccc}
\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 & 0 & \ldots & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & 0 & \ldots & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & \ldots & 0 \\
0 & 0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right] \cdot z(t)=A_{2}^{t} \cdot z(1)
$$

Note that $A_{2}$ can also be interpreted as the transition matrix of an aperiodic and irreducible Markov Chain. The mixing time of this matrix has already been analyzed in [88].

Lemma 7.5- [88]. For $A_{2}, t_{\text {mix }}(\varepsilon) \in \Omega\left(n^{2} \log 1 / \varepsilon\right)$ and $t_{m i x}(\varepsilon) \in \mathcal{O}\left(n^{2} \log n / \varepsilon\right)$.
Based on the results in [88], Theorem 7.7 follows.

### 7.3.3 Two-Dimensional Analysis

The analysis of two-dimensional configurations exhibits a much more complex behavior than the one-dimensional case. Still, we can prove convergence: the chain either converges to a marching chain or the max-chain and thus, no additional convergence behavior exists when switching to two dimensions (Section 7.3.3.1). However, it is much harder to predict the final configuration based on the properties of the initial configuration. In Section 7.3.3.2, we prove based on results about non-linear discrete dynamical systems that marching chains are unstable fixed points. Intuitively, this means that configurations close to marching chains converge to max-chains. This gives a hint that the set of initial configurations converging to the marching chain is tiny. Using this insight about the stability of marching chains, we derive a lower bound configuration for the two-dimensional case in Section 7.3.3.3. The runtime of MAX-GTM started in this lower bound configuration does not only depend on the number of robots but also a geometric property of the initial configuration. Hence, we see an interesting gap in the runtime between one-dimensional and two-dimensional configurations. We conclude this section by considering the case that only one of the outer robots moves while the other one remains stationary in Section 7.3.3.4. We can prove the same runtime bounds as for the one-dimensional case for this case.

### 7.3.3.1 Convergence Result

Next, we prove a convergence result for two-dimensional configurations, stating that an initial configuration either converges to the max-chain or the marching chain. In the analysis, we again consider the vectors $z_{i}(t)=p_{i}(t+1)-p_{i}(t)$ and the function $\phi_{2}(t)=\sum_{i=0}^{n-1}\left\|z_{i}(t)\right\|_{2}^{2}$. We can bound $\phi_{2}(t)-\phi_{2}(t+1)$ as follows:

Lemma $7.6 \phi_{2}(t)-\phi_{2}(t+1) \geq \frac{1}{4} \sum_{i=0}^{n-1}\left\|z_{i-1}(t)-z_{i+1}(t)\right\|_{2}^{2}$

Proof.

$$
\begin{aligned}
\phi_{2}(t+1) & =\sum_{i=0}^{n-1}\left\|\frac{p_{i-1}(t+1)+p_{i+1}(t+1)}{2}-p_{i}(t+1)\right\|_{2}^{2} \\
& =\frac{1}{4} \sum_{i=1}^{n-2}\left\|z_{i-1}(t)+z_{i+1}(t)\right\|_{2}^{2}+\left\|z_{0}(t+1)\right\|_{2}^{2}+\left\|z_{n-1}(t+1)\right\|_{2}^{2}
\end{aligned}
$$

With $\left\|z_{0}(t+1)\right\|_{2}^{2} \leq \frac{1}{4}\left\|z_{0}(t)+z_{1}(t)\right\|_{2}^{2}$ and $\left\|z_{n-1}(t+1)\right\|_{2}^{2} \leq \frac{1}{4}\left\|z_{n-2}(t)+z_{n-1}(t)\right\|_{2}^{2}$ it follows that $\phi_{2}(t+1) \leq \frac{1}{4} \sum_{i=0}^{n-1}\left\|z_{i-1}(t)+z_{i+1}(t)\right\|_{2}^{2}$. Now, define $\Delta \phi_{2}(t)$ to be $\phi_{2}(t)-\phi_{2}(t+1)$. With help of the parallelogram law, we derive a lower bound on $\Delta \phi_{2}(t)$ :

$$
\begin{aligned}
\Delta \phi_{2}(t) & \geq \sum_{i=0}^{n-1}\left\|z_{i}(t)\right\|_{2}^{2}-\frac{1}{4} \sum_{i=0}^{n-1}\left\|z_{i-1}(t)+z_{i+1}(t)\right\|_{2}^{2} \\
& =\sum_{i=0}^{n-1}\left\|z_{i}(t)\right\|_{2}^{2}-\sum_{i=0}^{n-1}\left(\left\|z_{i}(t)\right\|_{2}^{2}-\frac{1}{4}\left\|z_{i-1}(t)-z_{i+1}(t)\right\|_{2}^{2}\right) \\
& =\frac{1}{4} \sum_{i=0}^{n-1}\left\|z_{i-1}(t)-z_{i+1}(t)\right\|_{2}^{2}
\end{aligned}
$$

Theorem 7.8 Given an arbitrarily connected chain in the Euclidean plane, MAX-GTM converges either to the marching chain or to the max-chain.

Proof. $\phi_{2}(t)$ is a monotonically decreasing function of $t$, bounded from below by 0 , and the potential difference can be lower bounded by $\frac{1}{4} \sum_{i=0}^{n-1}\left\|z_{i-1}(t)-z_{i+1}(t)\right\|_{2}^{2}$ (Lemma 7.6). Hence, the potential difference can only be 0 in case all vectors $z_{i}(t)$ are equal. Either $z_{0}(t)=z_{1}(t)=\cdots=z_{n-1}(t)>0$ or $z_{0}(t)=\cdots=z_{n-1}(t)=0$. In the first case, all robots move the same distance in the same direction (a marching chain). In the second case, no robot moves at all, which can only be the case if the chain is stretched to a max-chain.

### 7.3.3.2 Stability Result

This section aims to prove that the marching chain is an unstable fixed point of MAX-GTM, interpreted as a discrete (non-linear) dynamical system. We split the vector representation of a configuration into its $x$ - and $y$-components. More precisely, consider the vector $w_{i}(t):=\left(x_{i}(t), y_{i}(t)\right)$. Now, define the state of a system to be $s(t):=\left(x_{1}(t), \ldots, x_{n-1}(t), y_{1}(t), \ldots, y_{n-1}(t)\right)$. The dynamical system consists of $2(n-1)$ variables each representing an entry of the vector representation. Applying MAX-GTM to the configuration can now be interpreted as a set of $2(n-1)$ functions, one function for each variable.

$$
\begin{array}{rlrl}
x_{1}(t+1) & =f_{x_{1}}(s(t)) & =\frac{x_{1}(t)}{2 \cdot \sqrt{x_{1}(t)^{2}+y_{1}(t)^{2}}}+\frac{1}{2} x_{2}(t) & \\
x_{i}(t+1) & =f_{x_{i}}(s(t))=\frac{1}{2} x_{i-1}(t)+\frac{1}{2} x_{i+1}(t) & \text { for } 1<i<n-1 \\
x_{n-1}(t+1) & =f_{x_{n-1}}(s(t))=\frac{1}{2} x_{n-2}(t)+\frac{x_{n-1}(t)}{2 \cdot \sqrt{x_{n-1}(t)^{2}+y_{n-1}(t)^{2}}} & & \\
y_{1}(t+1) & =f_{y_{1}}(s(t))=\frac{y_{1}(t)}{2 \cdot \sqrt{x_{1}(t)^{2}+y_{1}(t)^{2}}}+\frac{1}{2} y_{2}(t) & & \\
y_{i}(t+1) & =f_{y_{i}}(s(t)) & =\frac{1}{2} y_{i-1}(t)+\frac{1}{2} y_{i+1}(t) & \text { for } 1<i<n-1 \\
y_{n-1}(t+1) & =f_{y_{n-1}}(s(t))=\frac{1}{2} y_{n-2}(t)+\frac{y_{n-1}(t)}{2 \cdot \sqrt{x_{n-1}(t)^{2}+y_{n-1}(t)^{2}}} &
\end{array}
$$

Next, we compute the Jacobian matrix $\mathcal{J}$ of the dynamical system. For this dynamical system, $\mathcal{J}$ is a $2 \cdot(n-1) \times 2 \cdot(n-1)$-matrix. Each row corresponds to one of the $2 \cdot(n-1)$ transition functions. An entry $\mathcal{J}_{i, j}$ represents $\frac{\partial f_{i}}{\partial j}$, the derivative of $f_{i}$ with respect to variable $j$. Each function depends on at most 3 variables, and thus each row contains at most 3 non-zero elements. For better readability, we omit the time parameter $t$ and define $\eta_{i}(t)=2 \cdot\left(x_{i}^{2}+y_{i}^{2}\right)^{3 / 2}$.

$$
\mathcal{J}=\left[\begin{array}{ccccccccccc}
\frac{y_{1}^{2}}{\eta_{1}} & \frac{1}{2} & 0 & \ldots & 0 & 0 & \frac{-x_{1} \cdot y_{1}}{\eta_{1}} & 0 & \ldots & 0 & 0  \tag{7.6}\\
\frac{1}{2} & 0 & \frac{1}{2} & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \frac{1}{2} & \frac{y_{n-1}^{2}}{\eta_{n-1}} & 0 & 0 & \ldots & 0 & \frac{-x_{n-1} \cdot y_{n-1}}{\eta_{1}} \\
\frac{-x_{1} \cdot y_{1}}{\eta_{n-1}} & 0 & 0 & \ldots & 0 & 0 & \frac{x_{1}^{2}}{2 \eta_{1}} & \frac{1}{2} & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \frac{1}{2} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & \frac{1}{2} \\
0 & 0 & \ldots & 0 & 0 & \frac{-x_{n-1} \cdot y_{n-1}}{\eta_{n-1}} & 0 & 0 & \ldots & \frac{1}{2} & \frac{x_{n-1}^{2}}{\eta_{n-1}}
\end{array}\right]
$$

To prove that the marching chain is an unstable fixed point, we have to evaluate $\mathcal{J}$ at that fixed point. Recall the marching chain is one-dimensional. Thus we assume that $x_{i}(t)=0$ for $1 \leq i \leq n-1$. The variables $y_{i}(t)$ are defined according to the marching chain: $y_{1}(t)=1-\frac{2}{n}, y_{2}(t)=$ $1-\frac{4}{n}, \ldots, y_{n-1}(t)=-\left(1-\frac{2}{n}\right)$. Plugging these values into the Jacobian matrix (Equation (7.6)) yields the following matrix:

$$
\mathcal{J}_{w_{M}}=\left[\begin{array}{ccccccccccc}
\frac{n}{2(n-2)} & \frac{1}{2} & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 0  \tag{7.7}\\
\frac{1}{2} & 0 & \frac{1}{2} & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \frac{1}{2} & \frac{n}{2(n-2)} & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & \frac{1}{2} & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \frac{1}{2} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & \frac{1}{2} \\
0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & \ldots & \frac{1}{2} & 0
\end{array}\right]
$$

The stability of the marching chain can now be analyzed with the help of the eigendecomposition of $\mathcal{J}_{w_{M}}$. More precisely, in the case that at least one eigenvalue of $\mathcal{J}_{w_{M}}$ has a magnitude larger than 1 , it follows that the marching chain is an unstable fixed point (see for instance [71]). The following lemma helps us to prove a lower bound on the largest eigenvalue of $\mathcal{J}_{w_{M}}$.

Lemma 7.7 - [115]. Define $u^{T}=(1, \ldots, 1)$. The largest eigenvalue $\lambda_{1}(A)$ of a symmetric $n \times n$ matrix $A$ can be lower bounded by $\lambda_{1}(A) \geq \frac{u^{T} \cdot A \cdot u}{u^{T} \cdot u}$.

Theorem 7.9 The marching chain is an unstable fixed point.

Proof. As $\mathcal{J}_{w_{M}}$ is a $2 \cdot(n-1) \times 2 \cdot(n-1)$ matrix, it follows $u^{T} \cdot u=2 \cdot(n-1)$. Next, observe that every column of $\mathcal{J}_{w_{M}}$, except for the first and the lst one, are stochastic. The first and the last column
sum up to $\frac{1}{2}+\frac{n}{2 \cdot(n-2)}=1+\frac{1}{n-2}$. Thus, we can compute $u^{T} \cdot A=\left(1+\frac{1}{n-2}, 1, \ldots, 1,1+\frac{1}{n-2}, 1, \ldots, 1\right)$ and $u^{T} \cdot A \cdot u=2 \cdot(n-1)+\frac{2}{n-2}$. Finally, we can bound $\lambda_{1}\left(\mathcal{J}_{w_{M}}\right)$ via Lemma 7.7 and prove the theorem:

$$
\lambda_{1}\left(\mathcal{J}_{w_{M}}\right) \geq \frac{2 \cdot(n-1)+\frac{2}{n-2}}{2 \cdot(n-1)}=1-\frac{1}{n-1}+\frac{1}{n-2}>1(\text { given } n>2) .
$$

### 7.3.3.3 Derivation of a Lower Bound

In case both outer robots move, we identify a certain class of configurations that lead to an arbitrarily high runtime based on a parameter $\delta$, which can be seen as the width of the configuration. Before defining the configurations, we give some intuition about their construction: As the marching chain is an unstable fixed point (see Section 7.3.3.2), we know that configurations that are close to a marching chain converge to the max-chain. Additionally, the largest eigenvalue of the Jacobian matrix evaluated at that fixed point is very close to one (in the order of $1+\frac{1}{n}$ ), and thus, the dynamics close to the marching chain are very slow. Therefore, we investigate configurations that are close to marching chains, we denote them as discrete $\delta$ - $V$-configurations. See also Figure 7.3 for a visualization.

Definition 7.1 For odd $n$, a discrete $\delta$ - $V$-configuration is defined by the vectors

$$
w_{i}(t):=\left(\frac{\delta}{n-1}, 1-\frac{2 \cdot i}{n}\right)^{T} \text { for } i=1, \ldots, n-1
$$



Figure 7.3: A discrete $\delta$-V-configuration.
Observe that for $\delta=0$, discrete $\delta$-V-configurations and marching chains coincide. Choosing any $\delta>0$ changes the behavior such that the configuration converges to the max-chain. The runtime, however, can be arbitrarily high depending on $\delta$.

Theorem 7.10 Starting in a discrete $\delta$-V-configuration, MAX-GTM needs at least $\Omega\left(n^{2}\right.$. $\log (1 / \delta))$ rounds to achieve an $\varepsilon$-approximation of the max-chain.

For the proof of Theorem 7.10, we need two auxiliary lemmata.
Lemma 7.8 During an execution of MAX-GTM starting in a discrete $\delta$-V-configuration at time step $0,\left\|w_{i}(t)\right\|_{2} \geq\left\|w_{i}(0)\right\|_{2}$ for all $t$ and all $1 \leq i \leq n-1$.

Proof. Observe that for all $w_{i}(t)$ it always holds $x_{i}(t) \geq 0$ and for $0 \leq i \leq \frac{n}{2}-1: y_{i}(t) \leq 0$ and for $\frac{n}{2}-1 \leq i \leq n-1: y_{i}(t) \geq 0$. We prove the fact for vectors $w_{n / 2}$ to $w_{n-1}$ by induction over $t$. The induction for the first half of vectors is analogous. The induction base is clear. Consider time step $t+1$ and an vector $w_{i}(t+1)=\frac{1}{2} w_{i-1}(t)+\frac{1}{2} w_{i+1}(t)$. Observe that $\left\|w_{i}(t+1)\right\|_{2}=\frac{1}{2}\left\|w_{i-1}(t)+w_{i+1}(t)\right\|_{2}$. Since $x_{i-1}(t), x_{i+1}(t), y_{i-1}(t)$ and $y_{i+1}(t) \geq 0,\left\|w_{i}(t+1)\right\|_{2} \geq \frac{1}{2}\left\|w_{i-1}(0)+w_{i+1}(0)\right\|_{2}=\left\|w_{i}(0)\right\|_{2}$.

Lemma 7.9 When applying MAX-GTM to a discrete $\delta$-V-configuration, we have $x_{1}(t) \geq \frac{1}{2}$ after $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ rounds.

Proof. Trivially, $x_{2}(t) \leq x_{1}(t)$ for all $t$. Thus, we can bound $x_{1}(t+1)$ as follows.

$$
\begin{aligned}
x_{1}(t+1) & \leq \frac{1}{2-\frac{4}{n}} x_{1}(t)+\frac{1}{2} x_{2}(t) \\
& =\frac{1}{2} x_{1}(t)+\frac{1}{n-2} x_{1}(t)+\frac{1}{2} x_{2}(t) \\
& \leq\left(1+\frac{1}{n-2}\right) x_{1}(t)
\end{aligned}
$$

Thus, $x_{1}(t)$ doubles at most every $\mathcal{O}(n)$ rounds. Since $x_{1}(0)=\frac{\delta}{n-1}$ it requires at least $\mathcal{O}\left(n^{2}\right)$ rounds until $x_{1}(t) \geq 2 \delta$. The lemma follows.

Lemma 7.9 together with the lower bound for one-dimensional configurations imply Theorem 7.10. Hence, the runtime of MAX-GTM can be arbitrarily high depending on $\delta$. The dependence on $\delta$ can be removed in the continuous time model by an (at first sight) counterintuitive approach: The outer robots move slower than the inner robots (Section 7.4). The same approach does not work in $\mathcal{F}$ SYNC (see Section 7.5).

### 7.3.3.4 Upper bound for one Stationary Outer Robot

Interestingly, by assuming that only one of the outer robots moves while the other remains stationary, we can prove the same upper runtime bound as for one-dimensional configurations. Note that no marching chain can exist in this case as one outer robot does not move. The proof relies on the analysis of $\phi_{2}(t)$ for this case. Again, the analysis of a transition matrix plays a role here - since only one outer robot moves, we obtain a substochastic transition matrix where every row except one sums up to 1 . The last row only sums up to $1 / 2$ such that high powers of this matrix converge to the 0-matrix. Diagonalization of the transition matrix yields the following runtime bound.

Theorem 7.11 In case one of the outer robots is stationary and all other robots move according to MAX-GTM, an $\varepsilon$-approximation of the max-chain is achieved after $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ rounds.

For the proof, we assume without loss of generality that $r_{0}$ does not move and thus $p_{0}(0)=p_{0}(t)$ for all $t$. We again use a potential function $\phi_{2}(t)$, which sums up the squared distances of robots to their target points. This time, $z_{0}(t)=0$ for all $t$, and therefore, we exclude $z_{0}(t)$ from the summation and obtain $\phi_{2}(t)=4 \sum_{i=1}^{n-1}\left\|z_{i}(t)\right\|_{2}^{2}$. The new equation for $z_{1}(t+1)$ simplifies as follows (all other equations remain unchanged):

$$
\begin{aligned}
\left\|z_{1}(t+1)\right\|_{2}^{2} & =\left\|\frac{1}{2} p_{0}(t+1)+\frac{1}{2} p_{2}(t+1)-p_{1}(t+1)\right\|_{2}^{2} \\
& =\left\|\frac{1}{2} p_{0}(t)+\frac{1}{4} p_{1}(t)+\frac{1}{4} p_{3}(t)-\frac{1}{2} p_{0}(t)-\frac{1}{2} p_{2}(t)\right\|_{2}^{2} \\
& =\frac{1}{4}\left\|z_{2}(t)\right\|_{2}^{2} \leq \frac{1}{2}\left\|z_{2}(t)\right\|_{2}^{2}
\end{aligned}
$$

Define $z^{\prime}(t)=\left(\left\|z_{1}(t)\right\|_{2}^{2}, \ldots,\left\|z_{n-1}(t)\right\|_{2}^{2}\right)^{T}$. Given two $n$-dimensional column vectors $v$ and $v^{\prime}$ we define $v \leq v^{\prime}$ if $v_{i} \leq v_{i}^{\prime}$ for all $1 \leq i \leq n-1$. Then, we can upper bound $z^{\prime}(t+1)$ as follows.

$$
z^{\prime}(t+1) \leq\left[\begin{array}{cccccccc}
0 & \frac{1}{2} & 0 & 0 & 0 & 0 & \ldots & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & 0 & \ldots & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & \ldots & 0 \\
0 & 0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right] \cdot z^{\prime}(t)=A_{3} \cdot z^{\prime}(t)=A_{3}^{t+1} \cdot z^{\prime}(0)
$$

Observe that $A_{3}$ is a substochastic matrix in which every row except for the first one is stochastic. To analyze the convergence time, we determine the largest eigenvalue and the eigenvectors of $A_{3}$.
Lemma 7.10 The eigenvalues of $A_{3}$ are $\lambda_{j}=\cos \left(\frac{(2 j-1) \cdot \pi}{2 n-1}\right)$ for $j=1, \ldots, n-1$. The corresponding eigenvectors are given by $x_{j}[i]=\cos \left(\frac{(2 j-1) \cdot(2 i-1)}{2 \cdot(2 n-1)}\right)$ for $i, j=1, \ldots, n-1$ where $x_{j}[i]$ denotes the $i$-th entry of eigenvector $j$.

Proof. The matrix $A_{3}$ is a special tridiagonal matrix whose eigenvalues and eigenvectors have been analyzed in [121]. A more general result about these matrices can be found in [99]. The matrices in [121] are defined as

$$
T(a, b, c, \alpha, \beta)=\left[\begin{array}{cccccccc}
-\alpha+b & c & 0 & 0 & 0 & 0 & \ldots & 0 \\
a & b & c & 0 & 0 & 0 & \ldots & 0 \\
0 & a & b & c & 0 & 0 & \ldots & 0 \\
0 & 0 & a & b & c & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & a & -\beta+b
\end{array}\right] .
$$

In our case, $a=c=\frac{1}{2}, b=\alpha=0, \beta=-\sqrt{a c}=-\frac{1}{2}$. For these values of $a, b, c, \alpha$ and $\beta$, Lemma 7.10 follows from Theorem 2 in [121].

Next, we introduce a technical lemma from [59] that upper bounds the entries of $A_{3}$ by its eigenvalues and eigenvectors.

Lemma 7.11 - Lemma 2 in [59]. For any irreducible, symmetric, substochastic $n \times n$ matrix P with pairwise distinct eigenvalues and any $i, j$ we have $P^{k}[i, j] \leq n \cdot \alpha \cdot \beta^{k}$ where $\beta$ is the largest absolute eigenvalue of $P$ and $\alpha=\max _{i, j, i^{\prime}, j^{\prime}}\left|x_{j}[i] \cdot x_{j^{\prime}}\left[i^{\prime}\right]\right|$ with $x_{j}$ denoting the $j$-th eigenvector of $P$.

Now, we have collected all tools needed to give the proof of Theorem 7.11.
Proof of Theorem 7.11. We apply the results of Lemma 7.11. Due to Lemma 7.10, we have $\alpha \leq 1$ and $\beta=\cos \left(\frac{\pi}{2 n-1}\right)$. Using $\cos (x) \leq 1-\frac{2 x^{2}}{\pi^{2}}$ for $-\pi \leq x \leq \pi$, we can derive $\beta \leq\left(1-\frac{1}{(2 n-1)^{2}}\right)$. For $t=(2 n-1)^{2}$ we obtain $\beta^{t} \leq \frac{1}{e}$. Hence, for $t^{\prime} \geq(2 n-1)^{2} \cdot \ln \left(\frac{4 n^{4}}{\varepsilon^{2}}\right)$ we have that for all
$i, j A_{3}^{t^{\prime}}[i, j] \leq \frac{\varepsilon^{2}}{4 n^{3}}$. Since initially $\left\|z_{i}(0)\right\|_{2}^{2} \leq 1$ for all $1 \leq i \leq n-1$, we obtain for all $2 \leq i \leq n$ : $\left\|z_{i}\left(t^{\prime}\right)\right\|_{2}^{2} \leq \frac{\varepsilon^{2}}{4 n^{2}}$. After $t^{\prime}$ rounds, no robot moves a distance of larger than $\frac{\varepsilon^{2}}{4 n^{2}}$ anymore.

We conclude by proving that after $t^{\prime}$ rounds also an $\varepsilon$-approximation of the max-chain is reached. First of all, we prove $\left\|w_{i}(t)\right\|_{2} \geq(1-\varepsilon)$ for $1 \leq i \leq n-1$. Consider $z_{n-1}\left(t^{\prime}\right)$. Without loss of generality, we assume that $p_{n-1}\left(t^{\prime}\right)=(0,0)$ and $p_{n}\left(t^{\prime}\right)=(1,0)$ and $p_{n-2}\left(t^{\prime}\right)=\left(x_{n-2}, 0\right)$. Since $\left\|z_{n-1}\left(t^{\prime}\right)\right\|_{2}^{2} \leq \frac{\varepsilon^{2}}{4 n^{2}}$, we obtain $\left\|z_{n-1}\left(t^{\prime}\right)\right\|_{2} \leq \frac{\varepsilon}{2 n}$. Hence, $-\frac{\varepsilon}{2 n} \leq \frac{1}{2} x_{n-2}+\frac{1}{2} \leq \frac{\varepsilon}{2 n}$, implying $-\left(1+\frac{\varepsilon}{n}\right) \leq x_{n-2} \leq-\left(1-\frac{\varepsilon}{n}\right)$. As $0 \leq \varepsilon$, we can simplify to $-1 \leq x_{n-2} \leq-\left(1-\frac{\varepsilon}{n}\right)$. Now, observe $w_{n-1}\left(t^{\prime}\right)=\left(-x_{n-2},-y_{n-2}\right)$ and thus $\left\|w_{n-1}\left(t^{\prime}\right)\right\|_{2} \geq\left(1-\frac{\varepsilon}{n}\right)$. With similar arguments, we can conclude $\left\|w_{n-1-j}\left(t^{\prime}\right)\right\|_{2} \geq\left(1-(j+1) \cdot \frac{\varepsilon}{n}\right)$ and thus $\left\|w_{1}\left(t^{\prime}\right)\right\|_{2} \geq\left(1-(n-1) \cdot \frac{\varepsilon}{n}\right) \geq(1-\varepsilon)$. Hence, all vectors have a length of at least $(1-\varepsilon)$. In the same style, we can prove $\Delta_{0, n-1}\left(t^{\prime}\right) \geq$ $(1-\varepsilon) \cdot(n-1)$.

### 7.4 Protocols and Analyses in the $\mathcal{O B L O} \mathcal{T}_{1}^{C}$ Model

This section is dedicated to the MAX-MOB protocol that transforms a connected chain into a max-chain in the continuous time model. After introducing the protocol, we continue with some preliminaries in Section 7.4.1. The following Section 7.4.2 deals with a more detailed explanation of the velocity vectors of outer robots based on the Zenoness phenomenon, which is part of the continuous time model (see Section 2.1.3). Afterward, we provide an intuitive explanation of the protocol combined with a proof outline in Section 7.4.3. The complete analysis can be found in Section 7.4.4.

Max-Move-On-Bisector (Max-MoB). In the following, we omit the protocol name in the velocity vectors, i.e., we only write $v_{i}(t)$ to describe the velocity vector of $r_{i}$ at time $t$. Outer robots move with a maximal speed of $(1-\tau)$ for a constant $0<\tau \leq 1 / 2$ as follows: In case $\left\|w_{1}(t)\right\|_{2}<1$ : $v_{0}(t)=-(1-\tau) \cdot \widehat{w}_{1}(t)$. Similarly, in case $\left\|w_{n-1}(t)\right\|_{2}<1, v_{n-1}(t)=(1-\tau) \cdot \widehat{w}_{n-1}(t)$. In other words, outer robots move with a speed of $(1-\tau)$ away from their direct neighbors. Otherwise, provided $\left\|w_{1}(t)\right\|_{2}=1\left(\left\|w_{n-1}(t)\right\|_{2}=1\right.$ respectively), an outer robot adjusts its speed and tries to stay in distance 1 to its neighbor while moving with a maximal speed of $1-\tau$. An inner robot $r_{i}$ with $0<\alpha_{i}(t)<\pi$ moves only if at least one of the following three conditions holds: $\left\|w_{i}(t)\right\|_{2}=1$, $\left\|w_{i+1}(t)\right\|_{2}=1$ or $\alpha_{i}(t)<\psi$ for $\psi:=2 \cdot \cos ^{-1}(1-\tau)$. Otherwise, an inner robot does not move at all. If one of the conditions holds, an inner robot moves with speed 1 along the angle bisector formed by the vectors pointing to its neighbors. As soon as the position of the robot and the positions of its neighbors are collinear, it continues moving with a speed of 1 towards the midpoint between its neighbors while ensuring staying collinear. Once it has reached the midpoint, it adjusts its speed to stay on the midpoint. See Figure 7.4 for a visualization.

### 7.4.1 Preliminaries

For both outer robots, we determine the index of the first robot that is not collinear with its neighbors and the respective outer robot.

Definition 7.2 Define $\ell(t)$ to be the index, such that for all $1<j \leq \ell(t)$ either $w_{j}(t)=(0,0)$ or $\widehat{w}_{j}(t)=\widehat{w}_{1}(t), w_{\ell(t)+1}(t) \neq(0,0)$ and $\widehat{w}_{\ell(t)+1}(t) \neq \widehat{w}_{1}(t)$. Similarly, define $r(t)$ to be the index such that for all $r(t)<j<n-1$ either $w_{j}(t)=(0,0)$ or $\widehat{w}_{j}(t)=\widehat{w}_{n-1}(t)$ and $w_{r(t)}(t) \neq(0,0)$ and $\widehat{w}_{r(t)}(t) \neq \widehat{w}_{n-1}(t)$. In case there is no such an index define $\ell(t)=r(t)=0 . \alpha_{\ell(t)}(t)$ and $\alpha_{r(t)}(t)$ are denoted as outer angles.

We omit the time parameter $t$ in indices, when it is clear from the context, e.g., we write $\alpha_{\ell}(t)$ instead of $\alpha_{\ell(t)}(t)$. In addition to the indices $\ell(t)$ and $r(t)$, we define the last indices of robots (starting to count at $\ell(t)$ and $r(t)$ ) that are collinear with their neighbors and the corresponding robot with index $\ell(t)$ or $r(t)$.


Figure 7.4: A chain visualizing the movements of MAX-MoB. The velocity vectors are depicted by dashed arrows. Both $r_{\ell}(t)$ and $r_{r(t)}$ move since a neighboring vector has a length of 1 . Additionally, $r_{i}$ moves because $\alpha_{i}(t)<\psi$. The robots between $r_{\ell(t)}$ and $r_{i}$ do not move because their neighboring vectors have a length smaller than 1 .

Definition 7.3 Let $\ell^{+}(t)$ be the smallest index larger than $\ell(t)$ such that $\alpha_{\ell^{+}}(t)<\pi$. Similarly let $r^{+}(t)$ be the largest index less than $r(t)$ such that $\alpha_{r^{+}}(t)<\pi$.

Definition 7.4 The left outer length is defined as $O_{\ell}(t):=\sum_{i=1}^{\ell(t)}\left\|w_{i}(t)\right\|_{2}$ and the right outer length as $O_{r}(t):=\sum_{i=r(t)+1}^{n-1}\left\|w_{i}(t)\right\|_{2}$. The maximal values of the left and right outer length are denoted by $\gamma_{\ell}(t):=\ell(t)$ and $\gamma_{r}(t):=n-1-r(t)$. Additionally, the inner length is defined as $I(t):=\sum_{i=\ell(t)+1}^{r(t)}\left\|w_{i}(t)\right\|_{2}$.

The following Figure 7.5 depicts Definitions 7.2 to 7.4 .


Figure 7.5: A visualization of $\ell(t), \ell^{+}(t), r(t), r^{+}(t), O_{\ell}(t)$ and $O_{r}(t)$.
We conclude this section with a helpful lemma stating how the distance between two robots changes, depending on their trajectories. We have seen this lemma with a slightly different notation in Lemma 4.2. Here, we restate it according to the notation used in this chapter. For this purpose, we define the angles

$$
\beta_{i, j}(t):=\angle\left(v_{i}(t), p_{j}(t)-p_{i}(t)\right) .
$$

In other words, $\beta_{i, j}(t)$ denotes the signed angle between the velocity vector of $r_{i}$ and the line segment connecting $r_{i}$ and $r_{j}$ at time $t$.

Lemma 7.12 - Lemma 3.1 in [49]. Consider two robots $r_{i}$ and $r_{j}$ and let $\Delta_{i, j}(t): \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ represent their distance at time $t$. The distance between $r_{i}$ and $r_{j}$ changes with speed

$$
\Delta_{i, j}{ }^{\prime}(t)=-\left(\left\|v_{i}(t)\right\|_{2} \cdot \cos \left(\beta_{i, j}(t)\right)+\left\|v_{j}(t)\right\|_{2} \cdot \cos \left(\beta_{j, i}(t)\right)\right) .
$$

### 7.4.2 A Note on The Velocity Vectors of Outer Robots

While the velocity vectors of inner robots might be clear from the description, the velocity vectors of outer robots are special in the sense that they might not only depend on the length of the neighboring vector. To clarify this behavior, we formally analyze and state the velocity vectors $v_{0}(t)$ and $v_{n-1}(t)$. As we are in a continuous time model, the velocity vectors might depend on the positions and movements of the neighbors of a robot and on robots that are at a farther distance. More precisely, if there is a subchain in which multiple robots are already located on a straight line, the velocity vectors of these robots are influenced by the first and last robot of that subchain. This phenomenon is called Zenoness [72], see also Section 2.1.3.

There are two possible velocity vectors for outer robots which only differ in their length. In both cases, the direction of the velocity vector is the same as the direction of the vector pointing from their neighbors to themselves. The length of the velocity vector only depends on $O_{i}(t)$. We now derive the velocity vector $v_{0}(t)$, and the vector $v_{n-1}(t)$ can be derived analogously. There are two cases to consider, $O_{\ell}(t)<\gamma_{\ell}(t)$ and $O_{\ell}(t)=\gamma_{\ell}(t)$. The case $O_{\ell}(t)<\gamma_{\ell}(t)$ consists of two sub-cases in which $r_{0}$ moves with speed $1-\tau$. If the robot detects $\left\|w_{1}(t)\right\|_{2}<1$, it moves with speed $1-\tau$ away from its neighbor. Otherwise, $\left(\left\|w_{1}(t)\right\|_{2}=1\right)$, let $j$ be the smallest index such that $\left\|w_{j}(t)\right\|_{2}<1$. Since $O_{\ell}(t)<\gamma_{\ell}(t)$, we have that $j<\ell(t)$. The robot $r_{j-1}$ moves with speed 1 to the midpoint between its neighbors which lies on the straight line between $r_{0}$ and $r_{\ell(t)}$ closer to $r_{0}$. Thus, $\left\|w_{1}(t)\right\|_{2}$ immediately decreases such that $r_{0}$ moves with speed $1-\tau$.

In case $O_{\ell}(t)=\gamma_{\ell}(t)$, every vector with an index less than $\ell(t)$ has a length of 1 and points in the same direction. $r_{\ell(t)}$ moves along the bisector of vectors pointing to its neighbors and decreases the length of $O_{\ell}(t)$ with speed $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)$, since $\beta_{\ell, 1}(t)=\frac{\alpha_{\ell}(t)}{2}$ (Lemma 7.12). Provided that $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \leq 1-\tau, r_{0}$ can move fast enough such that $O_{\ell}(t)$ remains unchanged. Therefore, $r_{0}$ moves only with speed $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)$. Otherwise, in case $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)>1-\tau, r_{0}$ moves at its maximum speed of $1-\tau$. The resulting velocity vectors can be summarized as follows:

$$
\begin{aligned}
v_{0}(t) & = \begin{cases}-(1-\tau) \cdot \widehat{w}_{1}(t) & \text { if } O_{\ell}(t)<\gamma_{\ell}(t) \\
-\min \left\{\cos \left(\frac{\alpha_{\ell}(t)}{2}\right), 1-\tau\right\} \cdot \widehat{w}_{1}(t) & \text { if } O_{\ell}(t)=\gamma_{\ell}(t)\end{cases} \\
v_{n-1}(t) & = \begin{cases}(1-\tau) \cdot \widehat{w}_{n-1}(t) & \text { if } O_{r}(t)<\gamma_{r}(t) \\
\min \left\{\cos \left(\frac{\alpha_{r}(t)}{2}\right), 1-\tau\right\} \cdot \widehat{w}_{n-1}(t) & \text { if } O_{r}(t)=\gamma_{r}(t)\end{cases}
\end{aligned}
$$

Lastly, if every robot is located on a single point or the straight line of length $n-1$ is reached, the outer robots do not move at all such that their velocity vector is the zero vector.

### 7.4.3 Intuition \& Proof Outline

The main idea of MAX-MOB is to flatten and stretch the chain starting at the outer robots and towards the inside of the chain. At first, $\left\|w_{1}(t)\right\|_{2}=1$ and $\left\|w_{n-1}(t)\right\|_{2}=1$ is ensured, afterward the angles $\alpha_{1}(t)$ and $\alpha_{n-2}(t)$ should reach a size of $\pi$ and so on until finally all vectors have length 1 and all angles have a size of $\pi$. Figure 7.6 visualizes this core idea.

To achieve this behavior, one of the two cases in which an inner robot $r_{i}$ moves demands either $\left\|w_{i}(t)\right\|_{2}=1$ or $\left\|w_{i+1}(t)\right\|_{2}=1$ because locally, it can assume that it is already located on the straight line to one outer robot and all vectors into the direction of the outer robot have a length of 1. In addition, an inner robot $r_{i}$ moves if $\alpha_{i}(t)<\psi\left(\psi:=2 \cdot \cos ^{-1}(1-\tau)\right)$. In Section 7.5 we see that this property is crucial for the linear runtime of the protocol by introducing configurations that have a high runtime that not only depends on the number of robots in case the property is ignored.

To express the behavior of flattening and stretching the chain starting at the outer robots towards the inside of the chain, we have introduced the indices $\ell(t)$ and $r(t)$. For each of the two sets of robots $r_{0}, \ldots, r_{\ell(t)}$ and $r_{r(t)}, \ldots, r_{n-1}$ it always holds that these robots continue to stay collinear
1)


$$
\left\|w_{1}(t)\right\|<1,\left\|w_{n-1}(t)\right\|<1
$$

3) 


2)


$$
\left\|w_{1}(t)\right\|=1,\left\|w_{n-1}(t)\right\|=1
$$

4) 



Figure 7.6: A visualization of the core idea of MAX-MOB. 1) depicts an initial configuration. 2) visualizes the configuration after stretching $w_{1}(t)$ and $w_{n-1}(t)$. In 3), $\alpha_{1}(t)=\pi$ and $\alpha_{n-2}(t)=\pi$. In 4) $r_{0}$ and $r_{1}$ as well as $r_{n-2}$ and $r_{n-1}$ have moved such that $\left\|w_{1}(t)\right\|_{2}=\left\|w_{2}(t)\right\|_{2}=\left\|w_{n-2}(t)\right\|_{2}=$ $\left\|w_{n-1}(t)\right\|_{2}=1$.
for the rest of the execution. Thus, $\ell(t)$ is monotonically increasing and $r(t)$ is monotonically decreasing such that after some time $\ell(t)=r(t)$ (Lemma 7.14). Consequently, at most one angle of size less than $\pi$ remains in the chain. Assuming $\ell(t)=r(t)$ we prove that after a linear time, the chain is properly stretched to a max-chain or all robots are located on the same point (Lemma 7.23).

To bound the time until $\ell(t)=r(t)$, the outer angles $\alpha_{\ell}(t)$ and $\alpha_{r}(t)$ play an important role. We divide the possible sizes into three intervals, $[0, \psi),\left[\psi, \frac{3}{4} \pi\right]$ and $\left(\frac{3}{4} \pi, \pi\right]$. For an outer angle $\alpha_{i}(t) \in$ $[0, \psi)(i \in\{\ell(t), r(t)\})$ two properties hold: $I(t)$ decreases with speed at least $1-\tau$ (Lemma 7.15) and the corresponding outer length decreases since the outer robots move with speed at most $1-\tau$ (Lemma 7.18). As $I(t)$ decreases with a constant speed of at least $1-\tau$, the total time in such a case is upper bounded by $\mathcal{O}(n)$ (Corollary 7.1). Given $\alpha_{i}(t) \in\left[\psi, \frac{3}{4} \pi\right]$, the protocol is designed such that $r_{i}$ only moves if $O_{i}(t)=\gamma_{i}(t)$. Thus, as long as $O_{i}(t)<\gamma_{i}(t), O_{i}(t)$ increases with speed $1-\tau$ (Lemma 7.17). As soon as $O_{i}(t)=\gamma_{i}(t)$, the robot $r_{i}$ starts moving along its bisector. This movement causes a decrease of $I(t)$ with speed at least $\cos \left(\frac{3}{8} \pi\right)$ while the length of $O_{i}(t)$ does not change (Lemma 7.19). Since $I(t)$ decreases with constant speed, this case can hold for a time at most $\mathcal{O}(n)$ (Corollary 7.2). For the last interval, $\alpha_{i}(t) \in\left(\frac{3}{4}, \pi\right]$ we use a different progress measure since large angles cause a very slight decrease of $I(t)$ which cannot be bounded by a constant anymore. Therefore, we consider the height $H_{i}(t)$. Assume that $i=\ell(t)$, then $H_{\ell}(t)$ denotes the distance between $r_{\ell(t)}$ and the line segment connecting $r_{1}$ and $r_{\ell^{+}(t)}$. Intuitively, if we consider the line segment connecting $r_{1}$ and $r_{\ell^{+}(t)}$ as a line parallel to the $x$-axis, the robot $r_{\ell}$ moves with a velocity vector that has a small angle to the $y$-axis towards this line segment. Thus, $H_{i}(t)$ decreases with constant speed (Lemma 7.21). All in all, we can prove that the total time of outer angles in any of these intervals is upper bounded by $\mathcal{O}(n)$ such that finally $\ell(t)=r(t)$. Plugging all these results together yields the following theorem.

Theorem 7.12 Starting MAX-MOB in a two-dimensional configuration, the initial chain is either transformed into a straight line of length $n-1$ or all robots are located at the same position after time $\mathcal{O}(n)$.

### 7.4.4 Detailed Analysis

The basis for the entire analysis is that MAX-MOB maintains the connectivity of the chain as stated by the following lemma.

Lemma 7.13 Given a connected configuration at time $t^{\prime}$, MAX-MOB ensures that the configuration remains connected for all $t^{\prime}>t$.

Proof. Consider first of all two neighboring inner robots $r_{i}$ and $r_{i+1}$ with $\alpha_{i}(t)<\pi$ and $\alpha_{i+1}(t)<\pi$. By Lemma 7.12, we obtain

$$
\Delta_{i, i+1}^{\prime}(t)=-\left(\left\|v_{i}(t)\right\|_{2} \cdot \cos \left(\frac{\alpha_{i}(t)}{2}\right)+\left\|v_{i+1}(t)\right\|_{2} \cdot \cos \left(\frac{\alpha_{i+1}(t)}{2}\right)\right)
$$

Based on the protocol's description, $\left\|v_{i}(t)\right\|_{2},\left\|v_{i+1}(t)\right\|_{2} \in\{0,1\}$ depending on the sizes of $\alpha_{i}(t)$ and $\alpha_{i+1}(t)$. Additionally, since $\alpha_{i}(t), \alpha_{i+1}(t) \in[0, \pi)$, we obtain both $\cos \left(\frac{\alpha_{i}(t)}{2}\right)>0$ and $\cos \left(\frac{\alpha_{i+1}(t)}{2}\right)>0$. Consequently, $\Delta_{i, i+1}^{\prime}(t)<0$ and $r_{i}$ and $r_{i+1}$ stay in distance at most 1 of each other. Now, we assume without loss of generality that $\alpha_{i}(t)=\pi$ (the arguments for $\alpha_{i+1}(t)$ are analogous) and $\Delta_{i, i+1}(t)=1$ (since we consider continuous functions this case must occur before the chain might get disconnected at this point). Next, we assume that $p_{i}(t) \neq \frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)$ and hence, $r_{i}$ moves with speed 1 to this position. The movement implies $\beta_{i, j}(t)=0$ and thus

$$
\begin{aligned}
\Delta_{i, i+1}^{\prime}(t) & =-\left(1 \cdot \cos (0)+\left\|v_{i+1}(t)\right\|_{2} \cdot \cos \left(\beta_{i+1, i}(t)\right)\right) \\
& =-\left(1+\left\|v_{i+1}(t)\right\| \cdot \cos \left(\beta_{i+1, i}(t)\right)\right)
\end{aligned}
$$

Since $\left\|v_{i+1}(t)\right\| \cdot \cos \left(\beta_{i+1, i}(t)\right)$ is lower bounded by -1 (for $\left\|v_{i+1}(t)\right\|_{2}=1$ and $\beta_{i+1, i}(t)=$ $\pi)$, it follows $\Delta_{i, i+1}^{\prime}(t) \leq 0$. In case $p_{i}(t)=\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t), r_{i}$ follows the movement of $\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)$ and thus, also $\Delta_{i, i+1}^{\prime}(t) \leq 0$.

Lastly, consider an outer robot and its neighbor, without loss of generality, we consider $r_{0}$ and $r_{1}$. The arguments for $r_{n-2}$ and $r_{n-1}$ are analogous. Based on the protocol's description, always $\beta_{0,1}(t)=\pi$, given that $r_{0}$ moves (which is always the case except for the final configuration). Given $\alpha_{1}(t)<\pi$ - which implies $\ell(t)=2-$ and $\Delta_{0,1}(t)=1$, we obtain that $r_{1}$ moves with speed 1 along its angle bisector. Based on the explanations in Section 7.4.2, we conclude

$$
\begin{aligned}
\Delta_{0,1}^{\prime}(t) & =-\left(\min \left\{\cos \left(\frac{\alpha_{1}(t)}{2}\right), 1-\tau\right\} \cdot \cos (\pi)+\left\|v_{1}(t)\right\|_{2} \cdot \cos \left(\frac{\alpha_{1}(t)}{2}\right)\right) \\
& =-\left(-\min \left\{\cos \left(\frac{\alpha_{1}(t)}{2}\right), 1-\tau\right\}+\cos \left(\frac{\alpha_{1}(t)}{2}\right)\right)
\end{aligned}
$$

Due to the minimum term in the last line, it follows $\Delta_{0,1}^{\prime}(t) \leq 0$. Lastly, in case $\alpha_{1}(t)=\pi$ and $\Delta_{0,1}(t)=1$ both $r_{0}$ and $r_{1}$ adjust their speed and stay in distance at most 1 based on the protocol's description.

Throughout the following analysis, we always take Lemma 7.13 for granted and do not always argue again that the connectivity is maintained.

Lemma 7.14 The index $\ell(t)$ is monotonically increasing and the index $r(t)$ is monotonically decreasing until $\ell(t)=r(t)$.

Proof. We prove that $\ell(t)$ is monotonically increasing. With the same arguments, $r(t)$ is monotonically decreasing. First of all, every robot located in a straight line between its neighbors or in the same position with at least one of its neighbors will never compute a target point that does not lie between its neighbors. Additionally, it will not compute a target point to the left of its left neighbor or the right of its right neighbor. Additionally, all the robots follow the movements of their neighbors and thus all robots between $r_{0}$ and $r_{\ell(t)}$ stay on the straight line connecting $r_{0}$ and $r_{\ell(t)}$. Hence, none of these robots causes a decrease of $\ell(t)$.

Lemma 7.15 $I(t)$ is monotonically decreasing.

Proof. An inner robot $r_{j}$ can execute three different movements. Either it does not move, moves with speed 1 along the bisector, or follows the movements of the midpoint of its neighbors. Nonmoving robots do not increase the length of any vector. Robots $r_{j}$ that move along the bisector decrease both $\left\|w_{j}(t)\right\|_{2}$ and $\left\|w_{j+1}(t)\right\|_{2}$ with speed $\cos \left(\frac{\alpha_{j}(t)}{2}\right)>0$. This is a conclusion from Lemma 7.12 since $\beta_{j, j-1}(t)=\beta_{j, j+1}(t)=\frac{\alpha_{j}(t)}{2}$ and $r_{j}$ moves with speed 1. Robots that follow the movements of their neighbors also cannot increase the length of any vector because they neither follow the movement of $r_{0}$ nor the movement of $r_{n-1}$. Thus, they follow robots that decrease the lengths of neighboring vectors (or do not move at all). Since all possible movements cause a decrease of $I(t), I(t)$ is monotonically decreasing.

While $I(t)$ can only decrease (Lemma 7.15), $O_{\ell}(t)$ and $O_{r}(t)$ can either increase or decrease, depending on the current sizes of outer angles.

Lemma 7.16 Consider a configuration with $\ell(t) \neq r(t)$ and an outer angle fulfilling $0 \leq \alpha_{i}(t)<$ $\psi$, for $i \in\{\ell(t), r(t)\}$. Then, $-\tau<O_{i}{ }^{\prime}(t) \leq 0$.

Proof. Assume that $i=\ell(t)$ and let us analyze $O_{\ell}{ }^{\prime}(t)$. In this configuration, $\beta_{0, \ell}(t)=\pi$ and $\beta_{\ell, 0}(t)=\frac{\alpha_{\ell}(t)}{2}$. Since $\alpha_{\ell}(t)<\psi$ it follows $\cos \left(\beta_{\ell, 0}(t)\right)>1-\tau$. Thus, the outer robot moves at full speed, i.e., $\left\|v_{0}(t)\right\|_{2}=1-\tau$. Lemma 7.12 yields $O_{\ell}{ }^{\prime}(t)=-\left(-(1-\tau)+\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)\right)=$ $1-\tau-\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)$. Lastly, we observe $1-\tau<\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \leq 1$ and conclude $-\tau<O_{i}{ }^{\prime}(t) \leq 0$.

In case the outer angle $\alpha_{i}(t)$ has a size of at least $\psi$, the robot $r_{i}$ does not move at all in case $O_{i}(t)<\gamma_{i}(t)$. Consequently, the length of $O_{i}(t)$ increases with constant speed.

Lemma 7.17 Consider a configuration with an outer angle fulfilling $\alpha_{i}(t) \geq \psi$ and $O_{i}(t)<\gamma_{i}(t)$. Then, $O_{i}{ }^{\prime}(t)=1-\tau$.

Proof. Without loss of generality, we assume that $i=\ell(t)$. We prove that $r_{\ell(t)}$ does not move in this case. In case $\left\|w_{\ell}(t)\right\|_{2}<1$, the robot $r_{\ell(t)}$ does not move at all due to the definition of the protocol. Consider the case $\left\|w_{\ell}(t)\right\|_{2}=1$. Since $O_{i}(t)<\gamma_{i}(t)$, there must be at least one vector with an index less than $\ell(t)$ that has a length smaller than 1 . Let $j$ be the highest index of such a vector so that $\left\|w_{i}(t)\right\|_{2}=1$ for all $j<i<\ell(t)$. The robot $r_{j}$ moves with speed 1 into the direction of $r_{j+1}$ as $\left\|w_{j}(t)\right\|_{2}<\left\|w_{j+1}(t)\right\|_{2}$ and therefore the midpoint between $r_{j-1}$ and $r_{j+1}$ must lie closer to $r_{j+1}$. Note that $\beta_{j, \ell}(t)=0$ and thus, by Lemma $7.12, \Delta_{j, \ell} \ell^{\prime}(t)=-1$. Since all robots with an index between $j$ and $\ell(t)$ follow the movement of the midpoint between their neighbors, it follows that all vectors $w_{i}(t)$ for an index $j<i \leq \ell(t)$ decrease in length. Hence, after an infinitesimal time interval, $\left\|w_{\ell}(t)\right\|_{2}<1$ and thus $r_{\ell}(t)$ does not move at all.

At the same time, $r_{0}$ can move with speed $1-\tau$ away from $r_{\ell(t)}$ and increases the distance between $r_{0}$ and $r_{\ell(t)}$ with speed $1-\tau$. To see this, we again have to consider two cases. In case $\left\|w_{1}(t)\right\|_{2}<1, r_{0}$ moves with speed $1-\tau$ due to the definition of the protocol. In the other case, namely $\left\|w_{1}(t)\right\|_{2}=1$ consider the smallest index $k<\ell(t)$ such that $\left\|w_{i}(t)\right\|_{2}=1$ for all $0<i<k$ and $\left\|w_{k}(t)\right\|_{2}<1$. The robot $r_{k-1}$ moves with speed 1 towards the midpoint between $r_{k-2}$ and $r_{k}$. Due to the definition of $k$, this midpoint lies closer to $r_{k-2}$ than to $r_{k}$. This implies $\beta_{k-1,0}(t)=0$ and by Lemma 7.12 it follows that the movement of $r_{k-1}$ decreases $\Delta_{k-1,0}(t)$ with speed 1 . Since all robots with an index between 1 and $k$ follow the midpoint movement between their neighbors, it follows that all vectors $w_{i}(t)$ for an index $2 \leq i<k$ decrease in length. This implies that $\left\|w_{1}(t)\right\|_{2}$ decreases after an infinitesimal time interval such that $r_{0}$ can move at its maximum speed $1-\tau$.

Combining the movements of $r_{0}$ and $r_{\ell(t)}$ it follows that $r_{\ell(t)}$ does not move at all, while $r_{0}$ moves with speed $1-\tau$ with an angle $\beta_{0, \ell}(t)=\pi$ such that $O_{\ell}{ }^{\prime}(t)=1-\tau$ by Lemma 7.12. The arguments for $O_{r}(t)$ are analogous.

In configurations with an outer angle of size at most $\psi$, we have that that $I(t)$ decreases with speed $1-\tau$. Therefore, the total time such a configuration can exist is upper bounded by $\frac{n-3}{1-\tau}$ since $I(t)$ is upper bounded by $n-3$.

Lemma 7.18 In configurations having an outer angle $\alpha_{i}(t)<\psi, i \in\{\ell(t), r(t)\}$, we have that $I(t)$ decreases with speed at least $1-\tau$.

Proof. Without loss of generality, we assume that $i=\ell(t)$, the arguments for $i=r(t)$ are analogous. In such a configuration, $\ell(t)$ moves with speed 1 along the bisector of vectors pointing to its neighbors. At the same time, $r_{\ell^{+}}(t)$ either does not move or it moves with speed 1 along its bisector (provided $\alpha_{\ell^{+}}(t)<\psi$ ). In case it does not move, $\Delta_{\ell, \ell^{+}}(t)$ decreases with speed $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \geq 1-\tau$, as $\beta_{\ell, \ell^{+}}(t)=\frac{\alpha_{\ell}(t)}{2}$. In case both move, $\Delta_{\ell, \ell^{+}}(t)$ decreases with speed $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)+\cos \left(\frac{\alpha_{\ell+}(t)}{2}\right) \geq$ $2 \cdot(1-\tau)$. This can be derived from Lemma 7.12 since $\beta_{\ell, \ell^{+}}(t)=\frac{\alpha_{\ell}(t)}{2}$ and $\beta_{\ell^{+}, \ell}(t)=\frac{\alpha_{\ell^{+}}(t)}{2}$ and $\left\|v_{\ell}(t)\right\|_{2}=\left\|v_{\ell^{+}}(t)\right\|_{2}=1$. Since $\Delta_{\ell, \ell^{+}}(t)$ is part of $I(t)$, we can conclude that $I(t)$ decreases with speed at least $1-\tau$.

Corollary 7.1 The total time an outer angle of size less than $\psi$ exists while $\ell(t) \neq r(t)$, is upper bounded by $\frac{n-3}{1-\tau}$.

Next, we analyze the behavior of outer angles that have a size of at least $\psi$. A robot corresponding to an outer angle $\alpha_{i}(t) \geq \psi$ only moves in case $O_{i}(t)=\gamma_{i}(t)$. The following lemmata assume that $O_{i}(t)=\gamma_{i}(t)$.

Lemma 7.19 Assume that $i \in\{\ell(t), r(t)\}$. In configurations with an outer angle of size $\alpha_{i}(t) \in\left[\psi, \frac{3}{4} \pi\right]$ while $O_{i}(t)=\gamma_{i}(t)$ and $\ell(t) \neq r(t)$ we have that $I^{\prime}(t) \leq-\frac{\sqrt{2-\sqrt{2}}}{2}$.

Proof. Without loss of generality, we assume that $i=\ell(t)$. Since $O_{\ell}(t)=\gamma_{\ell}(t)$, we have that $\left\|w_{\ell}(t)\right\|_{2}=1$ and thus $r_{\ell(t)}$ moves with speed 1 along the bisector formed by vectors pointing to its neighbors. By noticing $\beta_{\ell, 0}(t)=\frac{\alpha_{\ell}(t)}{2}$ and applying Lemma 7.12, we conclude that the movement of $r_{\ell}(t)$ decreases $\Delta_{\ell, \ell^{+}}(t)$ with speed at least $\cos \left(\frac{3}{8} \pi\right)=\frac{\sqrt{2-\sqrt{2}}}{2}$ and at most $\cos \left(\frac{\psi}{2}\right)=1-\tau$. As $r_{0}$ can move with speed at most $1-\tau, r_{0}$ moves fast enough such that the distance between $r_{0}$ and $r_{\ell(t)}$ does not decrease and thus $O_{\ell}(t)$ and especially $\left\|w_{\ell}(t)\right\|_{2}$ remains constant. Hence, $r_{\ell(t)}$ continues moving along its bisector while decreasing $I(t)$ with speed at least $\frac{\sqrt{2-\sqrt{2}}}{2}$ since all other
vectors that are part of $I(t)$ are monotonically decreasing with the same arguments as used in the proof of Lemma 7.15.

Corollary 7.2 The total time an outer angle $\alpha_{i}(t)$ of size $\alpha_{i}(t) \in\left[\psi, \frac{3}{4} \pi\right]$ exists, while $O_{i}(t)=$ $\gamma_{i}(t)$ and $\ell(t) \neq r(t)$, is upper bounded by $\frac{2 \cdot(n-3)}{\sqrt{2-\sqrt{2}}}$.

It remains to analyze outer angles that have a size of at least $\frac{3}{4} \pi$. It turns out that an outer angle of size at least $\frac{3}{4} \pi$ only increases.

Lemma 7.20 Assume that $i \in\{\ell(t), r(t)\}$. In configurations fulfilling $\ell(t) \neq r(t), \alpha_{i}(t) \geq \frac{3}{4} \pi$ and $O_{i}(t)=\gamma_{i}(t)$, the size of an outer angle $\alpha_{i}(t)$ is monotonically increasing.

Proof. We give the proof for $\alpha_{\ell}(t)$. For this, we rewrite $\alpha_{\ell}(t)=\pi-c$ for $0 \leq c<\frac{1}{4} \pi$. Let $f_{\ell}(t)=$ $\cos \left(\alpha_{\ell}(t)\right)$. We compute the derivation $f_{\ell}{ }^{\prime}(t)$ and prove $f_{\ell}^{\prime}(t)<0$. As $\cos (x)$ is monotonically decreasing in the interval $\left[\frac{3}{4} \pi, \pi\right)$, this proves that $\alpha_{i}(t)$ is monotonically increasing. Let $\beta^{-}(t)$ be the angle enclosed by the line segments connecting $r_{0}$ and $r_{\ell^{+}(t)}$ and $r_{0}$ and $r_{\ell(t)}$. Similarly, let $\beta^{+}(t)$ denote the angle enclosed by the line segments connecting $r_{0}$ and $r_{\ell^{+}(t)}$ and $r_{\ell^{+}(t)}$ and $r_{\ell(t)}$. See Figure 7.7 for a visualization.

We start by giving a formula for $f_{\ell}(t)$ and compute its derivation. Note that $O_{\ell}(t)$ stays constant as $\beta_{\ell, 0}(t)=\frac{\alpha_{\ell}(t)}{2}$ and thus the movement of $r_{\ell(t)}$ decreases $O_{\ell}(t)$ with speed at most $\cos \left(\frac{3}{8}\right)$. Since $\cos \left(\frac{3}{8}\right)<1-\tau, r_{1}$ moves fast enough such that $O_{\ell}(t)=\gamma_{\ell}(t)$ remains constant.

Now, consider the triangle formed by $r_{0}, r_{\ell(t)}$ and $r_{\ell^{+}(t)}$. By our assumption, $\Delta_{0, \ell}(t)=\gamma_{\ell}(t)$. Via the law of cosines, we obtain

$$
\Delta_{0, \ell^{+}}(t)^{2}=\gamma_{\ell}(t)^{2}+\Delta_{\ell, \ell^{+}}(t)^{2}-2 \cdot \Delta_{0, \ell^{+}}(t) \cdot \Delta_{\ell, \ell^{+}}(t) \cdot \cos \left(\alpha_{\ell}(t)\right) .
$$

By substituting $\cos \left(\alpha_{\ell}(t)\right)$ by $f_{\ell}(t)$ and rearranging the terms, we get the following formula for $f_{\ell}(t)$.

$$
f_{\ell}(t)=\frac{\gamma_{\ell}(t)^{2}+\Delta_{\ell, \ell^{+}}(t)^{2}-\Delta_{0, \ell^{+}}(t)^{2}}{2 \cdot \gamma_{\ell}(t) \cdot \Delta_{\ell, \ell^{+}}(t)}
$$

Now, we compute $f_{\ell}{ }^{\prime}(t)$. Remember that $\gamma_{\ell}{ }^{\prime}(t)=\gamma_{\ell}(t)$ as stated above.

$$
f_{\ell^{\prime}}(t)=\frac{\Delta_{\ell, \ell^{+}}{ }^{\prime}(t) \cdot\left(-\gamma_{\ell}(t)^{2}+\Delta_{\ell, \ell^{+}}(t)^{2}+\Delta_{0, \ell^{+}}(t)^{2}\right)}{2 \cdot \gamma_{\ell}(t) \cdot \Delta_{\ell, \ell^{+}}(t)^{2}}-\frac{2 \cdot \Delta_{\ell, \ell^{+}}(t) \cdot \Delta_{0, \ell^{+}}(t) \Delta_{\ell, \ell^{+}}(t)}{2 \cdot \gamma_{\ell}(t) \cdot \Delta_{\ell, \ell^{+}}(t)^{2}}
$$

Applying the law of cosines again gives us

$$
-\gamma_{\ell}(t)^{2}+\Delta_{0, \ell^{+}}(t)^{2}+\Delta_{\ell, \ell^{+}}(t)^{2}=2 \cdot \Delta_{\ell, \ell^{+}}(t) \cdot \Delta_{0, \ell^{+}}(t) \cdot \cos \left(\beta^{+}(t)\right) .
$$

Replacing this in the original formula for $f_{\ell}(t)$ yields

$$
f_{\ell}^{\prime}(t)=\frac{\Delta_{0, \ell^{+}}(t)}{\gamma_{\ell}(t) \cdot \Delta_{\ell, \ell^{+}}(t)} \cdot\left(\Delta_{\ell, \ell^{+}}{ }^{\prime}(t) \cdot \cos \left(\beta^{+}(t)\right)-\Delta_{0, \ell^{+}}{ }^{\prime}(t)\right) .
$$

Now, we have to consider two cases. Either $r_{\ell^{+}(t)}$ is moving and thus $\alpha_{\ell^{+}}(t) \leq \psi$ or $r_{\ell^{+}(t)}$ does not move. In both cases, $\Delta_{\ell, \ell^{+}}(t) \leq 0$ as $\ell(t) \neq r(t)$ (Lemma 7.15). We start by analyzing the case that $r_{\ell^{+}(t)}$ does not move. Observe $\beta_{0, \ell^{+}}(t)=\pi-\beta^{-}(t)$. By Lemma 7.12, we obtain $\Delta_{0, \ell^{+}}{ }^{\prime}(t)=$ $-\left\|v_{0}(t)\right\|_{2} \cdot \cos \left(\pi-\beta^{-}(t)\right)>0$ as $\beta^{-}(t)$ can be upper bounded by $\frac{1}{4} \pi$ and thus $\pi-\beta^{-}(t)>\frac{3}{4} \pi$. We can conclude, $-\Delta_{0, \ell^{+}}{ }^{\prime}(t)<0$ and $f_{\ell}{ }^{\prime}(t)<0$ in this case. As both $\Delta_{\ell, \ell^{+}}(t) \leq 0$ and $-\Delta_{0, \ell^{+}}{ }^{\prime}(t)<0$
it follows $f_{\ell}{ }^{\prime}(t)<0$. It remains to analyze the case that $r_{\ell^{+}}(t)$ is moving. We compute $\Delta_{0, \ell^{+}}(t)$. Depending on the orientation of $\alpha_{\ell^{+}}(t)$, there are two possible variants of $\Delta_{0, \ell^{+}}{ }^{\prime}(t)$. Either $\alpha_{\ell}(t)$ and $\alpha_{\ell^{+}}(t)$ have the same or different orientations. Consider the case that $\alpha_{\ell}(t)$ and $\alpha_{\ell^{+}}(t)$ have the same orientation. In this case

$$
\begin{equation*}
\Delta_{0, \ell^{+}}{ }^{\prime}(t)=\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \cos \left(\beta^{-}(t)\right)-\cos \left(\frac{\alpha_{\ell^{+}}(t)}{2}-\beta^{+}(t)\right) . \tag{7.8}
\end{equation*}
$$

In the other case, we have that

$$
\begin{aligned}
\Delta_{0, \ell^{+}}{ }^{\prime}(t) & =\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \cos \left(\beta^{-}(t)\right)-\cos \left(\frac{\alpha_{\ell^{+}}(t)}{2}+\beta^{+}(t)\right) \\
& \geq \cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \cos \left(\beta^{-}(t)\right)-\cos \left(\frac{\alpha_{\ell^{+}}(t)}{2}-\beta^{+}(t)\right) .
\end{aligned}
$$

Thus, we assume that Equation (7.8) holds. Note that $\cos (a-b)=\sin (a) \cdot \sin (b)+\cos (a)+$ $\cos (b)$ and thus $\cos \left(\frac{\alpha_{\epsilon+(t)}}{2}-\beta^{+}(t)\right)=\sin \left(\frac{\alpha_{\epsilon+}(t)}{2}\right) \cdot \sin \left(\beta^{+}(t)\right)+\cos \left(\frac{\alpha_{\ell+}(t)}{2}\right) \cdot \cos \left(\beta^{+}(t)\right)$. Additionally, we obtain via Lemma 7.12, $\Delta_{\ell, \ell^{+}}{ }^{\prime}(t)=-\left(\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)+\cos \left(\frac{\alpha_{\ell^{+}(t)}^{2}}{2}\right)\right)$. For improved readability, define

$$
\begin{aligned}
& \sigma(t):=\frac{\Delta_{0, \ell^{+}}(t)}{\gamma_{\ell}(t) \cdot \Delta_{\ell, \ell^{+}}(t)} \\
& \mu(t):=\left(\cos \left(\beta^{-}(t)\right)+\cos \left(\beta^{+}(t)\right)\right) .
\end{aligned}
$$

Next, we plug all these insights into $f_{\ell}^{\prime}(t)$.

$$
\begin{align*}
f_{\ell^{\prime}}^{\prime}(t) & =\sigma(t)\left(\sin \left(\frac{\alpha_{\ell^{+}}(t)}{2}\right) \cdot \sin \left(\beta^{+}(t)\right)-\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \mu(t)\right) \\
& \leq \sigma(t)\left(\sin (\psi) \cdot \sin \left(\beta^{+}(t)\right)-\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \mu(t)\right) \\
& =\sigma(t)\left(\sqrt{1-(1-\tau)^{2}} \cdot \sin \left(\beta^{+}(t)\right)-\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \mu(t)\right)  \tag{7.9}\\
& \leq \sigma(t)\left(\frac{\sqrt{3}}{2} \cdot \sin \left(\beta^{+}(t)\right)-\cos \left(\frac{\alpha_{\ell}(t)}{2}\right) \cdot \mu(t)\right)  \tag{7.10}\\
& \leq \sigma(t)\left(\frac{\sqrt{3}}{2} \cdot \sin (c)-\sin (c) \cdot \cos \left(\frac{c}{2}-\beta^{+}(t)\right)\right) \\
& \leq \sigma(t)\left(\frac{\sqrt{3}}{2} \cdot \sin (c)-\sin (c) \cdot \cos \left(\frac{c}{2}\right)\right) \\
& =\sigma(t) \sin (c) \cdot\left(\frac{\sqrt{3}}{2}-\cos \left(\frac{c}{2}\right)\right)<0
\end{align*}
$$

We use the following observations. Equation (7.9) holds as $\sin \left(\cos ^{-1}(x)\right)=\sqrt{1-x^{2}}$. Additionally, $\cos \left(\frac{\pi}{2}-x\right)=\sin (x)$ and thus $\cos \left(\frac{\pi}{2}-\frac{c}{2}\right)=\sin \left(\frac{c}{2}\right)$. For Equation (8.1), note that $\beta^{-}(t)=\pi-\alpha_{\ell}(t)-\beta^{+}(t)$ as the sum of internal angles of a triangle is equal to $\pi$. Hence, we can rewrite $\cos \left(\beta^{-}(t)\right)=\cos \left(\pi-\alpha_{\ell}(t)-\beta^{+}(t)\right)=\cos \left(\pi-\pi+c-\beta^{+}(t)\right)=\cos \left(c-\beta^{+}(t)\right)$. Observe that $\cos \left(\beta^{+}(t)\right)+\cos \left(c-\beta^{+}(t)\right)=2 \cdot \cos \left(\frac{c}{2}\right) \cdot \cos \left(\frac{c}{2}-\beta^{+}(t)\right)$. As a last step we use the


Figure 7.7: Visualization of $H_{\ell}(t)$. To the left, the gray part marks the area of all possible vectors $v_{\ell}(t)$. In the right triangle, the definitions of all angles are depicted (used in the proofs of Lemmata 7.20 and 7.21).
equality $2 \cdot \cos \left(\frac{x}{2}\right) \cdot \sin \left(\frac{x}{2}\right)=\sin (x)$. Plugging all statements together yields $\sin \left(\frac{c}{2}\right) \cdot \mu(t)=$ $\sin (c) \cdot \cos \left(\frac{c}{2}-\beta^{+}(t)\right)$. Finally, we can conclude that $f_{\ell}(t)$ is monotonically decreasing for $\alpha_{\ell}(t) \in\left[\frac{3}{4} \pi, \pi\right]$ and, thus, that $\alpha_{\ell}(t)$ is monotonically increasing in the same interval.

To bound the total time such large outer angles can exist, we cannot use $I(t)$ as a progress measure because for very large angles in the order of $\pi-\frac{1}{n}, I(t)$ does not decrease with constant speed anymore. Therefore, we introduce another progress measure that decreases with constant speed in this case (see Figure 7.7).

Definition 7.5 Define $H_{\ell}(t)$ to be the distance of $r_{\ell(t)}$ to the line segment connecting $r_{0}$ and $r_{\ell^{+}(t)}$ and define $H_{r}(t)$ to be the distance of $r_{r(t)}$ to the line segment connecting $r_{r^{+}(t)}$ and $r_{n-1}$.

Lemma 7.21 In configurations fulfilling $\ell(t) \neq r(t), \alpha_{i}(t) \geq \frac{3}{4} \pi, i \in\{\ell(t), r(t)\}$ and $O_{i}(t)=$ $\gamma_{i}(t)$, the inequality $H_{i}^{\prime}(t) \leq-\frac{1}{20}$ holds.

Proof. We assume that $i=\ell(t)$, the proof for $i=r(t)$ is analogous. We have to analyze the movements of $r_{0}, r_{\ell(t)}$ and $r_{\ell^{+}(t)}$ in this case. We rewrite $\alpha_{\ell}(t)=\pi-c$ for $c \leq \frac{\pi}{4}$. Without loss of generality, assume that $r_{\ell(t)}$ is located in the origin and the line segment connecting $r_{1}$ and $r_{\ell^{+}(t)}$ to be a parallel line to the $x$-axis above of $r_{\ell(t)}$. As all robots between $r_{1}$ and $r_{\ell(t)}$ as well as all robots $r_{\ell(t)}, \ldots r_{\ell^{+}(t)}$ are collinear, $v_{\ell}(t)$ must point upwards. Since $\alpha_{\ell}(t) \geq \frac{3}{4} \pi, v_{\ell}(t)$ must form an angle of size less than $\frac{\pi}{8}$ with the $y$-axis. Hence, $r_{\ell(t)}$ moves with speed at least $\cos \left(\frac{\pi}{8}\right)>0.92$ upwards. At the same time the robots $r_{0}$ and $r_{\ell^{+}(t)}$ could move. Consider the movement of $r_{0}$. Similar to the proof of Lemma 7.20 (see also Figure 7.7), let $\beta^{-}(t)$ be the angle formed by vectors pointing from $r_{0}$ to $r_{\ell(t)}$ and from $r_{0}$ to $r_{\ell^{+}(t)}$ and let $\beta^{+}(t)$ be the angle formed by vectors pointing from $r_{\ell^{+}(t)}$ to $r_{0}$ and from $r_{\ell^{+}(t)}$ to $r_{\ell} \cdot v_{0}(t)=-\cos \left(\frac{\alpha_{i}(t)}{2}\right) \cdot \widehat{w}_{1}(t)$. Thus, $\beta_{0, \ell}(t)=\pi-\beta^{-}(t)$. Therefore, $r_{0}$ moves upwards with speed $\sin \left(\beta^{-}(t)\right) \cdot \cos \left(\frac{\alpha_{\ell}(t)}{2}\right)=\sin \left(\beta^{-}(t)\right) \cdot \sin \left(\frac{\pi}{2}-\frac{\alpha_{\ell}(t)}{2}\right)=\sin \left(\beta^{-}(t)\right) \cdot \sin \left(\frac{c}{2}\right)$. Lastly, observe $\beta^{-}(t) \leq c$ as the sum of internal angles of a triangle is $\pi$. Hence, $r_{0}$ moves upwards with speed at most $\sin (c) \cdot \sin \left(\frac{c}{2}\right) \leq \sin \left(\frac{1}{4} \pi\right) \cdot \sin \left(\frac{\pi}{8}\right)<0.28$. It remains to analyze the speed of $r_{\ell^{+}(t)}$ moving upwards. As $r(t) \neq \ell(t), r_{\ell^{+}(t)}$ either does not move at all or $\alpha_{\ell^{+}}(t)<\psi$. In case $r_{\ell^{+}(t)}$ does not move at all $H_{\ell}^{\prime}(t)<=-0.92+0.28=-0.64$. Now, consider $\alpha_{\ell^{+}}(t)<\psi . \beta^{+}(t)$ could be almost 0 , such that in the worst case the angle formed by $v_{\ell^{+}}(t)$ and the line segment connecting $r_{0}$ and $r_{\ell^{+}(t)}$ lies completely above that line segment. In this case, $r_{\ell^{+}(t)}$ moves upwards with speed at most $\sin \left(\frac{\psi}{2}\right)=\sqrt{1-(1-\tau)^{2}}=\sqrt{1-1+2 \cdot \tau-\tau^{2}}=\sqrt{2 \cdot \tau-\tau^{2}} \leq \sqrt{2 \cdot \frac{1}{2}-\frac{1}{4}}=\frac{\sqrt{3}}{2}<0.87$. Therefore, $H_{\ell}^{\prime}(t) \leq-0.92+0.87=-0.05=-\frac{1}{20}$.

By noticing that $H_{i}(t)$, for $i \in\{\ell(t), r(t)\}$, is upper bounded by $\Delta_{i, i^{+}}(t) \leq\left|i-i^{+}(t)\right|$ and using the fact that $H_{i}(t)$ cannot decrease anymore since $\alpha_{i}(t)$ is monotonically increasing, we can derive the total time an outer angle can have a size of at least $\frac{3}{4} \pi$ while $O_{i}(t)=\gamma_{i}(t)$.

Corollary 7.3 The total time an outer angle of size at least $\frac{3}{4} \pi$ exists, while $O_{i}(t)=\gamma_{i}(t)$ and $\ell(t) \neq r(t)$, is upper bounded by $20 \cdot(n-3)$.

A combination of the preceding insights leads to the following upper bound until $\ell(t)=r(t)$.
Lemma 7.22 After time at most $2 \cdot(n-3) \cdot\left(\frac{1}{1-\tau}+\frac{1}{\sqrt{2-\sqrt{2}}}+10\right)$, we have that $\ell(t)=r(t)$.

Proof. The total time in configurations with an outer angle of size at most $\psi$ is upper bounded by $\frac{n-3}{1-\tau}$ (Corollary 7.1). It remains to bound the time of configurations with larger outer angles. As soon as an outer angle reaches a size of at least $\psi, O_{i}(t)$ increases with speed $1-\tau$ (Lemma 7.17) until it reaches maximal length. Additionally, by Lemma 7.16, $O_{i}(t)$ will only decrease in the future in case the corresponding outer angle has a size of less than $\psi$. Hence, the total time all $O_{i}(t)$ can decrease is upper bounded by $\frac{n-3}{1-\tau}$, the total time outer angles can have a size of less than $\psi$. In case an outer angle $\alpha_{i}(t)$ has a size of at least $\psi$ and $O_{i}(t)<\gamma_{i}(t)$, the outer length $O_{i}(t)$ increases with speed $1-\tau$ (Lemma 7.17). As $O_{i}(t)$ is upper bounded by $n-3$ while $\ell(t) \neq r(t)$, the total time all $O_{i}(t)$ can increase with speed $1-\tau$ is upper bounded by $\frac{n-3}{1-\tau}$. Furthermore, the total time $O_{i}(t)=\gamma_{i}(t)$ and $\alpha_{i}(t) \leq \frac{3}{4} \pi$ is upper bounded by $\frac{2 \cdot(n-3)}{\sqrt{2-\sqrt{2}}}$ (Corollary 7.2). The total time $O_{i}(t)=\gamma_{i}(t)$ and $\alpha_{i}(t) \geq \frac{3}{4} \pi$ is upper bounded by $20 \cdot(n-3)$. Hence, the total time needed until $\ell(t)=r(t)$ is upper bounded by $\frac{2 \cdot(n-3)}{1-\tau}+\frac{2 \cdot(n-3)}{\sqrt{2-\sqrt{2}}}+20 \cdot(n-3)=2 \cdot(n-3) \cdot\left(\frac{1}{1-\tau}+\frac{1}{\sqrt{2-\sqrt{2}}}+10\right)$.

Lastly, it remains to analyze the case $\ell(t)=r(t)$. The combination of Lemmata 7.22 and 7.23 yields a total runtime bound.

Lemma 7.23 Assume that $\ell(t)=r(t)$. Then, after time $3 n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$, the configuration is transformed into a max-chain or all robots are located at the same position.

For the proof of Lemma 7.23, we need some lemmata about one-dimensional configurations.
Lemma 7.24 Starting MAX-MOB in a one-dimensional configuration, $\ell(t) \neq r(t)$ can hold for time at most $\frac{n-3}{2}$.

Proof. The robot $r_{i}$ moves with speed 1 along the bisector of vectors pointing to its neighbors. This movement decreases $\Delta_{i, i^{+}}(t)$ with speed $\cos \left(\frac{\alpha_{i}(t)}{2}\right)=\cos (0)=1$. This can be derived from Lemma 7.12 by observing $\beta_{i, i^{+}}(t)=\frac{\alpha_{i}(t)}{2}=0$. At the same time, $r_{i^{+}(t)}$ is defined such that $\alpha_{i^{+}}(t)<$ $\pi$. Thus, $r_{i^{+}(t)}$ also moves along the bisector between its neighbors. Hence, the movement of $r_{i^{+}(t)}$ can also not increase $\Delta_{i, i^{+}}(t)$. All robots in between stay on the straight line between $r_{i(t)}$ and $r_{i^{+}(t)}$. Lastly, observe $\Delta_{i, i^{+}}(t)$ is part of $I(t)$. Thus, $I(t)$ decreases with speed at least $\cos \left(\frac{\alpha_{\ell}(t)}{2}\right)+\cos \left(\frac{\alpha_{r}(t)}{2}\right)=2 \cdot \cos (0)=2$.

Lemma 7.25 A one-dimensional configuration fulfilling $\ell(t)=r(t)=0$ is transformed into a max-chain after time at most $\frac{n-1}{2 \cdot(1-\tau)}$.

Proof. In case $\ell(t)=r(t)=0$, we have that $\alpha_{\ell}(t)=\pi$ and thus all vectors point into the same direction rendering the configuration an opposed configuration. In opposed configurations, the outer robots move both with speed $(1-\tau)$ away from each other such that their distance decreases with speed $2 \cdot(1-\tau)$. Since the maximal distance is $n-1$, a straight line of length $n-1$ is obtained after time at most $\frac{n-1}{2 \cdot(1-\tau)}$.

Lemma 7.26 A one-dimensional configuration fulfilling $\ell(t)=r(t)=x$ for $0<x<n-1$ and $p_{0}(t) \neq p_{n-1}(t)$ is transformed into a max-chain after time at most $\frac{n-1}{2} \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$.

Proof. In such a configuration, $O_{\ell}(t) \neq O_{r}(t)$ and $\alpha_{\ell}(t)=0$. The robot $r_{\ell(t)}$ moves with speed 1 towards the two outer robots. The outer robots move with speed $1-\tau$ away from $r_{\ell(t)}$. These movements cause a decrease of both $O_{\ell}(t)$ and $O_{r}(t)$ with speed $\tau$. To see this, note that $\beta_{0, \ell}(t)=$ $\beta_{n-1, \ell}(t)=\pi$ and $\beta_{\ell, 0}(t)=\beta_{\ell, n-1}(t)=0$. Lemma 7.12 yields $\Delta_{0, \ell^{\prime}(t)}=O_{\ell}{ }^{\prime}(t)=-\left\|v_{0}(t)\right\|_{2}$ $\cdot \cos \beta_{0, \ell}(t)-1 \cdot \cos \beta_{\ell, 1}(t)=-(1-\tau)+1=-\tau$. As a consequence, after time at most $\frac{n-1}{2 \cdot \tau}$ either $O_{\ell}(t)$ or $O_{r}(t)$ reaches size 0 such that in the following $\ell(t)=r(t)=0$. Such a configuration is transformed into a straight line of length $n-1$ after time at most $\frac{n-1}{2 \cdot(1-\tau)}$ (Lemma 7.24).

Lemma 7.27 A one-dimensional configuration fulfilling $\ell(t)=r(t)=x$ for $0<x<n-1$ and $p_{0}(t)=p_{n-1}(t)$ is transformed into a configuration in which all robots are located on the same position after time at most $\frac{n-1}{2 \cdot \tau}$.

Proof. Since the outer robots are located at the same position it must hold $O_{\ell}(t)=O_{r}(t)$ and $\alpha_{\ell}(t)=0$. $r_{\ell(t)}$ moves with speed 1 towards the two outer robots. In this configuration, $\beta_{0, \ell}(t)=$ $\beta_{n-1, \ell}(t)=\pi$ and $\beta_{\ell, 0}(t)=\beta_{\ell, n-1}(t)=0$. Combined with $\left\|v_{0}(t)\right\|_{2}=\left\|v_{n-1}(t)\right\|_{2}=1-\tau$ and $\left\|v_{\ell}(t)\right\|_{2}=1$, Lemma 7.12 gives us $\Delta_{0, \ell^{\prime}}(t)=O_{\ell}{ }^{\prime}(t)=-(-(1-\tau)+1)=-\tau$. As $O_{\ell}(t)$ and $O_{r}(t)$ are both bounded by $\frac{n-1}{2}$, the lemma follows.

Next, we consider a special two-dimensional configuration fulfilling $\ell(t)=r(t)$ and analyze the runtime started in such a configuration. See Figure 7.8 for a visualization of these configurations.

Definition 7.6 Let $\delta$ be a positive constant and define $\theta=2 \cdot \sin ^{-1}\left(\frac{\delta}{n}\right)$. For $n$ odd, the continuous $\delta$-V-configuration forms an isosceles triangle with $\left\|w_{i}(t)\right\|_{2}=1$ for all $1 \leq i \leq n-1$, $\alpha_{n / 2}(t)=\theta$ and all other angles equal to $\pi$.


Figure 7.8: A continuous $\delta$-V-configuration.

Lemma 7.28 Starting in a continuous $\delta$-V-configuration, MAX-MOB needs time at most $n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$ to transform the configuration into a max-chain.

Proof. Fix a point in time 0 in which the configuration is a continuous $\delta$-V-configuration. Note that a continuous $\delta$-V-configuration forms an isosceles triangle whose legs have a length of $\frac{n}{2}$ and the base $\left(\Delta_{0, n-1}(0)\right)$ has a length of $\delta$. Without loss of generality, we assume that $p_{\ell}(0)=$ $(0,0), p_{0}(0)=\left(x_{0}, y_{0}\right)$ and $p_{n-1}(0)=\left(x_{n-1}, y_{n-1}\right)$ with $x_{0}=-\frac{\delta}{2}, y_{0}=\frac{n}{2} \cdot \cos \left(\frac{\theta}{2}\right), x_{n-1}=\frac{\delta}{2}$ and $y_{n-1}=\frac{n}{2} \cdot \cos \left(\frac{\theta}{2}\right)$. Consider the case $\alpha_{\ell}(t)=\theta<\psi . r_{\ell(t)}$ moves with speed 1 upwards. As $r_{0}$ and $r_{n-1}$ move with speed at most $1-\tau, H_{\ell}(t)$ and $H_{r}(t)$ decrease with speed at least $\tau$. As $H_{\ell}(0)=\frac{n}{2} \cdot \cos \left(\frac{\theta}{2}\right)<\frac{n}{2}, \alpha_{\ell}(t) \geq \psi$ must hold after time at most $\frac{n}{2 \cdot \tau}$, otherwise $H_{\ell}(t)=0$ and, thus, $\alpha_{\ell}(t)=\pi$. Since $\alpha_{\ell}(t)<\psi$ initially and $\alpha_{\ell}(t)$ changes continuously, $\alpha_{\ell}(t) \geq \psi$ must hold before $H_{\ell}(t)=0$. As soon as $\alpha_{\ell}(t)$ reaches a size of $\psi, r_{\ell(t)}$ stops moving as its movement has decreased $O_{\ell}(t)$ and $O_{r}(t)$. Then, both $O_{\ell}(t)$ and $O_{r}(t)$ increase with speed $1-\tau$ (Lemma 7.17). As $O_{\ell}(t)$ and $O_{r}(t)$ are bounded by $\frac{n}{2}$ we have that $O_{\ell}(t)=\gamma_{\ell}(t)$ and $O_{r}(t)=\gamma_{r}(t)$ after time at most $\frac{1}{1-\tau} \cdot \frac{n}{2}$. Afterward, $r_{\ell(t)}$ continues moving with speed 1 upwards, decreasing $H_{\ell}(t)$ with speed at least $\tau$ (we can apply the same arguments as before). Thus, finally after additional time of at most $\frac{n}{2 \cdot \tau}$, we have $H_{\ell}(t)=0$ and the configuration is a one-dimensional opposed configuration that is transformed into a straight line of length $n-1$ after time at most $\frac{n-1}{2 \cdot(1-\tau)}$ (Lemma 7.25). We conclude that the total time is upper bounded by $\frac{2 \cdot n}{2 \cdot \tau}+\frac{n}{2} \cdot \frac{1}{1-\tau}+\frac{n-1}{2 \cdot(1-\tau)}<n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$.

Proof of Lemma 7.23. There are two cases in which $\ell(t)=r(t)$. Either $\ell(t)=r(t)=0$ or $\ell(t)=$ $r(t)=j$ with $1 \leq j \leq n-2$. In case $\ell(t)=r(t)=0$, this means that either every vector is the 0 -vector and thus all robots are located on a single point, or all robots are located on the same line in an opposed configuration. This is a one-dimensional configuration and transformed into a line of length $n-1$ after time at most $\frac{n}{2 \cdot(1-\tau)}$ (Lemma 7.25). It remains to consider $\ell(t)=r(t)=j$ with $1 \leq j \leq n-2$. In case $\alpha_{\ell}(t)=0$ the configuration is one-dimensional and transformed into a straight line or a single point after time at most $\frac{n-1}{2} \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$ (Lemmata 7.26 and 7.27). Assume that $\alpha_{\ell}(t)>0$. This configuration has only a single angle of size less than $\pi$. For the special case of a continuous $\delta$-V-configuration we have proven a runtime of at most $n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$ in Lemma 7.28. Now, suppose the triangle formed by $r_{o}, r_{\ell(t)}$ and $r_{n-1}$ is not isosceles. Without loss of generality, we assume that $\Delta_{\ell, n-1}(t)<\Delta_{0, \ell}(t)$. In this case, enlarge the line segment connecting $r_{\ell(t)}$ and $r_{n-1}$ such that it has length $\Delta_{0, \ell}(t)$ and place a virtual robot $r_{v}$ at the end of this line segment. Now, the triangle formed by $r_{0}, r_{\ell}(t)$ and $r_{v}$ is an isosceles triangle. Assume that the virtual robot $r_{v}$ moves exactly as $r_{n-1}$. Define $H_{v}(t)$ to be the distance of $r_{\ell(t)}$ to the line segment connecting $r_{0}$ and $r_{v} . r_{\ell(t)}$ moves with speed 1 upwards while both $r_{0}$ and $r_{v}$ can move with speed at most $1-\tau$ upwards. The rest of the argumentation is analogous to continuous $\delta$-V-configurations with the only difference that $H_{v}(t)$ is upper bounded by $n-2$ (in case $O_{\ell}(t)=n-2$ and $O_{r}(t)=1$ or vice versa). Thus the total time spent in such a configuration can be bounded by $2 n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)+\frac{n}{2 \cdot(1-\tau)}<3 n \cdot\left(\frac{1}{\tau}+\frac{1}{1-\tau}\right)$.

Finally, the combination of Lemmata 7.22 and 7.23 yields the main theorem.
Theorem 7.12 Starting MAX-MOB in a two-dimensional configuration, the initial chain is either transformed into a straight line of length $n-1$ or all robots are located at the same position after time $\mathcal{O}(n)$.

### 7.5 On the Speed of the Outer Robots

We conclude by discussing the role of the speeds of outer robots in MAX-MoB and MAX-GtM, revealing an interesting runtime gap between the continuous time model and the $\mathcal{F}$ SYNC scheduler. There are two classes of configurations that play an important role in this discussion, discrete $\delta$-Vconfigurations (Definition 7.1 and Figure 7.3) and continuous $\delta$-V-configurations (Definition 7.6
and Figure 7.8). With the help of these configurations, we give evidence of why the speed of outer robots is reduced to $1-\tau$ in MAX-MoB.

Initially, we show the difference between the behavior of MAX-MOB and the analogous protocol in which outer robots always move with full speed started in continuous $\delta$-V-configurations. In Section 7.4.4 we have already seen that MAX-MoB resolves continuous $\delta$-V-configurations in time $\mathcal{O}(n)$. Consider now the naïve approach that the maximum speed of the outer robots is not reduced by a constant in MAX-MoB (thus, the maximum speed is 1 ). We call this protocol Naive-MAX-MOB. We prove that the runtime of NAIVE-MAX-MOB for continuous $\delta$-V-configurations also depends on $\delta$, exactly as in the lower bound for the discrete case. Thus, the inner robots must move significantly faster upwards than the outer robots in these configurations to flatten the chain.

Theorem 7.13 NAIVE-MAX-MOB transforms a continuous $\delta$-V-configuration into a max-chain in time $\Omega(n \cdot \log (1 / \delta))$.

For the proof of Theorem 7.13, we state the following lemma.
Lemma 7.29 When applying Naive-MAX-MoB to continuous $\delta$-V-configurations,

$$
\Delta_{0, n-1}{ }^{\prime}(t)=\Delta_{0, n-1}(t) \cos \left(\frac{\theta}{2}\right) \cdot \frac{2}{n}
$$

Proof. Due to the symmetry, we obtain $\beta_{0, \ell}(t)=\beta_{n-1, \ell}(t)=\frac{\pi}{2}+\frac{\theta}{2}$. Additionally, the distances $\Delta_{\ell, \ell^{+}}(t)$ and $\Delta_{r, r^{+}}(t)$ remain constant, because the outer robots can move with speed 1 . Hence, the outer robots move with speed $\cos \left(\frac{\theta(t)}{2}\right)$ as the robot $r_{\frac{n}{2}}$ reduces $\Delta_{\ell, \ell^{+}}(t)$ and $\Delta_{r, r^{+}}(t)$ with speed $\cos \left(\frac{\theta(t)}{2}\right)$. Thus, we can calculate $\Delta_{0, n-1}^{\prime}(t)$ according to Lemma 7.12.

$$
\begin{aligned}
\Delta_{0, n-1}^{\prime}(t) & =-2 \cdot\left(\cos \left(\frac{\theta}{2}\right) \cdot \cos \left(\frac{\pi}{2}+\frac{\theta}{2}\right)\right) \\
& =-2 \cdot\left(-\cos \left(\frac{\theta}{2}\right) \cdot \sin \left(\frac{\theta}{2}\right)\right) \\
& =\sin (\theta)
\end{aligned}
$$

Via the law of sines, we then obtain

$$
\frac{\Delta_{0, n-1}(t)}{\sin (\theta)}=\frac{\frac{n}{2}}{\sin \left(\frac{\pi-\theta}{2}\right)} \Longleftrightarrow \sin (\theta)=\frac{\Delta_{0, n-1}(t) \cdot \cos \left(\frac{\theta}{2}\right)}{\frac{n}{2}}
$$

Proof of Theorem 7.13. Fix a point 0 such that $\Delta_{0, n-1}(0)=\delta$, according to the definition of continuous $\delta$-V-configurations. Since $\cos (\theta(t) / 2) \leq 1$, we can bound $\Delta_{0, n-1}{ }^{\prime}(t) \leq \frac{2 \cdot \Delta_{0, n-1}(t)}{n}$ (see Lemma 7.29). Thus, it requires time $\mathcal{O}(n)$ until $\Delta_{0, n-1}(t)$ doubles. To increase $\Delta_{0, n-1}(t)$ such that $\Delta_{0, n-1}(t) \geq c$ for an arbitrary constant (less than 1 ), it requires time $\Omega\left(n \cdot \log \left(1 / \Delta_{0, n-1}(0)\right)\right)=$ $\Omega(n \cdot \log (1 / \delta))$.

The high runtime also explains another crucial property of the MAX-MOB protocol. Remember that an inner robot moves in case either $\left\|w_{i}(t)\right\|_{2}=1,\left\|w_{i+1}(t)\right\|_{2}=1$ or $\alpha_{i}(t)<\psi$. Suppose we drop the last assumption and inner robots move only in case either $\left\|w_{i}(t)\right\|_{2}=1,\left\|w_{i+1}(t)\right\|_{2}=1$. Consequently, we would lose the speed gain obtained by reducing the speed of the outer robots! To see this, observe that in a continuous $\delta$ - V -configuration with very small angles $\theta$, the robot $r_{\left\lceil\frac{n}{2}\right\rceil}$
moves fast enough such that $O_{\ell}(t)$ and $O_{r}(t)$ decrease with constant speed such that immediately $\left\|w_{\frac{n}{2}}(t)\right\|_{2}<1$ and $\left\|w_{\frac{n}{2}+1}(t)\right\|_{2}<1$ hold. Hence, $r_{\frac{n}{2}}$ stops moving and waits until $O_{\ell}(t)$ and $O_{r}(t)$ reach their maximum length again. As the process is continuous, $r_{\frac{n}{2}}$ does not wait until this happens but is slowed down to a speed of $1-\tau$ such that $r_{\frac{n}{2}}$ and the outer robots move with the same speed that results in a runtime depending on $\delta$. To summarize, two aspects in the design of MAX-MoB are crucial for the linear runtime: Slowing down the outer robots to a speed of $1-\tau$ and allowing the inner robots to move at full speed in case they are located at a very small angle.

Since slowing down the outer robots in the continuous time model removes the dependence one $\delta$, one could conjecture that the same approach would work in the discrete time model. Next, we prove this conjecture to be wrong. Consider the protocol $(1-\tau)$-MAX-GTM, in which the outer robots do not move the entire distance to their target point but only $1-\tau$ times the distance they would usually move. The movement of inner robots remains unchanged. The new positions of $r_{0}$ and $r_{n-1}$ can be computed as follows:

$$
\begin{aligned}
p_{0}(t+1) & =p_{0}(t)+(1-\tau)\left(\frac{1}{2} \cdot p_{1}(t)+\frac{1}{2} p_{0}(t)-\frac{1}{2} \widehat{w}_{1}(t)-p_{0}(t)\right) \\
& =\frac{(1+\tau)}{2} \cdot p_{0}(t)+\frac{(1-\tau)}{2} \cdot p_{1}(t)-\frac{(1-\tau)}{2} \cdot \widehat{w}_{1}(t) \\
p_{n-1}(t+1) & =\frac{(1+\tau)}{2} \cdot p_{n-1}(t)+\frac{(1-\tau)}{2} \cdot p_{n-2}(t)+\frac{(1-\tau)}{2} \cdot \widehat{w}_{n-1}(t)
\end{aligned}
$$

For the vector representation, we obtain the following equations:

$$
\begin{aligned}
w_{1}(t+1) & =\frac{1}{2} w_{2}(t)+\frac{\tau}{2} w_{1}(t)+\frac{(1-\tau)}{2} \cdot \widehat{w}_{1}(t) \\
w_{n-1}(t+1) & =\frac{1}{2} \cdot w_{n-2}(t)+\frac{\tau}{2} \cdot w_{n-1}(t)+\frac{(1-\tau)}{2} \cdot \widehat{w}_{n-1}(t)
\end{aligned}
$$

Similar to Definition 7.1, we can define configurations that have the same behavior under $(1-\tau)$ -MAX-GTM as discrete $\delta$-V-configurations under MAX-GTM showing that a speed reduction does not work here.
Definition 7.7 For $n$ even, a discrete $(\delta, 1-\tau)$-V-configuration is defined by the vectors $w_{i}(t)=\left(\frac{\delta}{n-1}, \frac{\frac{n}{2}+1-2 \cdot(i-1)}{\frac{n}{2}+1}\left(\frac{1-\tau}{1-\tau+\frac{2}{n-2}}\right)\right)$ for all $1 \leq i \leq n-1$.

Note that for $\tau=0$, discrete $\delta$-V-configurations and discrete ( $\delta, 1-\tau$ )-V-configurations coincide. Also for $\delta=0$, discrete ( $\delta, 1-\tau)$-V-configurations have a marching chain behavior. However the movement distance per round scales with $\tau$.

Theorem 7.14 Starting in a discrete $(\delta, 1-\tau)$-V-configuration, $(1-\tau)$-MAX-GTM needs at least $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ rounds to achieve an $\varepsilon$-approximation of the max-chain.

The proof is analogous to the proof of Theorem 7.10. First, we state that all vectors $w_{i}(t)$ are always at least as large as their initial length.

Lemma 7.30 During an execution of ( $1-\tau$ )-MAX-GTM starting in a discrete $(\delta, 1-\tau)$-Vconfiguration at time step $0,\left\|w_{i}(t)\right\|_{2} \geq\left\|w_{i}(0)\right\|_{2}$ for all $t$ and all $1 \leq i \leq n-1$.

Proof. The proof is analogous to the proof of Lemma 7.8.
Next, we show that it requires $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ until the $x$-coordinate of $w_{2}(t)$ is larger than a constant.

Lemma 7.31 Assume that we start $(1-\tau)$-MAX-GTM in a discrete $(\delta, 1-\tau)$-V-configuration. We have that $x_{1}(t) \geq \frac{1}{2}$ after $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ rounds.

Proof.

$$
\begin{aligned}
x_{1}(t+1) & \leq \frac{1}{2} x_{2}(t)+\frac{\tau}{2} \cdot x_{1}(t)+\frac{1-\tau}{2 \cdot \frac{1-\tau}{1-\tau+\frac{2}{n-2}}} \cdot x_{1}(t) \\
& =\frac{1}{2} x_{2}(t)+\left(\frac{1}{2}+\frac{1}{n-2}\right) \cdot x_{1}(t) \\
& \leq\left(1+\frac{1}{n-2}\right) \cdot x_{1}(t)
\end{aligned}
$$

The last line is the same formula that has been obtained in the proof of Lemma 7.9 and thus, the same lower bound applies.

### 7.6 Conclusion \& Outlook

We defined the MAX-Chain-FORMATION problem and presented two protocols, one for the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model and a second one for the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ model. The Max-Chain-Formation can be seen as an extension of the Chain-FORMATION problem, with different roles of the outer robots. In the same way, we also designed the protocols: we took protocols to solve the Chain-Formation problem in the respective models and added additional movement rules for the outer robots to stretch the chain. Since the outer robots can only observe the position of their direct neighbor, our rules demand that the outer robots move as far as possible away from the direct neighbor without losing connectivity. Compared to the CHAIN-FORMATION protocols, we observed a more complex convergence behavior. The MAX-GTM protocol for the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{F}$ model converges either to the optimal configuration or to a configuration that keeps moving through the plane forever. We completely characterized this behavior for one-dimensional (all robots' positions are initially collinear) configurations and proved upper and lower runtime bounds of $\Omega\left(n^{2} \cdot \log (1 / \varepsilon)\right)$ and $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ rounds. For two-dimensional configurations, such a characterization is not known yet and is left for future research. Starting in two-dimensional configurations, the runtime of MAX-GTM can be arbitrarily high, depending on the initial distance $\delta$ of the outer robots. More precisely, we could prove a bound of $\Omega\left(n^{2} \cdot \log (1 / \delta)\right)$ rounds. As $\delta$ can be chosen arbitrarily small, the high runtime follows.

Apart from a complete understanding of the MAX-GTM protocol, it is also worthwhile to consider different protocols. Can we modify the movement of the outer robots such that the undesired marching chains are removed from the configuration space? Moreover, our simulations indicate that a small random perturbation of the input configuration removes all undesired behavior and results in a configuration that converges to the max-chain with high probability. Future research could analyze the impact of random perturbations, underlying our conjecture that there are only a few configurations that converge to the marching chain.

Furthermore, the $\mathcal{L U} \mathcal{M I}$ model allows potentially to design faster protocols. Similar ideas as for the $\varepsilon$-HOPPER and $\varepsilon$-2-HOPPER protocols (Chapter 5) could be applied here. Obviously, the merge operation needs to be handled differently as removing robots from the chain would reduce the maximum chain length. Nevertheless, the hop and the shorten operations could remain and the outer robots obtain the role to enlarge certain vectors.

For the $\mathcal{O B} \mathcal{L O} \mathcal{T}_{1}^{C}$ model, we have introduced the MAX-MoB protocol. Compared to MAXGTM, MAX-MOB has an interesting twist: the outer robots are mostly slowed down by a constant. The speed reduction allows for a time-optimal protocol, requiring $\mathcal{O}(n)$ time. Nevertheless, also the MAX-MoB protocol does not always converge to the max-chain. Instead, some configurations collapse to a single point. Also here, a complete characterization of the input space is left for future
research. Additionally, a protocol that never collapses to a single point would be of interest. There are certainly highly symmetric input configurations that cannot be stretched to a maximum length. Hence, the first step would be to characterize all input configurations for which the problem is impossible to solve and afterward to design a protocol that stretches all remaining configurations properly to a max-chain.

## 8. The Max-Line-Formation Problem

In this last chapter, we study the MAX-Line-Formation problem, where the goal is to arrange $n$ robots located in $\mathbb{R}^{2}$ on a straight line of length $n-1$. While the goal is identical to Chapter 7 (the MAX-Chain-Formation problem), we consider a different robot model in this chapter: instead of considering a chain topology, we consider the standard connectivity model, where robots can observe all robots within their viewing range and do not have any predefined neighborhoods. Previously (Chapter 7), we have seen that this task is even with the potentially helpful assumption of a chain difficult to establish. In this chapter, we will see that - without a chain - the problem is for oblivious robots $(\mathcal{O B L O})$ even impossible to solve. We discuss how to enhance the local views of the robots to allow at least solutions that converge to the optimal configuration. Moreover, we show how switching to the $\mathcal{L U M I}$ model allows the robots to solve the problem optimally. The results of this chapter are based on the following publication.

2021 (with T. Goette, T. Knollmann and F. Meyer auf der Heide) "The Max-Line-Formation Problem - and new Insights for Gathering and Chain-Formation" In: Proceedings of the 23rd International Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS), cf. [25].

### 8.1 Contribution

We introduce the MAX-Line-Formation problem. The goal is to arrange $n$ robots on a straight line of length $(n-1)$. We start with an impossibility result and prove that there are initial configurations for which the problem cannot be solved deterministically by robots in the $\mathcal{O B L O} \mathcal{T}^{F}$ model with constant sized circular viewing and connectivity ranges. In addition, also no protocol that converges to the optimal solution can exist for these configurations. The impossibility result even holds under strong assumptions: fully synchronized robots (FSYNC) that agree on both axes of their local coordinate systems.

Theorem 8.1 In the $\mathcal{O B L O} \mathcal{T}^{F}$ model, for every constant circular connectivity and viewing range, there exists an initial configuration with robots located at distinct positions such that MAX-Line-Formation is unsolvable. Furthermore, no protocol that converges to the optimal configuration can exist for these configurations. This holds even for robots that agree on both axes of their local coordinate systems.

On the positive side, we show that the problem becomes solvable for robots with identical square connectivity and viewing ranges. While square connectivity and viewing ranges already have been proven to be useful to derive an efficient Gathering protocol [109], Max-LineFORMATION is the first known problem that can be solved under square viewing ranges but not under circular viewing ranges. Our protocols require the robots to agree on one axis of their local coordinate systems. We introduce three protocols. The first protocol considers the $\mathcal{O B L O T}$ model and converges to the optimal configuration in $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs under the $\mathcal{S}$ SYNC scheduler. The analysis idea is based on the sample variance of time inhomogeneous Markov chains (a concept similar to the mixing time of the time-homogeneous case) inspired by [103].

Theorem 8.2 In the $\mathcal{O B L O} \mathcal{T}_{1}^{S}$ model with square viewing ranges and robots that agree on one axis of their local coordinate systems, there exists a protocol such that for every $\varepsilon \in(0,1)$, after $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs, the robots have formed a line of length at least $(1-\varepsilon) \cdot(n-1)$.

Afterward, we show that enhancing the robots with the $\mathcal{L U M I}$ model allows us to derive an improved protocol, i.e., the protocol solves the problem exactly while simultaneously improving the runtime. The protocol considers the $\mathcal{F}$ SYNC scheduler and solves the problem in $\Theta(n)$ epochs. The runtime is asymptotically optimal. Moreover, the protocol can be implemented with 9 colors. Compared to the $\mathcal{O B L O}$ ( protocol, the $\mathcal{L U M I}$ protocol for the $\mathcal{F}$ SYNC scheduler makes use of the idea of run sequences, which we have already introduced in Chapter 5. Robots that locally believe that they are endpoints of the line maximize the distance to their closest neighbor and start run sequences to swap the maximized vector along the line.

Theorem 8.3 In the $\mathcal{L U} \mathcal{M I}_{1}^{F}$ model with square viewing ranges and robots that agree on one axis of their local coordinate systems, there exists a protocol such that after $\mathcal{O}(n)$ epochs, the robots have solved the MAX-LINE-FORMATION problem.

With some additional synchronization we have already used in Chapter 5, a combination of the two protocols can solve the problem exactly with the help of lights in $\mathcal{O}\left(n^{2}\right)$ epochs under the $\mathcal{S}_{\text {SYNC }}$ scheduler ${ }^{1}$. The second part of the protocol uses the same approach with run sequences as the $\mathcal{F}$ SYNC protocol. However, under the $\mathcal{S}$ SYNC scheduler, our current solution requires more time to arrange all robots in a line initially.

Theorem 8.4 In the $\mathcal{L U M} \mathcal{I}_{1}^{S}$ model with square viewing ranges and robots that agree on one axis of their local coordinate systems, there exists a protocol such that after $\mathcal{O}\left(n^{2}\right)$ epochs, the robots have solved the MAX-LIne-Formation problem.

### 8.2 Model Recap and Preliminaries

Initially, we show for the $\mathcal{O B L O} \mathcal{T}_{c}^{F}$ model, for a constant $c \geq 1$, that the Max-Line-Formation problem is unsolvable, even if the robots agree on both axes of their local coordinate systems. For the rest of the chapter, we assume that the robots agree on the $x$-axis of their local coordinate systems, i.e., all robots have a common understanding of left and right and the coordinate systems of all robots are commonly aligned. However, the robots do not have any agreement on the $y$-axis, i.e., the understanding of up and down can be different from robot to robot. Moreover, the robots have a square viewing and connectivity range of 2 . This means, that robots can observe all other robots within the axis-aligned square of side length 2 centered at their own position. As we also

[^2]consider a square connectivity range, this implies that the distance between two neighboring robots can be at most $\sqrt{2}$ (and thus slightly larger than 1 , compared to the previous chapters of this thesis).

| Protocol | Model | Dimension | Viewing <br> Range | Orientation | Chain |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Section 8.3.3 | $\mathcal{O B L O} \mathcal{T}^{S}$ | 1,2 | 2 (square) | one-axis <br> agreement | no |
| Section 8.4.1 | $\mathcal{L U M I}^{F}$ | 1,2 | 2 (square) | one-axis <br> agreement | no |
| Section 8.4.4 | $\mathcal{L U M \mathcal { M ~ }}^{S}$ | 1,2 | 2 (square) | one-axis <br> agreement | no |

Table 8.1: A summary of the most important model details for the MAX-GTM and MAX-MoB protocols.

Problem Statement. The goal of the Max-Line-Formation problem is to reach a configuration that is connected and there are two robots $r_{i}$ and $r_{j}$ that have a distance of $\left\|p_{i}(t)-p_{j}(t)\right\|_{2}=$ $n-1$. The positions of all robots have to be collinear and there is a renaming of the robots such that in the renaming, $r_{0}$ and $r_{n-1}$ only observe a single neighbor ( $r_{1}$ and $r_{n-2}$ ) and all other robots $r_{i}$ observe exactly two neighbors $r_{i-1}$ and $r_{i+1}$.

Definitions \& Notation. For a robot $r_{i}, r_{\ell}^{i}(t)$ denotes the leftmost robot of its neighborhood in round $t$. The position of $r_{\ell}^{i}(t)$ in the local coordinate system of $r_{i}$ in round $t$ is denoted by $p_{\ell}^{i}(t)=\left(x_{\ell}^{i}(t), y_{\ell}^{i}(t)\right)$. In case there are multiple such robots, $r_{\ell}^{i}(t)$ represents an arbitrary robot of all leftmost ones. Similarly, $r_{r}^{i}(t)$ and $p_{r}^{i}(t)$ are defined for the rightmost neighbor. Additionally, define $r_{+}^{i}(t)$ and $p_{+}^{i}(t)$ to be the closest neighbor above of $r_{i}$ and its position in the local coordinate system of $r_{i}$. Analogously, $r_{-}^{i}(t)$ and $p_{-}^{i}(t)$ is defined as the closest neighbor below and its position. In case no such robot exists, $r_{+}^{i}(t)=r_{i}$ and $r_{-}^{i}(t)=r_{i}$. For a vector $v$, we denote by $\widehat{v}$ the normalized vector $\frac{1}{\|v\|_{2}} v$.

### 8.3 Results in the $\mathcal{O B L O T}$ Model

The following sections study the Max-Line-Formation problem in the $\mathcal{O B L O} \mathcal{T}$ model. We start with the impossibility result in Section 8.3.1. Afterward, we emphasize why square viewing ranges circumvent the impossibility in Section 8.3.2. Our protocol for the $\mathcal{O B L O} \mathcal{T}^{S}$ model is presented in Section 8.3.3 and analyzed in Section 8.3.4.

### 8.3.1 Impossibility Result

This section proves that MAX-LINE-FORMATION is unsolvable with constant-sized circular viewing and connectivity ranges in the $\mathcal{O B L O} \mathcal{T}_{1}^{F}$ model (and thus also for $\mathcal{O B L O} \mathcal{T}_{1}^{S}$ and $\mathcal{O B L O} \mathcal{T}_{1}^{A}$ ).

Theorem 8.1 In the $\mathcal{O B L O} \mathcal{T}^{F}$ model, for every constant circular connectivity and viewing range, there exists an initial configuration with robots located at distinct positions such that MAX-Line-Formation is unsolvable. Furthermore, no protocol that converges to the optimal configuration can exist for these configurations. This holds even for robots that agree on both axes of their local coordinate systems.

Proof. Initially, we assume an identical viewing and connectivity range of $c$. The arguments for viewing ranges that are larger than the connectivity range are analogous. We prove the claim by
contradiction. We assume that there is a protocol $\mathcal{M}$ that can solve the MAX-LINE-FORMATION problem. Next, we derive a combination of 2 initial configurations $C_{1}$ and $C_{2}$ and prove that if $\mathcal{M}$ can solve the problem starting in $C_{1}$, it cannot solve it starting in $C_{2}$. The configuration $C_{1}$ consists of three robots $r_{1}, r_{2}$ and $r_{3}$ at arbitrary (connected) positions. Since $\mathcal{M}$ can solve the problem, there is a time step $t_{f}$ such that the MAX-Line-FORMATION problem is solved. Without loss of generality, we assume that $r_{1}$ and $r_{3}$ are located at the end of the line and $p_{1}\left(t_{f}\right), p_{2}\left(t_{f}\right)$ and $p_{3}\left(t_{f}\right)$ form a line parallel to the $y$-axis (otherwise we could rename the robots and rotate the following configuration $C_{2}$ accordingly). More precisely, $p_{1}\left(t_{f}\right)-p_{2}\left(t_{f}\right)=p_{2}\left(t_{f}\right)-p_{3}\left(t_{f}\right)=(0, c)$. See Figure 8.1 for a depiction of the effects of $\mathcal{M}$ started in $C_{1}$.

The configuration $C_{2}$ consists of 7 robots, $r_{4}, \ldots, r_{10}$ located at the following positions in a global coordinate system (not known to the robots): $p_{4}(t)=(-c, c), p_{5}(t)=(-c, 0), p_{6}(t)=$ $(-c,-c), p_{7}(t)=(0,0), p_{8}(t)=(c, c), p_{9}(t)=(c, 0)$, and $p_{10}(t)=(c,-c)$. See Figure 8.2 for a visualization of the configuration. In $C_{2}, r_{4}$ can only see $r_{5}$ and is located at a distance of $c$ of $r_{5}$. Moreover, it holds $p_{4}(t)-p_{5}(t)=p_{1}\left(t_{f}\right)-p_{2}\left(t_{f}\right)$. Thus, $\mathcal{M}$ is not allowed to move $r_{4}$ since $\mathcal{M}$ cannot distinguish $r_{1}$ in configuration $C_{1}$ after time $t_{f}$ and $r_{4}$ in configuration $C_{2}$. By similar arguments, $\mathcal{M}$ is also not allowed to move $r_{6}, r_{8}$ and $r_{10}$. Hence, the only remaining robots that could be moved by $\mathcal{M}$ are $r_{5}, r_{7}$ and $r_{9}$. However, also these robots are not allowed to move. Consider the robot $r_{5}$ which is located at a maximum vertical distance of 1 to $r_{4}, r_{6}$ and $r_{7}$. No matter where $r_{5}$ moves, it loses the connectivity to either $r_{4}$ or $r_{6}$ as these robots remain at their position. The same arguments hold for $r_{7}$ and $r_{9}$. It follows that $\mathcal{M}$ cannot solve the problem starting in $C_{2}$, which contradicts the assumption.


Figure 8.1: $\mathcal{M}$ applied to $C_{1}$.


Figure 8.2: The configuration $C_{2}$.

### 8.3.2 Intuition about Square Viewing Ranges

Next, we argue why the proof of Theorem 8.1 does not hold when considering square viewing and connectivity ranges. We assume that the protocol $\mathcal{M}$ transforms the configuration $C_{1}$ into a line that is parallel to the $y$-axis. Then, also the configuration $C_{2}$ is aligned with the $y$-axis. Still, the robots $r_{4}, r_{6}, r_{8}$ and $r_{10}$ are not allowed to move. The robots $r_{5}$ and $r_{9}$, however, gain the possibility to move horizontally. More precisely, $r_{5}$ is allowed to move to the right without losing the connectivity to $r_{4}$ and $r_{6}$ since the complete line segment connecting $r_{5}$ and $r_{7}$ is contained in the square viewing range of both $r_{4}$ and $r_{6}$. Similarly, $r_{9}$ can move to the left. Consequently, a protocol solving the MAX-LINE-FORMATION with the help of square ranges should arrange the robots on a line parallel to the $y$-axis. The square ranges are only beneficial in case the local coordinate systems have the same orientation. In case the robots are disoriented, the impossibility result of Section 8.3.1 also holds with square ranges.


Figure 8.3: The configuration $C_{2}$ with square ranges instead of circular ones.

### 8.3.3 $\mathcal{O B L O} \mathcal{T}_{1}^{S}$ Protocol with Square Viewing Ranges

The protocol works in two phases. In the first phase, the positions of all robots are arranged on a straight line parallel to the $y$-axis. Afterward, the line is stretched in the second phase. Since the robots are oblivious and have limited visibility, robots cannot distinguish the phases and act upon their local view. Nevertheless, we will show that there is a round $t^{\prime}$ such that all robots have joined the second phase and will remain there for the rest of the execution.
Phase 1: A robot $r_{i}$ whose neighborhood has not yet formed a line parallel to the $y$-axis moves only if its position is rightmost in its neighborhood. Then, $r_{i}$ moves horizontally to the $x$-coordinate of its leftmost neighbor. If another robot already occupies this position, $r_{i}$ executes a slight vertical movement into the positive (from its local view) $y$-direction to avoid a collision. More precisely, if the robot is located topmost in its neighborhood, it moves a constant distance upwards. If the robot is not topmost, it determines the value $y_{\text {min }}^{i}$, the $y$-coordinate of its closest neighbor to the top. Afterward, it moves $1 / 3 \cdot y_{\text {min }}^{i}$ upwards. The factor of $1 / 3$ is essential since the robot with $y$-coordinate $y_{\text {min }}^{i}$ might do the same movement while having an inverted understanding of up and down. Thereby, a collision between the two robots is avoided.

Phase 2: In the second phase, all robots are located on the same line parallel to the $y$-axis, which can be seen as a particular case of the Max-Chain-Formation problem. Thus, the robots execute the MAX-GTM protocol designed for Max-Chain-Formation (Chapter 7): each inner robot (robots that have neighbors in each direction) move to the midpoint between their closest northern and their closest southern neighbor. Outer robots (at the end of the line) have to stretch the line and move as far as possible away from their closest neighbor without losing connectivity. Concretely, outer robots move as follows. Let $r_{0}$ be an outer robot and $r_{1}$ its closest neighbor and $v(t)=p_{0}(t)-p_{1}(t)$. Then, $r_{0}$ imagines a virtual robot $r_{v}$ at the position $p_{v}(t)=p_{0}(t)+\widehat{v}(t)$ and moves to $1 / 2 \cdot p_{v}(t)+1 / 2 \cdot p_{1}(t)$.

More formally, we define the following set of possibly colliding robots. For a robot $r_{i}$, define $C_{i}(t)=\left\{r_{j} \in N_{i}(t) \mid x_{j}^{i}(t)=0\right.$ or $\left.x_{j}^{i}(t)=x_{\ell}^{i}(t)\right\}$. Now, $r_{\text {min }}^{i} \in C_{i}(t)$ is the robot with minimal $y_{\text {min }}^{i}(t)$ among all robots with $y_{\text {min }}^{i}(t)>0$. Thus, $r_{\text {min }}^{i}$ represents the robot lying above of $r_{i}$ (from $r_{i}$ 's view) that has the smallest $y$-coordinate among all robots in $C_{i}(t)$. If no such robot exists, define $y_{\text {min }}^{i}=1 / 10$. Algorithm 6 describes the movement of a robot $r_{i}$.

```
Algorithm \(6 \mathcal{O B L O}\) T MAX-LINE-FORMATION
    if \(x_{r}^{i}(t)=0\) and \(x_{\ell}^{i}(t)<0\) then \(\quad\) Check if \(r_{i}\) is rightmost but not leftmost
        if no robot is located on \(\left(x_{\ell}^{i}(t), 0\right)\) then
            \(p_{i}(t+1) \leftarrow\left(x_{\ell}^{i}(t), 0\right) \quad \triangleright r_{i}\) can move safely to the left
        else
            \(p_{i}(t+1) \leftarrow\left(x_{\ell}^{i}(t), \frac{1}{3} \cdot y_{\min }^{i}\right) \quad \triangleright r_{i}\) avoids a collision with a vertical movement
    else
        if \(x_{r}^{i}(t)=0\) and \(x_{\ell}^{i}(t)=0\) then \(\quad\) Check if neighbors are collinear
            if \(y_{+}^{i}(t)=0\) and \(y_{-}^{i}(t)<0\) then \(\quad \triangleright\) Check if \(r_{i}\) is topmost
                \(v_{-}(t) \leftarrow p_{-}^{i}(t)-p_{i}(t)\)
                \(p_{v}(t) \leftarrow p_{i}(t)-\widehat{v}_{-}(t) \quad \triangleright\) Position of virtual robot
                \(p_{i}(t+1) \leftarrow \frac{1}{2} p_{-}(t)+\frac{1}{2} p_{v}(t)\)
            else if \(y_{+}^{i}(t)>0\) and \(y_{-}^{i}(t)=0\) then \(\quad \triangleright\) Check if \(r_{i}\) is bottom-most
                \(v_{+}(t) \leftarrow p_{+}^{i}(t)-p_{i}(t)\)
                \(p_{v}(t) \leftarrow p_{i}(t)-\widehat{v}_{+}(t) \quad \triangleright\) Position of virtual robot
                \(p_{i}(t+1) \leftarrow \frac{1}{2} p_{+}(t)+\frac{1}{2} p_{v}(t)\)
            else
                \(p_{i}(t+1) \leftarrow \frac{1}{2} p_{-}(t)+\frac{1}{2} p_{+}(t)\)
    \(r_{i}\) moves to \(p_{i}(t+1)\)
```


### 8.3.4 Analysis of the $\mathcal{O B L O T}{ }^{S}$ Protocol

The following section is dedicated to the proof of Theorem 8.2.
Theorem 8.2 In the $\mathcal{O B L O} \mathcal{T}_{1}^{S}$ model with square viewing ranges and robots that agree on one axis of their local coordinate systems, there exists a protocol such that for every $\varepsilon \in(0,1)$, after $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs, the robots have formed a line of length at least $(1-\varepsilon) \cdot(n-1)$.

All following theorems and lemmata refer to an execution of Algorithm 6.
Lemma 8.1 After $\mathcal{O}\left(n^{2}\right)$ epochs, all robots are located in distinct positions on the same vertical line parallel to the $y$-axis. Moreover, the configuration is connected.

Proof. Initially, at most $n$ distinct $x$-coordinates that are occupied by robots exist. In every epoch, at least one robot that occupies the rightmost $x$-coordinate moves to the left as the configuration is connected. This movement does not create any new $x$-coordinate as the robot moves to the $x$-coordinate of its leftmost neighbor. Additionally, no robot moves to the right. Hence, after at most $n$ epochs, no robot occupies the rightmost $x$-coordinate anymore. Thus, after $\mathcal{O}\left(n^{2}\right)$ epochs, all robots are located on the same vertical line by applying the same argument inductively. The connectivity and non-existence of collisions follow from the protocol's description.

Now, we can assume that the first phase is completed, and thus all robots are located on the same vertical line. Without loss of generality, we rename the robots such that $y_{0}(t) \leq y_{1}(t) \leq \ldots \leq y_{n-1}(t)$. Moreover, we define $w_{0}(t)=1$ and $w_{i}(t)=y_{i}(t)-y_{i-1}(t)$ for $1 \leq i \leq n-1$. In addition, we define $z_{i}(t)=w_{i}(t)-w_{0}(t)$. The protocol is designed such that $\lim _{t \rightarrow \infty} w_{i}(t)=1$ for all $i$. To analyze this behavior, we consider the following function.

$$
\Phi(t)=\sum_{i=1}^{n-1} z_{i}(t)^{2}
$$

The function $\Phi(t)$ is also known as the sample variance [103]. The name comes from a relation to time inhomogeneous Markov chains. Although the protocol is deterministic, the behavior of the vectors $w_{i}(t)$ can be interpreted as a time inhomogeneous Markov Chain with an absorbing state (since $w_{1}(t)=1$ for all $t$ ). The main course of our analysis is based on [103], where the authors analyzed a similar behavior in the context of the distributed averaging consensus problem. In this problem, there are $n$ agents, each having a numerical opinion. Every round, an agent updates its opinion to the average opinion of its neighbors. Our application has one important difference: the values $w_{i}(t)$ do not average but converge to the fixed value $w_{1}(t)$. Hence, many parts of the proof in [103] have to be reworked and adapted to our application.

First, we derive a formula for $\Phi(t+1)$. To do so, we introduce some additional notation. We define $\tau_{i}(t)=1$ if and only if $r_{i}$ is active in round $t$. Next, we derive formulas for the vectors $w_{i}(t+1)$. For each vector, we have to consider 4 cases: Case 1: $\tau_{i-1}(t)=1$ and $\tau_{i}(t)=1$, Case 2: $\tau_{i-1}(t)=1$ and $\tau_{i}(t)=0$, Case 3: $\tau_{i-1}(t)=0$ and $\tau_{i}(t)=1$ and Case 4: $\tau_{i-1}(t)=0$ and $\tau_{i}(t)=0$. In the following, we introduce indicator variables that are equal to 1 if a certain case is fulfilled and otherwise equal to 0 . The indicator variables are $\mu_{i}(t), \mu_{i}^{-}(t)$ and $\mu_{i}^{+}(t)$. The variable $\mu_{i}(t)=1$ if and only if Case 1 is fulfilled and $\mu_{i}^{-}(t)=1$ and $\mu_{i}^{+}(t)=1$ reflect Cases 2 and 3 . More formally,

$$
\begin{aligned}
\mu_{i}^{-}(t) & :=\tau_{i-1}(t) \cdot\left(\tau_{i-1}(t)-\tau_{i}(t)\right) \\
\mu_{i}(t) & :=\tau_{i-1}(t) \cdot \tau_{i}(t) \\
\mu_{i}^{+}(t) & :=\tau_{i}(t) \cdot\left(\tau_{i}(t)-\tau_{i-1}(t)\right)
\end{aligned}
$$

Next, we introduce the variables $d_{i}^{-}(t), d_{i}(t)$ and $d_{i}^{+}(t)$ which express how $\Phi(t+1)$ changes with respect to round $t$. For the ease of notation, $d_{1}^{-}(t)=d_{1}(t)=0$ and $d_{n-1}^{+}(t)=d_{n-1}(t)=0$ for all $t$. In every other case, the formulas are

$$
\begin{aligned}
d_{i}^{-}(t) & :=\mu_{i}^{-}(t) \cdot\left(w_{i}(t)-w_{i-1}(t)\right)^{2} \\
d_{i}(t) & :=\mu_{i}(t) \cdot\left(w_{i-1}(t)-w_{i+1}(t)\right)^{2} \\
d_{i}^{+}(t) & :=\mu_{i}^{+}(t) \cdot\left(w_{i}(t)-w_{i+1}(t)\right)^{2} .
\end{aligned}
$$

Observe that $d_{i}^{-}(t), d_{i}(t)$ and $d_{i}^{+}(t)$ are defined such that at most one of the three terms can be larger than 0 (the other ones are equal to 0 ). Lastly, define $w_{n}(t)=w_{0}(t)$.

Lemma 8.2 For any round $t$, it holds

$$
\Phi(t+1)=\Phi(t)-\frac{1}{4} \sum_{i=1}^{n-1} d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)
$$

Proof. Consider a vector $w_{i}(t)$ with $1<i<n-1$. Next, we calculate $w_{i}(t+1)$ based on Cases 1-4. - Case 1:

$$
\begin{aligned}
w_{i}(t+1) & =p_{i}(t+1)-p_{i-1}(t+1) \\
& =\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)-\frac{1}{2} p_{i-2}(t)-\frac{1}{2} p_{i}(t) \\
& =\frac{1}{2} p_{i+1}(t)-\frac{1}{2} p_{i}(t)+\frac{1}{2} p_{i-1}(t)-\frac{1}{2} p_{i-2}(t) \\
& =\frac{1}{2} w_{i+1}(t)+\frac{1}{2} w_{i-1}(t)
\end{aligned}
$$

- Case 2:

$$
w_{i}(t+1)=p_{i}(t+1)-p_{i-1}(t+1)
$$

$$
\begin{aligned}
& =p_{i}(t)-\frac{1}{2} p_{i-2}(t)-\frac{1}{2} p_{i}(t) \\
& =\frac{1}{2} p_{i}(t)-\frac{1}{2} p_{i-2}(t) \\
& =\frac{1}{2} p_{i}(t)-\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i-1}(t)-\frac{1}{2} p_{i-2}(t) \\
& =\frac{1}{2} w_{i-1}(t)+\frac{1}{2} w_{i}(t)
\end{aligned}
$$

- Case 3:

$$
\begin{aligned}
w_{i}(t+1) & =p_{i}(t+1)-p_{i-1}(t+1) \\
& =\frac{1}{2} p_{i-1}(t)+\frac{1}{2} p_{i+1}(t)-p_{i-1}(t) \\
& =\frac{1}{2} p_{i+1}(t)-\frac{1}{2} p_{i-1}(t) \\
& =\frac{1}{2} p_{i+1}(t)-\frac{1}{2} p_{i}(t)+\frac{1}{2} p_{i}(t)-\frac{1}{2} p_{i-1}(t) \\
& =\frac{1}{2} w_{i}(t)+\frac{1}{2} w_{i+1}(t)
\end{aligned}
$$

- Case 4: $w_{i}(t+1)=w_{i}(t)$

The formulas for the boundary vectors $w_{1}(t)$ and $w_{n-1}(t)$ are slightly different. Case 1 ': $\tau_{0}(t)=1, \tau_{1}(t)=1, \tau_{n-2}(t)=1, \tau_{n-1}(t)=1$, Case $2^{\prime}$ and $3^{\prime}: \tau_{0}(t)=1, \tau_{1}(t)=0, \tau_{n-2}(t)=0$ and $\tau_{n-1}(t)=1$ or vice versa and Case $4^{\prime}: \tau_{0}(t)=0, \tau_{1}(t)=0, \tau_{n-2}(t)=0$ and $\tau_{n-1}(t)=0$. We derive the formulas explicitly for $w_{1}(t+1)$, and the formulas for $w_{n-1}(t+1)$ can be derived analogously.

- Case 1':

$$
\begin{aligned}
w_{1}(t+1) & =p_{1}(t+1)-p_{0}(t+1) \\
& =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{2}(t)-\frac{1}{2} p_{0}(t)+\frac{1}{2}-\frac{1}{2} p_{1}(t) \\
& =\frac{1}{2} w_{0}(t)+\frac{1}{2} w_{2}(t) \\
w_{n-1}(t+1) & =\frac{1}{2} w_{n-2}(t)+\frac{1}{2} w_{n}(t)
\end{aligned}
$$

- Case 2':

$$
\begin{aligned}
w_{1}(t+1) & =p_{1}(t+1)-p_{0}(t+1) \\
& =p_{1}(t)-\frac{1}{2} p_{0}(t)+\frac{1}{2}-\frac{1}{2} p_{1}(t) \\
& =\frac{1}{2} w_{0}(t)+\frac{1}{2} w_{1}(t) \\
w_{n-1}(t+1) & =\frac{1}{2} w_{n-1}(t)+\frac{1}{2} w_{n}(t)
\end{aligned}
$$

- Case 3':

$$
\begin{aligned}
w_{1}(t+1) & =p_{1}(t+1)-p_{0}(t+1) \\
& =\frac{1}{2} p_{0}(t)+\frac{1}{2} p_{2}(t)-p_{0}(t) \\
& =\frac{1}{2} p_{2}(t)-\frac{1}{2} p_{1}(t)+\frac{1}{2} p_{1}(t)-\frac{1}{2} p_{0}(t) \\
& =\frac{1}{2} w_{2}(t)+\frac{1}{2} w_{1}(t) \\
w_{n-1}(t+1) & =\frac{1}{2} w_{n-2}(t)+\frac{1}{2} w_{n-1}(t)
\end{aligned}
$$

- Case $4^{\prime}$ :

$$
\begin{aligned}
w_{1}(t+1) & =w_{1}(t) \\
w_{n-1}(t+1) & =w_{n-1}(t)
\end{aligned}
$$

Next, we derive a formula for $z_{i}(t+1)^{2}$ for $1<i<n-1$. Observe first $z_{i}(t)^{2}=\left(w_{i}(t)-1\right)^{2}=$ $w_{i}(t)^{2}-2 \cdot w_{i}(t)+1$.

- Case 1:

$$
\begin{align*}
z_{i}(t+1)^{2} & =\left(\frac{1}{2} w_{i-1}(t)+\frac{1}{2} w_{i+1}(t)-1\right)^{2} \\
& =\frac{1}{4} w_{i-1}(t)^{2}+\frac{1}{4} w_{i+1}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i+1}(t)}{2}-w_{i-1}(t)-w_{i+1}(t)+1 \\
& =\frac{1}{4} z_{i-1}(t)^{2}+\frac{1}{4} z_{i+1}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i+1}(t)}{2}-\frac{1}{2} w_{i-1}(t)-\frac{1}{2} w_{i+1}(t)+\frac{1}{2}  \tag{8.1}\\
& =\frac{1}{2} z_{i-1}(t)^{2}+\frac{1}{2} z_{i+1}(t)^{2}-\frac{1}{4} w_{i-1}(t)^{2}-\frac{1}{4} w_{i+1}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i+1}(t)}{2}  \tag{8.2}\\
& =\frac{1}{2} z_{i-1}(t)^{2}+\frac{1}{2} z_{i+1}(t)^{2}-\frac{1}{4} \cdot\left(w_{i-1}(t)-w_{i+1}(t)\right)^{2}
\end{align*}
$$

Equation (8.2) can be derived by adding $\frac{1}{4} w_{i-1}(t)^{2}+\frac{1}{4} w_{i+1}(t)^{2}$ on both sides, rearranging the right side to $\frac{1}{2} z_{i-1}(t)^{2}+\frac{1}{2} z_{i+1}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i+1}(t)}{2}$ and subtracting $\frac{1}{4} w_{i-1}(t)^{2}+\frac{1}{4} w_{i+1}(t)^{2}$ on both sides.

- Case 2:

$$
\begin{aligned}
z_{i}(t+1)^{2} & =\frac{1}{4} w_{i-1}(t)^{2}+\frac{1}{4} w_{i}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i}(t)}{2}-w_{i-1}(t)-w_{i}(t)+1 \\
& =\frac{1}{4} z_{i-1}(t)^{2}+\frac{1}{4} z_{i}(t)^{2}+\frac{w_{i-1}(t) \cdot w_{i}(t)}{2}-\frac{1}{2} w_{i-1}(t)-\frac{1}{2} w_{i}(t)+\frac{1}{2} \\
& =\frac{1}{2} z_{i-1}(t)^{2}+\frac{1}{2} z_{i}(t)^{2}-\frac{1}{4} \cdot\left(w_{i-1}(t)-w_{i}(t)\right)^{2}
\end{aligned}
$$

- Case 3:

$$
\begin{aligned}
z_{i}(t+1)^{2} & =\frac{1}{4} w_{i}(t)^{2}+\frac{1}{4} w_{i+1}(t)^{2}+\frac{w_{i}(t) \cdot w_{i+1}(t)}{2}-w_{i}(t)-w_{i+1}(t)+1 \\
& =\frac{1}{4} z_{i}(t)^{2}+\frac{1}{4} z_{i+1}(t)^{2}+\frac{w_{i}(t) \cdot w_{i+1}(t)}{2}-\frac{1}{2} w_{i}(t)-\frac{1}{2} w_{i+1}(t)+\frac{1}{2} \\
& =\frac{1}{2} z_{i}(t)^{2}+\frac{1}{2} z_{i+1}(t)^{2}-\frac{1}{4} \cdot\left(w_{i}(t)-w_{i+1}(t)\right)^{2}
\end{aligned}
$$

- Case 4:

$$
z_{i}(t+1)^{2}=z_{i}(t)^{2}
$$

Similar formulas can be derived for $z_{1}(t+1)^{2}$ and $z_{n-1}(t+1)^{2}$.

- Case 1’:

$$
\begin{aligned}
z_{1}(t+1) & =\left(\frac{1}{2} w_{0}(t)+\frac{1}{2} w_{2}(t)-1\right)^{2} \\
& =\left(\frac{1}{2} w_{2}(t)-\frac{1}{2}\right)^{2} \\
& =\frac{1}{4} w_{2}(t)^{2}-\frac{w_{2}(t)}{2}+\frac{1}{4} \\
& =\frac{1}{4} z_{2}(t) \\
z_{n-1}(t+1) & =\frac{1}{4} z_{n-2}(t)
\end{aligned}
$$

- Case 2':

$$
\begin{aligned}
z_{1}(t+1) & =\left(\frac{1}{2} w_{0}(t)+\frac{1}{2} w_{1}(t)-1\right)^{2} \\
& =\left(\frac{1}{2} w_{1}(t)-\frac{1}{2}\right)^{2} \\
& =\frac{1}{4} z_{1}(t)^{2} \\
z_{n-1}(t+1) & =\frac{1}{4} z_{n-1}(t)^{2}
\end{aligned}
$$

- Case 3':

$$
\begin{aligned}
z_{1}(t+1) & =\left(\frac{1}{2} w_{2}(t)+\frac{1}{2} w_{1}(t)-1\right)^{2} \\
& =\frac{1}{2} z_{1}(t)^{2}+\frac{1}{2} z_{2}(t)^{2}-\frac{1}{4} \cdot\left(w_{1}(t)-w_{2}(t)\right)^{2} \\
z_{n-1}(t+1) & =\frac{1}{2} z_{n-2}(t)^{2}+\frac{1}{2} z_{n-1}(t)-\frac{1}{4} \cdot\left(w_{n-2}(t)-w_{n-1}(t)\right)^{2}
\end{aligned}
$$

- Case 4':

$$
\begin{aligned}
w_{1}(t+1) & =w_{1}(t) \\
w_{n-1}(t+1) & =w_{n-1}(t)
\end{aligned}
$$

Based on the previous formulas, we derive a form each $z_{i}(t+1)^{2}$ that reflects all cases.

$$
\begin{aligned}
z_{1}(t+1)^{2} & =\frac{\tau_{0}(t)}{2} \cdot z_{1}(t)^{2}+\mu_{i}^{+}(t) \cdot z_{1}(t)^{2}+\frac{\tau_{1}(t)}{2} \cdot z_{2}(t)^{2} \\
& +\left(1-\tau_{0}(t)\right) \cdot\left(1-\tau_{1}(t)\right) \cdot z_{1}(t)^{2}-\frac{1}{4} d_{1}^{+}(t) \\
z_{i}(t+1)^{2} & =\frac{\tau_{i-1}(t)}{2} \cdot z_{i-1}(t)^{2}+\mu^{-}(t) \cdot z_{i}(t)^{2}+\mu^{+}(t) \cdot z_{i}(t)^{2}+\frac{\tau_{i}(t)}{2} \cdot z_{i+1}(t)^{2} \\
& +\left(1-\tau_{i-1}(t)\right) \cdot\left(1-\tau_{i}(t)\right) \cdot z_{i}(t)^{2}-\frac{1}{4} d_{i}(t)-\frac{1}{4} d_{i}^{-}(t)-\frac{1}{4} d_{i}^{+}(t) \\
z_{n-1}(t+1)^{2} & =\frac{\tau_{n-1}(t)}{2} \cdot z_{n-1}(t)^{2}+\mu_{i}^{-}(t) \cdot z_{n-2}(t)^{2}+\frac{\tau_{n-2}(t)}{2} \cdot z_{n-2}(t)^{2} \\
& +\left(1-\tau_{n-2}(t)\right) \cdot\left(1-\tau_{n-1}(t)\right) \cdot z_{n-1}(t)^{2}-\frac{1}{4} d_{n-1}^{-}(t)
\end{aligned}
$$

When focusing only on the $z_{i}(t)^{2}$ terms, we observe that $\tau_{i}(t)=1(1<i<n-1)$ adds $\frac{1}{2} z_{i+1}(t)^{2}$ to $z_{i}(t+1)$ and $\frac{1}{2} z_{i}(t)^{2}$ to $z_{i+1}(t+1)$. Moreover, $\tau_{i}(t)=0(1<i<n-1)$ adds $\frac{1}{2} z_{i}(t)^{2}$ to $z_{i}(t+1)$ and $\frac{1}{2} z_{i+1}(t)^{2}$ to $z_{i+1}(t+1)$. Hence, no matter if a robot is active or not, the same $z_{i}(t)^{2}$ summands are added to $\Phi(t+1)$. We can make similar observations for $\tau_{1}(t)$ and $\tau_{n-1}(t)$. All in all, we obtain the following formula for $\Phi(t+1)$ :

$$
\begin{aligned}
\Phi(t+1) & =\sum_{i=1}^{n-1} z_{i}(t)^{2}-\frac{1}{4} \cdot \sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right) \\
& =\Phi(t)-\frac{1}{4} \cdot \sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right)
\end{aligned}
$$

Based on the formula for $\Phi(t+1)$ (Lemma 8.2), we derive a bound on the change of $\Phi(t)$ between two epochs. Define $w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{n-1}}\left(t_{e_{k}}\right)$ to be the values $w_{i}\left(t_{e_{k}}\right)$ sorted from largest to smallest with ties broken arbitrarily.

Lemma 8.3 For any epoch $k$,

$$
\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right) \geq \frac{1}{4} \sum_{i=1}^{n-1}\left(w_{\pi_{i}}\left(t_{e_{k}}\right)-w_{\pi_{i+1}}\left(t_{e_{k}}\right)\right)^{2} .
$$

Proof. By Lemma 8.2, we obtain

$$
\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right) \geq \frac{1}{4} \cdot \sum_{t=t_{e_{k}}}^{t_{k+1}} \sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right) .
$$

The first part of the proof deals with finding a lower bound for any $d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)$ given that at least one of the terms is larger than 0 (at most one of the three terms is positive). The lower bound, however, depends on the sorted sequence $w_{\pi_{1}}(t), \ldots, w_{\pi_{n-1}}(t)$. Since we lose much structure due to the sorting, some definitions are needed. Let $\pi: \mathbb{N} \rightarrow \mathbb{N}$ be the permutation that maps each index $i$ of the vectors $w_{i}$ to an index $\pi(i)$ such that the sequence by the indices $\pi(i)$ is sorted. In other words, $\pi: \mathbb{N} \rightarrow \mathbb{N}$ is the function that maps the indices of $w_{1}\left(t_{e_{k}}\right), \ldots, w_{n-1}\left(t_{e_{k}}\right)$ into the sorted sequence $w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{n-1}}\left(t_{e_{k}}\right)$ and $\pi^{-1}$ its inverse. Hence, $\pi_{x}$ ist the index of the $x$-th element of the sorted sequence $w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{n-1}}\left(t_{e_{k}}\right)$. More precisely, for instance $\pi(i)=\pi_{f}$ if and only if $w_{i}\left(t_{e_{k}}\right)=w_{\pi_{f}}\left(t_{e_{k}}\right)$. Next, we define by $d_{\pi_{m}}(t)$ the $d_{i}(t)$ 's of the sorted sequence. More formally, $d_{\pi_{m}}(t)=d_{\pi^{-1}\left(\pi_{m}\right)}(t), d_{\pi^{-1}\left(\pi_{m}\right)}^{-}(t)$ and $d_{\pi^{-1}\left(\pi_{n}\right)}^{+}(t)$. Furthermore, define $\sigma_{m, i, j}(t)=1$ if and only if one of the following three cases is fulfilled:

1. $d_{\pi_{m}}(t)>0$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)-1\right)=\pi_{i}$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)+1\right)=\pi_{j}$ or vice versa
2. $d_{\pi_{m}}^{-}(t)>0$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)-1\right)=\pi_{i}$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)\right)=\pi_{j}$ or vice versa
3. $d_{\pi_{m}}^{+}(t)>0$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)\right)=\pi_{i}$ and $\pi\left(\pi^{-1}\left(\pi_{m}\right)+1\right)=\pi_{j}$ or vice versa

Due to the sorting, we lose the nice property that only neighboring $w_{i}(t)$ 's are involved in $d_{\pi_{m}}(t), d_{\pi_{m}}^{-}(t)$ and $d_{\pi_{m}}^{+}(t)$. For instance in case $d_{\pi_{m}}(t)>0$ we cannot conclude that $w_{\pi_{m}-1}(t)$ and $w_{\pi_{m}+1}(t)$ ar involved. Thus, intuitively, $\sigma_{m, i, j}(t)=1$ if and only if $d_{\pi_{m}}(t), d_{\pi_{m}}^{-}(t)$ or a $d_{\pi_{m}}^{+}(t)$ is larger than 0 and both $w_{\pi_{i}}(t)$ and $w_{\pi_{j}}(t)$ are involved.

Next, define $t_{\ell}(1 \leq \ell \leq n)$ to be the first round larger than or equal to $t_{e_{k}}$ such that there exists an index $\pi_{\ell}$ as well as three indices $\pi_{i}, \pi_{j}$ and $\pi_{m}\left(\pi_{i} \neq \pi_{j}\right.$ but $\pi_{i}=\pi_{m}, \pi_{j}=\pi_{m}$ or $\pi_{m}=\pi_{\ell}$ might hold) with $\pi_{i} \leq \pi_{\ell}<\pi_{j}$ (or $\pi_{i}$ and $\pi_{j}$ are exchanged) and $\sigma_{m, i, j}(t)=1$. In other words, $t_{\ell}$ denotes the first round in which the values $w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{\ell}}\left(t_{e_{k}}\right)$ and $w_{\pi_{\ell+1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{n-1}}\left(t_{e_{k}}\right)$ influence each other. By influencing each other, we mean that $w_{\pi_{m}}(t+1)=\frac{1}{2} w_{\pi_{i}}(t)+\frac{1}{2} w_{\pi_{j}}(t)$, since either $d_{\pi_{m}}(t)>0, d_{\pi_{m}}^{-}(t)>0$ or $d_{\pi_{m}}^{+}(t)>0 .{ }^{2}$

For all $t \in\left\{t_{e_{k}}, \ldots, t_{e_{k+1}}\right\}$ let $L(t)=\left\{\ell \mid t_{\ell}=t\right\}$, i.e., $L(t)$ represents all indices $\ell$ at time $t$ such that the two sets $\left\{w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots w_{\pi_{\ell}}\left(t_{e_{k}}\right)\right\}$ and $\left\{w_{\pi_{\ell+1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{n-1}}\left(t_{e_{k}}\right)\right\}$ influence each other for the first time.

Now, we define all pairs of indices $\pi_{i}, \pi_{j}$ at time $t$ such that there exists a $\pi_{\ell}$ and a $\pi_{m}$ with $\pi_{i} \leq \pi_{\ell}<\pi_{j}$ and $\sigma_{m, i, j}(t)=1: C_{\ell, m}(t)=\left\{\left\{\pi_{i}, \pi_{j}\right\} \mid \pi_{i} \leq \pi_{\ell}<\pi_{j}\right.$ and $\left.\sigma_{m, i, j}(t)=1\right\}$. Lastly, define for fixed $i, j$ and $t: F_{i j}(t)=\left\{\ell \in L(t) \mid\right.$ there is an index $\pi_{m}$ with $\left.\left\{\pi_{i}, \pi_{j}\right\} \in C_{\ell, m}(t)\right\}$.

Fix some $\pi_{i}$ and $\pi_{j}$ with $\pi_{i}<\pi_{j}$ and a round $t$ such that $\left|F_{i j}(t)\right|>0$. Let $F_{i j}(t)=\left\{\ell_{1}, \ldots, \ell_{k}\right\}$ sorted in increasing order. Since $\ell_{1} \in L(t)$, it holds by definition that there exists no round $t^{\prime} \in\left[t_{e_{k}}, \ldots, t\right]$ and no index $\pi_{m}$ with $\pi_{i} \leq \pi_{\ell_{1}}<\pi_{j}$ and $\sigma_{m, i, j}\left(t^{\prime}\right)=1$. It follows $w_{\pi_{i}}(t) \geq w_{\pi_{\ell_{1}}}\left(t_{e_{k}}\right)$

[^3](since $w_{\pi_{i}}(t)$ was so far only influenced by elements of the set $w_{\pi_{1}}\left(t_{e_{k}}\right), \ldots, w_{\pi_{\ell_{1}}}\left(t_{e_{k}}\right)$ which are all larger or equal to $w_{\pi_{\ell_{1}}}\left(t_{e_{k}}\right)$. Similarly, one can argue $w_{\pi_{j}}(t) \leq w_{\pi_{\ell_{k}+1}}\left(t_{e_{k}}\right)$. Hence, we can conclude
$$
w_{\pi_{i}}(t)-w_{\pi_{j}}(t) \geq w_{\pi_{\ell_{1}}}\left(t_{e_{k}}\right)-w_{\pi_{\ell_{k}+1}}\left(t_{e_{k}}\right) \geq \sum_{\pi_{\ell} \in F_{i j}(t)}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)
$$

The last line directly leads to

$$
\left(w_{\pi_{i}}(t)-w_{\pi_{j}}(t)\right)^{2} \geq \sum_{\pi_{\ell} \in F_{i j}(t)}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2}
$$

The second part of the proof now deals with fixing a round $t$ and finding a lower bound for $\sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right)$.

$$
\begin{aligned}
\sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right) & =\sum_{\left(\pi_{m}, \pi_{i}, \pi_{j}\right): \sigma_{m, i, j}(t)=1}\left(w_{\pi_{i}}(t)-w_{\pi_{j}}(t)\right)^{2} \\
& \geq \sum_{\left(\pi_{m}, \pi_{i}, \pi_{j}\right): \sigma_{m, i, j}(t)=1} \sum_{\pi_{\ell} \in F_{i j}(t)}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2} \\
& \geq \sum_{\pi_{\ell} \in L(t)}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2}
\end{aligned}
$$

Lastly, we plug all insights together to conclude the proof.

$$
\begin{aligned}
\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right) & \geq \frac{1}{4} \cdot \sum_{t=t_{e_{k}}}^{t_{e_{k+1}}} \sum_{i=1}^{n-1}\left(d_{i}^{-}(t)+d_{i}(t)+d_{i}^{+}(t)\right) \\
& \geq \frac{1}{4} \cdot \sum_{t=t_{e_{k}}}^{t_{e_{k+1}}} \sum_{\pi_{\ell} \in L(t)}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2} . \\
& =\frac{1}{4} \sum_{\pi_{\ell}=1}^{n-1}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2} .
\end{aligned}
$$

The last line follows since each robot moves at least once per epoch.
Based on Lemma 8.3, a lower bound on the relative change is derived.
Lemma 8.4 Suppose that $\Phi\left(t_{e_{k}}\right)>0$. Then, $\frac{\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right)}{\Phi\left(t_{e_{k}}\right)} \geq \frac{1}{8 n^{2}}$.

Proof. Lemma 8.3 leads to

$$
\begin{aligned}
\frac{\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right)}{\Phi\left(t_{e_{k}}\right)} & \geq \frac{1}{4} \frac{\sum_{\pi_{\ell}=1}^{n-1}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2}}{\sum_{\pi_{\ell}=1}^{n-1}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-1\right)^{2}} \\
& =\frac{1}{4} \frac{\sum_{\pi_{\ell}=1}^{n-1}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{\ell+1}}\left(t_{e_{k}}\right)\right)^{2}}{\sum_{\pi_{\ell}=1}^{n-1}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{1}}\left(t_{e_{k}}\right)\right)^{2}}
\end{aligned}
$$

The second line follows since $w_{0}(t)=1$ for all $t$ and thus $w_{\pi_{1}}\left(t_{e_{k}}\right)=1$. Observe that the right-hand side does not change if we multiply each $w_{\pi_{i}}\left(t_{e_{k}}\right)$ with the same constant. Additionally, it also does not change if we add the same constant to each $w_{\pi_{i}}\left(t_{e_{k}}\right)$. Hence, we can assume without loss of generality that $\sum_{\pi_{\ell}=1}^{n-1} w_{\pi_{\ell}}\left(t_{e_{k}}\right)=0$ and that $\sum_{\pi_{\ell}=1}^{n}\left(w_{\pi_{\ell}}\left(t_{e_{k}}\right)-w_{\pi_{1}}\left(t_{e_{k}}\right)\right)^{2}=1$ and obtain

$$
\frac{\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right)}{\Phi\left(t_{e_{k}}\right)} \geq \frac{1}{4} \min _{\substack{w_{1} \geq w_{2}, \ldots, \geq w_{n-1} \\ \sum_{i} w_{i}=0 \\ \sum_{i}\left(w_{i}-w_{1}\right)^{2}=1}} \sum_{i=1}^{n-1}\left(w_{i}-w_{i+1}\right)^{2}
$$

The assumption $\sum_{i}\left(w_{i}-w_{1}\right)^{2}=1$ implies that the average value of all $\left(w_{i}-w_{1}\right)^{2}$ is $\frac{1}{n}$ and hence there is at least some $j$ with $\left|w_{j}-w_{1}\right| \geq \frac{1}{\sqrt{n}}$. As a consequence, either $\left|w_{1}\right| \geq \frac{1}{2 \cdot \sqrt{n}}$ or $\left|w_{j}\right| \geq \frac{1}{2 \cdot \sqrt{n}}$. Without loss of generality, we assume that $\left|w_{1}\right| \geq \frac{1}{2 \sqrt{n}}$ and moreover assume $w_{1}>0$. The case $w_{1}<0$ can be handled by multiplying each $w_{i}$ with -1 and sorting the elements in descending order.

Now, define $u_{i}=w_{i}-w_{i+1}$ for $i<n-1$ and $u_{n-1}=0$. It holds $u_{i} \geq 0$ for all $i$ and $\sum_{i=1}^{n-1} w_{i}=$ $w_{0}-w_{n-1}$. Since at least one $w_{1} \geq \frac{1}{2 \sqrt{n}}$ and the $\sum_{i} w_{i}=0$, we can conclude $u_{n-1}<0$ and thus $\sum_{i} u_{i} \geq \frac{1}{2 \sqrt{n}}$.

As a final step, we obtain

$$
\frac{\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right)}{\Phi\left(t_{e_{k}}\right)} \geq \frac{1}{4} \min _{u_{i} \geq 0, \Sigma_{i} u_{i} \geq 1 /(2 \sqrt{n})} \sum_{i=1}^{n-1} w_{i}^{2} .
$$

The solution of the minimization problem is $u_{i}=\frac{1}{2 \cdot n^{3 / 2}}$ for each $i$. Hence,

$$
\frac{\Phi\left(t_{e_{k}}\right)-\Phi\left(t_{e_{k+1}}\right)}{\Phi\left(t_{e_{k}}\right)} \geq \frac{1}{4} \cdot \frac{1}{2 \cdot n^{2}}=\frac{1}{8 n^{2}} .
$$

Lemma 8.5 After $\mathcal{O}\left(n^{2} \cdot \log (n / \varepsilon)\right)$ epochs, it holds $\sum_{i=1}^{n-1} w_{i}(t) \geq(1-\boldsymbol{\varepsilon}) \cdot(n-1)$.
Proof. Fix any epoch $e_{k}$. By Lemma 8.4, we obtain $\Phi\left(t_{e_{k+1}}\right) \leq\left(1-\frac{1}{8 n^{2}}\right) \cdot \Phi\left(t_{e_{k}}\right)$ and thus $\Phi\left(t_{e_{k+x}}\right) \leq$ $\left(1-\frac{1}{8 n^{2}}\right)^{x} \cdot \Phi\left(t_{e_{k}}\right)$. Observe that $(1-y)^{x} \leq e^{-y \cdot x}$ where $e$ denotes Euler's number. Thus, choosing $x \geq 8 n^{2} \cdot \ln \left(\frac{1}{r}\right)$ yields $\Phi\left(t_{e_{k+x}}\right) \leq r \cdot \Phi\left(t_{e_{k}}\right)$. Since $\Phi\left(t_{e_{k}}\right)<n-1, r \leq \frac{\varepsilon}{n-1}$ leads to $\Phi\left(t_{e_{k+x}}\right) \leq \varepsilon$ and thus $\sum_{i=1}^{n-1} w_{i}(t) \geq(1-\varepsilon) \cdot(n-1)$.

### 8.4 Results in $\mathcal{L U M I}$ Model

In this section, we mainly derive a protocol that solves MAX-LINE-FORMATION optimally (no convergence) in the $\mathcal{L U} \mathcal{M} \mathcal{I}_{1}^{F}$ model. The protocol (Algorithm 7) achieves an optimal runtime of $\Theta(n)$ rounds and is the topic of Section 8.4.1. Afterward, we argue briefly in Section 8.4.4, how a combination of the $\mathcal{O B L O} \mathcal{T}^{S}$ and the $\mathcal{L U M I}{ }^{F}$ protocol solves the MAX-Line-Formation also optimally in the $\mathcal{L U M} \mathcal{I}^{S}$ model at the cost of a slightly larger runtime.

### 8.4.1 $\mathcal{L U} \mathcal{M I}_{1}^{F}$ Protocol with Square Viewing Ranges

Similar to the $\mathcal{O B L O} \mathcal{T}^{S}$ protocol, the protocol works in two phases: In the first phase, all robots are arranged on a straight line parallel to the $y$-axis, and in the second phase, the line is stretched until it has maximal length. Note that these are global phases not known to the robots. Since the robots can only act based on their local view, some robots might behave according to phase 1 while other robots already move according to phase 2 . Nevertheless, we will prove that there is a point in time such that globally phase 1 is completed such that in the following, all robots move according to phase 2. Compared to the $\mathcal{O B L O}$ T protocol (Section 8.3.3), the protocol uses different core ideas in both phases. In the first phase, all robots (instead of only the rightmost ones of their
neighborhood) move to the left - this is necessary to achieve a linear speedup of the first phase. The second phase makes use of lights to implement run sequences, as we have already seen in Chapter 5. To focus on the core ideas, we initially present a variant of the protocol in which the robots still move to the left during the second phase. More precisely, after a linear number of rounds, the first phase ends, and the robots form a line parallel to the $y$-axis that continuously moves a distance of 1 to the left. Simultaneously, the robots stretch the line until it has maximal length. However, the line structure is always maintained such that MAX-LINE-FORMATION is solved finally and remains solved (although the line keeps moving to the left). Moving continuously to the left can be removed from the protocol with some additional effort; an intuition is given in Section 8.4.3.

Phase 1: All robots move as far as possible (regarding their neighborhood) to the left: each robot $r_{i}$ moves to the $x$-coordinate $x_{r}^{i}(t)-1$. Again, collision avoidance has to be ensured. While moving to $x_{r}^{i}(t)-1$, the robot $r_{i}$ could collide with every robot located on its local $x$ axis. The robot $r_{i}$ executes a vertical movement to avoid a collision. Based on the ordering of neighbors on the local $x$-axis, $r_{i}$ gets assigned a unique $y$-coordinate as follows: Define $Y_{i}(t)=\left\{r_{j} \in N_{i}(t) \mid y_{j}^{i}(t)=0\right\}$ and let $x_{\pi_{1}}(t), x_{\pi_{2}}(t), \ldots, x_{\pi_{Y_{i}(t) \mid}}(t)$ be the $x$-coordinates of robots in $Y_{i}(t)$ in increasing order. Additionally, let $k_{i}(t) \in\left\{1, \ldots,\left|Y_{i}(t)\right|\right\}$ denote the position of $x_{i}(t)$ in the sorted sequence $x_{\pi_{1}}(t), x_{\pi_{2}}(t), \ldots, x_{\pi_{Y_{i}(t) \mid}}(t)$. Furthermore, define $y_{\text {min }}^{i}(t)$ to be the minimal $y_{j}^{i}(t)$ of all $y_{j}^{i}(t)>0$ of robots $r_{j} \in N_{i}(t)$. If no such robot exists, define $y_{\text {min }}^{i}(t)=\frac{1}{10}$ (any constant of size at most 1 works). Then, $r_{i}$ gets assigned the $y$-coordinate $\frac{k_{i}(t)-1}{\left|Y_{i}(t)\right|} \cdot \frac{1}{3} y_{\text {min }}^{i}(t)$. The factor $\frac{k_{i}(t)-1}{\left|Y_{i}(t)\right|}$ is unique for every robot on the local $x$-axis and the factor of $\frac{1}{3}$ is needed to prevent a collision with other robots that execute the same collision avoidance.

Phase 2: For the second phase, lights are used. Without loss of generality, we assume that the robots are ordered along the $y$-axis, i.e., $y_{0}(t) \geq \cdots \geq y_{n-1}(t)$. The core idea is to implement run sequences started at $r_{0}$ and $r_{n-1}$ with the help of lights. Assume that a run sequence starts in round $t$. Then, only $r_{0}$ and $r_{n-1}$ move. In round $t+1$, only $r_{1}$ and $r_{n-2}$ move and so on. A new run sequence is started every three rounds. The realization with the lights works as follows. The first required light $\ell_{c}$ with color set $C_{c}=\{0,1,2\}$ is used as a round counter. Every round, all robots increment their light $\ell_{c}$. Whenever $\ell_{c}=2$ holds, both $r_{0}$ and $r_{n-1}$ activate a light $\ell_{r u n}$ with $C_{\text {run }}=\{0,1\}$ (the light is either active or inactive). Thus, in the next round, it holds $\ell_{c}=0$ and both $r_{0}$ and $r_{n-1}$ detect an active light $\ell_{r u n}$. Both $r_{0}$ and $r_{n-1}$ now execute a movement (see below). Additionally, they deactivate the light $\ell_{\text {run }}$ and activate a light $\ell_{\text {prev }}$ with color set $C_{\text {prev }}=\{0,1\}$ to remember the movement. Simultaneously, the robots $r_{1}$ and $r_{n-2}$ observe a neighbor on the $y$-axis with active light $\ell_{\text {run }}\left(r_{0}\right.$ and $\left.r_{n-1}\right)$. Additionally, neither $r_{1}$ nor $r_{n-2}$ has activated $\ell_{\text {prev }}$. Hence, the robots activate $\ell_{\text {run }}$ to continue the run sequence. In the next round, $r_{0}$ and $r_{n-1}$ observe a neighbor with active light $\ell_{\text {run }}$ but do not activate their own light $\ell_{\text {run }}$ since $\ell_{\text {prev }}$ is active.

Robots that have a run state (the light $\ell_{\text {run }}$ is active) move as follows. In case $r_{0}$ has a run state and not $r_{1}(n>2), r_{0}$ moves at a distance of 1 vertically away from $r_{1}$. More formally, $p_{0}(t+1)=\left(x_{r}^{0}(t)-1,-\frac{y_{1}^{0}(t)}{\left|y_{1}^{0}(t)\right|}\right)$ (remember that in this variant the robots move also in phase 2 to the left). Similar, $r_{n-1}$ moves away from $r_{n-2}$ at a distance of 1 . In case a robot $r_{i}$ has a run state that came from $r_{i-1}\left(r_{i-1}\right.$ has activated $\ell_{\text {prev }}$ and $r_{i}$ has activated $\ell_{r u n}$ ) and $r_{i+1}$ does not have a run state, $r_{i}$ moves in vertical distance 1 away from $r+1: p_{i}(t+1)=\left(x_{r}^{i}(t)-1,-\frac{y_{i+1}^{i}(t)}{\left|y_{i+1}^{i}(t)\right|}\right)$. Lastly, in case two neighboring robots have a run, for instance, $r_{i}$ and $r_{i+1}$ have activated $\ell_{\text {run }}$ both move only a vertical distance of $\frac{1}{2}$ away from each other: $p_{i}(t+1)=\left(x_{r}^{i}(t)-1,-\frac{y_{i+1}^{i}(t)}{2\left|y_{i+1}^{i}(t)\right|}\right)$. The handling of the lights and the corresponding movement is depicted in Figure 8.4.

```
Algorithm \(7 \mathcal{L U M} \mathcal{I}_{1}^{F}\) Protocol executed from the local view of \(r_{i}\)
    if all neighbors are located on the \(y\)-axis then
        if \(r_{i}=r_{+}^{i}(t)\) or \(r_{i}=r_{-}^{i}(t)\) then
            if \(\ell_{\text {run }}=1\) then \(\quad \triangleright \ell_{\text {run }}=1\) implies \(\ell_{c}=0\)
                    \(\ell_{\text {run }} \leftarrow 0 ; \ell_{\text {prev }} \leftarrow 1\)
                    \(r_{c} \leftarrow\) closest neighbor on \(y\)-axis
                    if \(r_{c}\) has activated \(\ell_{r u n}\) then \(\quad \triangleright\) Special case \(n=2\)
                \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,-\frac{1}{2 \cdot y_{c}(t) \mid} \cdot y_{c}(t)\right) \quad \triangleright\) Move distance of \(\frac{1}{2}\)
                    else
                                \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,-\frac{1}{\left|y_{c}(t)\right|} \cdot y_{c}(t)\right) \quad \triangleright\) Move distance of 1
            else
                if \(\ell_{\text {prev }}=1\) then \(\quad \triangleright\) Deactivate \(\ell_{\text {prev }}\)
                \(\ell_{\text {prev }} \leftarrow 0\)
                    else
                        if \(\ell_{c}=2\) then \(\quad \triangleright\) Start new run sequence
                            \(\ell_{\text {run }} \leftarrow 1\)
            \(\left.p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,0\right)\right)\)
        else
            if \(\ell_{\text {run }}=1\) then
            \(\ell_{\text {run }} \leftarrow 0, \ell_{\text {prev }} \leftarrow 1\)
                        if closest neighbor above and below have set \(\ell_{\text {run }}=0\) then
                        \(r_{c} \leftarrow\) closest neighbor with \(\ell_{\text {prev }}=0\)
                        \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,-\frac{1}{\left|y_{c}(t)\right|} \cdot y_{c}(t)\right)\)
            else
                        \(r_{c} \leftarrow\) neighbor with \(\ell_{r u n}=1\)
                        \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,-\frac{1}{2 \cdot\left|y_{c}(t)\right|} \cdot y_{c}(t)\right)\)
            else
                    if \(\ell_{\text {prev }}=1\) then
                        \(\ell_{\text {prev }} \leftarrow 0\)
                    else
                        if closest neighbor above or below has set \(\ell_{\text {run }}=1\) then
                        \(\ell_{\text {run }} \leftarrow 1\)
            \(\left.p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,0\right)\right)\)
    else
        \(\left\{\ell_{\text {run }}, \ell_{\text {prev }}\right\} \leftarrow 0 \quad \triangleright\) Deactivate lights if neighborhood is not in phase 2
        if \(\left|Y_{i}(t)\right|>0\) then
                \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1, \frac{k_{i}(t)-1}{\left|Y_{i}(t)\right|} \cdot \frac{1}{3} y_{\text {min }}^{i}(t)\right)\)
            else
                \(p_{i}(t+1) \leftarrow\left(x_{r}^{i}(t)-1,0\right)\)
    \(\ell_{c} \leftarrow \ell_{c}+1\)
    \(r_{i}\) moves to \(p_{i}(t+1)\)
```



Figure 8.4: A square (cross) depicts a robot with active light $\ell_{\text {run }}\left(\ell_{\text {prev }}\right)$. Time proceeds from left to right. In the first line, it holds $\ell_{c}=2$ for all robots. In this round, the topmost and the bottom-most robot activate $\ell_{\text {run }}$. In the next round $\left(\ell_{c}=0\right)$, these two robots move at a distance of 1 of their neighbor (depicted by an arrow) and additionally deactivate $\ell_{\text {run }}$ while activating $\ell_{\text {prev }}$. Afterward, the movement continues.

### 8.4.2 Analysis of the $\mathcal{L U M} \mathcal{I}_{1}^{F}$ Protocol

In the analysis, we prove that after a linear number of rounds, the first phase ends. Moreover, it is proven that as soon as phase 2 is reached, the robots remain in phase 2 (following from the protocol's description).

Lemma 8.6 After $\mathcal{O}(n)$ epochs, all robots are located in distinct positions on the same vertical line parallel to the $y$-axis. Moreover, the configuration is connected.

Proof. The connectivity and collision avoidance can be directly concluded from the protocol's description. To prove the linear runtime, define $x_{\max }(t)$ to be the maximal $x$-coordinate in the global coordinate system. Furthermore, define $k_{\max }(t)$ to be the number of robots with $x_{i}(t) \in$ $\left(x_{\max }(t)-1, x_{\max }(t)\right]$. Observe that every robot $r_{i}$ with $x_{i}(t) \in\left(x_{\max }(t)-1, x_{\max }(t)\right]$ moves such that $x_{i}(t+1) \in\left(x_{\max }(t)-2, x_{\max }(t)-1\right]$. Since the configuration is always connected, there must have been a robot $r_{j}$ with $x_{j}(t) \in\left(x_{\max }(t)-2, x_{\max }(t)-1\right]$ that cannot leave the interval. It follows $k_{\max }(t+1) \geq k_{\max }(t)+1$ Thus, after $\mathcal{O}(n)$ rounds, all robots have $x$-coordinates in an interval of size at most 1 . Fix one round $t$ and assume that all robots have $x$-coordinates in an interval of size at most 1 . Consider the robot $r_{\max }$ with globally maximal $x$-coordinate. None of its neighbors can see a robot that has a larger $x$-coordinate, and thus, all robots of $N_{\max }(t)$ are collinear in round $t+1$. Furthermore, all of these robots still have the globally largest $x$-coordinate in round $t+1$. Now, consider the topmost robot $r_{j} \in N_{\max }(t)$. It follows that all robots of $N_{j}(t+1)$ have a smaller or equal $x$-coordinate and cannot see any other robot with a larger $x$-coordinate. Thus, in round $t+2$ all robots in $N_{\max }(t)$ and $N_{j}(t+1)$ are collinear. The same argument holds for the bottom-most robot. Applying the same argument inductively yields that all robots are collinear after $\mathcal{O}(n)$ rounds.

Afterward, the run sequences of the second phase are analyzed. The first run sequence ensures that after $\mathcal{O}(n)$ rounds, the robots $r_{\lfloor n / 2\rfloor-1}$ and $r_{\lfloor n / 2\rfloor}$ have a vertical distance of 1 . The second run
sequence ensures the same both for $r_{[n / 2\rfloor-2}$ and $r_{\lfloor n / 2\rfloor-1}$ as well as $r_{[n / 2]+1}$ and $r_{\lfloor n / 2\rfloor+2}$. Hence, after $\mathcal{O}(n)$ run sequences, the line reaches maximal length. Since each 3 rounds, a new run sequence is started, and the linear runtime follows.

Theorem 8.5 After $\mathcal{O}(n)$ epochs, the robots have solved Max-Line-Formation.

Proof. By Lemma 8.6 all robots are collinear on a line parallel to the $y$-axis after $\mathcal{O}(n)$ epochs. It remains to prove the linear runtime until the optimal configuration is formed. Rename the robots such that $r_{0}$ is the topmost robot and $r_{n-1}$ is the bottom-most robot. Define $w_{i}(t)=y_{i}(t)-y_{i-1}(t)$. Both $r_{0}$ and $r_{n-1}$ activate their light $\ell_{\text {run }}$ every 3 rounds and ensure $w_{1}(t)=w_{n-1}(t)=1$. In round $t+1$ it holds $w_{2}(t+1)=w_{n-2}(t+1)=1$ and so on. Assume $n$ to be even (the arguments for odd $n$ are analogous). After $\frac{n}{2}-1$ rounds, the movement meets at the two robots $r_{n / 2}$ and $r_{n / 2+1}$ and they move such that $y_{n / 2+1}\left(t+\frac{n}{2}-1\right)=1$ holds. The next two movements ensure $y_{n / 2}\left(t+\frac{n}{2}+2\right)=y_{n / 2+2}\left(t+\frac{n}{2}+2\right)=1$ and so on. Since every third round a new movement is started, the optimal configuration is reached in $\mathcal{O}(n)$ rounds.

The protocol can be implemented in the classical $\mathcal{L U M I}$ model with a single light having 9 colors. Observe that no robot ever activates the lights $\ell_{\text {prev }}$ and $\ell_{\text {run }}$ at the same time. Thus, for each robot, the following always holds: either $\ell_{\text {prev }}, \ell_{\text {run }}$ or none of both are activated. Additionally, each robot counts rounds with the light $\ell_{c}$ requiring 3 colors. Hence, the total number of required colors is 9: 3 colors of $\ell_{c}$, each combined with 3 possible cases for the lights $\ell_{\text {run }}$ and $\ell_{\text {prev }}$.

### 8.4.3 Adjusted FSYNC Protocol

The $\mathcal{F}$ SYNC protocol presented in Section 8.4 is - to keep the pseudocode comprehensible designed such that the robots still move to the left after MAX-Line-Formation is already solved. In this section, we explain how 3 additional lights help to remove this behavior to design a protocol that forms a stationary line.

Observe first that in Algorithm 7, two run sequences can only be located at two neighboring robots in case the protocol is already in phase 2. Otherwise, at least one robot observes that its neighborhood is not yet aligned parallel to the $y$-axis, and the corresponding run sequence is stopped (line 31 in Algorithm 7). We use this observation as follows: As soon as two run sequences meet at neighboring robots, the two robots activate a light $\ell_{\text {final }}$ to store this information. Robots with an active light $\ell_{\text {final }}$ do not move to the left anymore. Additionally, robots that observe a robot in their neighborhood that has activated $\ell_{\text {final }}$, activate their light $\ell_{\text {final }}$. Hence, after $\mathcal{O}(n)$ rounds, all robots have activated $\ell_{\text {final }}$. While propagating $\ell_{\text {final }}$, it might, however, happen that some robots move to the left while other robots remain stationary (due to the limited visibility). See Figure 8.5 for a depiction of such a case. To rebuild the line shape again run sequences at robots with active light $\ell_{\text {final }}$ behave slightly differently. The vertical movement is identical to before. The horizontal movement changes: instead of moving to the left, a robot moves a distance of 1 to the right if it is leftmost in its neighborhood, and there is at least one robot in a horizontal distance of 1 to the right. Finally, the robots align again on the initial line (before activating $\ell_{\text {final }}$ ) and MAX-LINE-Formation gets solved after $\mathcal{O}(n)$ rounds.


Figure 8.5: To the left, the robots are arranged on a straight line parallel to the $y$-axis. After some time, two run sequences meet in the middle at $r_{4}$ and $r_{5}$ that activate their light $\ell_{\text {final }}$. In the next round, $r_{3}$ and $r_{6}$ activate their light $\ell_{\text {final }}$ and so on. However, $r_{0}, r_{1}, r_{2}, r_{3}, r_{6}, r_{7}, r_{8}$ and $r_{9}$ move a distance of 1 to the left before $r_{3}$ and $r_{6}$ become stationary. Similarly, $r_{0}, \ldots, r_{2}$ and $r_{7}, \ldots, r_{9}$ move a distance of 1 further to the left than $r_{2}$ and $r_{5}$ and so on. The final configuration might look like it is depicted to the right.

### 8.4.4 High-level $\mathcal{L U M} \mathcal{I}_{1}^{S}$ Protocol

The first phase of the $\mathcal{L U M} \mathcal{I}_{1}^{S}$ protocol is identical to the first phase of the $\mathcal{O B L O T}$ protocol (Section 8.3.3): Each robot that is rightmost in its neighborhood moves horizontally to the $x$ coordinate of its leftmost neighbor. In case this position is already occupied, a slight vertical movement is used to avoid collisions. The main idea of the second phase is the sequential movement (run sequence) of Section 8.4. Due to the $\mathcal{S}$ SYNC scheduler, an additional synchronization procedure needs to be added. In $\mathcal{F}$ SYNC, a robot with active light $\ell_{\text {run }}$ can always be sure that the neighbors observe and adapt the light. Since only a subset of robots is active in every round in $\mathcal{S}$ SYNC, the light $\ell_{\text {run }}$ might not be seen, and thus, the run sequence stops. To overcome this, we add a synchronization done with the light $\ell_{c}$. In contrast to the $\mathcal{F}$ SYNC protocol, the robots do not increment the light in every round they become active. Instead, each run sequence gets associated with a color of the light $\ell_{c}$. More precisely, the main idea is as follows. Assume that the robots have already formed a line parallel to the $y$-axis. Moreover, we rename the robots such that $y_{1}(t) \leq y_{2}(t) \leq \cdots \leq y_{n-1}(t)$. Additionally, assume the configuration is well-initialized, i.e., all robots have set $\ell_{c}=0$. We describe the procedure from the view of $r_{0}$, it works analogously for $r_{n-1}$. We denote by $\ell_{i}\left(r_{j}\right)$ the color of $r_{j}$ 's light $\ell_{i}$ in round $t$ (the time parameter is omitted for readability). As soon as $r_{1}$ is activated, it observes $\ell_{c}\left(r_{2}\right)=\ell_{\text {prev }}\left(r_{2}\right)=\ell_{\text {run }}\left(r_{2}\right)=0$. Then, $r_{1}$ activates $\ell_{\text {run }}$. As soon as $r_{1}$ wakes up again, it executes its movement (it moves at a distance of 1 of $r_{2}$ ), deactivates $\ell_{\text {run }}$, activates $\ell_{\text {prev }}$ and increments $\ell_{c}$ such that $\ell_{c}=1$. In the future, $r_{1}$ will only deactivate $\ell_{\text {prev }}$ in case it detects $\ell_{c}\left(r_{2}\right)=1$ (indicating that $r_{2}$ has taken over the run sequence). Hence, as soon as $r_{2}$ is activated and detects $\ell_{c}\left(r_{1}\right)=\ell_{\text {prev }}\left(r_{1}\right)=1$ and $\ell_{c}\left(r_{3}\right)=\ell_{\text {prev }}\left(r_{3}\right)=\ell_{\text {run }}\left(r_{3}\right)=0$, it will activate $\ell_{\text {run }}$. Upon its next activation, $r_{2}$ executes its movement, deactivates $\ell_{\text {run }}$, activates $\ell_{\text {prev }}$ and increments $\ell_{c}$. As soon as two neighboring robots have activated $\ell_{\text {run }}$ both move at a distance of $\frac{1}{2}$ away from each other and stop the run sequence (exactly as in Algorithm 7). This way, the run
sequences proceed along the line. To conclude, a robot $r_{j}$ only takes over a run sequence from its neighbor $r_{j-1}$ in case $\ell_{c}\left(r_{j-1}\right)=\ell_{c}\left(r_{j}\right)+1$. Additionally, $r_{j}$ will only deactivate $\ell_{\text {prev }}$ as soon as $\ell_{c}\left(r_{j-1}\right) \geq \ell\left(r_{j}\right)$ and $\ell_{c}\left(r_{j+1}\right)=\ell_{c}\left(r_{j}\right)$. Note that it might happen due to the limited visibility that some run sequences already start while the first phase is not completed. Hence, at the beginning of phase 2 , not all robots might be initialized with the same color of the light $\ell_{c}$. In case a robot detects such a violation (e.g., the next robot that should take over the light $\ell_{\text {run }}$ has a larger value of $\ell_{c}$ ), the usual movement is not executed. Instead, simply the light $\ell_{c}$ is incremented. Hence, for each constant number of run sequences, the light of one more robot is well-initialized, and the protocol adjusts the colors of the lights $\ell_{c}$ in a self-stabilizing manner. All in all, the first phase has a runtime of $\mathcal{O}\left(n^{2}\right)$ epochs (Lemma 8.1), the second phase is after $\mathcal{O}(n)$ epochs well-initialized (arguments above) and completed after additional $\mathcal{O}(n)$ epochs (Theorem 8.5). The runtime of $\mathcal{O}\left(n^{2}\right)$ epochs follows. All in all, we obtain the following theorem.

Theorem 8.4 In the $\mathcal{L U} \mathcal{M I}_{1}^{S}$ model with square viewing ranges and robots that agree on one axis of their local coordinate systems, there exists a protocol such that after $\mathcal{O}\left(n^{2}\right)$ epochs, the robots have solved the MAX-LINE-FORMATION problem.

### 8.5 Conclusion \& Outlook

In this chapter, we considered the Max-Line-Formation problem, which is similar to the MAX-Chain-Formation problem but does not consider a chain of robots. In general, we saw that the problem is unsolvable in the $\mathcal{O B L O T}$ model, even under quite strong robot capabilities: robots that agree on both axes of their local coordinate system and operate under the $\mathcal{F}$ SYNC scheduler. Afterward, we extended the local views of the robots slightly by considering square viewing ranges instead of circular ones. This slight increase in the viewing ranges allowed us to derive three protocols. The first one was for the $\mathcal{O B L O} \mathcal{T}^{S}$ model and can converge to the final configuration while requiring a runtime of $\mathcal{O}\left(n^{2} \cdot \log n / \varepsilon\right)$ epochs. The second and third protocols were designed for the $\mathcal{L U} \mathcal{M I}$ model. The protocol for the $\mathcal{L U} \mathcal{M I}_{1}^{F}$ solves the problem optimally in $\Theta(n)$ rounds. Lastly, the protocol for the $\mathcal{L U} \mathcal{M I}_{1}^{S}$ model solves the problem optimally but requires $\mathcal{O}\left(n^{2}\right)$ epochs.

Based on these three protocols, we observe several future research questions. Throughout the entire thesis (for the Chain-Formation, the Max-Chain-Formation and the Max-LineFormation problems) we have seen $\mathcal{O B L O} \mathcal{T}$ protocols that only converge to the optimal solution but never reach it. Also for the Max-Line-Formation problem, it would be interesting to determine whether a protocol for the $\mathcal{O B L O}$ 位 model exists that solves the problem exactly. As the Chain-Formation, the Max-Chain-Formation and the Max-Line-Formation problem are quite similar in this behavior, a solution for one protocol (either an impossibility result or a positive result) would help to find a solution for the remaining problems.

Moreover, the impossibility result for the Max-Line-Formation problem only holds for the $\mathcal{O B L O}$ Todel. It seems possible that there is a protocol to solve the Max-Line-Formation problem with circular viewing and connectivity ranges in the $\mathcal{L U M \mathcal { I }}$ model. Consider again the configuration $C_{2}$ we used in the impossibility result for the $\mathcal{O B L O \mathcal { O }}$ model (Figure 8.1). Under the $\mathcal{L U M I}$ model, the robot $r_{9}$ still cannot move immediately. However, it can communicate with help of lights that it observes the robot $r_{7}$ to the left. Doing so ensures that both $r_{8}$ and $r_{10}$ notice that they have to move as the global configuration cannot be final. Thus, the robots get a chance to form a line. Still, lots of additional algorithmic challenges need to be solved which are left for future research. Lastly, our protocols for the $\mathcal{L U} \mathcal{M} \mathcal{I}_{1}^{F}$ and $\mathcal{L U M} \mathcal{I}_{1}^{S}$ exhibit a runtime gap. The $\mathcal{L U M} \mathcal{I}_{1}^{F}$ protocol is significantly faster $\left(\mathcal{O}(n)\right.$ vs. $\left.\mathcal{O}\left(n^{2}\right)\right)$. Up to now, it is unclear whether a faster protocol for the $\mathcal{S}$ SYNC scheduler can be designed. Furthermore, solving the problem under the $\mathcal{A}$ Sync scheduler remains open. The second phase of the protocols can be synchronized even under the $\mathcal{A}$ sync schedulers with the ideas presented in Chapters 5 and 6 as also run sequences with a locally
sequential movement are used. However, in the first phase of all protocols, the movement is not sequential and hence it is unclear whether the techniques work. We conjecture that the techniques can be applied and lead to a correct protocol that solves the MAX-LINE-FORMATION problem but the runtime increases since the local synchronization might involve more than a constant number of robots in the worst case.
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[^0]:    ${ }^{1}$ The second part of the publication is mainly authored by the co-author Jonas Harbig. There, we transformed the class of protocols to solve the NEAR-GATHERING problem. NEAR-GATHERING requires the robots to keep unique positions while gathering in close proximity. We show that also NEAR-GATHERING can be solved in $\Theta\left(\Delta^{2}\right)$ rounds by disoriented robots with limited visibility.

[^1]:    ${ }^{1}$ In the original $\mathcal{O B L O T}$ definition, only discrete time is considered [66]. However, since except for the time model all other capabilities are identical, we decided to add continuous time here.

[^2]:    ${ }^{1}$ Note that synchronization in Chapter 5 works even for the $\mathcal{A S Y N C}$ scheduler. However, some parts of the protocols in this section do not rely on a locally sequential movement. Since the synchronization in Chapter 5 heavily relies on the sequentiality, we cannot use it entirely in this section.

[^3]:    ${ }^{2}$ In the context of averaging consensus each index $1, \ldots, n$ corresponds to a node in the graph. Thus, the index $\ell$ can be interpreted as a cut in the graph and the time $t_{\ell}$ as the first time with communication across the cut represented by $\ell$.

