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Abstract  

Within the energy transition, the power-to-gas concept plays a crucial role in production of new 

energy carriers or development of alternative production routes to already known energy car-

riers, such as methane. To make the production of methane sustainable, carbon dioxide can 

be reduced with hydrogen generated from renewable energy sources. Since fluctuations in the 

energy flow, and consequently in hydrogen production can occur due to weather conditions, 

the catalyst system performance must be stable concerning this fluctuation. A promising ap-

proach for stable and highly active methanation catalysts are Ni catalysts based on the thermal 

decomposition of MOFs. This produces highly dispersed carbonaceous Ni pre-catalysts. How-

ever, this requires a detailed understanding of the underlying chemical mechanisms and as-

sociated electronic structures of the catalyst systems. Therefore, this work aims to establish 

spectroscopic methods for highly amorphous nickel-based catalyst systems within a carbon 

matrix based on X-ray absorption spectroscopy and X-ray emission spectroscopy. These 

methods provide information on the oxidation states, electronic structure and interactions, and 

geometric information from the pre-catalysts as well as from the activated catalysts.  

Detailed analysis of the ex-situ catalyst precursors showed that slightly reductive conditions 

were sufficient to produce suitable pre-catalysts. A mixture of Ni(0) and Ni(II) encapsulated in 

a carbon matrix is present in all the samples investigated and a pure Nifcc structure is not 

achieved, allowing the assumption of particle formation. Moreover, a combination of HERFD-

XANES, calculations under the application of the FEFF software package, and VtC-XES 

demonstrated that electronic interactions exist between the carbon matrix and the nickel cen-

ters. This does not occur by immediate, direct interaction in the first coordination environment, 

but by somewhat distant proximity. Furthermore, it could be shown that NiO traces are present 

in the catalyst precursors which show high activity in methanation. Accordingly, Ni(II)-contain-

ing species seem to have an improving effect on the structure-activity-correlation. Thus, a bet-

ter understanding of these highly dispersed amorphous structures could be achieved by these 

findings. Building on these results, in-situ investigations were subsequently carried out. With 

regard to the activation process of the pre-catalyst, it could be shown that the temperature 

region which is decisive for the structural changes in the form of the decrease of a formed 

oxide layer can be narrowed down to a range of about 80 to 200 °C. The catalysts showed 

increased stability for as long as hydrogen was present in the gas atmosphere. Furthermore, 

an unambiguous correlation between the loss of a stabilizing carbon layer and the loss of ac-

tivity could be shown. Here, a drop in the hydrogen supply was simulated in the form of three 
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different gas composition scenarios. The loss of the carbon layer in the case of a complete 

hydrogen failure was decisive for the deactivation of the catalyst system.  
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Kurzzusammenfassung  

Innerhalb der Energiewende spielt das Power-to-Gas-Konzept eine entscheidende Rolle, um 

neue Energieträger zu gewinnen oder alternative Herstellungsrouten zu bereits bekannten 

Energieträgern, wie beispielsweise Methan, zu entwickeln. Um eine nachhaltige Methanher-

stellung zu realisieren, sollen Kohlenstoffdioxid und aus erneuerbaren Energien erzeugter 

Wasserstoff genutzt werden. Da wetterbedingt Fluktuationen im Stromnetz und daraus resul-

tierend in der Wasserstoffproduktion entstehen können, bedarf es eines Katalysatorsystems, 

welches gegenüber diesen Schwankungen stabil ist. Einen vielversprechenden Ansatz stellen 

stabile und hochaktive Methanisierungskatalysatoren dar, die auf der thermischen Zersetzung 

von MOFs basieren. Dabei entstehen hochdisperse Ni-Katalysator-Vorstufen, die in einer Koh-

lenstoffmatrix eingebettet sind. Für ein derartiges Katalysatorsystem ist jedoch ein detailliertes 

Verständnis der zugrunde liegenden chemischen Mechanismen und damit einhergehender 

elektronischer Strukturen der Katalysatorsysteme notwendig. Ziel dieser Arbeit ist daher die 

Etablierung von spektroskopischen Methoden für hochamorphe nickelbasierte Katalysatorsys-

teme innerhalb einer Kohlenstoffmatrix unter Anwendung von Röntgenabsorptionsspektrosko-

pie und Röntgenemissionsspektroskopie. Dadurch können Informationen über die Oxidations-

zustände, elektronische Wechselwirkungen und geometrische Informationen über die Präka-

talysatoren und aktivierten Katalysatoren gewonnen werden. 

Durch die detaillierte Analyse der ex-situ Katalysator-Vorstufen konnte gezeigt werden, dass 

leicht reduktive Bedingungen ausreichen, um geeignete Präkatalysatoren herzustellen. Je-

doch wurde dabei auch deutlich, dass in allen untersuchten Proben ein Gemisch aus Ni(0) und 

Ni(II) vorliegt und keine pure Ni(0)fcc Struktur erreicht wird, was die Annahme der Partikelbil-

dung stärkt. Außerdem konnte durch eine Kombination aus HERFD-XANES, FEFF-basierter 

theoretischer Rechnungen und VtC-XES eindeutig belegt werden, dass Wechselwirkungen 

zwischen der Kohlenstoffmatrix und den Nickelzentren stattfinden. Dies geschieht nicht durch 

eine direkte Wechselwirkung in der ersten Koordinationsumgebung, sondern in entfernteren 

Koordinationssphären. Zudem konnte dargelegt werden, dass NiO Spuren in den Präkataly-

satoren vorliegen, die eine hohe Aktivität in der Methanisierung aufweisen. Dementsprechend 

scheinen Ni(II) Spezies einen positiven Effekt auf die Struktur-Aktivitätskorrelation zu haben. 

Mittels dieser Erkenntnisse konnte folglich ein erhöhtes Verständnis dieser hochdispersen, 

amorphen Strukturen gewonnen werden. Aufbauend auf diesen Ergebnissen wurden anschlie-

ßend in-situ Untersuchungen durchgeführt. In Bezug auf den Aktivierungsprozess der Präka-

talysatoren konnte dabei gezeigt werden, dass die Temperaturregion, die entscheidend für die 

strukturellen Veränderungen in Form der Abnahme einer sich gebildeten Oxidschicht ist, sich 
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auf einen Bereich von etwa 80 bis 200 °C eingrenzen lässt. Die Stabilität des Katalysators war 

deutlich erhöht, solange sich Wasserstoff in der Gasatmosphäre befand. Des Weiteren konnte 

ein eindeutiger Zusammenhang zwischen dem Verlust einer stabilisierenden Kohlenstoff-

schicht und einem Rückgang der Aktivität belegt werden. Hierbei wurde durch Veränderung 

der Gaszusammensetzung ein Ausfall der Wasserstoffversorgung in Form von drei verschie-

den Szenarien simuliert. Der Verlust der Kohlenstoffschicht bei einem vollständigen Ausfall 

des Wasserstoffs war dabei entscheidend für die Desaktivierung des Katalysatorsystems.  
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1 Motivation  

The climate crisis is one of the greatest challenges faced by modern mankind.[1] To constrain 

global warming, a reduction of CO2 emissions is imperative. To even come close to this goal 

new and efficient energy techniques are required. Currently used renewable energy sources 

are mainly photovoltaics, biomass, wind- and hydropower.[2] In 2021, 238 TWh, around 40% 

of total electricity generation in Germany, were produced from renewable resources. Most of 

the energy supply is still generated from fossil fuels, which emit carbon dioxide and pollute the 

environment (cf. Figure 1).[3] 

Due to the unstable availability of the weather-dependent renewable sources, a time and 

weather-dependent fluctuation in the energy grid can occur.[4] Effective storage concepts must 

be designed to sufficiently stabilize these fluctuations and to compensate electricity overpro-

duction by renewable resources. Thus, energy storage is crucial and plays a key role in the 

transition towards sustainable energy usage.[5] One approach is the power-to-X concept. It 

describes a possible solution for short- and long-term energy storage in different sectors such 

as electricity, gas, heat, chemicals, and transport.[6] One implementation of this approach could 

be to use energy overproduction from renewable energy in electrochemical cells for water 

splitting. In a further step, this sustainably produced hydrogen can for example be used for the 

synthesis of energy carriers. For instance, a possible energy carrier could be based on the 

catalytic methanation of CO2 to close the carbon cycle through the power-to-gas concept, via 

the SABATIER reaction (Eq. 1):[7,8] 
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Figure 1: Gross electricity generation in Germany by energy source 

in the years 2000 to 2021.[3] 
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 𝐶𝑂ଶ + 4 𝐻ଶ  ⇌  𝐶𝐻ସ + 2 𝐻ଶ𝑂     Δ𝐻ଶଽ଼௄ = −165 𝑘𝐽/𝑚𝑜𝑙 Eq. 1 

Regarding the well-established and given infrastructure, methane can be stored and trans-

ported efficiently using the already existing gas distribution grid. Furthermore, the volumetric 

energy density of methane is three times higher than H2, and it can be used directly in conven-

tional gas power plants for electrical power production.[9] Moreover, the storage of hydrogen is 

a challenge and confronts scientists with the task of developing effective storage options for 

hydrogen,[10] since pure hydrogen suffers from losses in the storage process, which can be 

caused by diffusion or evaporation.[11] For application in the catalytic reaction of CO2 towards 

methane, Ni-based catalysts are well known, due to their high activity and relatively low pro-

duction costs.[12] Nevertheless, MUTZ et al. reported that Ni-catalysts immobilized on γ-Al2O3 

support, tend to strongly deactivate during the catalytic methanation of CO2 if they are con-

fronted with losses of hydrogen flow.[13] Accordingly, highly stable catalyst systems are re-

quired, especially for dynamic gas feeds resulting from fluctuations in energy supply.[14] There-

fore, much research has been invested in the immobilization and stabilization of metal nano-

particles on support materials to avoid deactivation processes such as high-temperature sin-

tering.[15] Spatial entrapment of Ni nanoparticles stabilized by suitable support systems is a 

promising approach for the development of improved catalysts.[16] Confinement of the catalysts 

in a matrix, e.g. a carbon matrix, as in the context of this work, can prevent sintering of the 

catalytically active metal centers. An unconventional approach of thermal decomposition of 

metal-organic framework (MOF) precursors can be adopted to manufacture carbon encapsu-

lated Ni catalysts. The high flexibility in the synthesis and the extremely defined structure of 

the framework compound allows for a high degree of precision when tailoring the properties of 

the resulting carbon-supported enhanced functional nanomaterials.[17,18] The surface proper-

ties are not only influenced by the composition of the MOF itself, but also by possible post-

synthetic modifications of the MOF or the decomposition conditions.[19]  

The subject of this thesis is the application of hard X-ray-based spectroscopic methods, 

namely X-ray absorption spectroscopy (XAS) and X-ray emission spectroscopy (XES), to get 

deep insights into the manufactured catalysts properties. XAS is an important tool for structural 

investigations of systems without long-range order, for example, amorphous structures of the 

gained catalysts. The method enables element-specific measurement of the samples and, as 

a result, precise analysis of the compound. The ability for the short-range ordering of X-ray 

absorbing elements in a sample to be precisely addressed, differentiated, and determined in-

dependent of the physical state is a feature that makes XAS extremely versatile.[20] Although 

the first approaches of X-ray-based absorption spectroscopy, as well as the first attempts to 
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explain it, have been known since the 1920s, only the advent of synchrotron radiation sources 

have allowed the development and verification of a general theoretical description of the ex-

tended X-ray absorption fine structure (EXAFS). This technique allows the analysis of the 

structural parameters of the coordinating atoms around the absorbing atom. The X-ray absorp-

tion near-edge structure (XANES), on the other hand, is mainly used to obtain valuable infor-

mation about the unoccupied electronic states, the oxidation state of the X-ray absorbing atom 

and the geometric structure of the surrounding atoms.[21] Moreover, XES will be used to obtain 

information about the electronic structure of the sample. XES offers the possibility to probe the 

occupied states of the measured element, and so enables more precise statements about the 

atomic environment. Thus, for the first time, a methodological application of XES could be 

applied to such undefined Ni@C systems, which are based on the thermal decomposition of 

MOFs. Using a combination of this information, the present work aims to characterize highly 

amorphous pre-catalysts and catalysts at the electronic and structural levels. At the same time, 

the high specificity and versatility of both methods, XAS and XES, will be shown, while the 

possibilities of characterization and analysis will be presented, where other methods are not 

sufficient. 



Motivation  

4 Sven Strübbe  

  



Catalysis 

 Sven Strübbe 5 

2 Catalysis 

In the last centuries, reactions based on catalytic processes were discovered on a regular 

basis. In 1823, for example, JOHANN WOLFGANG DÖBEREINER developed the DÖBEREINER 

lamp, a lighter in which the reaction of sulfuric acid and zinc was used to produce hydrogen.[22] 

The hydrogen was flushed over a platinum sponge in oxygen, thus initiating a catalytic reaction 

between the two gases, at ambient temperature. The resulting heat was sufficient to ignite the 

hydrogen. Therefore, the DÖBEREINER lighter represents the first commercial application of a 

heterogeneous catalytic reaction. The current term catalysis was first introduced in 1835 by 

JÖNS JACOB BERZELIUS to the Royal Swedish Academy of Science. The expression originates 

from the Greek word katalysis which means to untie. The name derived from the fact that it 

was assumed that the bond breaking process was the crucial step of the reaction. He put 

forward the thesis that the observed chemical phenomenon only occurs when a certain sub-

stance is present but this substance remains unchanged after the reaction. In doing so, he 

relied, among all, on the work of DÖBEREINER and found that Pt merely awakens the “sleeping" 

gases.[23] A little more than half a century later, in 1895, FRIEDRICH WILHELM OSTWALD defined 

the term catalysis in German. The translation can be read approximately: "Catalysis is the 

acceleration of a slowly proceeding chemical process by the presence of a different sub-

stance".[24] In doing so, he already implied the fact that a catalyst causes a reaction to take 

place that would not occur without it, and at the same time accelerates a chemical reaction 

without changing the chemical equilibrium.[25] OSTWALD was awarded with the Nobel Prize in 

Chemistry in 1909 for his outstanding results in catalysis.[26] Based on OSTWALD's results, ca-

talysis was no longer just a chemical phenomenon. Instead, it became one of the most re-

searched topics and, at the same time, a powerful tool for chemists. Thus, as early as 1898, 

an employee of the Badische Anilin- und Soda Fabrik (BASF) scaled up the process developed 

by OSTWALD for the production of sulfuric acid to an industrial scale as a so-called contact 

process.[23] In 1904 FRITZ HABER began his attempts to produce ammonia from its elemental 

components, nitrogen and hydrogen, and achieved his first results.[27] HABER applied for a pa-

tent for the production of ammonia in 1908, which was granted in 1911.[28,29] BASF, which 

HABER was able to win as a partner, administered the patent and applied it industrially. In the 

following years, CARL BOSCH worked together with ALWIN MITTASCH on a technical realization 

of the newly developed process.[23,30] In 1913, the first large-scale plant of the HABER-BOSCH 

process went into operation at the BASF plant in Ludwigshafen am Rhein (Germany).[28,31] 

Based on the chemistry and the findings in the field of catalysis leading to the industrial process 

of ammonia synthesis, three Nobel Prizes in Chemistry were awarded in the next 100 years 
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connected to this reaction: in 1918 to FRITZ HABER, in 1931 to CARL BOSCH, and in 2007 to 

GERHARD ERTL, who was able to solve the mechanism of the reactions (cf. Eq. 2 to Eq. 8).[32] 

 𝐻ଶ ⇌ 2 𝐻௔ௗ  Eq. 2 

 𝑁ଶ ⇌ 𝑁ଶ,௔ௗ Eq. 3 

 𝑁ଶ,௔ௗ ⇌ 2 𝑁௔ௗ Eq. 4 

 𝑁௔ௗ + 𝐻௔ௗ ⇌ 𝑁𝐻௔ௗ Eq. 5 

 𝑁𝐻௔ௗ + 𝐻௔ௗ ⇌ 𝑁𝐻ଶ,௔ௗ Eq. 6 

 𝑁𝐻ଶ,௔ௗ + 𝐻௔ௗ ⇌ 𝑁𝐻ଷ,௔ௗ Eq. 7 

 𝑁𝐻ଷ,௔ௗ ⇌ 𝑁𝐻ଷ Eq. 8 

In addition, based on HABER's 1909 results, OSTWALD was able to develop a process that 

produces nitric acid from ammonia, catalyzed by a Pt catalyst.[23,33] The development of the 

OSTWALD process and the HABER-BOSCH process forever changed the situation worldwide ag-

riculture. For the first time, it was possible to produce fertilizers on an industrial scale, allowing 

them to feed the world's population, which has been growing faster ever since.[34] The first 

findings in catalysis apart from biocatalysis e.g. fermentation processes, were heterogeneously 

catalyzed reactions.[35] The origins of homogeneous catalysis as we know it today started in 

1938 with OTTO ROELEN’S discovery of oxo-synthesis, more generally known as hydroformyla-

tion.[23,36] In this process, an alkene reacts directly with syngas (a mixture of CO and H2) to 

form a higher valence aldehyde. ROELEN found that the mechanism proceeds via a cobalt 

carbonyl hydride species. RICHARD F. HECK and DAVID BRESLOW were able to clarify the cobalt-

catalyzed reaction mechanism of the catalytic process without ligands in 1960 (cf. Figure 2).[37]  

Based on a patent filed in 1938, the corresponding industrial process went into operation at 

the Ruhrchemie Company.[38] Another milestone, not only for chemistry but for the modern 

world, was the discovery of the polymerization of ethene or propene by KARL ZIEGLER and 

GIULIO NATTA.[39] This process uses a mixed catalyst consisting of an organometallic main 

group (I-III) compound, e.g. triethylaluminum, and a transition metal compound of groups IV to 

VI (e.g. titanium tetrachloride).[40] The two chemists were awarded the Nobel Prize in 1963 for 

the development of the ZIEGLER-NATTA process, which is still used today.  
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In principle, the activation energy of a chemical process can be lowered by using catalysts. 

Furthermore, a suitable catalytic system can influence the reaction in such a way that the se-

lectivity for the desired product is significantly increased.[41] Catalysts are an elementary part 

of the green chemistry concept, as they help to avoid waste, save energy, and they provide 

access to the conversion of raw materials.[42] The processes presented in this chapter are 

intended to only provide an outline of the rapid success story of catalysis and to underpin its 

importance for the modern age. Today, catalysis is one of the most important tools in the 

chemical industry. More than 90% of the total product range of the chemical industry went 

through a catalytic reaction cycle at least once in their manufacturing process.[43] 

 

2.1 The methanation of carbon dioxide 

The SABATIER reaction, which describes the reduction of carbon monoxide (cf. Eq. 10) or car-

bon dioxide (cf. Eq. 9) to methane, is a reaction that is well developed under steady-state 

conditions.[44,45] The formation of water as a by-product of methane generates a driving force 

that makes the reaction exothermic. Since the equilibrium of the SABATIER reaction shifts to 

the product side with increasing pressure, high-pressure reactions are ideal for the formation 

of methane. At the same time, since the increased formation of CO can be observed at tem-

peratures above 450 °C by reverse water gas shift reaction (RWGS; cf. Eq. 11), the tempera-

ture should be lower for the reaction to methane. In addition, a decrease in the conversion of 

Figure 2: Reaction mechanism of the hydro-

formylation according to HECk and BRES-

LOW.[37] 
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CO2 at high temperatures can be observed.[46] Most publications on the topic of CO2 methana-

tion note the use of temperatures between 200 and 400 °C and pressures between 1 and 

30 bar.[45]  

 𝐶𝑂ଶ + 4 𝐻ଶ  ⇌  𝐶𝐻ସ + 2 𝐻ଶ𝑂     Δ𝐻ଶଽ଼௄ = −165 𝑘𝐽/𝑚𝑜𝑙 Eq. 9 

 𝐶𝑂 + 3 𝐻ଶ  ⇌  𝐶𝐻ସ + 𝐻ଶ𝑂     Δ𝐻ଶଽ଼௄ = −206 𝑘𝐽/𝑚𝑜𝑙 Eq. 10 

 𝐶𝑂ଶ +  𝐻ଶ  ⇌  𝐶𝑂 +  𝐻ଶ𝑂     Δ𝐻ଶଽ଼௄ = −41 𝑘𝐽/𝑚𝑜𝑙 Eq. 11 

Even though the methanation reactions are exothermic, adequate conversion is not observed 

until the reaction is catalyzed.[45] Depending on the substrate, the two reactions Eq. 9 and Eq. 

10 proceed differently. Different selectivities and conversions have been observed for both 

reactions, the methanation of CO2
[12,47] and the methanation of CO,[48,49] depending on the cat-

alytic conditions. 

 

2.2 Catalytically active systems for CO2 methanation 

Different metal-based catalysts for the methanation of CO2 have been reported in the literature. 

The most notable, those exhibiting high activities are based on Pd,[50] Fe,[51] Co,[52] Pt,[53] 

Rh,[49,54,55] Ru,[56,57] or Ni.[56,58–62] In particular, Ru-based catalysts show great activities even at 

temperatures below 200 °C.[44,45,63,64] In contrast Ni shows very good performances in the high-

temperature range between 300 and 500 °C.[65,66] Based on their good availability and low 

costs, nickel-based catalysts are among the most widely used methanation catalysts.[63] In the 

temperature range from 220 to 290 °C, high activities can be enabled by a high dispersion of 

the catalytically active nickel. However, modified surface defects or low-coordinated Ni centers 

also achieve satisfactory results in this temperature range.[59] High stabilities of about 

290 hours have also been reported in long-term experiments.[59] Usually, the nickel catalysts 

are supported on materials such as Al2O3,[56,62,64–66] SiO2,[67] or TiO2.[60,68] However, studies 

have shown that redox-active supports such as ZrO2,[69–71] CeO2,[61] or even mixed oxides of 

both compounds[72,73] can also lead to promising results. The works report, that the high activity 

of nickel at low temperatures are further enhanced by the mild basic properties of these sup-

ports.[61,69–71] Al2O3 as support material provides a combination of higher redox-activity with 

high thermal stability and specific surface area.[66,74] Doping options such as MgO[67,75] or 

ZrO2
[76] were also used, and it has been found that this increased both selectivity and catalytic 

activity in most applications. Furthermore, nickel can be embedded in a carbon matrix,[17,18] as 

shown in this work. In addition to doping of the support material, there are also publications 

presenting doping of the catalyst species by an additional metal.[71,77] For example, it has been 
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shown that catalysts, which are doped with Fe exhibit improved CO dissociation,[78] increasing 

the activities for both the methanation of CO[79] and CO2,[80] as well as for a reaction mixture of 

both gases.[80,81] Furthermore, iron doping can increase activities of CO2 methanation at lower 

temperatures, whilst also improving the stability for temperatures above 350 °C.[82] 

 

2.3 The mechanism of the SABATIER reaction 

A clear mechanism for the CO2-based SABATIER reaction is still open to scientific discussion, 

especially when factoring in the large variety of different catalyst metals or the doping reagents 

and conditions. In addition, not only the support can be varied or doped, but mixtures of differ-

ent support materials are also used. Multiple different reaction paths can occur, which must be 

considered individually. Two reaction pathways of CO2 methanation are widely accepted, one 

involves a CO species, in the other formates are formed.[83,84] The first mentioned mechanism 

is the dissociation of CO2 via an RWGS reaction (Eq. 11) followed by methanation of CO (Eq. 

10). After dissociative adsorption of CO, the reduction then proceeds by hydrogenation of the 

adsorbed carbide species on the surface.[83,85] Subsequently, the two individual components, 

oxygen, and carbon, are then hydrogenated step by step to form water and methane.[48,85,86] 

Although the carbide-based reaction pathway of CO is often cited,[83,84,87] WANG attempted to 

break down an alternative mechanism of CO reduction to methane which seems especially 

suitable for single-site approaches. His proposed mechanism is shown in Figure 3.[88] 

In the mechanism described, first, two hydrogen molecules and two CO molecules are coordi-

nated (1). Afterwards, a bond reorientation takes place, and the CO ligand is reduced to an 

aldehydic group (2). As a next step, this group is reduced to an alcohol with the simultaneous 

insertion of another CO ligand (3), followed by a reaction of hydrogen with another CO ligand 

forming an aldehyde (4). After molecular esterification (5) and the rearrangement of electrons, 

carbon dioxide is released (6). In the last step, a final reduction of methane takes place and at 

the same time, a new carbonyl ligand is complexed together with a new hydrogen molecule 

(7), thereby completing the cycle.  
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The RWGS reaction mechanism via CO2 dissociation is proposed to be used for the low-tem-

perature methanation of CO2 over a Rh@Al2O3 catalyst. In this example, the reaction takes 

place via CO2-induced oxidation of Rh, followed by the well-known mechanism of CO methana-

tion (cf. Eq. 10).[54]  

As beforementioned, the second reaction pathway, which is largely agreed upon in the litera-

ture, proceeds via the direct hydrogenation of CO2 and the formation of a formate spe-

cies.[83,84,89,90] WESTERMANN et al. describe that a formate is directly formed on Ni when using 

a Ni@zeolite catalyst.[90] FISHER et al. report a SiO2-supported Rh catalyst in which the hydro-

genation of CO resulting from the dissociation of CO2 proceeds directly via an H2CO species 

without the formation of surface carbon.[49] ALDANA et al.[73] and PAN et al.[91] investigated Ni on 

a Ce0.5Zr0.5O2
[73] and γ-Al2O3

[91] supports, respectively. It was found that the reaction pathway 

Figure 3: Reaction mechanism of the SABATIER-SENDERENS-Reduction according to 

WANG.[88] 
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differs mostly in that the reaction on the Ce0.5Zr0.5O2 support proceeds primarily via a mono-

dentate formate species,[84] whereas on a γ-Al2O3 support, a bidentate formate species is 

formed.[84] It was also shown by PAN et al. that the reaction proceeds preferentially at the me-

diate basic sites. Therefore, the CO2 adsorbed on the strong basic sites of Ni@γ-Al2O3 partic-

ipates at a slower rate in the methanation.[84,91] The reaction of Ni@γ-Al2O3 described by PAN 

et al. is shown in Figure 4.[84] 

Alternative  mechanisms are also reported in the literature for Ni on SiO2 supports. VOGT et al. 

argue that a third reaction pathway can be considered for the SABATIER reaction.[92] They have 

shown, using operando infrared spectroscopy, that Ni@SiO2 catalyst does not follow a reaction 

pathway via the previously proposed formate species (cf. Figure 4).[93] In addition, it is sug-

gested that a reaction pathway via a carboxylate species can occur. Contrary to the observa-

tion of FISHER et al. for Rh, where CO does not dissociate. The reaction pathway for Ni@SiO2 

is considered most likely to proceed via a carbide pathway based on the dissociation of CO.[8,94] 

LIN et al. have investigated Ni@C systems obtained by the thermal decomposition of MOFs,[95] 

analogous to what was performed for the catalysts characterized in this work. It have been 

shown that in this case the methanation of CO2 on Ni@C catalysts also proceeds via the for-

mate pathway.[95] In the approach chosen by LIN et al. a MOF was used which is based on a 

hollow ball-in-ball structure consisting of Ni and trimesic acid.[95] Whereas in the approach used 

in this work, a MIL-53 based Ni-MOF is the basis for the pre-catalysts.  

Figure 4: CO2 methanation reaction route as described by PAN et al.

on Ni@γ-Al2O3.[84] 



Catalysis  

12 Sven Strübbe  

In the investigations of the reaction mechanism, numerous methods were used to study inter-

mediates and reactants and thus to unravel the mechanism. However, precise targeting of the 

metallic species is a separate challenge, especially in the study of thermally decomposed 

MOFs, as this results in an undefined mixture of different metal-containing species. Therefore, 

the application of element-specific methods such as XAS or XES is required. To make this 

possible, both spectroscopic methods will be applied in this work to gain further insight into the 

mechanism and the catalytically active species.  
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3 Optical Fundamentals 

3.1 Interaction of X-ray with matter 

When matter is irradiated with X-rays, they can interact in four different ways: X-ray absorption, 

elastic scattering, inelastic scattering, and the production of electron-positron pairs. The latter 

occurs exclusively in confrontations with very high energies over 1.022 MeV (cf. Figure 5) and 

is irrelevant in the energy ranges of X-ray measurements. For the methods applied in this work, 

namely XAS and XES, the interactions of  interest are photoelectric absorption and elastic 

scattering.[96] 

Elastic scattering, which is also called coherent, unmodified, or RAYLEIGH scattering, is ob-

served when a photon with certain energy hits a sample and is backscattered by atomic elec-

trons. Neither ionization nor excitation of the electrons occurs, but a photon of the same fre-

quency with a different spatial direction is emitted. Thus energy remains constant while the 

momentum changes.[97] Referring to a classical explanation, a bound electron of an atom is 

set into oscillation by the incidence of an electromagnetic wave. By this, a secondary wave of 

the same frequency is generated.[96] In most cases, elastic scattering plays a minor role com-

pared to absorption in the low energy range or for light atoms, but not for high energies above 

4 keV, which means for hard X-rays.[97] X-rays can also be scattered inelastically or via COMP-

TON scattering, whereby the energy of the scattered photon is not equal to that of the incident 

Figure 5: Different attenuation effects for Nickel over increasing energy. 
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photon. Due to this energy transfer, electronic transitions, such as excitations in the irradiated 

atom take place and a photon of different energy and momentum is emitted.[96,97]  

The process when energy is transferred from a photon to an electron, which leads to the con-

sumption of the photon, is called absorption. A core electron of an atom can be excited to 

higher states or into the continuum by incident photon via absorption process with simultane-

ous core hole creation. This process is called the photoionization process (cf. Figure 6).[97] 

The (photo)electron-hole exciton is metastable, and a relaxation of electrons from higher en-

ergy levels into the previously generated vacancies takes place. The two main relaxation path-

ways that can occur are fluorescence and AUGER relaxation. In the element characteristic flu-

orescence, energy is released which matches the energy difference of the two states involved. 

The type of fluorescence depends on the shell in which the vacancy is located and by which it 

is filled, when the electron vacancy is located in the K-shell, i.e. in the 1s orbital, relaxations 

from the L-shell occur, correspondingly LK transitions are called Kα emission lines. If, in 

contrast, the relaxation takes place from the M-shell, this MK transition is called a Kβ1 or Kβ3 

emission line. Although, a NK (Kβ2 or Kβ5) transition can also occur giving rise to weak va-

lence emission in 3d metals. The shells are designated according to the SOMMERFELD nota-

tion[98] and the transitions according to SIEGBAHN.[99] Figure 7 shows other possible transitions 

and detailed designations. The ratio of the emitted X-ray photons to the number of vacancies 

generated is called the fluorescence yield or radiation probability. The fluorescence yield in-

creases as a function of atomic number and is consequently larger for the K-lines than for the 

subsequent lines.[97] Accordingly, for 3d metals investigated in this work, the K-line is prefer-

entially probed.  

Figure 6: Different ways of interaction between X-ray photons and matter.[97] 
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In addition to the described radiative decay, also a non-radiative relaxation by emission in the 

form of an AUGER electron can compensate the energy difference between states in-

volved.[96,97] In this case, the core hole is filled by an electron from a higher shell. The gained 

energy during this process is transferred to a second electron in the higher shell which is then 

emitted. Accordingly, the AUGER-effect is a non-radiative process. Consequently, the detection 

of AUGER electrons, by means of AUGER spectroscopy, provides detailed information about the 

energy levels involved in a transition.[96,97] The probability that AUGER electrons are produced 

is particularly high for light atoms and low energies. Thus, below Z=31 (Ga) the AUGER signal 

dominates and only at higher atomic numbers fluorescence becomes dominant.[100] Moreover, 

there may be radiative decay, as the energy increases, or non-radiative decay, due to the 

production of secondary electrons. In the latter, electrons are ejected from higher shells due 

to the emitted fluorescence photons or AUGER electrons. Both phenomena described are 

closely related and occur simultaneously. However, in the context of this work mainly X-ray 

absorption and X-ray emission spectroscopy are used. 

 

3.2 Selection Rules 

Electronic transitions studied by X-ray spectroscopy are governed by the electric dipole selec-

tion rules defined by:  

Figure 7: Selected absorption edges and fluorescence emission lines.[97]
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 ΔJ = 0, ±1  Eq. 12 

 ΔL = ±1 Eq. 13 

 ΔM = 0, ±1 Eq. 14 

In Eq. 12 J is defined as J=L+S and describes the total angular momentum. L in Eq. 13 is the 

azimuthal quantum number, which determines the orbital angular momentum, and M in Eq. 14 

is the so-called magnetic quantum number. It must be noted in general that 00 transitions 

are prohibited. 

The angular momentum must be transferred with every emission or absorption of a photon. 

But since each photon has its spin, the condition of conservation of angular momentum must 

be true, but a flip of spins is forbidden by the selection rule in Eq. 15. 

 ΔS = 0 Eq. 15 

When considering transitions, the LAPORTE rule must also always be satisfied.[101] This rule 

prohibits the preservation of parity concerning the center of inversion. Consequently, only tran-

sitions involving a parity change, i.e. ug or gu, (u: ungerade, german for odd, or g: gerade, 

german for even) are allowed. This is particularly important for centrosymmetric connections 

since information about the geometry can be obtained from the prohibited parity changes in 

d-d transitions. Nevertheless, when the center of symmetry is distorted, for example by asym-

metric oscillations or JAHN-TELLER distortion,[102,103] the transition becomes partially allowed 

again, leading to characteristic spectroscopic signatures. 

Dipole-forbidden transitions are characterized by higher order corrections to the dipole transi-

tion-based description, for example, the quadrupole correction. The selection rule of the azi-

muthal quantum number for electronic quadrupole transitions according to the following for-

mula is decisive:[102,103] 

 ΔL = 0, ±2  Eq. 16 

The transition probability of electric quadrupole transitions, however, is orders of magnitude 

lower compared to dipole-governed ones, making them almost insignificant in spectral intensity 

in many cases. 
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4 X-ray absorption spectroscopy 

Just over a century ago, in 1913, the first absorption edge was measured. MAURICE DE BROGLIE 

mounted a single crystal on a rotating plate and irradiated it with X-rays produced by an X-ray 

tube. As the crystal rotated, it worked like a monochromator, tuning the energy of the beam 

falling on the photographic plate. Simultaneously, the absorption edges of the plate materials 

Ag and Br were probed and produced an intense white signal.[104] The first intense peak after 

the absorption edge is called white line in memory of this observation.[96] Another significant 

work in the development of XAS was the fine structure discovered by HUGO FRICKE in 1920, 

when he recorded the energy dependence of the absorption coefficient (µE) near the X-ray 

absorption K-edges of different elements, e.g. Mg, Ti, Cr.[105] At the same time, also in 1920, 

GUSTAV HERTZ published the results of his research on L-edge fine structures for the elements 

from Cs to Nd.[106] In the following years, further X-ray absorption experiments were carried out 

by AXEL E. LINDH on different elements.[107] In the process, experimental approaches were 

adapted and improved,[108] and initial explanations for observed phenomena were propo-

sed.[109] Despite this, over the following fifty years, there remained a great deal of disagreement 

in the field.[110]  

When DALE E. SAYERS, EDWARD A. STERN, and FARREL W. LYTLE published their work on the 

FOURIER-transformed EXAFS data in 1971,[111] expectations were raised by the analysis of the 

X-ray fine structure. The scientists established a hypothesis that allowed the extraction of the 

radial distribution functions sum from the experimental absorption spectrum. Based on these 

data, numerous publications followed proving that EXAFS can be used to find local structures, 

such as the type, number and distance of backscatterers around the absorbing atom.[112–115] In 

particular, the development of synchrotron facilities in the 1970s (cf. Chapter 6) providing in-

tense and monochromatic X-ray radiation with adjustable energy has led to a great improve-

ment in the application of X-ray absorption fine structure (XAFS). Due to the dependence of 

the absorption edge energy on the element's atomic mass, XAS is an element- and oxidation 

state-specific method. It can be applied as well for low concentrations and is independent of 

the sample's aggregate state. In addition, XAS allows in-situ measurements of reactions[116] 

and thus opens up versatile applications in, e.g., the investigation of catalysts.[65] In addition, 

because X-rays have a high transmission rate through bulk materials, the sensitivity of the 

method to bulk materials makes XAS a versatile scientific tool. XAS is combining these fea-

tures and possibilities making it a manifold and powerful method.[96,117–119] 
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4.1 The principles of X-ray absorption spectroscopy 

If a free atom is irradiated with X-rays, there is a continuous decrease of the absorption coef-

ficient µ(E) with increasing energy. An explanation for this phenomenon offers the probability 

of photoelectric absorption. It is directly proportional to µ(E) and, along with the coherent and 

incoherent radiation, has a decisive impact on the observed energy range of the XAS meas-

urement.[96,120]  

 𝜎 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∙  
𝑍௡

𝐸ଷ.ହ
 Eq. 17 

In Eq. 17, σ can be described as the photoelectric absorption cross-section that determines 

the probability of an absorption process on a specific area at a specific time. Z is the atomic 

number and E is the photon number. The parameter n can vary between 4 and 5. As a result 

of this equation, the absorption coefficient approximately decreases proportionally to E-3.[96,117] 

In an XAS experiment, the sample of interest is irradiated with an energetically tunable and 

monochromatic X-ray beam. Particular X-ray energies are absorbed by specific atoms in the 

sample, which undergo excitation and can eject core electrons.[121] The X-ray beam is attenu-

ated by the sample with thickness d. The decrease of beam intensity after penetrating a sample 

proportional to its thickness and the initial beam intensity is described by:[97,117]  

 𝑑𝐼 = −𝜇(𝐸)𝐼 𝑑𝑥 Eq. 18 

The integral of the formula gives LAMBERT-BEER’s law.[122] 

 𝐼(𝐸) =  𝐼଴ ∙  𝑒ିఓ(ா)ௗ Eq. 19 

I(E) is the transmitted and I0 is the incident X-ray intensity. µ(E) describes the mass absorption 

coefficient, which decreases with the increasing energy of the incident photon and represents 

the main physical parameter.[96,97] 

The absorption coefficient increases abruptly when a specific energy is reached and forms an 

absorption edge.[123] At the absorption edge, the absorbed X-ray radiation energy (hν) is exactly 

equal to the binding energy (Ebind) of an atom electron and can excite this electron to the lowest 

unoccupied molecular orbital (LUMO) level. Around 30 eV above the absorption edge, the X-

ray beam has enough energy to promote a core electron in the continuum.[97,117,124] If the energy 

increases further after the absorption edge, the absorption coefficient decreases monotonically 

until the next absorption edge (s. Figure 8).  
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The photoelectric effect (Eq. 20) describes the kinetic energy Ekin of the ejected electron. 

 𝐸௞௜௡ = ℎ𝜈 − 𝐸௕௜௡ௗ Eq. 20 

The kinetic energy of the ejected electron is described as Ebind in general physics. In context 

of absorption it is defined as E0, which is called zero-point energy or inner potential.[117] There-

fore applies Ebind = E0. In one-electron approximation,[123,125] the probability of an inner shell 

electron absorbing X-ray photons relies on the starting and final state of the atom. The transi-

tion rate is defined by FERMI’s Golden Rule: 

 Γ௜→௙ =
2𝜋

ℏ
ห〈𝑓ห𝐻෡ห𝑖〉ห

ଶ
𝛿(𝐸௙ − 𝐸௜ − ℏ𝜔) Eq. 21 

In the simplest approach, the absorption coefficient is obtained when the equation is solved 

within the dipole approximation for a photon-induced transition of an electron from an initial 

state |𝑖⟩ to a final state |𝑓⟩ and 𝐻෡ is a perturbation Hamiltonian.[97] Here, the initial state of the 

ejected electron at K edges XAS corresponds to a 1s core state. The defined final state corre-

sponds to that of an excited electron. The δ function describes the DIRAC unit function. It con-

fines the energies of the states within the frame of the Energy Conservation Rule. According 

to FERMI's Golden Rule, the absorption coefficient is directly related to the matrix element:[123] 

 𝜇 ∝ ห〈𝑓|𝐻෡|𝑖〉ห
ଶ
 Eq. 22 

A typical XAS spectrum can be divided into three regions: the pre-edge region, the near edge 

region around the absorption edge, and the extended X-ray absorption fine structure (EXAFS) 

region as shown in Figure 9. The pre-edge region and the absorption edge are summarized in 

the X-ray absorption near edge structure (XANES). Each region contains specific transitions 

Figure 8: Schematic representation of the absorption coefficient µ(E) as a func-

tion of the incident photon energy E. The absorption edges are named accord-

ing to the SOMMERFELD notification.[97] 
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of an electron from core levels to higher unoccupied states or eventually to the continuum. The 

first part of the spectrum is located around 5 to 20 eV below the absorption edge and is called 

the pre-edge or the pre-peak.[123] The structure of the pre-edge can be complex, and one or 

more features can occur, which are the result of 1sLUMO transitions (cf. Figure 10). The 

transition can be precisely described as a transition from the 1s to nd/(n+1)p hybridized orbit-

als. Because pure 1snd quadrupole transitions are forbidden according to the LAPORTE rule, 

the probability of transition to the hybridized orbital is significantly lowered and the signal in-

tensity is decreased. However, the pre-peak signal intensity is strongly influenced by the local 

geometry since it is the result of a 3d/4p and 3d/2p(ligand) overlap. Thus, the pre-peak signal 

serves as an indication of minor geometric changes.[123,126] 

For tetrahedral coordination (point group Td) the pre-peak is the most intense as the result of 

the effective hybridization between px,y,z, and dxy,xz,yz orbitals. Thus, the formation of hybridized 

orbitals and the parity selection rule of the electric dipole is satisfied, leading to the transition 

of a 1s electron to the p component of the nd/(n+1)p hybridized orbital. On the contrary, octa-

hedral coordination (point group Oh) shows an inversion in symmetry. This results in almost no 

pre-peak signal with only very low intensity due to quadrupole transitions.[127] Still, if the inver-

sion symmetric octahedral geometry is distorted, the increased mixing of p and d orbitals re-

sults in a visible pre-peak signal. Since the orbital occupancy changes with different oxidation 

states, as a consequence the pre-peak will be modified as well. Additionally, for most cases, 

the pre-edge features shift to higher energy upon oxidation and towards lower energies for 

reduction, respectively.[128] Thus, the oxidation state of the absorbing element can be, to the 

limited extent, probed by the pre-peak signal.[129] 

Figure 9: Division of an XAS spectrum into the XANES 

region and the EXAFS region. 
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At higher energies, the sharp and intense increase of the absorption coefficient µ(E) is the 

result of the high probability of the transitions which can occur at the energy of the correspond-

ing edge. At this specific energy, a core electron is excited above the FERMI level energy or 

the continuum. The absorption edge position can be probed to determine the oxidation state 

of the absorbing atom. With a higher oxidation state, the absorbing atom has a higher positive 

charge, and the electrons are more attracted by the nucleus. Consequently, a higher amount 

of energy is necessary to excite a core electron.[96,123] Furthermore, the coordination environ-

ment of the absorbing atom can influence the edge position. The number and the type of lig-

ands, and therefore the bond lengths, affects the electron density of the involved orbitals, 

changing the ionization threshold.[96] Taking all these factors into account, the determination of 

the absorption edge position can be facilitated by incorporating information gained from the 

pre-peak analysis, if available. Despite these issues, an analysis of the oxidation state is pos-

sible by measuring reference spectra, even mixtures, and evaluating by linear combination 

fitting of XANES spectra.[96,130]  

In the energy region above the absorption edge, the energy is high enough to excite core 

electrons into the continuum, giving rise to the EXAFS region. The spherical wave of the 

produced photoelectron with wavelength λ is proportional to: 

 Ψ௢௨௧(𝑟) ∝
sin (

2π
𝜆

𝑟)

𝑟
 Eq. 23 

Whereby it is necessary to note, that the amplitude is decreasing with 1/r.[123] The scattering 

wave is influenced by the surrounding atoms. If there are other atoms nearby backscattered 

Figure 10: The transitions occurring for 

XANES [pre-edge (blue) and the absorp-

tion edge (red)] and EXAFS (orange). 
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waves interfere with the outgoing wave (cf. Figure 11) and oscillating signals of the fine struc-

ture are generated.[97,131] The fine structure starts at around 50 eV above the edge energy, can 

extend until approximately 1000 eV above the edge, and the amplitude of the oscillations is 

around 1 to 20% of the edge jump.[97] During most XAS measurements, the energy range of 

only one absorption edge is measured and usually, the K-edge is the edge of interest. In the 

case of heavier elements, the LIII-edge is selected to gain better-resolved signal-to-noise ratios. 

Furthermore, the LIII-edge XAS-measurements allow to measure the spectra in the 3d metal 

K-edge energy range, which is more easily reached by most synchrotron sources. 

The fine structure oscillations in the EXAFS region can be analyzed to obtain information about 

the type, and number of and distances of the neighboring atoms.[97,114,115,117,119] Thus, theoret-

ical fits of the geometrical parameters based on the EXAFS equation need to be implemented 

as described in the following chapter. 

 

4.2 Theory of EXAFS 

The EXAFS region fine structure is a result of the interference between generated and back-

scattered photoelectron waves. Analysis of the EXAFS region gives information on the types 

of neighboring atoms, their number and distances to the absorbing atom. Additionally, EXAFS 

includes details about the static and thermal disorder of nearby atoms.[96,97,117,123,131] In recent 

years, a number of derivations from EXAFS theory have been presented.[111,132,133] For the 

purposes of this work, hereafter, a short-range single-electron single-scattering approach will 

be used to explain the EXAFS phenomenon.[112,115,132,133,134] More precisely, the approach de-

scribes the idea that the photoelectron is scattered only once before returning to the absorbing 

Figure 11: Backscattering behavior of the ejected photo-

electron wave towards the absorbing atom. 
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atom and multiple scattering processes are not considered. Another approach is the Full Mul-

tiple Scattering (FMS) theory.[135] Here, the photoelectrons are scattered again and again and 

thus a scattering pattern is created, which also considers the interatomic backscattering. FMS 

is not considered in the EXAFS theory of this thesis. 

For detailed EXAFS analysis, the fine structure must be isolated from the spectra. Therefore, 

the atomic background µ0(E) is subtracted from the absorption coefficient µ(E) as described in 

Eq. 24. The obtained difference is normalized to Δµ0(E0) (cf. Figure 12) to gain the energy-

dependent EXAFS function.[97,117,123] 

 𝜒(𝐸) =
𝜇(𝐸) − 𝜇଴(𝐸)

Δ𝜇଴(𝐸଴)
 Eq. 24 

In Eq. 24 the χ(E) corresponds to the isolated and normalized energy-dependent fine structure. 

It is important to mention that µ0(E) is the absorption coefficient of an atom in which the chem-

ical environment with the effect of neighboring atoms being “switched off”.[123] The extracted 

fine structure function χ(E) is transferred from the energy E towards the photoelectron wave 

vector k to get the χ(k) which can be correlated with structural parameters through FOURIER 

transform.  

The kinetic energy Ekin of the photoelectron in the photoelectric effect (cf. Eq. 20) is given by: 

 𝐸௞௜௡ = ℎ𝜈 − 𝐸௕௜௡ௗ Eq. 25 

The photon energy is described by hν and Ebind is the electron binding energy. By using the DE 

BROGLIE equation 𝜆 =
௛

௣
 and the wave vector definition 𝑘 =

ଶగ

ఒ
, the kinetic energy can be written 

as:[97]  

 𝐸௞௜௡ =
𝑝ଶ

2𝑚
=

ℎଶ𝑘ଶ

8𝜋ଶ2𝑚
=

ℏଶ𝑘ଶ

2𝑚
 Eq. 26 

Where ℏ =
௛

ଶగ
 and h is PLANCK’s constant, the electron momentum is given as p and m describe 

the electron mass. By comparing Eq. 25 and Eq. 26, a formula for the wave vector k, which 

will be used for the following equations, can be obtained: 

 𝑘 = ඨ
2𝑚

ℏଶ
(𝐸 − 𝐸 ௕௜௡ௗ) Eq. 27 
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The fine structure χ(k) can be described as a summation of all interferences of the spherical 

waves of the neighboring atoms with the outgoing wave of the absorbing atom. The scattering 

intensity is represented by the multiple amplitude factors: 

 𝜒(𝑘) = ෍ 𝐴௝(𝑘) ∙ 𝑠𝑖𝑛𝜙௜௝(𝑘)

௦௛௘௟௟௦

௝ୀଵ

 Eq. 28 

The formula contains two main components Aj(k), which is expressing the amplitude of scat-

tering intensity of the jth coordination shell, and the sine function with the argument 𝜙ij(k) which 

is defined as the total phase shift. It includes the interatomic distance between the absorbing 

and the scattering atoms and can also be expressed in more detail as follows: 

 𝑠𝑖𝑛𝜙௜௝(𝑘) = sin [2𝑘𝑟௝ − 𝜙௜௝(𝑘)] Eq. 29 

Here rj is defined as the distance of the absorbing atom and the scattering atom in the jth shell. 

As the argument of the sine function can be related to the time needed for the photoelectron 

to travel to the neighboring atom and back, 2krj can be interpreted as the electron traveling the 

entire way to the scattering atom and back with constant velocity. Due to the positive charge 

of the nuclei, the electron is attracted and accelerated when it approaches the scattering atom 

or the absorbing atom again, resulting in a phase shift that shortens the total time required.[117] 

The total phase shift 𝜙ij(k) is equal to the phase shift of the backscattering atom plus twice that 

of the absorbing atom, for the outgoing and returning photoelectron.[97,117] 

 𝜙௜௝(𝑘) = 2𝜙௜(𝑘) + 𝜙௝(𝑘) Eq. 30 

Where 𝜙i(k) is describing the phase shift of the absorbing atom and 𝜙j(k) describes the phase 

shift of the backscattering atoms in the jth shell, respectively. Eq. 29 and Eq. 30 can be com-

bined as: 

 𝜒(𝑘) = ෍ 𝐴௝(𝑘) ∙ sin [(2𝑘𝑟௝ + 𝜙௜௝(𝑘)]

௦௛௘௟௟௦

௝ୀଵ

 Eq. 31 

Eq. 31 shows that each coordination shell contributes to the fine structure signal in the form of 

a sine function multiplied by the corresponding amplitude. In the term sin[2𝑘𝑟௝ +  𝜙௜௝(𝑘)] the 

sinusoidal oscillations as a function of the interatomic distances (2krj) and the already de-

scribed phase shift 𝜙௜௝ are represented.[97,117] In EXAFS analysis, all sinusoidal functions from 

all coordination shells must be considered.[97,117] Within the amplitudes of the individual contri-

butions, different information is included: 



X-ray absorption spectroscopy 

 Sven Strübbe 25 

 𝐴௝(𝑘) =
𝑁௝

𝑘𝑟௝
ଶ 𝑆௜(𝑘)𝐹௝(𝑘)𝑒ିଶ௞మఙೕ

మ

𝑒
ି

௞ೕ

ఒೕ(௞) Eq. 32 

The individual parameters will be explained in the description of the following formula which is 

a combination of Eq. 31 and Eq. 32.  

 𝜒(𝑘) =  ෍
𝑁௝

𝑘𝑟௝
ଶ 𝑆௜(𝑘)𝐹௝(𝑘)𝑒ିଶఙೕ

మ௞ೕ
మ

𝑒
ି

ଶ௞ೕ

ఒೕ(௞) ∙ sin[2𝑘𝑟௝ + 𝜙௜௝(𝑘)]

௦௛௘௟௟௦

௝ୀଵ

 Eq. 33 

This formula is known as the EXAFS equation.[97,117] In Nj the number of nearby atoms in the 

jth shell is addressed. The index j can be simplified as atom type because all atoms, with similar 

distance and type, are defined as a single coordination shell. The distance dependence of the 

vibration amplitude is reflected by the term 1 𝑘𝑟௝
ଶ⁄ . Thereby, the corresponding EXAFS signal 

appears weaker, the larger the distances between absorbing and backscattering atoms are. 

This results in a dominant influence of the nearest and next-nearest neighbors in EXAFS signal 

and the contributions from shells with larger distances are attenuated. The backscattering am-

plitude Fj(k) from each of the Nj neighboring atoms in the jth shell is also considered. Due to 

the resonant nature of the backscattering process, the backscattering amplitude is increased, 

when the photoelectron energy is equal to the energy of the orbitals of the backscattering atom. 

Since the electronic configuration of each atom is unique, the backscattering amplitude results 

in element-specific pattern.[117] Furthermore, the radial distance of the atom is averaged, so 

the distribution can be approximated by a GAUSSian function with square deviation σj
2. In ref-

erence to X-ray and neutron scattering, it is called the DEBYE-WALLER factor. It includes con-

tributions from static disorder (σstat) and vibrational disorder (σvib). The latter is caused by lattice 

vibrations of the atoms and is temperature dependent. At low temperatures, these contribu-

tions can be suppressed and determined separately.[97] 

The last two terms of the EXAFS formula belong to the processes of inelastic scattering and 

occur when a photoelectron is excited by the absorbing atom and the amplitude of the photo-

electron is attenuated.[97] The first term Si(k) is the amplitude attenuating factor and is caused 

by multiple excitations of the absorbing atom i. The second process of inelastic scattering in 

EXAFS measurements is the excitation of neighboring atoms by excited photoelectrons and is 

expressed by the term 𝑒
ି

మೖೕ

ഊೕ(ೖ). Accordingly, the intensity is attenuated due to inelastic scattering 

of the electron and decreases as a function of the inelastic mean free path length λj(k) of the 

photoelectron, leading to an amplitude loss.[97,117] 
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Taking these considerations into account, the relationship between energy and X-ray absorp-

tion coefficient allows the analysis of the local structure around certain atoms.[119]  

 

4.3 Data reduction 

After conversion of the experimental data into a spectrum, further steps of data reduction must 

be performed:[117,123] First, pre-edge line and post-edge line have to be determined to normalize 

the spectra. As a second step, background removal and fine structure extraction must then be 

performed to obtain the structural parameters from the EXAFS data. It is necessary to be able 

to resolve the experimental data into the individual wave signals of the different backscattering 

atoms in different coordination spheres.[97] In the third step, the fine structure is converted to 

k-space. Then the χ(k) data is FOURIER transformed which yields a function depending on the 

radial distribution function of the distance r to the absorbing atom.  

 

4.3.1 Determination of pre-edge, post-edge and normalization 

In an EXAFS analysis, the energy region above the absorption edge is extracted. In the first 

step, a raw XAS spectrum must be background-reduced and normalized. 

Figure 12: Experimental XAS spectrum of the Ni(II) based MOF 

Ni(BDC)(PNO) in dark blue. The fitted pre-edge line is shown dashed 

and in light blue. The post-edge line is plotted dashed and light green. 
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In most cases, a Victoreen-spline of the form µpre-edge=cE-3 – dE-4 is used to approximate the 

shape of the pre-edge region, alternatively simple linear or quadratic polynomials can be 

used.[123] The fitted background function is extrapolated and subtracted from the spectrum by 

the formula µ(E)=µ - µpre-edge, as shown in Figure 12. In addition, the post-edge line is deter-

mined by approximating the spectrum after the white-line using a polynomial function. After-

wards, this line is extrapolated analogous to the pre-edge line and subtracted from the spec-

trum. With the help of the distance between both lines, the normalization factor Δµ0(E0) is ob-

tained. This serves as denominator for the normalization of µ-µ0. Thus, the elemental absorp-

tion coefficient of the chemical element under investigation is obtained.[113,123]  

 

4.3.2 Background removal and extraction of the fine structure 

The next step is to subtract from the absorption coefficient µ(E) the atomic background µ0(E). 

This is supposed to represent the absorption coefficient of just that atom in an isolated envi-

ronment without backscatterers. Since the atomic background is affected by non-specific back-

ground factors such as the baseline of the spectrometer, beam harmonics, elastic scattering, 

etc., it is usually not known and cannot be calculated or experimentally determined. Therefore, 

the atomic background µ0(E) is often approximated as the smooth part of the measured total 

absorption µ(E) (cf. Figure 13), which can be modeled by different fitting procedures. Usually, 

least-square fits with polynomial splines or B-splines are used.  

If the least-squares method is chosen to fit the oscillations, low-frequency background signals 

can be removed from µ(E) without attenuating the more frequent EXAFS oscillations. To in-

vestigate whether the background has been correctly determined, the FOURIER transform can 

be examined. Low-frequency oscillations and signals are visible at unphysically small dis-

tances of about 1 Å indicate wrong background subtraction. In Figure 13 a spline adjusted to 

the shown absorption spectrum can be seen. This spline shows the optimal shape since both, 

the edge position and a low-frequency oscillation, are represented.[97,123]  
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4.3.3 Conversion to k-space and FOURIER transformation 

Lastly, the energy-dependent fine structure formula, obtained in the beforementioned step, 

χ(E) must be converted from E to k-space. Therefore Eq. 27 is used. According to CHANTLER, 

the absorption edge E0 is defined as strong increase of the linear absorption coefficient that 

occurs when the energy of the photon is equal to that of a corresponding atomic shell (K, LI, 

LII, LIII, etc., equal to the formation of electron holes in the atomic subshells 1s, 2s, 2p1/2, 2p3/2, 

etc. respectively).[136] The inflection point, that corresponds to the allowed transition, in the XAS 

spectrum is usually denoted as E0. However, the exact position of the local maximum can be 

superimposed due to the presence of electronic transitions and pre-edge peak.[97,117,123] Alt-

hough an analysis of the spectrum can also be made in k-space, a FOURIER transform is usu-

ally performed using the following equation:[117,123] 

 𝐹𝑇(𝑟) =
1

√2𝜋
න 𝑘௡𝜒(𝑘)𝑒௜ଶ௞௥𝑑𝑘

௞೘ೌೣ

௞೘೔೙

 Eq. 34 

In the equation, χ(k) corresponds to the term obtained from Eq. 33. The parameter n can vary 

between 0 and 3 and weights the EXAFS spectrum in order to promote oscillations at different 

k ranges. Using the FOURIER transform of χ(k), a pseudo-radial distribution function with peaks 

at distances of the atoms in the vicinity is obtained. Since the phase factors in the sinusoidal 

function (cf. Eq. 30) depend on the energy, atomic distances are obtained in the FOURIER 

Figure 13: Experimental XAS spectrum of the Ni(II) based MOF Ni(BDC)(PNO) 

in dark blue. The atomic background function µ0(E) is shown dashed and in 

light blue. 
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transform, which are about 0.2 to 0.5 Å shorter than the physical distances. FOURIER transform 

is a complex function by which real and imaginary parts are obtained. The real part is mainly 

influenced by the number of neighbors and the disorder. The imaginary part is responsible for 

an accurate determination of the distance between the absorber and backscatterer as well as 

for the detection of unknown contributions within the EXAFS analysis.[117] 
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5 X-ray emission spectroscopy 

At the beginning of the 20th century, the foundation for today's X-ray emission spectroscopy 

(XES) was established. In the 1910s X-ray diffraction was discovered and investigated. WIL-

LIAM L. BRAGG, WILLIAM H. BRAGG and MAX VON LAUE found that when waves are scattered 

from a periodic crystal structure, the scattering angle changes as a function of the wavelengths, 

and thus the energy.[137] During that time, the fundamental physical processes of the discovery 

posed a great challenge to the scientists working on it, especially the development of measur-

ing instruments for experiments was of great interest.[138] The observation was made that 

through the energy dependence of the diffraction angle, the arrangement of atoms in the crys-

tal can be determined and conversely used to resolve the energy distribution of X-rays.[138] 

These first experiments, full of new observations, were conducted with a simple setup. A crys-

tal was mounted on a flat rotating plate and an X-ray tube produced radiation which was di-

rected through several slits toward the crystal. The scattered X-rays were collected on a pho-

tographic plate.[138] This opened up the possibility of investigating the properties of X-rays in 

detail. Thus, the energies of the characteristic X-ray lines could be determined, and the mech-

anisms of X-ray scattering could be studied in more detail. Thanks to these findings, in the 

following years X-ray spectroscopy played a major role in the elaboration and establishment 

of atomic structure models and theories of quantum physics.[139,140] In 1913, HENRY G. J. MOSE-

LEY succeeded in establishing systematics of the wavelengths of the characteristic X-ray emis-

sion line of an element, thus proving the concept of atomic number. This played a decisive role 

in establishing the periodic table of the elements as it is known today.[141] As the research 

based on X-rays progressed, the need for highly efficient detection systems with better time 

resolution emerged. Different approaches were developed in the 1930s, of which mainly two 

provided the desired progress. The first was based on reflection geometry (BRAGG optics) and 

the second was on transmission geometry (LAUE optics) using curved diffraction optics. Based 

on these systems, various geometric arrangements have been proposed. Scientists such as 

YVETTE CAUCHOIS, JESSE DUMOND, H. H. JOHANN, TRYGGVE JOHANSSON, and L. VON HAMOS 

developed different detector systems, but most were based on the so-called ROWLAND circle 

geometry.[142–144,145] Even today, modern X-ray spectrometers are based on these geometric 

arrangements, although significantly modified. Nowadays, X-ray emission is detected based 

on different methods. For example, X-ray fluorescence spectrometry (XRF) can be used for 

the elemental analysis of materials.[146] In addition, due to the now highly resolved emission 

lines, analysis can be done on the atomic species, the atomic environment, and the chemical 

states such as the oxidation or spin state.[102,139]  
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5.1 The principles of X-ray emission spectroscopy  

The phenomenon of XES is a photon-in/photon-out process and is thus classified as X-ray 

scattering.[147] For simplification, it can be defined as a two-step event. In the first step, an 

electron is excited from the core state by a photon. In the second step, the created vacancy at 

a core level is filled by an electron from an energetically higher state. The excess of energy 

due to the energy difference between involved states is emitted in form of X-ray fluorescence 

radiation. XES can be theoretically described by the KRAMERS-HEISENBERG formula:[139,148] 

 𝐹ு௄(𝜔௜௡ , 𝜔௢௨௧) =
𝜔௢௨௧

𝜔௜௡
෍ อ෍

〈𝑓|Ôᇱற
|𝑛〉 〈𝑛|Ô|𝑔〉

𝐸௡ − 𝐸௚ − ℏ𝜔௜௡ − 𝑖Γ௡
௡

อ

ଶ Γ௙

𝜋

ൣ𝐸௙ − 𝐸௚ − ℏ𝜔)൧
ଶ

+ Γ௙
ଶ

௙

 Eq. 35 

In the formula, ℏ𝜔 is the photon energy, Ô′ற and Ô is describing the outgoing and incoming 

transition operators, respectively. 𝐸௚, 𝐸௡ and 𝐸௙ are ground, intermediate and the final states. 

The lifetime energy broadenings of the intermediate and final states are described by Γ௡ and 

Γ௙, respectively. Only one ground state, but all intermediate and final states are considered 

and summed up. Both denominators are described by LORENTZian profiles. The first LO-

RENTZian is a complex expression with the energy broadening Γn of the intermediate state, 

which appears in the imaginary part. The second LORENTZian, on the other hand, is repre-

sented by the lifetime of the final state. Here, the energy transfer must be equal to an energy 

difference in the system.[139] The interference effects that can occur only influence the intensi-

ties of the signals, but not the transition energies. Consequently, these can be neglected which 

leads to Eq. 36.  
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Eq. 36 

In the given formula the cross-section is proportional to the product of the absorption, in which 

an electron is promoted from the ground state to the intermediate state, and the emission, 

where a transition from intermediate to final state occurs.[139] XES can be divided into three 

different variants,[149] which are described by the KRAMERS-HEISENBERG equation, but only two 

of them are commonly used: non-resonant and resonant. In the former, the electron is excited 

into the continuum. The intermediate state here is described by an excited ion with a core hole. 

Contrary, in the resonant XES, the excitation energy is chosen close to the absorption edge. 
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This leads to a scenario where the excited photoelectron is excited into the LUMO generating 

a core hole, while the charge of the atom is not changed.  

Generally, in XES occupied orbitals are probed. The possible X-ray emission lines of a 3d 

element are shown in Figure 14. The lowest energy emission line, shown in dark blue in Figure 

14, results from the relaxation from a 2p electron into the 1s vacancy, is called Kα, and is a 

core-to-core (CtC) transition. Hereby two distinguishable features of Kα1 and Kα2 are meas-

ured, which are the result of the spin-orbit splitting into 2p1/2 and 2p3/2 (s. Figure 15). 

Due to the high transition probability, this is the XES signal with the highest intensity.[150] The 

technique of Kα measurement can also be used to collect high-energy resolution fluorescence 

detected (HERFD) XANES spectra, which will be explained later. The chemical insight of Kα 

is mainly focused on spin sensitivity since the 2p orbitals are spatially and energetically sepa-

rated from the valence orbitals.[151] The Kα emission can show different oxidation states of the 

element when the contraction of 3s and 3p orbitals are taken into account, even though they 

are not directly involved in the chemical bonding. If elements are probed, higher oxidation 

states lead to shifts towards higher energies in the Kα emission energy, since the electron 

density near the nucleus, is decreased when the valence electron is removed.[152,153] Kα line 

can behave differently in 3d metals, and the competing effects are proposed as an explanation 

to this phenomena.[153] 

With higher incident energies the Kβ, which is the result of a 3p1s transition, and the 3d1s 

based valence-to-core (VtC) features become visible (cf. Figure 15). 

Figure 14: Scheme of transitions occurring for different emission 

lines. Kα is shown in dark blue, Kβ is shown in red, and valence-

to-core (VtC) is shown in orange. 
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5.2 The Kβ emission line 

The Kβ emission line is measured due to its high chemical sensitivity. Thus, the Kβ-based 

transitions are explained in more detail in the following chapters. 

 

5.2.1 Core-to-core X-ray emission spectroscopy 

In 3d elements, the core-to-core (CtC) XES measurements are either the result of 2p1s Kα 

transitions or 3p1s Kβ transitions (cf. chapter 5.1, Figure 14 and Figure 15). Similarly to the 

case of Kα emission, in the beginning, 1s electron is excited to create a core hole. The vacancy 

is filled by a 3p1s relaxation and the energy is emitted in form of X-ray fluorescence radiation, 

equal to the energetic difference between the involved states. The energy profile of this radia-

tion can be detected providing information about the oxidation and spin states. Depending on 

the element and its spin state, the CtC-XES spectrum of a 3d-metal is usually divided into two 

main features: the weaker and low-energy peak Kβ’ or Kβ satellite feature, and the high energy 

Kβ mainline or, Kβ1,3 line.[102,154] The Kβ mainline can be split by spin-orbit coupling and thus 

be separated into a Kβ1 (3p3/2 → 1s) and a Kβ3 (3p1/2 → 1s) transition.[155] The shape of the 

Figure 15: XES spectra of NiO for the transitions of Kα1 and Kα2 (dark 

blue), Kβ (red), and VtC (inset, green). 



X-ray emission spectroscopy 

 Sven Strübbe 35 

CtC emission line is the result of 3p-3d exchange interaction, due to the core-hole creation in 

the 3p state upon 3p1s relaxation. An unpaired 3p electron is created which then interacts 

with an unpaired 3d electron. This electronic interaction is the reason for the splitting between 

Kβ’ and Kβ1,3 features. The Kβ’ feature is located and is highly sensitive to spin configuration. 

With a higher spin state, the Kβ’ feature is moving further from the Kβ1,3 main feature, simulta-

neously the intensity of Kβ’ is increasing, while Kβ1,3 is decreasing.[154] Thus, it is possible to 

discriminate between low-spin (LS) and high-spin (HS) states with CtC-XES (cf. Figure 16).[102] 

With a higher spin state, more 3d electrons are unpaired, resulting in increased 3p-3d interac-

tion. This leads to an enlarged intensity and a Kβ1,3 shift towards higher energies in the spec-

trum.[139,141]  

A further effect that influences the features of the spectrum is caused by the screening of the 

core hole potential. As the effective number of 3d electrons decreases at higher oxidation 

states, the valence charge density is also reduced, thus changing the position and shape of 

the Kβ line. GLATZEL was able to show that this shift in the Kβ1,3 feature is not due to changes 

in core-hole screening but to changes in the 3p-3d exchange splitting.[156] The impact of the 

core-hole screening is indirect since it modifies the 3p-3d exchange splitting rate.[102,139] Fur-

thermore, the valence charge density is affected by the amount of covalent character of the 

bond, since as the amount of covalency of the bond increases, the electron cloud between the 

Figure 16: CtC-XES spectra of Fe(II) Kβ lines. The low-spin (LS) complex is 

shown in dark blue, and the high-spin (HS) complex is shown in light blue. 
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metal and ligand is more delocalized. Several publications in recent years have focused on the 

study and monitoring of the spin state using the Kβ emission line. In particular, the change of 

the magnetic moment on the 3d orbitals and the associated change of the spin state of a 

system has been described.[157,158] 

 

5.2.2 Valence-to-core X-ray emission spectroscopy 

Valence-to-core (VtC) emission is of particular interest from a chemical point of view since it is 

directly influenced by the coordination environment of the metal center. In VtC, transitions from 

the valence orbitals, including the highest occupied molecular orbital (HOMO) and ligand or-

bitals, to the metal 1s core hole are probed.[102,139,158,159,160–162] Due to the dependence of the 

HOMO on the composition and the spin state at the metal center, the shape of the VtC spec-

trum varies. For a 3d transition metal, e. g. Ni or Fe, the Kβ2,5 is responsible for VtC signal 

through a 3d1s transition (cf. chapter 5.1, Figure 14 and Figure 15), which is dipole forbidden 

and hence about the factor 100 weaker than the Kβ1,3 signal. In addition, due to the higher 

energy difference of the involved states, the probability of the VtC emission is lower. However, 

it has been shown that, just as in the case of the pre-peak signal, there is a direct correlation 

of the Kβ2,5 with nd/(n+1)p hybridization.[163,164] The extent to which this hybridization is possible 

depends on the coordination geometry.[161,162] If the configuration is centrosymmetric, e.g. an 

octahedron, no nd/(n+1)p hybridization can be detected. The ligand orbitals involved in bond 

creation, e.g. 2p, lead to effective hybridization that allows electronic transitions to happen. If, 

on the other hand, a tetrahedral geometry is present, the strong hybridization increases the 

dipole character, and thus the transition probability increases as well.[127] Furthermore, the Kβ2,5 

intensity is affected by the metal-ligand bond length. If the distance is increasing, the Kβ2,5 is 

decreased, since the overlap of the hybridized metal orbitals and the ligand orbitals is weak-

ened.[158,160,162] As shown in Figure 17 a VtC spectrum consists of the Kβ2,5 signal and its lower 

energy satellite, the Kβ’’ feature. 

The Kβ’’ features are mainly the result of an electron relaxation from ligand 2s orbitals to metal 

1s orbital and are therefore called cross-over transition. Consequently, the Kβ’’ feature is very 

sensitive to the ligand environment and the metal-ligand bond length.[102,158] Accordingly, unlike 

many other X-ray-based techniques such as EXAFS, VtC-XES can discriminate between light 

ligands of similar molecular weight such as C, N, or O, as the Kβ'' feature shifts by approxi-

mately the 2s binding energy of the atom.[102,158] 
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Figure 17: VtC spectrum of Ni3C with the Kβ2,5 line at higher energies and the 

Kβ'' at lower energies. 
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5.3 HERFD-XANES  

In chapter 4.1 it was explained that the XAS pre-edge region provides information about the 

oxidation state and the local geometry. However, the detailed features in the pre-edge region 

are usually obscured in conventional XANES because of the 1s core-hole lifetime broadening 

of the final states. According to HEISENBERG’s Uncertainty Principle, for such short times, the 

intrinsic resolution is inversely proportional to the lifetime of the state.[154] A possibility to over-

come these issues is to collect high-energy resolution fluorescence detected (HERFD) XANES 

spectra from the emission lines.[165] In HERFD-XANES, spectra are measured by monitoring a 

selected fluorescence decay channel with an energy bandwidth that is smaller than the natural 

lifetime broadening of the involved final state. Accordingly, an appropriate instrumental reso-

lution is a prerequisite for HERFD-XANES measurements. In experimental practice, this 

causes the incident energy to scan the absorption edge, while simultaneously an analyzing 

crystal is used to discriminate the X-ray fluorescence with high resolution. As shown in Figure 

18, the resulting HERFD-XANES spectrum for a 3d transition metal, e.g. Ni, matches the fea-

tures of the conventional XANES spectrum.[102,139] Looking closer at the pre-peak region, the 

key advantage of HERFD-XANES is the significantly better resolution, which allows for detect-

ing features that are otherwise not visible. This allows additional information to be obtained, 

especially when combined with theoretical calculations.[166]  

  

Figure 18: Comparison of the conventional XANES spectrum 

(dark blue) of Ni foil with the corresponding HERFD-XANES 

spectrum (light blue). 
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6 Synchrotron radiation as an X-ray source 

For the usage of XAS and XES, the development of synchrotron radiation facilities as X-ray 

sources was crucial.[96,167] The advantage of synchrotron radiation can be, among other things, 

the higher flux of 106 to 109 more photons compared to an X-ray tube. Originally, 1st generation 

synchrotron facilities were cyclotrons (colliders) built only to perform experiments in high-en-

ergy physics. Synchrotron radiation was an undesirable by-product of the kinetic energy loss, 

but they were later modified to produce high-energy electromagnetic radiation.[96] To generate 

radiation in a synchrotron, charged particles are accelerated to a velocity close to the speed 

of light in a vacuum tube, which has a circular geometry. During this process, external magnetic 

fields maintain the trajectory of the particles. Each time the accelerated particles are deflected 

from a straight path, a cone of electromagnetic radiation with a tangential normal vector is 

generated. According to MAXWELL's equations,[96,168] this phenomenon applies to any kind of 

charged particle in a relativistic approach. Nevertheless, in most synchrotrons electrons are 

used, because they exhibit the highest ratio of energy to mass. This means that less energy is 

needed to accelerate the electrons to high energies.[169] In the 70s of the 20th century when 

SAYERS, STERN, and LYTLE published their work about EXAFS and made it a feasible analytic 

tool for non-crystalline species,[111] the second generation of synchrotron radiation facilities was 

developed. These improved and modified second-generation synchrotrons use bending mag-

nets (cf. Figure 19) to deflect electrons and maintain their circular orbit. 

The flux, defined as the brightness per area, is only one of several parameters that further 

classify the quality of an X-ray source. The brightness is defined as the number of photons per 

second. Another important property is the intensity, given by the flux per area. The fourth pa-

rameter considered in the context of X-rays is brilliance (cf. Figure 20). It is the number of 

photons at a given source area together with specific angular divergence. It is given in photons 

per second, per 0.1% bandwidth, per source area, and unit of solid angle.[96] To ensure the low 

Figure 19: A schematic representation of a bending magnet (left) and an insertion device (right).  
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particle beam cross-section required for high brilliance, a low spatial scattering of electrons, 

correspondingly a low emittance, is needed. Electrons in the accumulation ring are grouped in 

bunches. Consequently, the synchrotron radiation is not constant, but appears pulsed with 

defined time-period and phase.[169]  

In addition to the bending magnets, in the third-generation synchrotrons, straight elements or 

insertion devices in particular wigglers, and undulators (cf. Figure 19) were introduced yielding 

~104 times higher brilliance[96,170] of the X-ray source. These insertion devices are used in 

straight elements in the ring. An insertion device is composed of many linearly arranged mag-

nets with subsequent opposite orientations of the magnetic field. Periodic magnetic fields force 

the electrons onto an undulating path. In the process, a tangential emission of radiation takes 

place at the turning point with each change of direction. The main difference between wigglers 

and undulators is the spatial period between the magnets, which describes the distance of an 

alternating pair of magnets. By tuning the distances between the magnets in the undulator, 

more coherent and intense emitted radiation over a smaller bandwidth can be achieved. With 

the wiggler, on the other hand, the beam is showing no coherence.  

The latest development is the free-electron laser (FEL) technology. The pulses of FELs are 

much more intense than those of synchrotrons. They surpass the performance of earlier 

sources by many orders of magnitude,[171] improving essential parameters such as brightness, 

coherence, and shortness of the pulse duration.[170] Due to their high intensity and low repeti-

tion rate characteristics, FELs are perfectly suited for so-called single-shot and time-dependent 

(pump-probe) measurements.[171,172] Due to the high intensity of the beam, the sample is usu-

ally destroyed immediately, however, the flux is sufficient to generate a complete diffraction 

pattern or a spectrum in a single shot, which can then be detected with a position-sensitive, 

charge integrating detector.[96,173]  

 

Figure 20: Schematic representation of the 

parameters used to calculate the flux, inten-

sity, and brilliance of an X-ray source. 
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6.1 Principle of an XAS measurement  

In an XAS measurement, there are typically three experimental modes to probe the sample: 

transmission, total fluorescence yield, and total electron yield. The latter will not be discussed 

further in the course of this work but is mentioned for the sake of completeness. In transmission 

mode, the intensity of the beam is measured in ionization chambers (I0, I1, I2) before and after 

the X-ray beam has passed the sample as shown in Figure 21.  

An ionization chamber is filled with gas, which is usually an inert gas like N2, He, Ar, etc., and 

a pair of electrodes which are creating an electric field. By passing through the ionization 

chamber the X-ray beam is ionizing the gas. The generated charged particles are accelerated 

toward the anode and cathode inside the ionization chamber, respectively, generating a cur-

rent that is proportional to the amount of ionized gas and thus to the intensity of the incident 

beam. The signal of the transmitted beam intensity is normalized to the incident beam intensity 

during the data reduction process.[96] By measuring a parameter that is proportional to the flux 

before and after the sample, logarithm and transformation of LAMBERT-BEER's law can be ap-

plied (cf. chapter 4.1). Since the thickness d is a parameter in the LAMBERT-BEER's law it is 

necessary that the sample is not too thick, homogeneous, and flat. Doing so, d is constant, 

and it is possible to measure a sufficiently good spectrum. Furthermore, the sample need rel-

atively low concentration (0.1-10%), since the concentration is anticorrelated with the thickness 

of the sample. To ensure that the current spectral calibration is correct, a foil of the correspond-

ing metal (cf. Figure 21, Reference) can be measured simultaneously to with the transmission 

measurement and any shifts in energy can be corrected.[123] 

To overcome the issue of sample concentration and homogeneity, measurement in fluores-

cence mode can be carried out. For that, a fluorescence detector is placed at 90° in a horizontal 

plane towards the incident beam, whilst the sample is turned by 45° as presented in Figure 

22.[96] The obtained fluorescence signal is normalized to the incident beam signal of the ioni-

zation chamber I0. Again, since the core-hole relaxation process alters with the incoming en-

ergy and thus to the absorption, a spectrum similar to that obtained in the transmission mode 

is obtained.[123]  

Figure 21: Schematic assembly of an XAS measurement in transmission geometry. 
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The detection of the X-ray fluorescence is geometrically limited and there are additional ac-

companying physical effects to be included. Thus, the quality is usually not as high as that of 

a transmission measurement. The fluorescence detection is affected by self-absorption effects, 

is more susceptible to background noise (since all incident photons are recorded) and to in-

herent electronic noise of the detector. Nevertheless, the fluorescence geometry has the im-

portant advantage that a measurement can be made independent of the sample concentration. 

Furthermore, it opens the possibility of, for example, in-situ studies in modified cells that cannot 

be used in transmission geometry experiments.  

 

6.2 Principle of an XES measurement  

To measure all the before-mentioned methods in XES (cf. chapter 5) high energy-resolution 

analyzer crystals are needed. In principle, geometries for measuring XES can be distinguished 

between reflection detection according to BRAGG or transmission decay according to LAUE.[163] 

However, for photon energies that are below 20 000 eV, reflection geometries are usually 

used.[139] The principle of the XES spectrometers is based on the BRAGG equation:[139] 

 𝑛𝜆 = 2𝑑 ∙ 𝑠𝑖𝑛(𝜃) Eq. 37 

Where n is the diffraction order, λ describes the X-ray photon wavelength, d is the lattice plane 

distance of a single crystal and θ is the angle between its surface and the incident beam. The 

BRAGG relation states that a photon with a given energy (wavelength) is diffracted by a single 

crystal only at a defined angle θ. In practice, the X-ray beam is scattered in an angular deviation 

close to the theoretical value θ. The angular width Δθ over which the BRAGG relation is satisfied 

is called the DARWIN width. Δθ depends on several factors, such as the quality and thickness 

of the crystal, of the lattice stress, and goes to zero for the case of working at an angle of 90°. 

Therefore, in practice, it is tried to work in the so-called backscatter geometry, which implies 

the angle of 90°. A contribution to the energy resolution can be estimated according to the 

derivation of the BRAGG equation.[174]  

Figure 22: Schematic assembly of an XAS measurement in fluorescence mode. 
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𝑑𝐸

𝐸
= 𝑑𝜃 ∙ cot (𝜃) Eq. 38 

The spectrometers for measuring XES can be divided into two groups: the scanning and the 

dispersive geometries. The two different geometries will be described in more detail below. 

 

6.2.1 The scanning spectrometers  

The focusing or scanning geometry is based on a ROWLAND circle and mainly two solutions: 

JOHANN- and JOHANNSSON-types.[142,143] In this geometric setup, the radiation source is a fixed 

point. Whereas the sample, the analyzer crystals and the detector are always moving on the 

ROWLAND circle. The most common method is the JOHANN setup.[139] Here, the detector and 

the sample are lying on the circle with a radius of R. The reflecting surface of the crystal is 

formed in a parabolic way according to two times the radius of the circle. The radius of the bent 

crystal and the ROWLAND circle differ from each other, consequently, only one point of the bent 

crystal lies directly on the ROWLAND circle. Subsequently, this leads to the so-called JOHANN 

aberration, which is negligible when approximating the backscatter geometry (θ=90°). In the 

original JOHANN geometry, the analyzer crystal should be bent cylindrically along the ROWLAND 

circle.[142] As shown in Figure 23, multiple analyzing crystals can be installed on overlapping 

ROWLAND circles. The experimental setup is usually such that the sample is fixed, and both 

the crystals and the detector are moving along the ROWLAND circles. The JOHANSSON approach 

is very similar, but crystals have their radius bent to the radius R of the ROWLAND circle, which 

removes the JOHANN aberration.[143] However, JOHANSSON-type crystals are employed less fre-

quently in practice owing to the difficulty and expense of producing them.[175] 

The additional benefit is that geometries deviating from the backscattering angle can also be 

selected providing higher flexibility of the setup. A spectrometer of the JOHANSSON type is to 

Figure 23: JOHANN-type X-ray emission spectrometer with three analyzer crystals. 
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be preferred if lower energies of 1.4 to about 4.5 keV are to be measured. In such an energy 

region, small BRAGG angles are unavoidable and no crystal analyzers with angles greater than 

70° are available.[139]  

 

6.2.2 The dispersive spectrometer  

As an alternative to the scanning approach, the dispersive geometry setup (cf. Figure 24) can 

be applied. Crystals over a range of BRAGG angles are combined with a position-sensitive 

detector,[139] and no scanning of the emission energy is necessary. Dispersive spectrometers 

are of great interest in the investigation of time-dependent measurements like catalysis, or 

excited-state investigations in a pump-probe experiment since it allows recording of a single-

shot spectrum. The simplest dispersive spectrometer design uses a flat analyzing crystal that 

diffracts the incoming X-rays and energy-wise focuses them on the 2D detector. However, this 

setup does not allow high resolution with simultaneous detection of a large solid angle. A so-

lution to this problem is provided by the VON HAMOS geometry,[144] which is based on a matrix 

of cylindrically bent crystal analyzers. It combines the properties of the flat crystal, especially 

high energy resolution, with the property of the bent crystal to be able to cover large solid 

angles. Following BRAGG's law, the X-rays scattered from the sample are diffracted and fo-

cused by the crystals and can then be recorded by the detector.  

 

 

Figure 24: A VON HAMOS Spectrometer as an example of dispersive geometry. 
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7 Aim of this work 

To develop catalysts for the methanation of CO2 with high stability to hydrogen dropouts that 

occur due to weather conditions (cf. Figure 25), the approach of thermal decomposition of 

Ni-based MOFs is presented. Here, a synthesized Ni(BDC)(PNO) MOF, containing Ni(II) cen-

ters with benzene-1,4-dicarboxylate (BDC) and pyridine-N-oxide (PNO) substituents, is ther-

mally decomposed in different atmospheres (inert, 5% and 10% H2 in He) at varying tempera-

tures (350 °C, 375 °C, 400 °C and 500 °C). A highly dispersed and undefined Ni@C pre-cata-

lyst species with a broad particle size distribution is obtained. Within the subproject 

MOFCO2DYN-X2 of the DFG priority program SPP2080 DynaKat, the catalyst system based 

on this approach should be optimized and characterized. However, to specifically tailor these 

catalysts, a profound understanding of the pre-catalysts and the resulting catalysts is crucial. 

Due to the high complexity of the system, a multidimensional measurement procedure con-

sisting of methods based on hard X-rays is necessary.  

The aim of this work is a thorough spectroscopic investigation of the novel Ni catalysts embed-

ded in a carbon matrix using XAS and XES. For this purpose, a structure-activity correlation 

should first be determined. Therefore, the synthesized Ni-MOF was thermally decomposed in 

different temperatures and different gas atmospheres and investigated in detail to elucidate 

the structural properties of the resulting pre-catalysts by XAS. These results were subse-

quently to be correlated with the catalytic activity of these catalysts to optimize their preparation 

Figure 25: A schematic illustration of the synthesis route 

of the pre-catalyst via thermal decomposition (top). 

Scheme of weather-induced fluctuations in hydrogen 

production and the resulting deactivation of the catalyst 

for the methanation reaction of CO2 (bottom). 



Aim of this work 

46 Sven Strübbe  

in terms of structural and catalytic properties. Building on the findings obtained, an in-depth 

investigation based on XES was carried out, establishing a novel approach to the analysis of 

VtC spectra of highly undefined mixtures. Here, built on a linear combination of HERFD-

XANES spectra, which was combined with a theoretical calculation based on the FEFF soft-

ware package, a VtC analysis was performed. This allowed correlations between particle 

growth and the presence of Ni(II) in the compound to be determined through electronic inter-

actions. Furthermore, a positive influence of NiO in the pre-catalyst sample was shown with 

respect to the catalytic activity. These results were complemented by evidence for a carbon 

layer around the Ni species by VtC analysis. To further extend the ex-situ analyses, in-situ 

studies were performed by XAS to investigate the activated catalyst and the catalytically active 

species under reaction conditions. Three different dropout scenarios were applied to realize a 

simulation of the hydrogen losses. It was found, as by XES, that in the samples showing high 

catalytic activity, a NiO layer is present in the pre-catalysts, which must be reduced in the first 

step. Furthermore, a clear correlation between the presence of a carbon matrix and the cata-

lytic stability could be exhibited, insofar as that the catalyst deactivates as soon as the carbon 

layer is no longer present. In the two scenarios where hydrogen is only reduced but not 

switched off, the catalyst remains stable. However, if there is a complete loss of hydrogen, the 

catalyst deactivates after a few cycles. 
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8 Hard X-ray based techniques for structural investigations 

of CO2 methanation catalysts prepared by MOF decom-

position  

In this chapter, the first characterization tests of the novel nickel catalyst system for the 

methanation of CO2 are discussed. In particular, the focus was on the ex-situ characterization 

of the pre-catalysts. With the help of the analytical methods used, the first structure-activity 

correlations could be identified. 
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9 High resolution X-ray absorption and emission spectros-

copy for detailed analysis of new CO2 methanation cata-

lysts 

Building on the ex-situ results, in-depth investigations of the pre-catalysts were carried out 

using XES, with particular focus on electronic interactions. To identify the highly undefined 

mixture of different Ni species, modeling by four references was carried out. Through a com-

bination of HERFD-XANES, FEFF based calculations and VtC spectroscopy correlations be-

tween Ni(II) species in the nanoparticles and particle growth could be found. 
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10 Investigation of MOF-derived Ni@C catalysts in the 

methanation of CO2 under dynamic gas feed conditions 

using in-situ XAS and PDF 

In this chapter, in-situ investigations of the catalytic system were performed. Hydrogen losses 

were simulated in three different scenarios. Both, the activation of the pre-catalyst to the active 

catalyst species, and the methanation combined with different dropout scenarios, were inves-

tigated. The presence of a NiO layer and the stabilizing influence of the carbonaceous matrix 

around the nickel were thus proven. 
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11 Conclusion and Outlook 

The aim of this work was the spectroscopic investigation of novel nickel catalysts for the 

methanation of CO2. The basis for the heterogeneous Ni catalysts in a carbon matrix is the 

thermal decomposition of simple, MIL-53-based, metal-organic framework compounds. By ap-

plying X-ray absorption and emission spectroscopies, substantiated by theoretical calcula-

tions, electronic contributions to the characterization and understanding of the highly amor-

phous structures of the carbon-supported Ni species were made possible. Using X-ray spec-

troscopy, cornerstones for further improvement of the catalysts in the future were formed. The 

optimal decomposition conditions could be narrowed down to moderate temperatures in a 

slightly reductive atmosphere. Furthermore, the activation temperature could be reduced po-

tentially and the clear correlation between hydrogen dropouts and loss of the carbon layer 

could be demonstrated. 

In first instance XANES, LCF of the XANES spectra, and EXAFS investigations of the pre-

catalysts obtained by thermal decomposition were successfully performed. Through detailed 

analysis of the absorption edge region in XANES, it was found that in the absence of hydrogen 

as a reducing agent, higher temperatures are required to observe a significant reduction of the 

Ni(II) species. At the same time, the results obtained under hydrogen atmosphere prove that 

already very small amounts of hydrogen are sufficient to achieve rapid reduction as soon as 

375 °C or higher are reached. Utilizing LC-XANES, it was further proven that even at high 

decomposition temperatures traces of Ni(II) species are still present in the pre-catalyst in un-

reduced form. Similar to XANES, EXAFS analysis confirmed that, for example, fractions of the 

MOF were still present in the decompositions at 350 °C. With higher temperatures, the Ni(II) 

fraction diminishes and the compound composition becomes closer to the coordination envi-

ronment of Ni(0). It was also demonstrated that carbon backscatterers were present even at 

higher decomposition temperatures and thus the embedding of the catalyst species in a carbon 

matrix was successful. 

In subsequent studies, the samples of the same composition were analyzed by XES for a more 

precise determination of the sample composing species. A new approach based on the linear 

combination of HERFD-XANES and subsequent DOS calculations in the VtC region of the 

spectra was successfully established. Within the analysis, it was shown that the backscatterer 

could be identified as carbon from previous results. Furthermore, a Ni-d-state/C-p-state over-

lap demonstrated a carbon shell around Ni phases. Also, a Ni-C interaction that does not take 

place in the first coordination sphere, but in a more distant coordination sphere. For the sample 

at 500 °C, with the lowest selectivity to methane, no oxide layer is represented by XES data. 
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A possible explanation for this is that the interactions with the light atoms decrease with in-

creasing particle size and this worsens the stabilization of the catalyst. 

With the detailed knowledge about the pre-catalysts, in-situ XAS measurements under dy-

namic conditions were then investigated to provide information on the stability of the catalyst 

under different degrees of hydrogen deficiency. This was the first time that an investigation of 

the activated catalyst could be carried out. A detailed in-situ XANES analysis of the activation 

process from the pre-catalyst to the catalyst showed that main structural differences occur at 

about 80 to 200 °C. At higher temperatures, the structure of the pre-catalyst sample is affected 

slightly. Furthermore, EXAFS analysis of the individual steps within the dynamic catalytic cycle 

showed a clear correlation between carbon matrix and catalyst activation. In the full dropout 

scenario, no carbon was observed from the third catalytic cycle onward. At the same time, a 

loss of catalyst activity can be observed, especially in the full dropout scenario. For the partial 

and the stoichiometric dropout scenarios, neither the loss of activity nor that of the carbon layer 

was observed. 

With the methodical combination of the hard X-ray based techniques XAS and XES, it was 

possible to model and describe the highly undefined and amorphous structures of Ni-catalysts 

based on thermal MOF decomposition. These findings have been supported by FEFF ab-initio 

calculations and have been widened to in-situ investigation, while H2 dropouts have been sim-

ulated in different conditions. 

Future works should first deal with XES in-situ measurements of the active catalyst species. 

The analysis will provide information about the electronic structure around the nickel atoms 

and, at the same time, a change in the direct ligand environment should be observable during 

the methanation process. Second, a catalyst doping study should be conducted (cf. chap-

ter 2.2) to stabilize the catalyst without losing activity for methanation. Iron, for example, could 

be used for this purpose. Third, the weighting of VtC fractions based on HERFD-XANES-LCF 

in combination with theoretical calculations should be further deepened to model XES spectra 

with their help. Within the scope of this work, a proof-of-principle could be performed for this 

approach. The method is of particular importance for highly amorphous structures or strongly 

varying mixtures of substances where no clear calculations can be carried out for individual 

molecules and modeling of possible components is required. 
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12 Methods and Analysis tools 

The methodical parts are described in the corresponding publications as well. In this chapter, 

an overview of the whole variance of used methods is presented (chapter 7[130], chapter 8, 

chapter 10). 

 

12.1 Measurement 

12.1.1 Used Beamlines 

The full set of measurements was carried out at PETRA III beamlines P64 and P65 at 

Deutsches Elektronen-Synchrotron (DESY) in Hamburg (Germany). At DESY, the PETRA III 

storage ring operates at 6 GeV particle energy. The current of the ring is 120 mA in top-up 

mode to stabilize the current at a 1% deviation. 

 

12.1.1.1 Beamline P64 (DESY) 

The photon source at beamline P64 is a 2 m long U33 undulator yielding flux of ~ 1012 s-1. The 

specific energies are selected using liquid nitrogen-cooled Si(111) and Si(311) double crystal 

monochromator (DCM). It covers an energy range from 4 keV to 44 keV.[176,177]  

 

12.1.1.2 Beamline P65 (DESY) 

At beamline P65, an 11-period mini-undulator is the photon source. It provides a photon flux 

of >1011 – 1012 s-1 and the incident energy is selected using Si(111) and Si(311) water-cooled 

DCM. The covered energy range is 4 keV to 44 keV.[178] 

 

12.1.2 Ex-situ measurements 

12.1.2.1 X-ray absorption spectroscopy measurements 

X-ray absorption experiments were carried out at the Ni-K-edge (8333 eV). To calibrate the 

spectra energy, Ni-foil was measured and the first inflection point of the XANES spectrum was 

taken as E0. The whole sample set was measured as pellets diluted with cellulose. XANES 

and EXAFS analyses were carried out on every sample. 
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12.1.2.2 X-ray emission spectroscopy measurements 

The incident energy was selected using the (311) reflection of the Si DCM and the energy 

calibration was performed using the first inflection point of the Ni-foil XANES spectrum 

(8333 eV). XES and HERFD spectra were recorded at an excitation energy of 8500 eV in the 

range of 8190-8370 eV with the energy-dispersive VON HAMOS setup using eight Si(444) and 

Si(531) analyzing crystals for Kα and Kβ, respectively.[177] Radiation damage studies were car-

ried out for 30 minutes with 30 s step size measuring XANES spectra. Within these time 

frames, no radiation damage could be detected. 

 

12.1.3 In-situ measurements 

The in-situ XAS measurements were performed at PETRA III beamline P65 at DESY. For the 

performed in-situ experiments, quartz capillaries (WJM Glas, Berlin, Germany) of 1.5 mm di-

ameter were used. To heat the sample a hot-air blower provided by DESY was used. For the 

control of an overall gas flow of 20 to 25 mL/min, a custom-built gas dosing system of mass 

flow controllers (Bronkhorst) was used. The amount of catalyst varied between 7 and 10 mg. 

To perform an online gas analysis and to overview the reaction, a HIDEN mass spectrometer 

(ExQ) provided by beamline was installed. In this case, the capillary cell was installed horizon-

tally for the XAS measurements. (cf. Figure 26)  

 

Figure 26: Example of the measurement while using in-situ XAS setup 

at beamline P65 at DESY.  
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12.2 XAS Analysis 

This information is taken from the publications: “Hard X-ray based techniques for structural 

investigations of CO2 methanation catalysts prepared by MOF decomposition” published in 

“Nanoscale” in 2020 (chapter 7)[130] and “Investigation of MOF-derived Ni@C catalysts in the 

methanation of CO2 under dynamic gas feed conditions using in-situ XAS and PDF” published 

in “ChemCatChem” in 2023 (chapter 10). 

The Athena program package was used for the analysis of the XANES spectra and the data 

preparation for EXAFS analysis.[179] At the first step of the data evaluation, E0 was determined 

by choosing the local first maximum of the derivate. Then the pre- and post-edge regions were 

defined. After that, the spectra background was removed. For this purpose, a Victoreen-type 

polynomial was subtracted.[179,180,181] Next, the smooth part of the spectrum was modelled by 

a piecewise polynomial, to minimize the low-R components of the resulting FOURIER transform. 

Subsequently, the background-subtracted spectrum was divided by its smoothed part and the 

photon energy was converted to photoelectron wave number k. For the detailed EXAFS anal-

ysis, the resulting functions were weighted with k³ and calculated with EXCURV98, which 

works based on the EXAFS function (cf. Eq. 39) formulated in terms of radial distribution func-

tions:[181,182]  

 𝜒(𝑘) = ෍ 𝑆଴
ଶ(𝐾)𝐹௝(𝑘)

௝

 න 𝑃௝൫𝑟௝൯
e

ିଶ௥ೕ

ఒ

𝑘𝑟௝
ଶ sinൣ2𝑘𝑟௝ + 𝛿௝(𝑘)൧ d𝑟௝ Eq. 39 

The number of independent points Nind was calculated according to information theory (cf. Eq. 

40). The number of the fitted parameter must be less than Nind.[182] 

 𝑁௜௡ௗ =
2𝛥𝑘𝛥𝑅

𝜋
 Eq. 40 

In this formula, Δk describes the range in k-space used for the data analysis, and in ΔR the 

corresponding radial distance range in the FOURIER filtering process that is observable. For Δk 

the area from 3 to 10 or 14 in k-space has been used for analysis, leading to Δk of 8 or 11, 

respectively. In the R-space 1 to 6 were used, leading to a ΔR of 5. Thus, the number of 

independent parameters varied from 25 to 35, respectively. 

For the determination of the quality of the fit, two methods were used. The reduced χ2
red (cf. 

Eq. 41) considers the degree of overdeterminacy of the system and the number of fitted pa-

rameters p, and allows the comparison of different models directly:[183]  
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With the R-factor (cf. Eq. 42), the percentage disagreement between the experiment and the 

adjusted function is shown. Therefore, it considers both systematic and random errors.[183] 

 𝑅 =  ෍
1

𝜎௜
[𝜒௘௫௣(𝑘௜) − 𝜒௧௛௘௢(𝑘௜)]ଶ

௜

 Eq. 42 

12.3 FEFF calculations for XES analysis 

This information is taken from the publication: “High resolution X-ray absorption and emission 

spectroscopy for detailed analysis of CO2 methanation catalysts” published in “Chem-

PhysChem” in 2023 (chapter 8). 

Based on the Full Multiple Scattering (FMS) theory ab initio calculations were performed utiliz-

ing FEFF 9.6 software.[184] The FMS calculations were performed after Self Consistency Field 

(SCF) optimization for the muffin-tin atomic potentials was performed for all calculations. For 

each reference, an individual set of parameters was chosen and adjusted so that the calculated 

spectrum is as close as possible to the measured HERFD-XANES spectrum (s. Table 1).  

Table 1: Individual set of parameters for FEFF calculations of the reference samples. The parameters were 

set so that the calculated spectrum was in agreement with the measured HERFD-XANES spectrum. 

Refer-

ence 

SCF 

radius 

/Å 

FMS 

radius 

/Å 

Electron core-hole 

exchange-correla-

tion potential 

Background 

function 

Core-hole  

screening  

Ni-foil 5.0 5.0 Hedin-Lundqvist[185] Ground state Final State Rule[186] 

Ni3C 7.0 7.0 Hedin-Lundqvist Ground state RPA[187] 

NiO 5.0 5.0 Partially nonlocal Ground state No 

MOF 5.0 5.0 Hedin-Lundqvist Ground state Final State Rule 
 

The structure of Ni foil and NiO were necessary for the calculation. These were taken from the 

WebAtoms database.[188] The structure for Ni3C was obtained from the Materials Project data-

base.[189] By modifying a crystal structure of Co(BDC)(PNO) by replacing the Co metals with 

Ni, the required MOF structure could be obtained, which was then used for the subsequent 

calculation. However, although the values do not match exactly, based on EXAFS and PDF 
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analysis, the bond distances are comparable enough to be considered suitable within the mar-

gin of error.[130] The entire reference data set was adjusted in energy to fit the experimental 

data and corrected for the FERMI shift of the respective FEFF calculation to match the condition 

of the FERMI level equal to 0 eV. For the determination of the occupied and unoccupied elec-

tronic states, calculated DOS functions were multiplied by an erf step function, with the FERMI 

energy as a parameter given by the calculations.[190]  

 𝑰𝒔𝒕𝒆𝒑 = 𝑯 ቎
𝟏

𝟐
+

𝟏

𝟐
𝒆𝒓𝒇 ቌ

𝑬 − 𝑷

𝚪𝑮
𝒄∗

ቍ቏ Eq. 43 

Where P is the position of the inflection point of the step, H  is the height of the function imme-

diately above the step (here: normalized to 1), ΓG is the core-hole lifetime in Ni 1 s level 

(1.39 eV)[191] and c* is: 

 𝑐∗ = 2√𝑙𝑛2 Eq. 44 
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14 Appendices 

14.1 Abbreviations 

Table 2: List of abbreviations and symbols. 

Abbreviation/Symbol Description 

Ô′ற Outgoing transition operator 

𝐻෡ Perturbation Hamiltonian 

µ0(E) Atomic background function 

µE Absorption coefficient 

µpre-edge Pre-edge function 

2D Two dimensional 

a. u. Arbitrary unit 

Abs X-ray absorbing atom 

Afac Amplitude reducing factor; cf. Si(k) 

Aj(k) Amplitude of scattering intensitiy in jth shell 

ATR-IR Attenuated total reflection – infrared spectroscopy 

BASF Badische Anilin- und Soda Fabrik 

BDC Benzene-1,4-dicarboxylate 

BET Brunauer-Emmett-Teller 

BPI Bavarian Polymer Institute 

Bs Backscattering atom 

cf. Confer (latin: compare) 

CN Coordination number 

CtC Core-to-core 

d Thickness 

d (Eq. 37) Distance between two parallel lattice planes 

DCM Double crystal monochromator 

DESY Deutsches Elektronen Synchrotron 

DFG Deutsche Forschungsgemeinschaft 

DMF Dimethylformamide 

DOS Density of states 

dPDF Differential PDF 

DTG Derivative thermogravimetry 

E Energy 
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E (Eq. 17) Photon number 

e. g. exempli gratia (latin: for example) 

E0 Zero-point energy 

Ebind Binding energy 

Ef (Eq. 35 and Eq. 36) Final state 

Ef / EF Fermi energy 

Eg Ground state 

Ekin Kinetic Energy 

En Intermediate state 

Eq. Equation 

ESI Electronic supplementary information 

et al. Et alia (latin: and others) 

etc. Et cetera (latin: and the rest) 

EXAFS Extended X-ray absorption fine structure 

f (Eq. 21 and Eq. 22) Final state 

FD Full dropout 

FEL Free electron laser 

FFT Fast Fourier Transform 

Fig. Figure 

Fj(k) Backscattering amplitude 

FMS Full Multiple Scattering 

FTIR Fourier transform infrared spectroscopy 

FWHM Full width half maxima 

g Gerade (german: even) 

GC Gas chromatography 

h Planck’s constant (6.6260755 10-34 J s) 

HERFD High energy resolution fluorescence detected 

HOMO Highest occupied molecular orbital 

HS High-spin 

ħω Photon energy 

i Absorbing atom 

i (Eq. 21 and Eq. 22) Initial state 

I(E) Incident energy 

i. e. Id est (latin: that is) 

I0(E) Transmitted energy 
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I0, I1, I2 Ionization chambers 

ICP-OES Inductive coupled plasma optical emission spectroscopy 

IR Infrared spectroscopy 

J Total angular momentum 

j Index for atomic shells 

j(k) Inelastic mean free path length 

k Wave vector 

L Azimuthal quantum number 

LC(F) Linear combination (fitting) 

LS Low-spin 

LUMO Lowest unoccupied molecular orbital 

m Electron mass 

MFC Mass flow controller 

MOF Metal-organic framework 

MOFMS MOF mediated synthesis 

MS Mass spectrometry 

n Counting parameter 

Nind Number of independent points 

Nj Number of nearby atoms in jth shell 

NMR Nuclear magnetic resonance 

norm. abs. Normalized absorption 

norm. abs. deriv Normalized absorption of the derivative 

norm. int. Normalized intensity 

Ô Incoming transition operator 

Oh Octahedral point group 

p Electron momentum 

P Position of the inflection point 

P2X Power-to-X 

PD Partial dropout 

PDF Pair distribution function 

PNO Pyridine-N-oxide 

PXRD Powder XRD 

QMS Quadrupole mass spectrometry 

R (EXAFS analysis) Fit index 

r / R Radius 
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RDF Radial distribution function 

rj Distance of the absorbing atom in jth shell 

RWGS Reverse water gas shift reaction 

S Spin quantum number 

s. See 

SCF Self Consistency Field 

SD Stoichiometric dropout 

SI Supplementary Information 

Si(k) Amplitude attenuating factor; cf. Afac 

ST Static conditions 

Td Tetrahedral point group 

TEM Transmission electron microscopy 

TFFD Temperature and flow controlled full dropout 

TG Thermogravimetry 

TOS Time-on-stream 

TPR Temperature programmed reduction 

u Ungerade (german: odd) 

Uiso Thermal displacement parameter 

VtC Valence-to-core 

wt% Weight percent 

XAFS X-ray absorption fine structure 

XANES X-ray absorption near edge structure 

XAS X-ray absorption spectroscopy 

XES X-ray emission spectroscopy 

XRD X-ray diffraction 

XRF X-ray fluorescence spectroscopy 

Z Atomic number 

Γf Lifetime broadening of the final state 

ΓG Core hole lifetime in Ni 1 s level 

Γn Lifetime broadening of the intermediate state 

δ Dirac unit pulse function 

Δµ0(E0) Normalization factor 

Δθ Darwin width 

θ Bragg angle 

λ Wavelength 
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ν Frequency 

σ Photoelectric absorption cross-section 

σj Debye-Waller like factor 

σstat Static disorders 

σvib Vibrational disorders 

χ(E) Isolated, normalized energy-dependent fine structure 

χ(k) χ(E) transferred to wave vector k 

Ψout Outgoing spherical wave 

ω Incident energy 

𝜙i(k) Phase shift of the absorbing atom 

𝜙ij(k) Total phase shift 

𝜙j(k) Phase shift of the backscattering atom 
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