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Abstract
Computational Analysis and Mitigation of Textual

Media Bias
Media plays a vital role in shaping public opinion, as it serves as a primary
source of communication inmodern society. However,media bias, occurring
when media exhibit favoritism or discrimination in their reporting, may
potentially influence people in undesirable directions by presenting misin-
formed or polarized views. In light of the recent advancements in machine
learning, natural language processing (NLP) has become a powerful instru-
ment for tackling media bias in terms of detecting or changing the bias in
texts. With this in mind, this dissertation delves into the comprehensive ex-
amination of media bias, including corpora creation, computational model
development, and both quantitative and qualitative analyses. In particular,
we study three different kinds of media biases, namely gatekeeping bias (se-
lection ofwhat to report), coverage bias (visibility of each side), and statement
bias (opinions of political sides).

To addressmedia biaswith the help ofNLP,we study threemain research
topics.

(1) Media bias analysis. We create a media bias corpus focusing on bias
in news articles. Leveraging this corpus, our initial step involves the exam-
ination of biased language within news articles. Subsequently, we employ
neural NLP models to detect bias in the texts. Our study yields empirical
evidence demonstrating that detecting article-level bias can be achieved by
knowing lower-level (such as sentence-level) biases, and vice versa.

(2)Media bias mitigation. Once we have gained an understanding of the
characteristics of media bias, our focus shifts to exploring strategies for mit-
igating the bias. For the three types of media biases previously mentioned,
we propose our strategies to mitigate them. Specifically, we cast them as
natural language generation tasks. To combat gatekeeping bias, our model
learns to fluently integrate new information into existing texts. To tackle
coverage bias, we propose to rewrite the text from the perspective of the
other side. Lastly when confronting statement bias, our objective is to alter
the political stance of the texts, thereby fostering diverse viewpoints.

(3) Generalization of the developed methods. The third research topic is
centered on leveraging the insights gained from our studies on media bias
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and applying them to other domains. One area we study is content transfer,
which aims tomodify the content of a text while preserving its writing style.
We frame it as a natural language generation problem that can be solved by
the gatekeeping bias mitigation model. Another task is generating biased
snippets in web search results, viewing it as a special case of gatekeep bias
mitigation. We use the learned knowledge we have acquired to generate
these tailored search result snippets.

With the aforementioned research topics, our dissertation contributes to
the computational detection and mitigation of media bias. We present em-
pirical experiment findings, accompanied by in-depth discussions of our
approaches and results. The models we have developed, alongside our re-
search findings, collectively showcase the feasibility of detecting and reduc-
ing media bias through NLP techniques. By identifying biases in the texts,
media consumers can have a better awareness of potential biases in the texts.
At the same time, texts with mitigated bias offer different aspects of the
news, which helps to capture the whole picture of the reported event. To
the best of our knowledge, this thesis stands as the first work to comprehen-
sively study media bias analysis and mitigation through the lens of natural
language processing.



Abstract (in German)
Computational Analysis and Mitigation of Textual

Media Bias

Medien haben einen entscheidenden Einfluss auf die öffentliche Meinung,
da sie eine primäre Kommunikationsquelle der modernen Gesellschaft
sind. Allerdings hat Media Bias, welcher Auftritt, wenn Medien einseitig
bzw. voreingenommen berichten oder diskriminieren, das Potenzial, Men-
schen mit Fehlinformationen oder polarisierenden Ansichten in nicht wün-
schenswertenHinsichten zu beeinflussen.Unter Berücksichtigung aktueller
Fortschritte im Bereich des maschinellen Lernens ist die natürliche Sprach-
verarbeitung (NLP) zu einem starken Werkzeug für die Erkennung und
Änderung von Media Bias geworden. Die vorliegende Dissertation stellt
diesbzüglich eine umfassende Untersuchung von Media Bias dar, welche
die Erstellung von Datensätzen, die Entwicklung von computergestützten
Modellen und sowohl quantitative, als auch qualitative Analysen umfasst.
Insbesondere untersuchen wir drei unterschiedliche Arten vonMedia Bias:
Gatekeeping Bias (die Auswahl des zu Berichtenden), Coverage Bias (die
Sichtbarkeit verschiedener Standpunkte), und Statement Bias (dieMeinun-
gen von politischen Lagern).

Wir untersuchen primär drei Forschungsthemen, dieMedia Biasmithilfe
von NLP behandeln.

(1) Analyse von Media Bias. Wir erstellen einen Datensatz mit dem Fo-
kus auf Bias in Nachrichtenartikeln. Mithilfe dieses Datensatzes starten wir
mit einer Untersuchung von voreingenommener Sprache in Nachrichten-
artikeln. Anschließend nutzen wir neuronale Modelle, welche diesen Bias
in den Texten erkennen. Die Ergebnisse unserer Studie deuten darauf hin,
dass die Erkennung von Bias auf der Artikel-Ebene mit Wissen über Bias
auf untergeordneten Ebenen (z.B. auf Satz-Ebene), und umgekehrt, erreicht
werden kann.

(2) Minderung von Media Bias. Anhand des gewonnenen Verständnis-
ses über die Merkmale vonMedia Bias konzentrieren wir uns anschließend
auf Strategien zu dessen Minderung. Für die drei bereits erwähnten Arten
von Media Bias schlagen wir eigene Strategien zur Minderung vor. Genau-
er gesagt formulieren wir die Strategien als Aufgaben zur Generierung von
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natürlicher Sprache. Um Gatekeeping Bias entgegenzuwirken, lernt unser
Modell, neue Informationen in einen existierenden Text fließend zu inte-
grieren. Für Coverage Bias schlagenwir vor, Texte aus Sicht entgegengesetz-
ter Blickpunkte umzuschreiben. Und schließlich, um Statement Bias entge-
genzuwirken, nehmen wir uns zum Ziel, den politischen Standpunkt des
Textes zu ändern, um so diverse Ansichten zu fördern.

(3) Generalisierung der entwickelten Methoden. Das dritte Forschungs-
thema beschäftigt sich hauptsächlich damit, die aus unseren Untersuchun-
gen gewonnenen Erkenntnisse über Media Bias zu nutzen und sie auf an-
dere Domänen anzuwenden. Einen Bereich, den wir untersuchen, ist der
Inhaltstransfer, welcher zum Ziel hat, den Inhalt eines Textes zu ändern,
während der Stil erhalten bleibt. Wir formulieren diese Aufgabe als Ge-
nerierung von natürlicher Sprache, welche von dem oben zur Minderung
von Gatekeeping Bias genutzten Modells gelöst werden kann. Eine weite-
re Aufgabe ist die Generierung von kurzen, voreingenommenen Textaus-
schnitten, die für Ergebnisse in einer Websuche angezeigt werden, welche
wir als einen speziellen Fall der Minderung von Gatekeeping Bias betrach-
ten. Wir nutzen das gewonneneWissen zur Generierung dieser zugeschnit-
tenen Textausschnitte für die Suchergebnisse.

Mit den erwähnten Forschungsthemen trägt diese Dissertation zur com-
putergestützten Erkennung und Minderung von Media Bias bei. Wir prä-
sentieren Ergebnisse aus empirischen Experimenten, welche mit ausführli-
chen Diskussionen unserer Ansätze und der Ergebnisse einhergehen. Die
von uns entwickelten Modelle, zeigen zusammen mit unseren Forschungs-
ergebnissen, dass die Erkennung und Minderung von Media Bias mithil-
fe von NLP-Techniken möglich ist. Die Identifizierung von Bias in Texten
ermöglicht Medienkonsumenten, ein besseres Bewusstsein über die in den
Texten vorhandenen politischen Biases zu erlangen. Gleichzeitig bieten Tex-
te, in denen Bias gemindert wurde, verschiedene Ansichten auf die Nach-
richten, was dabei hilft, einen umfänglichen Überblick über das berichtete
Ereigniss zu schaffen. Nach unseremWissen ist diese Dissertation die erste
Arbeit, welche umfassend untersucht, wie Media Bias mithilfe von natürli-
cher Sprachverarbeitung analysiert und gemindert werden kann.
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1
Introduction

Nihil est in intellectu quod non
sit prius in sensu (Nothing is in
the intellect that was not first in
the senses).

St. Thomas Aquinas

In this chapter, we first motivate to study textual media bias in Sec-
tion §1.1. In particular, we highlight our view of bias and the media. Af-
terward, in Section §1.2, we discuss the research questions regarding the
textual media bias and how we are going to answer them. Next, we dis-
cuss the limitations of our studies in Section §1.3. Section §1.4 outlines the
structure of the remaining chapters. Lastly, in Section §1.5 we summarize
the publications included in this thesis.

1.1 Textual Media Bias

In contemporary society, media serves as an indispensable source of infor-
mation in our daily lives, encompassing various information consumption
activities such as watching or reading news reports, and browsing web-
pages on the internet. For instance, Yuan (2011) studied the penetration
rates (percentage of people using a particular service) of media in Chinese
major cities. The results show that both radio and television have 100%
penetration rates, and the internet has penetration rates between 52.91% to
65.63%. The report also shows that 76% of the users consume news every
day. Besides, a national survey conducted in Australia (Nguyen and West-
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2 1.1 Textual Media Bias

ern, 2006) indicates that a significant majority of internet users, specifically
three-quarters, receive online news and information, and a quarter of them
are frequent users. Traditional media remains popular as well, with 86% of
the participants utilizing television while 66% prefer newspapers to other
media.

The primary purpose of media is to facilitate the transfer of information
from one location to another.1 However, it is crucial to acknowledge that
the information conveyed bymedia is not merely a neutral transmission but
also impacted by bias. As Park et al. (2012) pointed out, “Bias of the news
media is an inherent flaw of the news production process.” Therefore, while
media remains a vital source of information, it is necessary to be aware of
the potential biases that may influence the information being transmitted.

Knowing that the media play a significant role in shaping our view of
the world, biased media coverage of events and issues can influence pub-
lic opinion (Gentzkow and Shapiro, 2010), voting (DellaVigna and Kaplan,
2007), and beliefs (Happer and Philo, 2013). By selectively reporting on
specific events and issues, the biased media can shape the public’s percep-
tion of reality, emphasizing particular narratives while downplaying or ig-
noring others (Iyengar and Hahn, 2009). Moreover, biased media can also
influence our understanding of various social, political, and cultural issues
by framing them in a particular way (De Vreese, 2005). By representing
different groups of people and social issues using frames, the media can
also reinforce or challenge stereotypes, discrimination, and social inequali-
ties (Gorham, 1999).

Given the potential impact of the media on our perception of the world,
the issue of bias in media has been a long-standing concern. In light of
the recent development in natural language processing (NLP) especially in
neural networks, researchers have been using NLP techniques in studying
textual media bias (media bias that is presented in textual form) in the last
decades (Mullainathan and Shleifer, 2002; Hamborg et al., 2019; Kim and
Johnson, 2022). With the help of NLP, computational models can be built to
detect bias in the text, whichmedia consumersmay not be aware of. Secondly,
computational models with the ability to mitigate bias in the text also help to
provide a more neutral view of the world.

Yet, most current works in NLP focus on identifying bias in the text but
barely on trying to change/mitigate the bias (Park et al., 2012). Therefore,
this thesis positions itself to be a comprehensive study of media bias includ-
ing bias analysis and bias mitigation using NLP techniques. To achieve the

1As defined by the Merriam-Webster dictionary, medium refers to “a channel or system
of communication, information, or entertainment.”
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goal of the study, we focus on two NLP tasks in the lens of tackling media
bias: (1) text classification and (2) text generation.

For text classification, the task is to classify a given text into different
classes, for example, to know whether a news article is biased or not. Also,
it can be used to detect whether a certain location of a text is biased, e.g.,
detecting the biased word in a sentence. In this thesis, we cast the bias de-
tection task as a typical text classification problem in NLP. As a result, we
can train machine-learning models to complete the tasks.

After detecting the bias in the text, the next step is trying tomitigate such
bias. Specifically, mitigating the bias means rewriting the text in order to re-
move/change the bias, and such a rewriting task is a special case of text gen-
eration. For example in a bias-changing case, given the text containing bias,
the target type of bias, and context information, a text generation model
generates a new piece of text with a different bias. In the thesis, we train
text generation models to mitigate media bias, and models vary depending
on different bias mitigation scenarios.

1.1.1 Biases Studied in the Thesis

As mentioned, we aim to comprehensively explore textual media bias with
the help of NLP. In this subsection, we discuss the type of biases we study in
the thesis. In fact, there have been many definitions of media bias. Among
them,we followD’Alessio andAllen (2000) to focus on studying three kinds
ofmedia bias, namely gatekeeping bias, coverage bias, and statement bias. These
three distinct types of bias provide a comprehensive framework to under-
stand the different ways in which bias can manifest.

Gatekeeping Bias. Gatekeeping bias, or known as selection bias, focuses
on the selection of what to report and what not to report in media. Consid-
ering that there exist all stories related to one event, gatekeeping bias occurs
when selecting a set of perspectives to produce a news article (D’Alessio and
Allen, 2000).

For example, the sentence

Six million undocumented workers in this country cause security issues.

discusses the security impact of the event of “undocumentedworkers in this
country.” If an article containing the above sentence only elaborates on the
security issues of undocumentedworkers, this article is heavily gatekeeping
biased because only one kind of perspective is selected in the article. To
mitigate such gatekeeping bias, one can consider adding other perspectives
of undocumented workers. For example, the sentence
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Undocumented workers are paying their taxes, too.

discusses the contribution of these workers. If an article manages to discuss
these two different perspectives of undocumented workers, the article is
considered to have lower gatekeeping bias compared to articles discussing
only one of the perspectives.

Coverage Bias. Coverage bias focuses on the visibility of each side of
an issue. Taking political news as an example, an article without cover-
age bias should discuss the points of view from each side (left or right)
equally (D’Alessio and Allen, 2000).

Within the idea of coverage bias in political sides, we consider framing
as the proxy of political sides, where framing means to emphasize a cer-
tain perspective of an issue. Accordingly, there are right-oriented frames
(e.g., economic and capacity) which are preferred by right-oriented people,
and left-oriented frames (e.g., security and health) which left-biased people
favor (Mendelsohn et al., 2021).

For instance, the following sentence from the Media Frame Corpus uses
the economic framing bias:

Implicit in the debate and the stalemate that left the bill to die when Congress ad-
journed was a recognition that the cost of immigration reform would be high, al-
though no one knew how high.

The word usage can identify the frame, for example, the cost in the sen-
tence above indicates the text containing an economy frame. Also, a sen-
tence can have multiple frames. Accordingly, the above example also uses
the legality frame because it discusses the bill issue in Congress.

In general, mitigating the coverage bias suggests having comparable vis-
ibility of each political side. Take the above text as an example, given that it
contains a right-oriented frame (economy), the strategy to mitigate its cov-
erage bias could be having another text using a left-oriented frame (such as
security) together in one article.

Statement Bias. Statement bias is concerned with how the media interject
their own opinion. Taking political news as an example, showing positive
or negative sentiment toward one party suggests a statement bias (D’Alessio
and Allen, 2000).

For example, the sentence

Trump is making a huge mistake on Jerusalem.
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has a statement bias it contains the writer’s criticism against Donald Trump.
Also, this sentence contains political left bias because the writer opposes
Donald Trump, who is known as a right-wing politician.

Tomitigate the statement bias, we consider rewriting the sentence to have
an opposite political bias. For example,

Why Trump is right in recognizing Jerusalem as Israel’s capital.

With the above sentences inmind, an article discussing both positive and
negative opinions on Trump has less statement bias compared to an article
showing only positive or negative opinions.

To sum up the discussion of bias mitigation, we need different rewriting
strategies for different types of media bias. For gatekeep bias, the rewrit-
ing has to insert new information. For coverage bias, the rewriting aims to
change the frame. Finally for statement bias, the rewriting seeks to change
the opinion. In the following Chapters, we discuss how to build computa-
tional models for each bias mitigation strategy.

1.1.2 Media Studied in the Thesis

Many types of media we are using contain the biases we just discussed. In
this thesis, we focus on the most commonly used medium: news, as it is the
most important source people rely on to receive information (Yuan, 2011;
Nguyen and Western, 2006). Besides, our studies focus on textual media.
In other words, this thesis does not include other types of media, such as
audio media (e.g., broadcasting) and video media (e.g., television).

Among allmedia, the news could be themostwell-studied one regarding
media bias in the past decades (Groseclose and Milyo, 2005). Researchers
in journalism have been aware of the existence of news bias for a long
time (Groseclose and Milyo, 2005). In news media, the reporter can draw
the readers’ attention to particular entities or events while ignoring others.
In particular, the selection of what to report (e.g., positive or negative facets
of the reported event), and strategy of how to report (e.g., by phasing to
emphasize a positive or a negative impression of the mentioned entities)
both play an important role in introducing bias in the reports.

In this thesis, news articles are the material we use to study. Reporters
(journalists) write news articles to present events that readers would be in-
terested in. News also covers a wide range of topics, including government
announcements, business, economy, politics, sport, etc. Among them, bias
is much visible in news articles about political events, and most of the stud-
ies on based on political news articles (D’Alessio and Allen, 2000). How-
ever, bias also exists in other topics.
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In our studies, we leverage NLP techniques to construct computational
models aimed at analyzing and mitigating media bias within news articles.
With the power of NLP, we create algorithms that not only detect bias but
also offer insights into how bias is presented in the text. This allows us to
contribute to digital journalism and computation social science. As pre-
viously outlined, our research focuses on the three primary types of media
bias. Our computational findings also support the findings from traditional
journalism. Such synergy between computational analysis and journalistic
insights contributes to a better understanding of media bias in news report-
ing.

1.2 Research Questions and Contributions

This section discusses three umbrella research questions and our contribu-
tions to these topics regarding textual media bias. (1) How to analyze tex-
tual media bias? (2) How to mitigate textual media bias? And (3) how to
apply textual media bias knowledge to other domains of tasks? For each
umbrella research question, we outline the subquestions and our contribu-
tions in detail.

1.2.1 RQ1. How to Analyze Textual Media Bias?

The awareness of media bias is the very first step in fighting against media
bias. Therefore, the first research question in tackling media bias is ana-
lyzing media bias, particularly news media. According to Groseclose and
Milyo (2005), bias in news media actually “has nothing to do with the honesty
or accuracy”, but rather means “taste or preference” of the reporter. As such,
journalists may (1) report partial facts in favor of one particular side and
thus (2) conclude with their own opinion as the product of media bias. To
begin with, we first prepare the dataset to study media bias. Afterward, we
build computational models to analyze media bias. In the following sub-
questions, we ask how these biases manifest in news media from different
perspectives.

Subquestion 1.1 How is media bias manifested in news articles at lexical level?

Our first research question aims to know how reporters write biased
news articles. Especially, we are interested in whether biased articles have
special word usage compared to unbiased articles. To answer it compre-
hensively, we first crawled a news bias dataset from allsides.com includ-
ing 7,775 news articles with their political bias labels. Based on this corpus,

allsides.com
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we developed a metric to find out words that are discriminative in distin-
guishing different political biases. From the results, we found a general
word usage tendency: sentiment words are equally used in politically left
or right-biased articles. However, left and right-biased articles would sup-
port or oppose different entities.

Subquestion 1.2 What are bias features other than word usage?

Our second research question would like to know more features to dis-
tinguish biased articles rather thanword usage. In this regard, we study the
correlation between article-level and sentence-level bias. In other words, if
an article is biased, how to know where the biased sentences or words are?
Also, if we know the locations and the number of biased sentences in an
article, how to know if the article is biased?

To study it, we used the corpus mentioned above and the BASIL (Bias
Annotation Spans on the Informational Level) corpus (Fan et al., 2019)
containing another 300 labeled news articles. We developed two machine-
learning models. One detects article-level bias using sentence-level bias
features, and the other one detects lower-level (such as paragraph and
sentence-level) bias using article-level bias. From the experiment results,
we provide empirical evidence that there is a strong correlation between
article-level and lower-level bias. Therefore, computational models can de-
tect one level of bias given the other. Also, we discuss the location of biased
sentences and words in biased articles. The results help the understanding
of how reporters embed bias in news articles.

Contributions. Our contributions to media bias analysis are thus three-
fold. (1) We create a new news bias corpus with articles and correspond-
ing bias labels. We discuss themost distinguishedwords in different biases.
The corpus benefits not only our own research topics but also other research
topics related tomedia bias. (2)We propose novel bias detectionmodels for
article-level bias. Our models utilize semantic features such as words and
structural features like the locations of the biased sentences. Lastly, (3) our
analyses enlighten the following works in bias mitigation. For example, the
most distinguished keywords shed some light on the strategies that should
be considered in mitigating the biases. Also, the models in detecting bias
can be used to automatically evaluate whether the bias mitigation is suc-
cessful or not.
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1.2.2 How to Mitigate Textual Media Bias?

After knowing how media bias is used in the texts, our second step is to
mitigate it. Conceptually, mitigating the bias in the text can be done in two
ways: (1) rewriting the text and removing its bias, and (2) rewriting the text
and adding an opposite bias (if there is an opposite bias). From the natural
language processing perspective, this means a text-to-text generation task,
also known as a sequence-to-sequence task. Additionally, we would like
to keep the original semantics as much as possible after rewriting. In our
study, we experiment with different types of biases in news media, to get a
full picture of mitigating media bias.

Subquestion 2.1 How to mitigate gatekeeping bias in news articles?

In the first subquestion of bias mitigation, we study the first type of bias:
gatekeeping bias. As discussed, the gatekeeping bias can be mitigated by
introducing other perspectives into the texts. In terms of a natural language
generation task, it suggests inserting a new piece of text into existing ones.
To do so, the generated text has to both (1) contain the new perspective
and (2) fit the surrounding sentences and read naturally. Therefore, we
developed a multi-task learning model to simultaneously accomplish the
two objectives. Specifically, in the model one task is the generation task and
the other tasks are to make sure the generated text fulfills the requirements
(i.e., containing the story, fitting the surrounding sentences, and reading
naturally).

Our analysis of the generated texts shows the limitation of current ap-
proaches, where they tend to add a general description in the scenario of
adding a new story. For the same input, our approach can successfully gen-
erate a sentence containing correct and detailed information thanks to the
multi-task learning model.

Subquestion 2.2 How to mitigate coverage bias in news articles?

As discussed above, one way to mitigate the coverage bias is to mention
the favored frames from different sides of one issue. The frames come from
the media frame corpus (Card et al., 2015). Similarly, from the natural lan-
guage generation’s perspective, our task is to rewrite a text into different
frames. To do so, we apply three training strategies in our approach, namely
(a) framed-language pretraining, to learn the word usages in framed texts,
(a) named-entity preservation, to support the model in maintaining impor-
tant entities, and (c) adversarial learning, to provide negative samples in
order to avoid undesired outputs.
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Our analyses include the ablation study of interpreting the importance
of the three strategies, and also an in-depth analysis in different reframing
directions (changing from one frame to another frame). For instance, we
find that changing from crime to economic frames is more difficult than
other directions because of the low relationship between the two frames.

Subquestion 2.3 How to mitigate statement bias in news articles?

As discussed, wewould like to have sentences fromopposite sides tomit-
igate the statement bias. In subquestion 1.1 we acquire the knowledge of
word usage on different political sides, and wewould like to use the knowl-
edge to change the text. Based on the same corpora we have in subquestion
1.1, we build a text generation model. To rewrite the given text, the text
generation model is a conditional generator (Hu et al., 2017) that aims to
generate a text given a set of conditions. In our task, the two conditions are
keeping the content, and changing from political left to right and vice versa.
Our study involves automatic andmanual evaluations to judge whether the
change is successful or not. The results show that the automatic evaluation
is limited in evaluating the changing task because the evaluation requires an
in-depth understanding of politics in terms of left-wing or right-wing ide-
ologies. However, themanual evaluation shows that ourmodel successfully
changes the text in most cases while there is still room for improvement.

Contributions. In terms of media bias mitigation, we made three impor-
tant contributions. First of all, (1) we are the first to work on mitigating the
three media biases in news articles. (2) For all three biases, we introduce
the bias mitigation task. (3) For these three bias mitigation tasks, we pro-
pose approaches and provide empirical evidence of where our approaches
can best change one bias to the other.

1.2.3 How to Apply Textual Media Bias Knowledge to Other Do-
mains of Tasks?

After analyzing and mitigating the media biases we discussed, we examine
the generalization of our approaches by studying other domains using the
knowledge we learned. In the following, we study two NLP tasks: content
transfer, which changes the content of a text but keeps the writing style un-
changed, and biased snippet generation, which generates biased snippets
for web search engines.
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Subquestion 3.1 How to apply media bias knowledge on the content transfer
task?

The content transfer task is a new NLP research direction. The goal is
to rewrite the text in order to insert new content while keeping the writing
style unchanged. In our study, we first cast it as a special case of our gate-
keeping bias mitigation problem, where the new content to be added is the
topic bias. After that, we train a topic bias mitigation model following the
architecture in subquestion 2.1.

Our main findings show that our approach achieves a higher measure-
ment in terms of transferring the content. It suggests that the content trans-
fer task can be approached by our media bias mitigation models.

Subquestion 3.2 How to generate biased snippets for search engines?

Another NLP task we are interested in is biased snippet generation. This
study focuses on generating a snippet of a search result, a short text summa-
rizing a web page. Specifically, we are interested in generating the snippets
given different biases (presented as queries in web search). The first task
of this study is to perform a user study to verify if the generated biased
snippets can be used to find the desired webpages by users. Secondly, we
prepare a dataset with snippets, web pages, and bias tuples, where we pro-
pose to extra the anchor text (text containing hyperlinks in web pages) and
its surrounding sentences (details in Chapter 5). Afterward, we developed
a new text generator, a bi-directional generator. The bi-directional genera-
tor first generates the query words and then generates the rest of the texts
from two directions (from the query word to the beginning of the sentence
and from the query word to the end of the sentence).

The study includes the details of our method for acquiring 10 million
such training tuples. Also, we show that the proposed approach canmostly
guarantee the existence of the desired query words compared to other ap-
proaches.

Contributions. Wemake significant contributions to further research top-
ics about media bias. These two topics are related to how we can use our
knowledge of analyzing and mitigating media bias in other domains. Our
contributions are three-fold. (1) We cast the content transfer task as a topic
bias mitigation task, and we apply our model to it. (2) We create a dataset
for studying topic bias in snippets. (3) Lastly, we propose an approach for
generating biased snippets based on the idea of topic bias mitigation.
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1.3 Overall Contribution and Limitations

In this thesis, we try to comprehensively study textualmedia bias, including
analyzing, mitigating, and expanding to other domains. Nevertheless, our
studies still have some limitations.

First, we are aware of the limited selection of media, and in fact, we only
focus on textual news media. On one hand, such a limitation comes from
the lack of suitable annotated datasets. On the other hand, we are missing
the required knowledge to work on them. For example, knowing speech
processing is required to tackle bias in broadcasting, but speech processing
and other needed domain knowledge are out of the scope of this thesis.
However, we expect future works in studying media bias can try to study
the missing media and provide results beyond our findings.

Secondly, for all research questions, we have to narrow them down to
solving specific tasks. There could be other tasks that can be introduced us-
ing the same set of media bias corpora and research questions. Still, our
study provides representative examples of NLP tasks for answering the
questions. We believe casting other NLP tasks is yet possible, but we have
provided a useful and thoughtful case for answering the questions. In par-
ticular, we do not evaluate whether the three biases can be mitigated or
reduced by our approaches. Yet, we expect future researchers to apply our
methods in practice.

Lastly, theremay be other types of biases that cannot be foundwithin our
definition. Or, there will be new media emerging in the future beyond our
view of media in this thesis. However, the goal of this thesis is to try to have
a comprehensive study within our definitions as much as possible. We still
expect that biases or media in the new era can still be studied based on this
work.

Nevertheless, we contribute to the research of media bias in many re-
gards. (1) First of all, our media bias analysis reveals the linguistic phe-
nomenon of media bias. The findings contribute to the future study of me-
dia bias analysis from NLP and journalism perspectives. We provide in-
sights that media bias can be effectively detected, and it should be detected
to increase the awareness of media bias for media consumers. (2) Secondly,
our media bias mitigation demonstrates the possibility of mitigating differ-
ent kinds of media bias with the help of NLP. In the era of AI-powered text
generation, we shed some light on how to use the technique ethically to
remove bias in the texts.



12 1.4 Structure of this Thesis

1.4 Structure of this Thesis

The remaining chapters of this dissertation are organized as follows: Chap-
ter 2 reviews the background knowledge and necessary previous work for
the subjects related to the later chapters. For Chapters 3 through 5, we intro-
duce the research topic and detail the approach for each topic. In the end,
a summary is given to summarize the findings of each chapter. In detail,
Chapter 3 analyzes bias in media in order to answer Research Question 1.
Equipped with knowledge from the previous chapter, in Chapter 4 we try
to mitigate three types of media biases corresponding to Research Question
2. Chapter 5 contributes to further research topics for Research Question 3,
where we use the knowledge from the above two chapters to study other
domains of NLP tasks. Finally, Chapter 6 summarizes the dissertation, re-
views the main findings, and discusses research topics for future works in
studying textual media bias.

1.5 Publications Included in this Thesis

This thesis includes publications frommajor natural language and informa-
tion retrieval conferences, workshops, and student theses. Table 1.1 summa-
rizes these publications and how they are used in this thesis. In particular,
we contribute the user study to the paper of Potthast et al. (2018), which
partially motivates our works in Chapter 5. In the remaining, Chapter 3
uses the content from Chen et al. (2018b, 2020a,b). Chapter 4 involves the
content from Chen et al. (2018b, 2020b, -). Lastly in Chapter 5, it use the
content from Chen et al. (-, 2018a, 2020c)
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Table 1.1: A selection of publications by the author and their usage within this
dissertation.

Year Venue Type Pages Used in

2018 INLG conference 10 Chapter 3, 4
Wei-Fan Chen, Henning Wachsmuth, Khalid Al-Khatib and Benno Stein.
Learning to Flip the Bias of News Headlines.

2018 NewsIR workshop 3 Chapter 5
Martin Potthast, Wei-Fan Chen, Matthias Hagen and Benno Stein.
A Plan for Ancillary Copyright: Original Snippets.

2018 SIGIR conference 4 Chapter 5
Wei-Fan Chen, Matthias Hagen, Benno Stein and Martin Potthast.
A User Study on Snippet Generation: Text Reuse vs. Paraphrases.

2019 NLP4IF workshop 7 -
Wei-Fan Chen, Khalid Al-Khatib, Matthias Hagen, HenningWachsmuth and
Benno Stein.
Unraveling the Search Space of Abusive Language in Wikipedia with Dynamic
Lexicon Acquisition.

2020 NLP&CSS workshop 6 Chapter 3
Wei-Fan Chen, Khalid Al-Khatib and Benno Stein, Henning Wachsmuth.
Analyzing Political Bias and Unfairness in News Articles at Different Levels
of Granularity.

2020 EMNLP Findings conference 11 Chapter 3
Wei-Fan Chen, Khalid Al-Khatib and Benno Stein, Henning Wachsmuth.
Detecting Media Bias in News Articles using Gaussian Bias Distributions.

2020 WebConf conference 10 Chapter 5
Wei-Fan Chen, Shahbaz Syed, Benno Stein, Matthias Hagen and Martin Pot-
thast.
Abstractive Snippet Generation.

2021 EMNLP Findings conference 10 Chapter 4
Wei-Fan Chen, Henning Wachsmuth, Khalid Al-Khatib and Benno Stein.
Controlled Neural Sentence-Level Reframing of News Articles.

2022 ArgMining workshop 11 -
Wei-Fan Chen, Mei-hua Chen, Garima Mudgal and Henning Wachsmuth.
Analyzing Culture-Specific Argument Structures in Learner Essays.

- under review conference 11 Chapter 4, 5
Wei-Fan Chen, Milad Alshomary, Maja Stahl, Khalid Al-Khatib, Benno Stein
and Henning Wachsmuth.
Towards Factual Correctness in Conditional Text Generation via Knowledge
Distillation.
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2
Background and Related Work

No one is so brave that he is not
disturbed by something
unexpected.

Julius Caesar

This Chapter introduces the background and related work of this thesis.
Section §2.1 discusses the foundations of textual media bias from the per-
spective of journalism. Later in Section §2.2, we discuss textual media bias
from a natural language processing perspective. In Section §2.3, we review
the related work about textual media bias analysis and textual media bias
mitigation. We summarize the tasks and the approaches in the introduced
work. Lastly in Section §2.4, we conclude this Chapter.

2.1 Textual Media Bias and Journalism

Journalism is a discipline that includes gathering, composition, and report-
ing of news. In a broad sense, it also includes the process of editing and pre-
senting news. Journalism plays an important role in various media such as
newspapers, television, and radio. A famous description by former Wash-
ington Post president and publisher Philip L. Graham said journalism is
“the first rough draft of history.” In the following, we briefly summarize
the key topics in journalism, particularly focusing on textual media bias.

15
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2.1.1 Presence of Media Bias

While journalistic objectivity is one of the core journalistic ethics (Ryan,
2001), bias in journalism still exists. Patterson and Donsbagh (1996) per-
formed a survey on journalists from five differentWestern democracies and
concluded that their reports are biased. Especially, Patterson andDonsbagh
(1996) found out, “When they move from facts to analysis, their decisions
are subject to errors of judgment and selectivity of perception. ” An early
study by Johnstone et al. (1972) also concluded that even “the most highly
trained and perhaps best educated journalistic practitioners thus tend to
embrace participant ideologies of the press.”

The news portals themselves are also aware that they are biased. Many
news portals have ombudsmen or public editors to supervise the implemen-
tation of proper journalism ethics at that publication. As an example, the
New York Times had the position of public editor devoted “to receiving,
investigating, and answering outsiders’ concerns about our coverage.”1

For news consumers, they are aware of bias in the reports. However,
they do not view that bias as a major hindrance to using the news (Baron,
2006). Even, news consumers prefer biased news than (Mullainathan and
Shleifer, 2005). The so-called confirmation bias suggests that readers “hold
beliefs which they like to see confirmed, and that newspapers can slant sto-
ries toward these beliefs” (Mullainathan and Shleifer, 2005).

2.1.2 Impact of Media Bias

Media bias can have a strong impact on society and influence public opin-
ion. One of the sources of media bias comes from the management of gov-
ernement (Weis, 1997). By adding bias in the reports, the biased reports
can be used as a powerful tool for the government to control or guide public
opinion Watanabe (2017). During the Ukraine crisis, the Russian govern-
ment used the state-owned news agency for international propaganda in its
hybrid war Watanabe (2017).

Media bias can be used to change readers’ opinions. Silverman et al.
(2011) studied the impact of reading news articles related to the Middle
East conflict published on Reuters. The author found that readers sig-
nificantly shifted their sentiments when they read articles in favor of the
Arabs/Palestinians.

1https://www.nytimes.com/column/the-public-editor

https://www.nytimes.com/column/the-public-editor
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2.2 Textual Media Bias and NLP

Natural Language Processing (NLP) is a field of computer science that
involves developing algorithms and computational models to understand
(known as natural language understanding (Allen, 1995)), analyze (for ex-
ample sentiment analysis (Medhat et al., 2014), and generate (known as
natural language generation (Gatt and Krahmer, 2018)) human language.
This thesis focuses on studying textual media bias using NLP techniques,
in particular, analyzing the text to detect the bias and modifying the text to
mitigate the bias. In the following, we briefly introduce the important NLP
topics strongly related to our thesis.

2.2.1 Language Models

LanguageModels are trained on large amounts of text data to learn the pat-
terns and structure of language. Traditionally, language models use prob-
abilities to model human language (Bellegarda, 2004). One common type
of traditional language model is the n-gram model, which is based on the
frequency of n consecutive words or tokens in a text. N -gram models esti-
mate the probability of a word given its context. For example, the following
equation approximates a Bigram model (N=2).

p(wn) = p(w1) · p(w2|w1) · ... · p(wn|wn−1) (2.1)

where p(wx) refers to the probability of having the word wx given the pre-
vious words w1 to wn−1. In bigram, the basic assumption is that any words
are only conditioned in the previous word.

While traditional language models have been widely used in NLP for
many years and have been effective in certain applications, they often have
limitations in handling complex language patterns, capturing long-range
dependencies, and adapting to new data. One obvious drawback of tra-
ditional language models is that the size of a language model is increased
exponentially. Also, we need a tremendous amount of data to train reliable
probabilities for all combinations of words.

2.2.2 Neural NLP Models

A recent popular direction ofNLP is using neural networks. Powered by the
increasing computational powers of graphic cards, neural NLP models sig-
nificantly improve the performance of almost all NLP tasks. One of the key
advantages of neural NLP models is their ability to learn from data with-
out the need for handcrafted features or explicit rules, making them highly
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flexible and adaptable to different domains and languages. They can also
handle complex language patterns, capture long-range dependencies, and
generate coherent text.

For neural NLP models, neural language models are one of the key
components, such as BERT (Devlin et al., 2019) and GPT (Brown et al.,
2020). These models are capable of processing sequences of words or to-
kens, allowing them to capture the contextual relationships and dependen-
cies amongwords in a sentence or a document. Such Large LanguageMod-
els (LLMs) are a recent breakthrough inNLP that have led to significant ad-
vances in various applications such as language translation, language gen-
eration, and question answering (like the recent popular ChatGPT.)2

In this thesis, most of our works are based on neural NLP models. We
either develop our neural architecture built on existing models or reuse the
existing neural frameworks.

2.2.3 Natural Language Generation

Natural Language Generation (NLG) is a subfield of NLP that focuses on
generating human-like texts (Gatt and Krahmer, 2018). NLG systems use
computational algorithms to automatically produce text that is coherent,
fluent, and contextually appropriate.

NLG models can be rule-based, template-based, or data-driven. Rule-
based and template-based NLG systems use predefined rules or templates
to generate text based on specific patterns or structures. Data-driven NLG
models, on the other hand, leverage machine learning techniques, such
as neural networks, to generate text based on patterns learned from large
amounts of data.

NLG has a wide range of applications, including generating re-
ports (Huang et al., 2020), summaries (Allahyari et al., 2017), chatbot re-
sponses (likeChatGPT), andmore. NLGhas seen significant advancements
in recent years, particularly with the use of deep learning techniques. These
models have improved the quality and fluency of generated text, making
NLG systems more sophisticated and capable of producing high-quality
outputs.

In this thesis, textual media bias mitigation is precisely one of the appli-
cations of NLG. In particular, we use NLG to modify a piece of text while
mitigating the bias in the text.

2https://chat.openai.com/

https://chat.openai.com/
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2.3 Related Work

In this section, two main research lines are discussed: textual media bias
analysis and textual media bias mitigation. We select those works mostly
close to the thesis.

2.3.1 Textual Media Bias Analysis

Textual media bias analysis has been studied for decades under different
names, including perspective (Lin et al., 2006; Greene and Resnik, 2009), ide-
ology (Iyyer et al., 2014), truthfulness (Rashkin et al., 2017), and hyperparti-
sanship (Kiesel et al., 2019). These terms definemedia bias differently, while
some of them overlap with each other. One of the earliest works was (Lin
et al., 2006), where they classified documents into Palestinian and Israeli
perspectives. A similar term is an ideology (or political ideology) (Iyyer
et al., 2014), where the documents are classified into conservative and lib-
eral. Truthfulness (Rashkin et al., 2017), on the other hand, classifies state-
ments into six trustfulness labels (true, mostly true, half true, mostly false,
false, and pants-on-fire).

To detect the mentioned bias in the above forms, early approaches relied
on lexical information. For example, Greene and Resnik (2009) used kill
verbs and domain-relevant verbs to detect articles being pro-Israeli or Pales-
tinian perspectives. Recasens et al. (2013) relied on linguistic cues, such as
factoid verbs and implicatives, in order to assess whether a Wikipedia sen-
tence conveys a neutral point of view or not. Besides the NLP community,
also researchers in journalism have approached the measurement of media
bias. E.g., Gentzkow and Shapiro (2010) used the preferences of phrases
at each side (such as “war on terror” for Republicans but “war in Iraq” for
Democratic). Groseclose andMilyo (2005) used the counts of think-tank ci-
tations to estimate the bias. In particular, they explored the bias in a sample
of 20 news sources in the US. The bias was quantified based on the num-
ber of citations that were used by the think tanks and policy groups. Their
work is one of the first that provided clear evidence of the presence of bias
in media. Furthermore, Lin et al. (2011) proposed a scheme for bias cate-
gorization. The scheme includes the political party, frequently mentioned
legislators, region, ideology, and gender. In a comparison study between
the bias in news and blogs, the authors found blogs to be more sensitive
to bursting events. In another related work, Yano et al. (2010) focused on
liberal and conservative bias. Most notably, they conducted amanual anno-
tation of the bias at the sentence level. Their study showed that bias indica-
tors usually include named entities of opposing bias. As for our work, we
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deal with right and left biases, e.g., the Democrats’ and Republicans’ bias,
or conservative and liberal bias. Also, we analyzed to find the terms that
frequently indicate left or right bias.

With the rise of deep learning, NLP researchers have also used neural-
based approaches for bias detection. Iyyer et al. (2014) used RNNs to ag-
gregate the polarity of each word to predict sentence-level bias based on
parse trees. Gangula et al. (2019) made use of headline attention to classify
article bias. Li and Goldwasser (2019) encoded social information in their
Graph-CNN.

2.3.2 Textual Media Bias Mitigation

Over the few last years, several deep neural network models have been pro-
posed for text generation. In thesemodels, a variational autoencoder (VAE)
has often been used to impose a prior distribution on the hidden vector
(Kingma andWelling, 2013; Rezende et al., 2014; Bowman et al., 2016; Yang
et al., 2017).

A related research line that addresses rewriting texts is controlled gener-
ation (Guu et al., 2017; Mueller et al., 2017; Zhou and Neubig, 2017). Con-
trolled generation studies how to rewrite a text with a given attribute. Ex-
amples of controlledmodels include themulti-space VAE of Zhou andNeu-
big (2017), whichmodifies aword for a given tense and a part-of-speech tag,
and the model of Guu et al. (2017), which generates a sentence given a tem-
plate vector and an edit vector. Thismodel is shown to be able to paraphrase
a given template instead of re-generating a sentence entirely.

Specifically in mitigating one of the biases we are interested in, the only
existing reframing approach that we are aware of is the one of Chakrabarty
et al. (2021). In that work, a newmodel for reframing is developed by iden-
tifying phrases indicative for specific frames, and then replacing phrases
that belong to the source frame with some that belong to the target one. As
such, most of the content of the reframed text is kept, and only a few words
are replaced. In contrast, we deal with reframing at the sentence level, and
we do not require parallel training pairs or a dictionary to correlate words
and frames.

In principle, textual media bias mitigation can be seen as a style trans-
fer task (Shardlow, 2014; Shen et al., 2017; Chen et al., 2018b). Research on
text style transfer focuses on the areas of sentiment transfer (e.g., replac-
ing ‘gross’ by ‘awesome’) (Shen et al., 2017) and text simplification (e.g.,
replacing ‘perched’ by ‘sat’) (Shardlow, 2014).
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2.4 Summary

This chapter has introduced the background and previous works related to
this thesis. We first discuss media bias in journalism, and later shift our
focus to natural language processing techniques including neural models
and natural language generation for tackling media bias.

In the second half of this chapter, we discussed the relatedwork from two
perspectives: textual media bias analysis and textual media bias mitigation.
In particular, we briefly introduced howmedia bias was defined in different
works and how the researchers dealt with media bias.

In this Chapter, we have learned the presence of media bias and its po-
tential impact on society. Subsequently, we discuss the needed knowledge
of NLP within the context of this thesis. Building upon this foundation, we
move on to discussing NLP techniques for dealing with media bias. In the
later chapters, we elaborate on our methodologies for investigating textual
media bias.
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3
Textual Media Bias Analysis

He (the high-minded man)
must care for truth more than
for what men will think of him,
and speak and act openly.

Aristotle

News media bear great responsibility because of their considerable in-
fluence on shaping the beliefs and positions of our society. Biased media
can influence media users in undesirable directions and hence should be
unmasked as such. In this chapter, we are interested in whether and how
media bias is manifested in the news articles we read every day. Especially,
we focus on statement bias in the text. Accordingly, we lay out the results ob-
tained in our previously published papers in analyzing these biases (Chen
et al., 2018b, 2020a,b).

Section §3.1 discusses how we created the bias corpus and how we ana-
lyzed the political news articles accordingly to the published paper (Chen
et al., 2018b). To study how bias is manifested in the texts, we first create the
bias corpus, utilizing the political bias labels found on allsides.com. This
platform collects news reporting on the same event while conveying dif-
ferent political biases (left-oriented, neutral, or right-oriented). Using the
corpus, we analyze the statement bias by extracting the most discriminative
words. Besides, we study statement bias at different levels of granularity,
including sentence level, paragraph level, and article level in Section §3.2
based on the publish paper (Chen et al., 2020a). In addition to political
bias, we introduce unfairness as a second dimension of statement bias. We
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developed a new approach to detect biased sentences and paragraphs based
on only article-level biases. In Section §3.3, we study bias detection from an-
other perspective: identifying article-level bias from sentence-level bias fea-
tures based on the published paper (Chen et al., 2020b) . We discuss three
features using sentence-level bias. In particular, we use the probability dis-
tributions of the frequency, positions, and sequential order of sentence-level
bias. Finally, Section 3.4 summarizes the contributions we made in textual
media bias analysis.

3.1 Media Bias Corpus

This section introduces our statement bias dataset of news articles with dif-
ferent political biases, based on existing bias labels from a news aggregator.
The corpus is freely available at https://webis.de/data/corpus-webis-
bias-flipper-18. After creating the corpus, we perform a discriminative-
ness analysis in order to find keywords discriminating different political
biases.

3.1.1 The News Aggregator allsides.com

The news aggregation platform allsides.com lists news events as of June
1st, 2012; about two to three events per day, focusing on political events in
theUS. Each event comeswith a title and a summary, providing information
to readers to understand the event from different perspectives at the same
time. In addition, one selected news article is given for each of three biases:
left, center, right (occasionally, only two articles are available).

In addition, the provided bias labels are not article-specific but portal-
specific.1 At the time we collected the data, allsides.com assigned 247
news portals to one out of six labels each: left, lean left, center, lean right,
right, and mixed. In this study, we see both the left and the lean left portals
as left-oriented news sources, and both the right and lean right portals as
right-oriented news sources. The center and mixed portals are preserved
for future applications.

As the labels are portal-specific, news articles with a particular bias are
selected from all portals that have the respective labels. Conversely, no por-
tal contains articles with different biases.

1https://www.allsides.com/media-bias/media-bias-ratings

https://webis.de/data/corpus-webis-bias-flipper-18
https://webis.de/data/corpus-webis-bias-flipper-18
allsides.com
allsides.com
https://www.allsides.com/media-bias/media-bias-ratings
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Figure 3.1: An example from allsides.com. At the top, thewebsite shows the title of
the event and summarizes the event by discussing how themedia covered it. At the
bottom, three news outlets (NBC News, NewsNation, and Washington Examiner
were shown to present the three different perspectives.

3.1.2 Corpus Construction

We first collected all 2781 events available on the aggregator on February
10th, 2018 (spanning about five and a half years).2 For each event, the title,
the summary, all news portals belonging to the event, and the links to the
news portals with respective biases were collected. After that, we crawled
the news portals with the given links to retrieve their headlines and the
content of all articles, because the content is not provided on the webpages
in allsides.com. Metadata such as an article’s author and its publication
time were also collected for future applications. We retrieved 6,447 news
articles in the end since some news articles were not available anymore.

The distribution of news portals and articles in our corpus is shown in
Table 3.1. To validate the accuracy of the by-portal bias, we hired one edit-

2https://www.allsides.com/story-list

https://www.allsides.com/story-list
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News Portals News Articles

Bias Most Common Total Most Common Total

Left Huffington Post 21 479 641
Lean left New York Times 18 688 1747
Center CNN (web) 24 776 1517
Lean right Fox News 6 1061 1616
Right Townhall 28 279 926

Table 3.1: News portals and articles in our corpus for each bias in total and in the
most common portal.

ing expert on upwork 3 to label the bias of all headlines from major left-
oriented (New York Times and Huffington Post) and right-oriented portals
(Fox News and Townhall). The expert is familiar with American politics
and heworks as a news editor in theUS.His labels are based on the headline
only, and the judgments follow the notion of political bias from an Ameri-
can’s point of view.

The expert assigned left to the headlines of left-oriented portals 3.4 times
more than right, while the headlines from right-oriented portals have 1.9
times rightmore than left. Given the results, we conclude that the by-portal
labels from the aggregator are trustable in general.

In detail, the portal labels on allsides.com are created based on differ-
ent methods including blind surveys, academic research, feedback from the
community, and in-depth editorial reviews from allsides.com editors4. The
final portal labels consider the strength and consistency of the labels from
the different methods. The most common portal contributes at least 30 per-
cent of articles of each bias. The total number of right-oriented news slightly
exceeds the number of left-oriented (2542 vs. 2388).

According to the community feedback on the website, the provided la-
bels are agreed upon by the website’s users in general. Thus, we argue that
the labeling can be seen as being of high quality to be used as our ground-
truth labels.

3.1.3 Discriminativeness Analysis

To gain knowledge of the difference between left and right biases, one way
is to capture the words being used differently in different biases. In this
regard, we define the discriminativeness of a word w can be measured in

3upwork.com
4https://www.allsides.com/media-bias/media-bias-rating-methods

upwork.com
https://www.allsides.com/media-bias/media-bias-rating-methods
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Word Ratio

Chad 9.52
Maduro 5.56

purportedly 7.81
Chechnya 6.80
Bethlehem 6.04

. . . . . .
victorious 1.01
oppressive 1.01

tragedy 0.99
. . . . . .

Shawn 0.04
incarceration 0.04

album 0.03
valuable 0.03

N.S.A 0.02

Table 3.2: The five words each with the highest and lowest discriminativeness ra-
tio, and words with a ratio close to one in biased text.

terms of the discriminativeness ratio

occ(w,Dt)

occ(w,Dt̄)
, (3.1)

where occ(w,D) is the frequency of w in text D and t and t̄ are the types
of text. In our case, t and t̄ correspond to right and left. We normalize the
occurrence by the total number of words of the respective type of text.

The discriminativeness ratio will make function words and type-
unrelatedwords have values close to one, because these words are expected
to occur similarly often in both types. On the other hand, words that often
appear in one type but rarely in the other will have a high value (in case of
type t) or a low value (type t̄). To demonstrate the differences in discrim-
inativeness ratios, we compute the ratio for all the words from the corpus
we created where the articles are right or left-biased.

In Table 3.2, we list the words having the highest and the lowest discrimi-
nativeness ratio in the biased texts. The first observation is that both positive
and negative sentiment words have a frequency ratio close to one. This is
expected, because we observe that both sides use positive (negative) words
to support (oppose) some entities. Moreover, many of the top-5 and the
bottom-5 words are named entities, such asMaduro andN.S.A (National Se-
curity Agency). This indicates that articles with either bias tend to criticize
or approve different entities, but that they do not use different sentiment
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words to do so. In line with this, a previous analysis of biased language
showed thatmany bias indicators include named entities (Yano et al., 2010).

The created corpus provides the material for our statement bias analysis
and mitigation studies. The analysis of the corpus shows that some key-
words are important to distinguish different biases. In the following, we
are going deep in this direction by studying statement bias at different lev-
els other than just word level.

3.2 Media Bias Analysis at Finer Granularities

In this section, we study statement bias at different granularity levels,
from single words, to sentences and paragraphs, to the entire discourse
to get a full picture of how statement bias manifests in an article. Also,
we would like to extend the corpus we had by including a fairness label
from adfontesmedia.com, where a fair article means the article focuses on
original facts rather than on analyses or opinion statements based on false
premises. In the end, the new corpus consists of 6,964 news articles, each
of which is labeled for its topic, political bias, and unfairness. Based on
this corpus, we develop a recurrent neural network (see Section §2.2) archi-
tecture to learn classification knowledge for bias detection. We choose this
network class because of its proven ability to capture semantic information
at multiple levels: taking the model output for whole texts, we conduct an
in-depth reverse feature analysis to explore media bias at the word, the sen-
tence, the paragraph, and the discourse level. At theword level, we correlate
the most biased sentences with LIWC categories. At the sentence and para-
graph level, we reveal what parts of an article are typically most politically
biased and unfair. At the discourse level, we reveal common sequential me-
dia bias patterns.

3.2.1 Corpus Extension

We started with the creation of a corpus for this study. We extend the cor-
pus collected from allsides.com in the previous section and add the fair-
ness labels provided by adfontesmedia.com. The new corpus is available
at https://github.com/webis-de/NLPCSS-20.

For this study, we extended the corpus in the previous section by inte-
grating all articles until March 15, 2019, resulting in a total of 7,775 articles.
In addition to the political bias labels, we crawled the topic tags of each ar-
ticle.

adfontesmedia.com
adfontesmedia.com
https://github.com/webis-de/NLPCSS-20
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Figure 3.2: The bias chart from adfontesmedia.com(visually adjusted) in our pa-
per (Chen et al., 2020a). The three rectangles represent the positive counterparts
of the regions of the three bias types in our definition (political bias, unfairness, and
non-objectivity).

Since allsides.com focuses on political bias, we exploit adfontesmedia.
com as another source for additional bias types. This portalmaintains a “bias
scale” quantifying themedia bias of a broad set of US news portals. The bias
assessments stem from media experts who annotate each portal with bias
and fairness labels. As supporting evidence of the label quality, Bentley
et al. (2019) show that the portals’ labels are highly correlated to findings
from social scientists.

Figure 3.2 gives an overview of the labels from adfontesmedia.com; it
is based on the bias chart at the website: The political bias focuses on the
x-axis of the chart, while the unfairness focuses on the y-axis of the chart.
The non-objectivity is the combination of the two kinds of bias.

Based on the labels from adfontesmedia.com, we define threemedia bias
types for news portals:

1. Political Bias. A portal is neutral if it is labeled as “skew left/right”
or “neutral”. It is politically biased if it is labeled with “most extreme
left/right” or “hyperpartisan left/right”.

2. Unfairness. A portal is considered fair if it is labeled as “original
fact reporting”, “fact reporting”, “mix of fact reporting and analysis”,
“analysis”, or “opinion”. The portal is considered unfair if it is labeled
as “selective story”, “propaganda”, or “fabricated info”.

adfontesmedia.com
allsides.com
adfontesmedia.com
adfontesmedia.com
adfontesmedia.com
adfontesmedia.com
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Portal Topic

Name Count Name Count

CNN 1021 presidential election 914
Fox News 1002 politics 525
New York Times 781 White House 515
... ...
NPR News 1 domestic policy 2
The Nation 1 EPA 1
Vice 1 women’s issues 1

Table 3.3: The top three and the bottom three portals along with the topics in our
corpus.

3. Non-Objectivity. A portal is considered objective if it is politically un-
biased and fair. Otherwise, it is considered as non-objective.

We label the collected articles according to this scheme. Since adfontesme-
dia.com does not cover all portals from allsides.com, the final corpus con-
tains 41 portals with 6,964 articles. The three largest portals are CNN (1021
articles), Fox News (1002 articles), and the New York Times (781 articles).
Altogether, we count 111 different topics such as, “presidential election”
(914 articles), “politics” (525 articles), and “white house” (515 articles).
Table 3.3 lists the top three and the bottom three portals along with topics
in our corpus.

3.2.2 Statement Bias Classification

For the detection of bias in a text, we develop classifierswith RNN that serve
as the classical model for sequential inputs, where a cell is a GRU with a
recurrent state size of 32. On top of the final hidden vector of GRUs is a
prediction layer whose activation function is a softmax and the size is 2. We
use the pre-trainedword embedding ofGloVe (Pennington et al., 2014)with
a word embedding dimension of 50, the optimizer Adam, and a learning
rate of 0.001. We train classifiers until no improvement in the development
set is observed anymore; all classifiers are of the same structure and have
the same hyperparameters.

To minimize the mnemonic information induced by the article topic, we
split the dataset controlling the topics as an independent variable: we group
the articles by their topic and select some groups to be in the test set, some
to be in the development set, and the rest to be in the training set. We ensure
that either the development set or the test set has at least 10% of the articles
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Media Bias Training Development Test

Political Bias 39.25% 40.00% 42.82%
Unfairness 18.59% 17.48% 18.16%

Non-objectivity 39.84% 40.66% 43.31%

Table 3.4: The percentage of articles with each considered media bias type in the
three datasets of our corpus.

Political Bias Unfairness Non-objectivity

Majority 36.38% 45.01% 36.18%

RNN 75.60% 83.42% 75.42%
- Biased 69.41% 72.09% 69.57%
- Unbiased 81.80% 94.75% 81.13%

Table 3.5: The F1 scores of RNN, majority baseline, and by-class performance of
the three bias types.

in the whole dataset, obtaining 5394 articles in the training set, 755 articles
in the development set, and 815 articles in the test set.

Table 3.4 shows the distribution of the labels in the corpus. To avoid the
exploitation of portal-specific features, each article is thoroughly checked
and all information regarding the portal it was taken from (e.g., “CNN’s
Clare Foran and Phil Mattingly contributed to this report”) is removed.

Table 3.5 summarizes the performance of the developed RNNs in the
three media bias classes. All classifiers outperform the majority baseline,
achieving 75.60% for political bias, 83.42% for unfairness, and 75.42% for
non-objectivity. Such a performance demonstrates the capability of the clas-
sifiers to detect topic-independent media bias features.

Looking closely at individual bias classes, we find that the RNN is good
at predicting the absence of bias rather than bias. We interpret this because
of the uneven distribution of the classes, especially in the unfairness (see
Table 3.4).

3.2.3 Bias at Different Levels of Granularity

One key contribution of this chapter is to analyze the bias at different levels.
To do so, we use the developed classifiers to output the predicted bias prob-
ability part of the test articles, i.e., the probability of being politically biased,
unfair, or non-objective. We iteratively remove text segments from the article
and use the classifier to again predict the bias probability part−i, where i de-
notes the index of the text segment in the article. The media bias strength
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of a text segment ti is estimated as part− part−i. If a text segment is relevant
for prediction, we expect to see a significant decrease from part to part−i.

Based on this estimation of bias strength, we design three experiments
to analyze and interpret the classifiers’ predictions at the following levels of
text granularity:

Word level (LIWC correlations) Related research suggests that bias is
manifested at a larger granularity level, including the paragraph level as
we showed (Chen et al., 2018b) and the clause level (Iyyer et al., 2014). To
validate this, we use the LIWC categories to check the word level bias, be-
cause they have been used in Iyyer et al. (2014) to sample a set of sentences
that may contain ideology bias.

In detail, for each sentence si, we compute its LIWC score of the category
j as |{wi,k ∈ cj , k ∈ K}| / |{wi,k, k ∈ K}|, where cj denotes the words in
LIWC category j, K denotes the bag-of-words in si, and wi,k denotes the
k-th word in K. The Pearson correlation coefficient is used to measure the
correlation between LIWC categories and media bias strength.

According to the Pearson correlations, most of the LIWC categories are
not correlated with a high coefficient (neither positively nor negatively).
However, the highest correlated categories are different among the three
types of media bias. The categories that have the highest correlation with
political bias are negative emotion, anger, and affect. This shows that politi-
cally biased articles tend to use emotional and opinionated words such as
“disappoint”, “trust”, and “angry”. For unfair articles, we see a higher cor-
relation in focus present. Examples in this category are “admit”, “become”,
and “determine”. For non-objective articles, the bias is related to percept
words such as “feel”, “gloom”, and “depict”.

Sentence and paragraph-level (locations of media bias) After seeing
bias at the word level, we further analyze to find biased sentences and para-
graphs. The results tell us where are the biased parts of an article. To do so,
we analyze the distribution of the media bias strength in the sentences and
paragraphs (approximated as three continuous sentences). These values
indicate which segment of a text mostly contains media bias.

Figure 3.3 visualizes the estimated media bias strength at the sentence
and paragraph levels. As an example, we chose an article from Daily Kos,
which is labeled as politically biased. In this article, we see a strong ten-
dency to criticize Trump’s claim, especially at the end of the article. At the
paragraph level, our strength analysis of media bias successfully identifies
the last paragraph as the most biased text segment. While at the sentence



3 Textual Media Bias Analysis 33

Trump says gun policy with 82 percent support has ‘not 
much political support (to put it mildly).’
          Donald Trump is trying to defend his “school safety” plan, 
which doesn’t call for an age limit on assault weapon 
purchases (but does support arming teachers).
Predictably, his claims about those age limits are all about 
deflecting and obfuscating (or, to be less polite, are full of 
crap):

       
....on 18 to 21 age limits, watching court cases and rulings 
before acting.
States are making this decision.
Things are moving rapidly on this, but not much political 
support (to put it mildly).

     

Yes, on this one single issue in his entire life, Trump is 
“watching court cases and rulings before acting.” 
I’m so sure.
And “states are making this decision”?
The thing about states making a decision about who can buy 
guns is that people—and guns—can cross state lines, and 
often do.
That’s why federal action is so important.
But this takes the cake: “not much political support (to put it 
mildly).”
If you only talk to Republican politicians elected with the help 
of the National Rifle Association, sure.
But an NPR poll that talked to more than just NRA Republi
cans found 82 percent support for raising the legal age to 
purchase guns to 21.
That’s a lot of support (to put it mildly).

biased not biased

Figure 3.3: The media bias strength on sentence (left) and paragraph (right) level
in an excerpt of one news article from the given corpus. The figure is reused from
our paper (Chen et al., 2020a). Biased text segments are shown in red and unbiased
text segments in blue.

level, we see that the last two sentences are most biased in the last para-
graph. The second sentence seems to be a bit biased, perhaps because of
the word usage of “trying to defend”. However, we see that the analysis
fails to identify the third sentence as politically biased. Still, given that the
sentence or paragraph-level analysis is fully unsupervised, the reverse fea-
ture analysis seems to perform quite well.

Discourse level (media bias patterns) On top of sentences and para-
graphs, we would like to see bias at a higher level. Here we analyze the
patterns of the media bias strength across the different parts of an article’s
discourse. In particular, we split an article into four equally sized parts and
computed the average media bias strength of the sentences for each part.
The splitting is comparable to the so-called “inverted pyramid” structure in
journalism,where a news article startswith the summary, important details,
general and background info (Pöttker, 2003).

Figure 3.4 shows the identified media sequential patterns for the three
bias types. We can notice that the media bias strengths for all articles in
the second quarter are somewhat close. This is, in our opinion, because
the second quarter of news articles usually contains some background in-
formation, which does not tend to be biased. We also see that all biased
articles start with a neutral tone (close to mean) in the beginning and then
emphasize the bias in the latter parts. Among the three media bias types,



34 3.3 Media Bias Analysis at Article-level

1st 2nd 3rd 4th
Quarter of the text

–2.0

–1.0

0.0

1.0

2.0

3.0

Bias strength

political bias, biased

un
fai

rne
ss

, b
ias

ed

non-objectivity, biased

non-objectivity,unbiased

unfairness, unbiased
political bias, unbiased

Figure 3.4: Patterns of the types of media bias as well as biased and unbiased text
from our paper (Chen et al., 2020a). Values are normalized to have a mean of
zero and a standard deviation of one. Positive values indicate a stronger bias and
negative values indicate that text has a lower bias or is unbiased.

unfairness has the highest bias strength. Observing our corpus, we find
that one typical way to be unfair is to report selected facts in favor of some
entity, which leads to completely different word usage. On the other hand,
for political bias, describing facts with positive or negative expressions is a
common indicator of bias. Such a difference might be the reason why the
classifiers can better discover unfair texts.

In this section, we contribute to present our method to analyze statement
bias at different levels. The results showhow thewriter puts bias at different
locations to make an article read biased (or unbiased). In the next section,
we are going to use these bias locations as features to build a statement bias
classification model.

3.3 Media Bias Analysis at Article-level

In the previous section, we study how to identify lower-level bias given the
article-level bias, and the results show that a biased article has different bias
locations compared to an unbiased article. In this section, we then use the
bias locations as features to study how to identify article-level bias given
lower-level bias.

First, we are aware that usingword-level bias makes it difficult to capture
article-level bias. Considering the following sentences from allsides.com
reporting on the event “Trump asks if disinfectant, sunlight can treat coro-
navirus” demonstrate bias in different news portals:

allsides.com
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Republicans are challenging a host of statements made by Secretary of State 
Hillary Clinton and Democratic allies during Wednesday's heated Libya testimony 
-- claiming that complaints about a lack of funding are bogus and questioning the 
secretary's insistence she never saw urgent cables warning about the danger of an 
attack. [...] One issue that may come up is the department's funding. Assertions 
that State Department posts are left vulnerable because Congress has decided not 
to fully fund security requests pervaded Wednesday's hearings. "Shame on the 
House for ... failing to adequately fund the administration's request," Rep. 
Gregory Meeks, D-N.Y., said  
 :
Asked Wednesday about Lamb's testimony, Clinton noted that the review board 
that examined the Libya attack found budget issues have played a role. "That's 
why you have an independent group like an (Accountability Review Board); that's 
why it was created to look at everything," Clinton said. But Rep. Dana 
Rohrabacher, R-Calif., said "any suggestion that this is a budget issue is off base, 
or political." [...] That cable is seen as one of the vital warnings sent out of Libya 
in the months leading up to the attack. But, to the dismay of lawmakers, Clinton 
repeatedly said she never saw it. 
 :
The secretary tried to explain that "1.43 million cables" come through the 
department every year. They are addressed to her but in many cases do not go to 
her. Rather, they go through "the bureaucracy." Republicans argue the Aug. 16 
cable was rather high priority. As Sen. Rand Paul, R-Ky., put it, "Libya has to 
have been one of the hottest of hot spots around the world." He claimed that not 
knowing about their security requests "really, I think, cost these people their 
lives." "Had I been president at the time, and I found that you did not read the 
cables from Benghazi, you did not read the cables from Ambassador Stevens, I 
would have relieved you of your post. I think it's inexcusable," Paul said.

Republicans challenge Clinton claims on budget cuts, Benghazi cable

[...] Hillary Rodham Clinton on Wednesday vigorously defended her handling of 
last September’s attack on the United States diplomatic compound in Benghazi, 
Libya [...]. “As I have said many times, I take responsibility, and nobody is more 
committed to getting this right,” she said, reading a statement during a day of 
testimony before Senate and House committees. “I am determined to leave the 
State Department and our country safer, stronger and more secure.” But Mrs. 
Clinton, [...] quickly departed from the script. She jousted with Republican 
lawmakers over who deserved blame for the security problems at the compound, 
and choked up as she described being at Joint Base Andrews outside Washington 
when the bodies of the Americans killed in the assault arrived from Libya.
 :
One of the sharpest exchanges of the day came when Mrs. Clinton responded [...] 
there was too much focus on how the Benghazi attack had been characterized in 
its early hours and not enough on how to prevent a recurrence. Republicans have 
repeatedly charged that Obama administration officials deliberately played down 
the attack, focusing much of their criticism on Susan E. Rice, the ambassador to 
the United Nations and once Mr. Obama’s choice to succeed Mrs. Clinton. “Was it 
because of a protest, or was it because of guys out for a walk one night who 
decided they’d go kill some Americans? What difference, at this point, does it 
make?” Mrs. Clinton said, her voice rising. 
 :
In a rare criticism of the committee by one of its members, Senator Bob Corker of 
Tennessee, the ranking Republican, complained that the panel Mr. Kerry led had 
failed to conduct proper oversight of security and other State Department issues. 
[...] Mrs. Clinton sought to put the events in Benghazi in a regional context, 
noting the presence of a group in northern Mali affiliated with Al Qaeda. [...] “We 
are in for a struggle, but it is a necessary struggle,” she said. “We cannot permit 
northern Mali to become a safe haven.”

Facing Congress, Clinton Defends Her Actions Before and After Libya Attack

Fox News article (45 sentences) labeled as biased New York Times article (42 sentences) labeled as neutral

B
eg

in
ni

ng
M

id
dl

e
En

di
ng

1

5

24

29

43

45

1

2

4
5

Figure 3.5: Excerpts of a biased article (left) and a neutral article (right) from the
used dataset, reused from our paper (Chen et al., 2020b). All sentences labeled
as having lexical or informational bias are highlighted; their position can be read
from the numbers next to them.

The activists falsely claimed that Trump “urged Americans to inject themselves
with disinfectant” and “told people to drink bleach.”
— The Daily Wire, right-oriented

Lysol maker issues warning against injections of disinfectant after Trump com-
ments
— The Hill, center-oriented

“This notion of injecting or ingesting any type of cleansing product into the body
is irresponsible and it’s dangerous,” said Gupta.
—NBC News, left-oriented

From an NLP perspective, bias in the example sentences could be de-
tected by capturing sentiment words, such as “falsely” or “irresponsible”.
However, bias detection becomes harder at the article level. To startwith, we
review what the locations of biased sentences look like in articles as shown
in Figure 3.5. The figure shows two articles and their sentence-level bias
from the used dataset. It becomes clear that the actual words in the biased
sentences are not always indicative enough to distinguish biased from neu-
tral articles, nor is the count of the biased sentences: Bias assessments on
sentence level do not “add up”. In this regard, the position of biased sen-
tences is a better feature here.

The existing approaches to bias detection are transferred from other, less
intricate text classification tasks. They largely model low-level lexical infor-
mation, either explicitly, e.g. by using bag-of-words (Gerrish and Blei, 2011),
or implicitly via neural networks (Gangula et al., 2019). Such approaches
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tend to fail at the article level, particularly for articles on events not covered
in the training data. The reason is that bias clues are subtle and rare in ar-
ticles, especially event-independent clues. Altogether, modeling low-level
information at the article level is insufficient to detect article-level bias, as
we will later stress in experiments.

We study article-level bias detection both with and without allowing to
learn event-specific information. The latter scenario is more challenging,
but it is closer to the real world, because we cannot expect that the informa-
tion in future articles always relates to past events. Inspired by ideas from
modeling local and global polarities in sentiment analysis (Wachsmuth,
2015), we hypothesize that using second-order bias information in terms of
lexical and informational bias at the sentence level is key to detecting article-
level bias. To the best of our knowledge, no bias detection approach so far
uses such information.

3.3.1 Dataset

To test the hypothesis that sentence-level bias is an important feature for
article-level bias detection, we need data that is annotated for both bias lev-
els. Fan et al. (2019) released a dataset on media bias, Bias Annotation Spans
on the Informational Level (BASIL). The dataset contains 300 news articles on
100 events, three each per event. These three articles were taken from Fox
News, New York Times, and Huffington Post, which have been selected as
a representative of right-oriented, neutral, and left-oriented portals respec-
tively.

On the article level, the dataset comes with manually annotated media
bias labels (right, center, or left). While we noticed that more Fox News
articles are right (50) than Huffington Post articles (10), the labels do not
only rely on the source of the articles. Since we target bias in general rather
than a specific orientation, we merged right and left to the label bias, and
see center as neutral. Because both biased and unbiased articles include all
three portals, we can be confident that the task is not detecting the source,
but detecting the bias.

On the sentence level, each sentence has beenmanually labeled as having
lexical bias, informational bias, or none. According to Fan et al. (2019), lexical
bias refers to “how things are said”, i.e., the author used polarized or oth-
erwise sentimental words showing bias. On the other hand, sentences with
informational bias “convey information tangential or speculative”. In our
experiments, we consider both settings where we separate the two types of
bias and settings where we merge them.
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3.3.2 Second-Order Bias Information

As mentioned, we study the correlation between sentence-level and article-
level bias. Specifically, we examinewhether article-level bias correlateswith
(a) the frequency of biased sentences, (b) their position in an article, and
(c) their sequential order. For each correlation, we extract features and then
train a respective machine-learning model. The code is available at https:
//github.com/webis-de/EMNLP-20.

Bias Frequency A straightforward way of leveraging sentence-level bias
information is counting. Let an article with sentence-level bias labels
{b1, b2, ..., bn} be given, where n is the number of sentences in the article and
bi is the label of the i-th sentence. Assuming that bi is binary with bi = 1

being bias, the absolute bias frequency, fabs, is defined as:

fabs =

n∑
i=1

bi (3.2)

Accordingly, the relative bias frequency, frel, is defined based on the length of
the article as:

frel =

∑n
i=1 bi
n

(3.3)

Bias Position We consider the positions of biased sentences as second-
order features. Given a target number of positions, k, we first normalize
the sentence-level bias annotations {b1, b2, ..., bn} into {b̄1, b̄2, ..., b̄k}, with
b̄i ∈ [0, 1]. The higher b̄i, the more likely position i is biased. In detail, we
first normalize {b1, b2, ..., bn} to {b′1, b′2, ..., b′m} by linear interpolation, where
m (here set to 100) is larger than the largest n (and also larger than k). Af-
ter the interpolation, b′i is in the range of [0, 1]. Secondly, we “sample” from
the b′i to make the final sentence-level bias having length k. There are three
“sampling” methods we explore: (1) average (take the average of the data
points, (2) maximum (take the maximum value in the range, and (3) last
(take the last data points). We treat this as a hyperparameter and find the
best one by the validation set. We use this two-step normalization (upsam-
pling and then downsampling) to avoid instability during sampling when
n/k is not an integer.

Our goal is to predict the most likely article-level bias label, a∗, given
the sentence-level bias. Formally, assuming that an article can be seen as a
combination of its sentences, we have

a∗ = argmax
a

p(a | b̄1, b̄2, ..., b̄k), (3.4)

https://github.com/webis-de/EMNLP-20
https://github.com/webis-de/EMNLP-20
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where a is any possible bias label (0 for neutral and 1 for bias), and p(a |
·) is the conditional probability of a, given a sentence-level bias sequence.
According to Bayes’ rule and given that p(b̄1, b̄2, ..., b̄k) is irrelevant to the
argmax, we can rewrite it as:

a∗ = argmax
a

p(b̄1, b̄2, ..., b̄k | a) · p(a) (3.5)

Assuming that each b̄i is independent of other positions, we further simplify
this as

a∗ = argmax
a

k∏
i=1

p(b̄i | a) · p(a), (3.6)

which is a Naïve Bayes classifier, and each p(b̄i | a) is the bias position fea-
ture we are interested in.

In the remainder, we simplify the notation p(b̄i | a) to p(b̄ | a). Estimating
p(b̄ | a) in each position for each a is difficult, since b̄ ∈ [0, 1] and we cannot
observe enough data points in that range on realistic text corpora. Instead,
we therefore estimate p(a | b̄)/p(a), where p(a) can be properly estimated
by the distribution of the labels, and p(a | b̄) can be estimated well using a
Gaussian Mixture Model.

Gaussian Mixture Model Given a set of m articles along with their bias
labels, {a1, a2, ..., am}, we first retrieve the interpolated bias value in each
position bi,j where i is the index of the position and j is the index of the
article. bi,j , 1 ≤ j ≤ m can be seen as a distribution of the bias strength in
one position i. For example, the distribution in Figure 3.6 shows the bias in
the second position if we normalize the articles into 10 positions.

To model the distribution, we employ a Gaussian mixture model
(GMM) (Reynolds, 2009). The assumption behind GMMs is that a distri-
bution can be seen as a combination of Gaussian distributions, where each
distribution is represented by its mean µ, its variance σ2, and a weight w,
the sum of all weights being 1. Modeling a GMM is unsupervised; we only
need to set the number of mixtures we would like to have.

After applyingGMMon bi,j , 1 ≤ j ≤ m, the distribution of a bias position
i is represented by a set of Gaussian mixtures, Nl(µl, σ

2
l , wl), where l is the

index of mixtures. For each mixture, we can then learn its bias distribution
by:

p(a = 1 | Nl) =
occur(b̄i,j ∈ Nl, aj = 1)

occur(bi,j ∈ Nl)
(3.7)
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Figure 3.6: Bias strength in one position and the fitted Gaussian mixtures of it,
reused from our paper (Chen et al., 2020b). The bias strength is the value of b̄i.
Note that the y-axis is the probability density, i.e., the sum of all areas in bins or
the sum of all areas under Gaussian mixtures is one.

To avoid zero probability in somemixtures, we also apply add-one smooth-
ing. Then, the bias probability p(b̄ | a = 1) in one position is:

p(b̄ | a = 1) ∝ p(a = 1|b̄)
p(a = 1)

∼ p(a = 1|Nb̄)

p(a = 1)
, (3.8)

where Nb̄ is the mixture most likely generating b̄.

Bias Sequence The Naïve Bayes classifier in Equation 3.6 assumes that
each position is independent of other positions. We can also consider a po-
sition to depend on the previous positions. For example, under the assump-
tion that each position depends on the one before, we can rewrite Equa-
tion 3.6 as:

a = argmax
a

k∏
i=1

p(b̄i | b̄i−1, a) · p(a) (3.9)

Then, we can further rewrite p(b̄i | b̄i−1, a) as:

p(b̄i | b̄i−1, a) =
p(a | b̄i, b̄i−1)

p(b̄i−1 | a) · p(a)
(3.10)

In this equation, p(b̄i−1 | a) can be approached by the GMM as described,
and the numerator of the equation can be seen as the transition probability
in a Markov process. In particular, after finding the mixtures most likely
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Training Validation Test

Neutral Bias Neutral Bias Neutral Bias

84 96 31 29 29 31

Table 3.6: Bias distribution of articles in the experiment setting.

generating b̄i, and b̄i−1, we estimate the transition probability p(a|b̄i, b̄i−1)

as:
p(a | b̄i, b̄i−1) ∼ p(a | Ni,Ni−1), (3.11)

where Ni and Ni−1 are the mixtures most likely generating b̄i and b̄i−1 re-
spectively. Again, we apply add-one smoothing when estimating the tran-
sition probabilities.

The previous equations can be easily extended to the case that each po-
sition is dependent on more than one position. However, longer dependen-
cies imply fewer observations of each possible transition. As a result, we
only test the first and the second-order Markov process below (i.e., depen-
dence on the previous one or two positions).

3.3.3 Impact of Sentence-Level Bias

We first use the ground-truth sentence-level bias from the dataset. Thereby,
we investigate the ideal case where the sentence-level bias can be detected
perfectly (assuming the manual annotations are correct). The different
types of sentence-level bias are also tested to understand if article-level bias
is more correlated to a certain type.

In the experiment setting, the size of the training, validation, and test
sets are 180, 60, and 60 articles, respectively. Additionally, we control the
events in the sets to ensure there is no event overlap between the sets. The
distribution of labels in each set and setting can be found in Table 3.6. As
can be seen, the article-level labels are almost balanced, with some more
biased than neutral articles. According to the distribution in the training
set, we chose all-bias as the majority baseline in the later experiments.

As standard feature-based approaches, we employ an SVM and a logistic
regression classifier based on word n-grams with n ∈ {1, 2, 3}. The consid-
ered n-grams are learned on the training set and lowercase. Hyperparame-
ters such as cost and class balance are optimized on the validation set.

As a standard neural approach, we employ a pre-trained uncased BERT
model using word embeddings as “features”.5 We fine-tuned the approach

5Cased and uncased BERT performed similarly in tests.
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Feature Classifier Accuracy

– All-bias baseline 0.52
n-grams (1–3) SVM 0.52 (+0.00)
n-grams (1–3) Logistic Regression 0.53 (+0.01)
Word embeddings BERT 0.53 (+0.01)

Table 3.7: Accuracy of the three standard approaches and the all-bias baseline
in article-level bias detection. The numbers in parentheses indicate the difference
compared to the baseline.

and optimized the number of epochs for fine-tuning the training and vali-
dation set. Only the first 256 and the last 256 words of an article are used for
bias prediction because the maximum sequence length of the BERT model
is 512 tokens.

Tables 3.7 show the results of the basic article-level bias detection ex-
periments, which address the effectiveness of standard classification ap-
proaches in article-level bias detection. With a maximum of 0.55, the ac-
curacy of all classifiers is generally low for a two-class classification task.
Given that the event information is not available, the classifiers seem to
learn almost nothing: In the absence of event features, the classifiers are
more forced to learn style or structural features. Yet, they turn out not to be
able to do sowithout a proper design of such features. These results suggest
that standard approaches are insufficient for article-level bias detection.

We prepare three types of sentence-level bias features, according to the
descriptions in Section 3.3.2: For bias frequency, we consider a single feature
SVM. We use a linear kernel and optimize its cost hyperparameter on the
validation set. For bias positions, we compute the bias probability in each
position and then apply either Naïve Bayes, in line with Equation 3.6, or
an SVM. For bias sequences, we use the Markov process from Equation 3.9
to predict an article-level bias label. Besides, we use the probabilities p(b̄i |
b̄i−1, a) as features for an SVM. Finally, we also test stacking models. To test
the effectiveness of each feature, we stack all three SVMsof each bias feature,
as well as any two of the three SVMs as an ablation test.

The column Acc(GT) of Table 3.8 shows the accuracy of employing
ground-truth sentence-level bias features in predicting article-level bias.
The SVM stacking classifier with bias frequency and sequence (F+S) per-
forms best with an accuracy of 0.67. Stacking all features (F+P+S) achieves
the same accuracy. In general, all feature and classifier combinations out-
perform all approaches found in Table 3.7.
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Bias Feature Classifier Acc (GT) Acc (Pr)

Lex. fabs SVM 0.65 0.52
frel SVM 0.63 0.48
Bias Position Naïve Bayes 0.55 0.48

SVM 0.57 0.48
Bias Sequence Markov Process 0.50 0.50

SVM 0.53 0.50

F + P SVM Stacking 0.65 0.52
F + S SVM Stacking 0.65 0.52
P + S SVM Stacking 0.52 0.52
F + P + S SVM Stacking 0.65 0.52

Info. fabs SVM 0.57 0.52
frel SVM 0.52 0.52
Bias Position Naïve Bayes 0.55 0.50

SVM 0.55 0.50
Bias Sequence Markov Process 0.48 0.48

SVM 0.47 0.48

F + P SVM Stacking 0.55 0.52
F + S SVM Stacking 0.58 0.52
P + S SVM Stacking 0.58 0.52
F + P + S SVM Stacking 0.58 0.57

Any fabs SVM 0.65 *0.67
frel SVM 0.65 0.65
Bias Position Naïve Bayes 0.57 0.58

SVM 0.52 0.52
Bias Sequence Markov Process 0.58 0.58

SVM 0.42 0.42

F + P SVM Stacking 0.63 0.65
F + S SVM Stacking *0.67 0.62
P + S SVM Stacking 0.50 0.50
F + P + S SVM Stacking *0.67 0.62

Table 3.8: Accuracy of all evaluated combinations of features and classifiers
in article-level bias detection based on ground-truth (GT) and predicted (Pr)
sentence-level bias. F combines absolute (fabs) and relative (frel) bias frequency,
P stands for for bias position, and S for bias sequence. The best value for each bias
type is marked bold. The best values overall are marked with *.

Among the features of sentence-level bias, bias frequency, and bias po-
sition can be exploited best by the SVM. While the bias sequence does not
perform as well as the others, the stacking classifier using it yields the high-
est effectiveness. The bias sequence appears to be the weakest and some-
times brings a negative impact on the performance. However, there may be
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Training Validation Test

Neutral Bias Neutral Bias Neutral Bias

Lexical bias 4 611 263 1 558 85 1 382 78
Informational bias 4 102 772 1 404 239 1 272 188
Any bias 3 839 1035 1 319 324 1 194 266

Table 3.9: Distribution of the different types of sentence-level bias in the settings
for research question Q1. In the Any bias setting, a sentence is considered biased if
it contains lexical and/or informational bias.

several reasons behind it. For example, the sequential features may be too
subtle, such that ourmodels (SVM andMarkov process) are too sensitive to
the tiny changes in the features. But, it may also be that a smarter combina-
tion strategy for the three different types of features is required; to keep the
models simple, we tested only stacking. On the single features, the results
show that an SVM is not always the best choice to utilize the features. In
particular, Naïve Bayes andMarkov process work better when dealing with
informational bias and any bias.

Next, we take a closer look at the stacking part of Table 3.8, to analyze the
feature’s effectiveness. While using lexically biased sentences as features,
the frequency features contribute more (combinations in stacking with F
achieve the best results). On the other hand, while using informationally
biased sentences as features, the sequential features are more important.
In other words, to detect article bias, it is important to know the number
of lexically biased sentences as well as the order of informationally biased
sentences. Our interpretation is that the existence of lexical bias is already
a strong clue for presenting bias, whereas informational bias has to be con-
veyed in a certain order or writing strategy (and thus is more difficult to
capture).

Regarding the two types of sentence-level bias, the best results are ob-
served for any bias. Using only informational bias leads to the lowest effec-
tiveness. While there is more informational than lexical bias, as shown in
Table 3.9, the classifiers seem to rely more on the lexical bias. The reason
could be that lexical bias is easier to capture (by word usage), while infor-
mational bias clues, if any, are subtle. Still, including both types of bias (but
not distinguishing them) works best.

To study how sentence-level bias detection can be utilized for article-
level bias detection, we first present the results of applying the standard
approaches to sentence-level bias detection in Table 3.10. Besides accuracy,
we also show precision, since a high precision boosts the confidence in pre-
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Bias Feature Classifier Acc. Prec.

Lex. – All-bias baseline 0.05 0.05
n-grams (1–3) SVM 0.13 0.13
n-grams (1–3) Logistic Regression 0.07 0.05
Word embeddings BERT 0.95 0.38

Info. – All-bias baseline 0.13 0.13
n-grams (1–3) SVM 0.13 0.13
n-grams (1–3) Logistic Regression 0.47 0.14
Word embeddings BERT 0.86 0.37

Any – All-bias baseline 0.18 0.18
n-grams (1–3) SVM 0.38 0.18
n-grams (1–3) Logistic Regression 0.69 0.23
Word embeddings BERT 0.79 0.58

Table 3.10: Accuracy (Acc.) and precision (Prec.) of the three standard ap-
proaches and the all-bias baseline in sentence-level bias detection. The highest ac-
curacy and precision values for each bias type are marked bold.

Bias Classifier Precision Recall F1
Lex. Fan et al. (2019) 29.13 38.57 31.49

Reimplementation 37.50 13.64 20.00

Info. Fan et al. (2019) 43.87 42.19 43.27
Reimplementation 58.62 32.08 41.46

Table 3.11: Classification results of Fan et al. (2019) and our reimplementation.
Both use pre-trained BERT, but the exact dataset split of Fan et al. (2019) is unclear.

dicting sentence-level bias. We expect precision to be more important than
recall since we use the predicted bias for computing the article-level bias
features. We find that fine-tuned BERT is strongest in effectiveness. Match-
ing intuition, and predicting lexical bias seems much easier than predicting
informational bias.

3.3.4 Impact of Predicted Sentence-Level Bias

Wefirst present the results of applying the standard approaches to sentence-
level bias detection in Table 3.10. Besides accuracy, we also show precision,
since a high precision boosts the confidence in predicting sentence-level
bias. We expect precision to be more important than recall since we use the
predicted bias for computing the article-level bias features. We find that
fine-tuned BERT is strongest in effectiveness. Matching intuition, and pre-
dicting lexical bias seems much easier than predicting informational bias.
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Since Fan et al. (2019) provides their results of using BERT on sentence-
level bias classification, we also used BERT for comparison. To this end,
we split the dataset into sets of the same size as Fan et al. (randomly with
6819 training, 758 validation, and 400 test instances). However, the actual
distribution of labels is not provided by the authors. As shown in Table 3.11,
the results of our reimplementation for predicting informational bias are
comparable to their results (in terms of F1-score), but it is much worse for
predicting lexical bias. Note that lexical bias in the dataset is rather rare
(478/7984 ≈ 6%). We thus assume that the difference between our and the
original test set caused the difference.

We used the predictions of the best sentence-level bias classifier (i.e.,
BERT) to compute the bias features. The resulting effectiveness in article-
level bias detection can be found in column Acc(Pr) of Table 3.8. Compar-
ing these results to those obtained from giving ground-truth sentence-level
bias, we see a clear drop in the effectiveness, when using only lexical bias
or only informational bias. Interestingly, however, the best configuration—
with absolute bias frequency (fabs) and SVM on any bias—is as good as the
best one for ground-truth sentence-level bias. This means that using the
predicted bias can sometimes be better than using ground-truth bias. We
explain this by the fact that sentence-level bias classifiers are determinis-
tic while human annotators may not, which can help our approaches learn
more stable patterns in the features.

Overall, our approacheswith sentence-level bias information outperform
the standard approaches, underlining the impact of our approach. With
an accuracy of 0.67, we outperform the standard approaches (0.53) by 14
points and the all-bias baseline (0.52) by 15 points. Regarding the differ-
ent types of bias, the bias frequency is still the best feature, while the bias
position and the bias sequence are weaker. The stacking model is the most
effective in general.

3.4 Summary

This chapter has introduced a newmedia bias corpus containing news arti-
cles and their political bias labels in Section 3.1. We discussed the creation
of the corpus and showed the characteristics of biased text via our discrim-
inativeness analysis.

Based on the created corpus, in Section 3.2 we have studied political bias
and unfairness in news articles. We have trained sequential models for bias
detection and have applied a reverse feature analysis to demonstrate that it
is possible to reveal at what granularity level and how sequential patterns
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media bias is manifested. Specifically, we find that the last quarter of an
article seems to be the most biased part. A significant “by-product” of our
research is a new corpus for bias analysis. We believe this corpus can help,
for example, investigate how journalists convey bias in a news article.

Lastly in Section 3.3 we have given evidence that the exploitation of low-
level lexical information is insufficient to detect article-level bias — espe-
cially, if the dataset is small. To provide a complete picture, we have formu-
lated three research questions related to article-level bias detection, in order
(1) to assess the state of the art of event-dependent and event-independent
bias prediction, (2) to learn about the relation between sentence-level and
article-level bias, and (3) to study whether sentence-level bias can be lever-
aged to predict article-level bias. To tackle the detection of article-level bias,
we have proposed and analyzed derived (second-order) bias features, in-
cluding bias frequency, bias position, and bias sequence. As a main result
of our research, we have shown that this new approach outperforms the
best approaches existing so far. If bias detection can be done sufficiently
robustly on the article level, we envisage, as a line of future research, the
development of “reformulation” strategies and algorithms for the task of
neutralizing biased articles (Pryzant et al., 2020).

In this chapter, we have equipped ourselveswith the knowledge ofmedia
bias in news articles using NLP techniques. Specifically, we have explored
the ways in which media bias manifests through computational analysis.
As emphasized earlier, the awareness of media bias serves as the initial and
critical step toward tackling it. Armedwith this knowledge, the subsequent
chapter will study using NLP to mitigate media bias.



4
Textual Media Bias Mitigation

There are no facts, only
interpretations.

Friedrich Nietzsche

In the previous chapter, we have learned the characteristics of news me-
dia bias. With this in mind, the next step of this thesis is to study how to
mitigate the three kinds of media bias: gatekeeping bias, coverage bias, and
statement bias. From the results of our previously published papers (Chen
et al., 2018b, 2021) and a paper under review (Chen et al., -), we discuss our
bias mitigation strategies.

Section §4.1 studies the topic of mitigating gatekeeping bias. We discuss
how to cast the gatekeeping bias mitigation problem into an NLP task, and
we propose a neural network model for it (Chen et al., -). Moving on to the
coverage bias mitigation in Section §4.2, we also discuss how to frame the
text differently (reframe) in order to mitigate the bias (Chen et al., 2021).
Finally in Section §4.3, we use the statement bias dataset created in Sec-
tion §3.1 to develop a neural network-basedmodel to transfer a left-oriented
sentence to a right-oriented sentence and vice versa (Chen et al., 2018b). For
all mitigation models, we perform both automatic and manual evaluations
to provide empirical results that we can mitigate the three types of media
bias.

47
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(b) Generator Training(a) Classifier Training

(c) Model Inference
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Figure 4.1: The three stages of our approach: (a) Training classifiers for each con-
dition. (b) Training the multi-task learning model with the knowledge from the
trained classifiers. Three fully-connected layers (one for each condition) are used
to predict the condition fulfillment. The model learns to generate the text while
satisfying the conditions. (c) Selecting the output text best fulfilling the conditions
using the classifiers. Different conditions require different inputs.

4.1 Gatekeeping Bias Mitigation

Gatekeeping bias means the reporter selects what to report and what not to
report. To mitigate such bias, we propose to focus on how to insert a piece
of new information in the text. By doing so, the gatekeeping bias is reduced
because more information from different angles is included.

From the perspective of natural language generation, such a mitigation
strategy suggests a text-filling problem given its context. Therefore, we pro-
pose a multi-task learning problem. In particular, the first task is the text
generation taskwhile the generated text has to fulfill three conditions: (1) It
contains the desired new information. (2) It is coherent with the context.
And (3) it keeps the topic unchanged. In the following subsections, we first
present a multi-task learning approach for bias mitigation, and then we in-
troduce the corpus containing such bias. Later, we discuss the results of our
model.

4.1.1 Gatekeeping Bias Mitigation Approach

In this subsection, we define the gatekeeping bias mitigation task that we
consider, and then we present our approach to the task using knowledge
distillation. Figure 4.1 gives an overview of the approach.

As discussed, we model gatekeeping bias mitigation as a sentence gen-
eration task:

Given new information, a topic should be kept, and a surrounding con-
text, generates a text that contains the new information, keeps the topic,
and is coherent with the context.

We assume the new information is given a sentence, and the topic to be
specified as a phrase. For context, we assume it is given as one sentence
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before and one sentence after the text to be generated. Examples are shown
in Figure 4.2.

Knowledge Distillation We approach the three conditions of the given
task (information containing, topic keeping, and coherence) using a multi-
task paradigm, where the primary task is text generation while the fulfill-
ment of each condition serves as one auxiliary task. Most multi-task learn-
ing methods produce all output at once (Collobert andWeston, 2008), gen-
erating the text and predicting the conditions’ fulfillment at the same time.
However, we argue that the prediction should be made after generation, so
themisfulfillment of the conditions can be backpropagated to guide the gen-
eration step.

We realize our approach in three stages, as illustrated in Figure 4.1:

(a) Classifier training. Given the three conditions, we train one classifier
for each.

(b) Generator training. The classifiers are used as teacher models to guide
the training of the generation model.

(c) Model inference. Given output text candidates, the classifiers find out
the text best fulfills the conditions.

Inspired by research on knowledge distillation (Hinton et al., 2015; Liu et al.,
2021), we use the classifiers as the teacher models and distill their knowl-
edge into our approach. This could also be extended by further conditions,
simply by using further classifiers and concatenating the embeddings with
different inputs, if necessary. The main difference between Liu et al. (2021)
and ours is that we add (c) to further improve the performance.

Classifier Training For topic bias, the classifier predicts the relation be-
tween the generated text, ŷ, and the desired information, f . Borrowing
ideas from natural language inference (MacCartney, 2009), we distinguish
three cases: (1) information containing, i.e., one text entails the other text,
(2) opposite information containing, i.e., the two texts contradict each other,
and (3) neural that the texts are unrelated to each other.

For topic keeping, a binary classifier predicts whether the generated text
covers the desired topic t. Lastly, a binary classifier predicts whether the
three sentences (sentence before sentbefore, generated text, and sentence af-
ter sentafter) are coherent in sequence.

Generator Training For generation, we use an encoder-decoder architec-
ture that learns to generate the target output text ŷ given the inputs (topic
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Training Validation Test

4,064 533 1,457

Table 4.1: The number of instances in training set, validation set, and test set in the
topic bias mitigation dataset.

bias, entity, sentence before, and sentence after), as shown in Figure 4.1(b).
After generation, we pass ŷ, t, e, sentbefore, and sentafter to the trained clas-
sifiers to get the predicted labels L, one label per classifier. We also feed
ŷ and all other inputs to the encoder again and concatenate their embed-
dings. Three fully connected layers (one for each condition) are used to
predict labels L̂, where the target labels L are given by the classifiers. Note
that, unlike most multi-task learning approaches, the labels of the condi-
tions are given by the teacher models on the fly and are not known before
training.

Multiple losses have to be optimized: Lg, the generation loss from com-
paring y with ŷ, and one condition loss Li each from comparing li ∈ Li

with l̂i ∈ L̂i for condition i. The overall loss is as follows, where n is the
number of conditions:

L = αg · Lg +

n∑
i=1

αi · Li, (4.1)

where αg ≥ 0, αi ≥ 0 and αg +
∑

αi = 1.

Model Inference During inference, we first generate a set of candidate
texts ŷj and then use the classifiers to predict the probabilities of condition
fulfillment, as shown in Figure 4.1(c). The text with the highest aggregated
probability is selected as the output. In particular, given all predicted prob-
abilities pi,j of condition i and candidate j, the best output text is computed
as follows, with the same weights as in Equation 4.1:

ŷ = argmax
ŷj

n∑
i=1

αi · pi,j , (4.2)

4.1.2 Experiments

In this section, we report on the experimentswe conducted to investigate the
extent to which the proposed approach can perform topic bias mitigation.
We present the setup, the dataset preparation, and the considered baselines.
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House minority leader Nancy Pelosi was re-elected to her leadership post Wednesday morning. 
But more than 60 Democrats voted against her a stunning level of dissent at a time when the party is trying to pick up the pieces after a disastrous 
presidential election. 
Pelosi defeat her lone challenger, Rep. Tim Ryan, by a vote of 134 to 63.

“There's a whole lot of anger,“ said one Democrat who opposed her, who requested anonymity in order to speak freely.

Input article

Referred article

sent before

sent after

targettopic = Nancy Pelosi

topic = Nancy Pelosi new information

Figure 4.2: Examples from the BASIL dataset. Note that the original annotation
does not include the location of the topic in this dataset. We label “her” here for bet-
ter understanding. Similarly, both the target and the new information have negative
sentiments toward the topic, “Nancy Pelosi”. In this figure, the inputs (sentbefore,
sentafter, and new information) are in green and the output (target) is in orange.

Training Validation Test

Info. Neutral Oppo. Info. Neutral Oppo. Info. Neutral Oppo.

4,064 3,182 3,466 533 528 333 1,457 1,039 917

Table 4.2: The number of instances in the training, validation, and test set for the
information containing bias classifier training. We randomly selected neutral and
opposite information containing (Oppo.) samples to have equal number as infor-
mation containing (Info.) ones as much as possible.

Datasets We considered BASIL news corpus (Fan et al., 2019) as the gate-
keeping bias mitigation corpus, which consists of three news articles each
for 100 different events. The distribution of the training, validation, and test
sets can be seen in Table 4.1.

We randomly selected 70 events as the training set, 10 events as the val-
idation set, and 20 events as the test set. We only use the sentences which
have bias annotated. An example of the dataset can be seen in Figure 4.2.
A biased sentence is annotated with an entity (so-called target in the BASIL
paper), such as a person or an event, and the sentiment toward the topic.

Classifiers and Model Here we detail the three training of the three
classifiers outside the generation model. As a base model, we use
facebook/bart-base from the Huggingface library (Wolf et al., 2019). Be-
sides, we have the following three teacher classifiers.

Information Containing Classifier Given information to be added, f ,
and generated text, ŷ, this classifier predicts the probability of being con-
tained. It is based on the pre-trained natural language inferencemodel from
microsoft/deberta-base-mnli. For a given sentence having a sentiment
toward an entity (e.g., a politician), we took all sentences from other texts
with the same reported event and sentiment as those as information contain-
ing samples. To finetune the classifier on the training data, we also needed
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Training Validation Test

Positive Negative Positive Negative Positive Negative

960 960 124 124 315 315

Table 4.3: The number of instances in the training, validation, and test set for the
topic adherence and the coherence classifiers. The positive label means topic keep-
ing or coherence, respectively; the negative label means no topic keeping or inco-
herence.

samples with opposite information containing and neutral labels. For opposite
information containing, we selected sentences from other news for the same
event mentioning the same entity but opposite sentiment. For neutral, we
randomly selected sentences from other newsmentioning a different entity.
Table 4.2 shows the distribution of the labels in the dataset. The perfor-
mance of the classifiers is limited only, with a macro-average F1-score 0.47
and an F1-score of 0.61 for the information containing the label.

Topic Keeping Classifier Given a topic, t, and a generated text, ŷ, this
classifier predicts whether ŷ is relevant to t. For the negative instances, we
randomly chose a sentence with a different annotated topic. We used the
pre-trained bart-base(Lewis et al., 2020) and finetuned it on our datasets.
The data distribution can be seen in Table 4.3. The accuracy of the model is
0.74.

Coherence Classifier Given sentbefore, ŷ, and sentafter, this classifier pre-
dicts if ŷ is coherent in between the others. We also used the pretrained
bart-base and finetuned it on the given data. As negative instances, we
randomly chose sentences to replace the sentence in the middle. The data
distribution is the same in Table 4.3. The accuracy of the model is 0.84.

At inference time, we use the classifiers’ output probabilities of informa-
tion containing, topic adherence, and coherence for the three conditions in Equa-
tion 4.2. To train the classifiers, the positive and negative training instances
are generated from the training instances in the content transfer experiment,
and so for the validation and the test instances. As a result, we make sure
the classifiers do not learn any information from the validation and test sets.

Baselines Asbaselines for our approach, we select the following twomod-
els that can be considered state-of-the-art to the best of our knowledge. We
trained both baselines and optimized their hyperparameters on the valida-
tion set to create strong baselines.
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Sequence-to-Sequence Model We compare to the closely related
sequence-to-sequence training strategy in our previous paper (Chen
et al., 2021). As a conditional text generator, the inputs are the sentence
before, sentbefore, the sentence after, sentafter, the topic, t, and the new
information, f . The target output is the sentence in the middle. Similar
to the setting in the previous section, the four inputs are concatenated
together using special tokens as

[SB] sentbefore [/SB][SA] sentafter [/SA]

[F] f [/F] [T] t [/T],

where the bracketed symbols are special tokens. As for our approach, the
base model is bart-base.

Error Correction Model On the other hand, we consider the architecture
proposed by Thorne and Vlachos (2021). Given an input claim, the model
conditionally generates a corrected version of the claim based on retrieved
evidence from Wikipedia. In our case, instead of using the retrieval com-
ponent, we directly provide the ground-truth evidence to the input. In par-
ticular, we train a sequence-to-sequence model whose input consists of the
sentence before, sentbefore, the sentence after, sentafter, as well as the topic,
t, concatenated with special tokens. The target then is the sentence in the
middle. We used the trained model to generate the first draft output. Then,
we trained an error correction model with the draft output and the new in-
formation, f , as input, and the target, y, as output. In other words, we have
an ideal error correction case here: we exactly know the best f to guide the
draft output.

4.1.3 Results and Discussion

This subsection discusses the automatic and manual evaluation results of
our approach and the baselines. We analyze selected examples qualitatively
and discuss the hyperparameters of the model.

Automatic Evaluation We first evaluate the generated texts and the ful-
fillment of the input conditions using ROGUE F1-scores and available auto-
matic metrics:

ROUGE F1-Scores Table 4.4 shows that our approach outperforms both
baselines. However, the differences between the scores of the three ap-
proaches are small.
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Approach Rouge-1 Rouge-2 Rouge-L

Chen et al. (2021) 17.17 3.20 13.18
Error correction 16.52 2.69 12.64
Our approach 17.44 3.22 13.37

Table 4.4: Rouge-{1, 2, L} F1-scores of the two baselines and our approach. The
best score in each column is marked bold.

Approach Information containing↑ Topic keeping↑ Coherence↓

Chen et al. (2021) .590 .412 18.19
Error correction .615 .571 18.67
Our approach .591 .479 17.88

w/o selection .586 .391 18.08

Table 4.5: Automatic evaluation: Proportion of texts fulfilling the information con-
taining, topic adherence and coherence conditions. w/o selection denotes the pro-
portion before candidate selection. The best score per column is marked bold.

Condition Fulfillment We consider the following automatic metrics
to evaluate the condition fulfillment. 1 For information-containing,
we used the BERTScore (Zhang et al., 2020) with its best model
deberta-xlarge-mnli fromMicrosoft to predict the similarity between the
generated text and the new information. For topic keeping, we follow Yin
et al. (2019) to use a vanilla bart-large-mnlimodel as the zero-shot topic
classifier to predict the probability that the generated text has the desired
entity. Finally, for coherence, we concatenated sentbefore, generated text,
and sentafter as a single string and then computed the perplexity based on
GPT-2 (Radford et al., 2019).

Table 4.5 shows that our approach has the lowest perplexity while it has
the second-best performance in information containing and topic keeping.
Such unstable results illustrate the limitation of these two baselines. We also
see that the candidate selection (see Figure 4.1c) improves fulfillment of the
three conditions, especially topic-keeping. However, the two baselines and
the two variations of our approach are all very close to each other using
automatic evaluations.

Manual Evaluation Since the automatic evaluation only approximates the
actual quality, we also carried out a manual study where humans judged
the information containing, topic keeping, and coherence of the generated

1We refrain from using the teacher classifiers as evaluators since they are integrated into
our approach.
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Approach Information containing↑ Topic keeping↑ Coherence↓

Chen et al. (2021) 0.70 0.73 0.98
Error correction 0.72 0.69 0.99
Our approach 0.76� 0.76� 0.99

Table 4.6: Manual evaluation (main results): Mean scores of information contain-
ing, topic adherence, and coherence on each dataset. The best score in each column
is marked bold. The �symbols denoting a significance (p < 0.05) comparing to the
second best.

sentences. For the study, we randomly selected 100 instances from each
dataset (200 in total). We showed the participants the sentence before and
after, the topic, and the new information. On this basis, we asked them three
questions regarding the generated text:

Q1. What is the relationship between the sentence and the new informa-
tion?
{ The sentence entails the new information(1)
| The new information entails the sentence (1)
| The sentence partly entails the new information(0.5)
| The new information partly entails the sentence(0.5)
| Neither entailment nor contradiction (0)
| They partly contradict each other (-0.5)
| They contradict each other (-1) }

Q2. Does the sentence cover the given topic?
{yes (1) | partially (0.5) | no (0) }

Q3. Is the sentence coherent with the others?
{yes (1) | partially (0.5) | no (0) }

The numbers in parentheses indicate the scores of each answer. For in-
formation containing(Q1), entailment from either direction has a positive
score while contradiction has a negative score.

We used Amazon Mechanical Turk to acquire four annotations per in-
stance, at a cost of $0.33 per instance. To get more reliable results, we re-
quired the workers to have at least a 95% approval rate and at least 10,000
approved HITs. Furthermore, we applied the multi-annotator competence
estimation (MACE) measure (Hovy et al., 2013) to estimate the final label.
MACE achieved around 90% accuracy in predicting the labels.

Table 4.6 presents the manual evaluation results. For information-
containing, our approach has the best score compared to the other two base-
lines. In terms of topic-keeping, our approach is still the best while error
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Topic. Donald Trump
New information. In this case, Trump is sidestepping Congress so that he can gain
access to certain federal funds without congressional approval.

Chen et al. (2021). Ms. Coulter fired back shortly afterward. “This is a power
grab by a president who has disregarded thewill of the American people,”Mr.
Trump said. White House officials rejected criticism from across the ideological
spectrum that Mr. Trump was creating a precedent that future presidents could
use to ignore the will of Congress.
Error correction. Ms. Coulter fired back shortly afterward. Mr. Trump, who has
repeatedly called for the repeal of the Affordable Care Act, called the bill “un-
constitutional” and called it a “disaster” for the country. White House officials
rejected criticism from across the ideological spectrum that Mr. Trump was cre-
ating a precedent that future presidents could use to ignore the will of Congress.
Our approach. Ms. Coulter fired back shortly afterward. “It’s a dangerous prece-
dent”Mr. WhiteHouse officials said in a brief statement. WhiteHouse officials
rejected criticism from across the ideological spectrum that Mr. Trump was cre-
ating a precedent that future presidents could use to ignore the will of Congress.

Table 4.7: Sample from a news article Fan et al. (2019). The bold sentences are
generated by the baselines and our approach, given topic and reference fact.

correction is the worst. The reason for this could be the two-step process
harms topic-keeping. For the coherence condition, all approaches perform
almost equally well, only Chen et al. (2021) is slightly worse.

Comparing the two baselines, we found that Chen et al. (2021) is better
in generating topic-keeping texts, while the error correction model is better
in generating texts containing the desired information. Conceptually, Chen
et al. (2021)was developed to capture the frame in the texts asmentioned in
Section §4.2, while the error correction model was developed to fix the error
in the texts. The evaluation results also reflect such designed advantages of
the two models.

Qualitative Analysis Exemplarily, we look at one sample of generated
texts of the three approaches in Table 4.7.

As shown in Table 4.7, the new information to be inserted is about the
comment that Trump was sidestepping Congress to access certain federal
funds. Here, the model of Chen et al. (2021) generates an ironic sentence
where Trump criticizes himself. The error correctionmodel also talks about
Trump, but “the repeal of the Affordable Care Act” has nothing to do with
the fact. Our approach negatively comments that “It’s a dangerous prece-
dent” with respect to both the topic bias and the subsequent sentence on
the White House officials.
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In summary, the example suggests that the model of Chen et al. (2021)
tends to generate text without much detail. The error correction model can
providemore precise details, but part of the details tend to gowrong. Over-
all, our approach generates the most reasonable texts.

Hyperparameters To optimize our approach and the baseline models, we
tuned their hyperparameters to maximize performance on the validation
set. In particular, we considered the number of training steps and weights
in Equation 4.1. We logged the results in every half epoch, with amaximum
of 5 epochs of training. For the weights, we set the minimum value to be 0.1
and the maximum to be 0.7 (since 0.1 + 0.1 + 0.1 + 0.7 = 1). We validated
the model in every combination of the weights with a grid size of 0.1. This
gives a total of 84 combinations.

In the end, all models were saturated between the second and the third
epoch. For the weights, we found the best combination is 0.7 for generation
loss and 0.1 for all conditions. The difference between the best combination
and the worst one was about five points in terms of the ROUGE score. The
high generation loss suggests that it is harder to generate news texts, so the
models have to learn more from the generation loss.

4.2 Coverage Bias Mitigation

In this section, we study how to mitigate the other kind of bias: coverage
bias. As has been said, coverage bias focuses on the visibility of each side
of an issue. Therefore, our mitigation strategy is to change such visibilities
by framing the text differently.

Framing is frequently used in media, to reorient how audiences think
(Chong and Druckman, 2007), or to promote a decided interpretation. For
example, when talking about a certain law one may emphasize its economic
impact or its consequences regarding crime. With this in mind, we study
coverage bias mitigation in terms of changing the frame, in order to change
the perspective of the issue.

In detail, changing the frame can be a strategy to communicate with op-
posing camps of audiences, and, sometimes, just replacing specific terms
can be enough to reach a reframing effect. Consider in this regard a re-
porter who may prefer to use “undocumented worker” instead of “illegal
aliens” in left-leaning news (Webson et al., 2020). While still referring to
the same people, the former can provoke a discussion of the economic im-
pact of hiring them; the latter may raise issues of crime and possible de-
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(a) Economic Frame (original text)

Key Congressional backers of the measure, sponsored by Senator Alan K. Simp-
son, Republican of Arizona, and Romano L. Mazzoli, Democrat of Kentucky,
wanted a flexible spending limit. Implicit in the debate and the stalemate that
left the bill to die when Congress adjourned was a recognition that the cost of
immigration reform would be high, although no one knew how high. With-
out reform, though, the presence of what may be six million illegal aliens in this
country exacts an economic and social toll.

(b) Legality Frame (reframed text)

Key Congressional backers of the measure, sponsored by Senator Alan K. Simp-
son, Republican of Arizona, and Romano L. Mazzoli, Democrat of Kentucky,
wanted a flexible spending limit. “It’s time for Congress to take action,” says a
spokesman for the bill’s sponsors, who want a flexible spending limit. With-
out reform, though, the presence of what may be six million illegal aliens in this
country exacts an economic and social toll.

(c) Crime Frame (reframed text)

Key Congressional backers of the measure, sponsored by Senator Alan K. Simp-
son, Republican of Arizona, and Romano L. Mazzoli, Democrat of Kentucky,
wanted a flexible spending limit. “Illegal aliens’ is a growing problem in
the country,” says a spokesman for the measure’s sponsors. Without reform,
though, the presence of what may be six million illegal aliens in this country ex-
acts an economic and social toll.

Table 4.8: (a) Sample text from the media frames corpus Card et al. (2015). The
bold sentence is labeled with the economic frame. Having reframed the sentence
with the proposed approach, the text remains largely coherent and topic-consistent
while showing the legality frame (b) and crime frame (c), respectively.

portation. Such low-level style reframing has been studied in recent work
(Chakrabarty et al., 2021).

Usually, reframing requires rewriting entire sentences rather than single
words or phrases. Table 4.8 illustrates the change of a sentence from the eco-
nomic frame (a) to the legality frame (b) and the crime frame (c). While
the original text emphasizes the cost of immigration reform, the legality-
framed text quotes that “It’s time for Congress to take action,” and the
crime-framed text includes the notion of “illegal aliens”. The terms “bill”
and “measure” in the respective reframed versions ensure the topical co-
herence of the texts. Two facts become clear from the example, namely that
reframing needs (1) notable rewriting to shift the focus, and (2) overlapped
entities to ensure topic consistency.

To work in the real world, a computational reframing model needs to be
able to rewrite sentences completely. At the same time, the model has to
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preserve the context, by maintaining coherence and topic consistency. To-
wards these goals, we propose to treat reframing as a sentence-level fill-in-the-
blank task: Given three consecutive sentences plus a target frame, mask the
middle sentence and generate a sentence that connects the preceding and
the succeeding sentence in a natural way and that conveys the target frame.
This task implies three research questions: (1) How to tackle a sentence-
level fill-in-the-blank task in general? (2) How to generate a sentence with
a specific frame? (3) How to make the sequence of sentences coherent?

The sentence-level blank filling is a new and unsolved task. We approach
this task via controlled text generation, that is, by tweaking the input and
output of a sequence-to-sequence model where the masked sentence is the
target output, and the preceding and the succeeding sentences are the in-
puts (Section §4.2.1). For the second and third research questions, we pro-
pose three training strategies: (a) framed-language pretraining, to finetune
the model on all framed texts to learn the framed “language”, (b) named-
entity preservation, to support the model in maintaining important entities
extracted from the masked sentence, and (c) adversarial learning, to show
the model undesired output texts in order to learn to avoid them.

Based on the corpus of Card et al. (2015) with annotated sentence-level
frames, we empirically evaluate the pros and cons of each strategy and com-
binations thereof. The results reveal that our approach changes sentences
properly from the original to the target frame in most cases. Some “refram-
ing directions” remain challenging, such as from crime to economic. We
find that obtaining high scores for all assessed dimensions at the same time
is hard to achieve; for example, the adversarial learning strategy gives a
strong signal toward the target frame at the expense of lower coherence.
The implied trade-offs suggest that reframing technology should be config-
urable when applying it in a real-world scenario to put different stress on
each sentence.

4.2.1 Reframing Model

We now present our approach to sentence-level reframing. We discuss how
we tackle the reframing problem as a fill-in-the-blank task, and we propose
three training strategies to generate a sentence that is framed as desired and
that fits the surrounding text. Figure 4.3 illustrates our approach.

As discussed, reframing implies two problems: (1) To rewrite entire sen-
tences froma text asmuch as needed in order to encode a given target frame,
and (2) tomaintain coherence and topic consistency concerning the context
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... illegal aliens in this country exacts an economic and social toll.

s1

s3

MASK

Input

Framed Language 
Pretraining

Named-Entity 
Preservation

Adversarial
Learning

“It's time for Congress to take action,” says a spokesman ...

Key Congressional backers ... wanted a flexible spending limit. 

Output
s2, L

Legality... ...

Seq2Seq model for each frame
Strategies

s2

^

Figure 4.3: Illustration of our approach, reused from our paper (Chen et al., 2021).
The sequence-to-sequence model trained on the desired target frame (here, Legal-
ity) takes the context sentences (s1, s3) as input and s2 as target output. After
applying the three training strategies, the model learns to decode [MASK] to the text
addressing “It’s time for Congress to take action”.

given in the text. To tackle both problems simultaneously, we propose to
treat reframing as a specific type of sentence-level fill-in-the-blank task.

In particular, let a sequence of three contiguous sentences, ⟨s1, s2, s3⟩, be
given along with a target frame, f . The middle sentence, s2, is the sentence
to be reframed, and the other two sentences define the context taken into
account for s2. The fill-in-the-blank idea is to mask s2, such that we have
⟨s1,[MASK], s3⟩. The task, in turn, is to then decode themasked token [MASK]
to ŝ2,f , a variation of the sentence s2 that is reframed to f and both coherent
and topic-consistent to s1 and s3.

No proper solution exists for this task yet, and only little prior work has
addressed closely related problems. To approach the task, we propose a
sequence-to-sequence model r(·) where the input is the two context sen-
tences, ⟨s1, s3⟩, and the output to be generated is s2. To consider frame in-
formation in rewriting, we train one individual frame-specific model rf (·)
for each frame f from a given set of target frames, F , such that

∀f ∈ F : rf (s1, s3) ∼ ŝ2,f (4.3)

4.2.2 Training Strategies

To better control the text generated by themodel, we further guide the train-
ing process, by additionally considering the following three complementary
training strategies. All three aim to provide extra information to the refram-
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ing model. In Section §4.2.4, we experiment with variations of the models
to test each strategy and their combinations thoroughly.

Framed-Language Pretraining (SF) Due to the complexity of manual an-
notation, we can expect only a limited number of task instances for each
frame f ∈ F in practice, so the models may have insufficient knowledge
about how to generate framed language. To mitigate this problem, the first
strategy we propose is to pretrain the reframing model on all available text of any
frame f ∈ F . After that, this pretrained model will be further fine-tuned
using instances from one particular frame.

Named-Entity Preservation (SN) Given that a complete sentence is to be
generated, a reframing model may mistakenly generate off-topic and inco-
herent text, if not controlled for. To avoid this, the second strategy is to
encode knowledge about the named entities to be discussed. In particular, the set
of named entities,N , can be extracted from s2 and added to the input of the
model.2 Then, the input of the model can be extended to s1 [NE] N [/NE]

s3, where [NE] and [/NE] are special tokens to indicate the start and ending
of named entities.

Adversarial Learning (SA) During training, the instances fed to the de-
fault model are all “positive” samples where the output s2 comes from the
same sentences ⟨s1, s2, s3⟩ the input sentences s1 and s3 are from. While this
helps learning to generate coherent text, it impedes learning reframing. For
example, if the goal is to encode the crime frame in ŝ2,f , but s1 and s3 are
from the economic frame, the model is likely to generate economic text, be-
cause it learns to reuse frame information encoded in s1 and/or s3 based on
its experience. Inspired by adversarial learning, our third strategy is thus to
add “negative” training instances where the output sentence s̄2,f is from the target
frame, but possibly incoherent and/or topic inconsistent to the input.

In the given example, s̄2,f would be a sentence with the crime frame.
In case we combine adversarial learning with named-entity preservation,
s̄2,f is chosen from all sentences s2 in a given training set, such that the
named entities of s̄2,f and s2 are as similar as possible. In case not, we choose
a random sentence s2 as s̄2,f . Conceptually, we thereby force the model
to discard any possible input frame features. We note that this learning
strategy likely harms the coherence and topic consistency of the generated

2We use the pretrained model en_core_web_lg from spaCy for named entity recognition
in our experiments.
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text, as s̄2,f will often not fit to s1 and s3. We can control this effect, though,
through careful use of the strategy, training only a few epochs.

4.2.3 Reframing Dataset

In this section, we describe how we prepare the corpus we use to create
training and test instances for the sentence-level fill-in-the-blank task.

TheMedia Frames Corpus To analyze media framing across different so-
cial issues, Card et al. (2015) built a corpus that comprises 35,701 news ar-
ticles (published between 1990 and 2012 in 13 news portals) in the US, ad-
dressing the topics of the death penalty, gun control, immigration, same-sex
marriage, and tobacco.3 Each article is annotated at span level for 15 gen-
eral frames of the Policy Frames Codebook (Boydstun et al., 2013) in terms of
the primary frame, the title’s frame, and the span-level frame. Card et al.
(2015) truncated articles to have at most 225 words.

Data Preprocessing Following several works in frame analysis (Naderi
andHirst, 2017; Hartmann et al., 2019), we focus on the fivemost frequently
labeled frames in the corpus, accounting for about 60% of all labels. Exam-
ining these frames, we observed that two of them are hard to distinguish in
various cases, namely 6: Policy prescription and evaluation and 13: Political.4

Hence, we merge those two, ending up with a set F = {e, l, p, c} of four
frames:

e. Economic. Costs, benefits, or other financial implications;

l. Legality, constitutionality, and jurisprudence. Rights, freedoms,
and authority of individuals, corporations, and government;

p. Policy prescription and evaluation + Political. Discussion of specific
policies aimed at addressing problems, or considerations related to
politics and politicians, including lobbying, elections, and attempts to
sway voters;

c. Crime and punishment. Effectiveness and implications of laws and
their enforcement.

For the sentence-level fill-in-the-blank task, we split the corpus articles into
a training, a validation, and a test set. Each of the latter two comprises 3000

3We use the updated version from the authors’ repository, https://github.com/
dallascard/media_frames_corpus. Thus, the data distribution differs from the one of Card
et al. (2015).

4Naderi and Hirst (2017) reported similar observations.

https://github.com/dallascard/media_frames_corpus
https://github.com/dallascard/media_frames_corpus
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# Frame Training Validation Test

e Economic 6 605 883 888
l Legality c.a.j. 15 313 1 568 1 656
p Policy p.a.e. + Political 20 903 2 169 2 109
c Crime 10 726 1 144 1 257

All four frames 53 547 5 764 5 910

Table 4.9: The number of fill-in-the-blank instances in the training, validation, and
test set for each frame. Note that the four frames are not evenly distributed.

pseudo-randomly selected articles, 600 for each of the five given topics. The
training set includes the remaining 29,701 articles. For each set, we collected
all sentences from the respective articles that are labeledwith one of the four
considered frames. A sentence is considered to be labeled, if any part of the
sentence is labeled. In case a sentence has more than one frame label, the
sentence is associatedwith all the labels. For each of these framed sentences,
s2, we obtain its predecessor, s1, and its successor s3. Together, they form
one data instance, as in subsection 4.2.1, where the input is the tuple of
⟨s1, s3⟩ and the output is s2.

To avoid those outliersmisleading the learning process, we do not take all
instances, but we filter instances by sentence length as follows. We consider
only sentences s1, s2, and s3 with at least five and at most 50 tokens each,
and include only instances where s2 has a similar length to the mean length
of s1 and s3, with a tolerance of ± 50%. About 62% of the instances remain
after this step.

The distribution of the framed sentences among the training, validation,
and test sets is shown in Table 4.9. Note that the test set here is the one built
for automatic evaluation. The test set for themanual evaluation is discussed
in Section 4.2.5.

4.2.4 Experiments

We present the results of the pilot study for the different reframing ap-
proaches, the metrics for automatic evaluation, and the design of crowd-
sourcing tasks for manual evaluation.

Operationalizing Reframing We rely on transformers (Wolf et al., 2020)
as the basis for reframing. The pretrained weights of the sequence-to-
sequence model are from T5-base (Raffel et al., 2020). The three strategies
from subsection 4.2.1 require pretraining on framed language (SF) or a fine-
tuning of the reframingmodel (SN and SA) respectively. For SF and SN, the
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models were optimized on the validation set; for the adversarial learning
strategy, SA, we trained for three epochs in order not to harm the coherence
of the output too much. Since each strategy can be applied independently,
we considered eight reframing model variations, ranging from applying no
strategy (S∅) to applying all three strategies (SFNA).

Baselines The variant without any strategy, S∅, can be considered as a
baseline. Few other models exist so far that are suitable baselines for tack-
ling the reframing task, but one is GPT-2 (Radford et al., 2019). Specifically,
we finetuned GPT-2 on all text available for each frame to have four framed
versions of GPT-2. During application, we used s1, the sentence before the
target sentence, as the prompt and generated s2,f with the finetuned GPT-
2. We also tested framed-language pretraining, SF, with GPT-2. To obtain
GPT-2 + SF, we first finetuned GPT-2 on all framed text and then further
finetuned it on the text of the respective frame.

Pilot Study In ourmanual evaluation below, we focus on three of the eight
variations of our approach, for budget reasons and to keep the evaluation
manageable:

1. B.Coherence. The model variation generates the most coherent sen-
tences.

2. B.Framing. The model variation generates the most accurately framed
sentences.

3. B.Balance. The model variation achieves the best balance between co-
herence and framing.

We ranked the models in a pilot study where we randomly selected 10 in-
stances ⟨s1, s2, s3⟩ from the test set for each of the four frames in F , 40 in-
stances in total. We used the respective variation to reframe all sentences s2
to the economic frame. Then, we judge each reframed sentence by assigning
scores in response to the following questions:

Q1. Is the sentence coherent with other sentences?
{yes (2) | partially (1) | no (0)}

Q2. Does the sentence cover economic aspects?
{yes (2) | partially (1) | no (0)}

Table 4.10 shows the averaged scores. Pearson’s correlation r for the two
questions was 0.90 and 0.66 respectively, suggesting that the judges agreed
substantially in the rankings. Based on the average scores, we made the
following choices:
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Q1 (Coherence) Q2 (Framing) Balance

Strategy A1 A2 Avg. A1 A2 Avg. H. Mean

S∅ 4 6 0.96 5 7 0.49 0.65

SF 1 2 1.30 6 6 0.50 0.72
SN 3 3 1.10 4 5 0.58 0.76
SA 7 7 0.50 1 2 0.89 0.64

SFN 2 1 1.35 7 2 0.57 0.80
SFA 8 8 0.16 8 8 0.27 0.20
SNA 5 4 0.99 2 1 0.88 0.93

SFNA 6 5 0.90 3 2 0.70 0.79

Table 4.10: The pilot study rankings by the two annotators (A1, A2) along with
the average of their scores from the eightmodel variations, resulting from the three
training strategies SF , SN , and SA. Three framing variations are ranked second for
A2 due to identical average scores. The right-most column shows the harmonic
mean of the two average scores of both questions.

1. B.Coherence. SFN (coherence score 1.35)

2. B.Framing. SA (framing score 0.89)

3. B.Balance. SNA (harmonic mean 0.93)

We chose SNA in the latter case since it showed the maximum harmonic
mean of the two scores. In addition, wemanually evaluated S∅, the baseline
model without any training strategies.

4.2.5 Evaluation Metrics

To answer the research questions, we considered three dimensions for the
different approaches: coherence, correct framing, and topic consistency,
both in automatic and manual evaluation.

Automatic Evaluation Weused ROUGE scores to approximate the overall
quality of the generated texts. As ROUGE requires ground-truth informa-
tion, we considered only those cases where the target frame matches the
frame where the test instance stems from. To quantify the effect of refram-
ing, we compiled a vocabulary for each frame by taking the 100 words with
the highest TF-IDF values, where each sentence of a frame was seen as one
document. By counting the number of words occurring in the respective
vocabulary, we could get a rough idea of the reframing impact.



66 4.2 Coverage Bias Mitigation

Manual Evaluation For the manual evaluation, we randomly selected 15
instances for each frame from the test set, 60 instances in total. For each in-
stance, we applied the reframing models along with baselines to reframe it
to the four frames in F . Among the reframed cases one was of type intra-
frame generation (i.e., it had the frame from the original sentence); the other
cases were of the inter-frame generation type. These two types will be dis-
cussed separately.

We usedAmazonMechanical Turk to evaluate the selected test set, where
each instance was annotated by five workers (for $0.80 per instance). For
reliability, we employed only master workers with more than 95% approval
rate and more than 10k approved HITs. The percentage of agreement with
the majority is 73% on average in our experiments. The workers were pro-
vided three continuous sentences and were asked to judge the middle one
(the one generated) by answering six questions:

Q1. Is the sentence coherent with other sentences?
{yes (2) | partially (1) | no (0)}

Q2. Does the sentence match the topic in the first and the last sentence?
{Same or close related topic (2) | related or no topic (1) | unrelated topic (0)}

Q3. Does the sentence cover economic aspects?
{yes (2) | partially (1) | no (0)}

Q4. Does the sentence cover legality-related aspects?
{yes (2) | partially (1) | no (0)}

Q5. Does the sentence cover policy-related aspects?
{yes (2) | partially (1) | no (0)}

Q6. Does the sentence cover crime-related aspects?
{yes (2) | partially (1) | no (0)}

The first two questions asked for coherence and topic consistency, respec-
tively. The latter four assessed the reframing effect. For the computation of
the framing scores presented below, only the question asking for the target
frame was taken into account. Since a sentence may serve multiple frames,
the four framing questions were asked individually. We believe this scoring
method is better than only asking whether a text has a desired frame, to
avoid making the question suggestive. Along with this questionnaire, the
definition of the four frames was provided.
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(a) w/ Entities (b) w/o Entities

Approach Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-L

S∅ 16.37 2.90 13.48 13.51 11.22

SF 16.02 2.61 13.00 14.37 11.84
SN 27.06 10.44 23.83 14.91 12.62
SA 9.78 0.61 8.13 9.68 8.20

SFN 29.70 12.32 26.27 16.42 13.97
SFA 11.47 0.62 9.30 11.48 9.38
SNA 24.54 9.25 21.72 12.04 10.22

SFNA 25.83 10.36 23.01 12.58 10.64

GPT-2 11.97 1.14 9.80 10.66 8.96
GPT-2+SF 12.06 1.16 9.85 10.74 9.00

Table 4.11: Rouge-1, Rouge-2, and Rouge-L F1-scores (a) with and (b) without
considering named entities of all model variations (based on our strategies SF, SN,
and SA) compared to the GPT-2 baselines. Rouge-2 is ignored for (b), since entity
removal makes it unreliable. The highest score in each column is marked bold.

4.2.6 Results and Discussion

This subsection discusses the automatic and manual evaluation results, to
then analyze how our three training strategies affect generation. Finally, we
show some examples from the reframed output and discuss the limitations
of our approach.

Automatic Evaluation We here use ROUGE to assess the similarity be-
tween the generated text and the ground-truth text. As some model varia-
tions use named entities extracted from the ground truth, we also consider
a ROUGE variation where named-entity matches are ignored in the com-
putation.

Table 4.11 shows the results. We see that the GPT-2 baselines perform
worse than most model variations in all ROUGE scores. Adding the framed-
language pretraining strategy (SF) improves GPT-2 to some extent, though.
The other two strategies cannot be applied directly to GPT-2. When using
either strategy in isolation, only named-entity preservation (SN) improves the
ROUGE scores over S∅. Even though SN learns to reuse the named entities
from the ground-truth texts, we also see some improvement for ROUGE
without named entity overlaps. Using only adversarial learning (SA) de-
creases the ROUGE scores the most. This matches our expectation that SA

harms coherence.
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Economic (e) Legality (l) Policy (p) Crime (c)

tobacco court gun death
said said said said
gun state bill gun
would marriage would police
state death state murder
million law marriage year
new sex law penalty
industry supreme house law
year judge ban state
smoking same new two

Table 4.12: The top-10 words having the highest TF-IDF values for each of the four
frame in F = {e, l, p, c}.

Among the strategy combinations, SFN has the highest ROUGE score
both with and without named entity overlaps. This suggests that SF and
SN are important to generate texts of good quality. By contrast, SA tends to
decrease the ROUGE scores also here, for example, comparing SF with SFA.
Note, however, that ROUGE tells us little about the correct framing.

FramingWord Overlaps Table 4.12 lists the top-10 framing words in each
frame. Some words are characteristic for more than one frame, such as
“gun” (Economic and Crime). Via manual inspection, we found that the eco-
nomic frame covers the gun-sailing market while the crime frame tackles
gun-control issues. The frames also have distinctive words, such as “indus-
try” (Economic), “judge” (Legality), “bill” (Policy), and “police” (Crime).

Table 4.13 shows the proportions of framing words used in the test set,
before and after reframing. It becomes clear that the variations including
adversarial learning (SA) increase the number of framing words the most.
GPT-2 models generated even fewer framing words in each frame.

Intra-Frame Generation We first look at those generated sentences s2,f
where the target frame f is the frame used in the ground-truth, s2. Intra-
frame generation can be seen as easier for a reframing model, since some
frame information may be leaked in the previous or the next sentences.

The left block of Table 4.14 shows the results. GPT-2 + SF is worst in al-
most every case. In terms of keeping the topic consistent, the best approach
is S∅. For coherence scores, however, B.Coherence (SFN) obtains the highest
averaged coherence score (1.71), as expected from the pilot study. Similarly,
the best one for framing (1.65) is B.Framing (SA). The high consistency be-
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Approach Economic Legality Policy Crime

S∅ 10% (−2) 12% (−1) 12% (−1) 11% (−2)

SF 11% (−1) 13% (+0) 12% (+0) 11% (+0)
SN 11% (−1) 13% (+0) 12% (+0) 12% (−1)
SA 15% (+2) 20% (+6) 12% (+0) 15% (+1)

SFN 11% (−1) 13% (+0) 12% (+0) 12% (−1)
SFA 17% (+4) 17% (+3) 18% (+5) 13% (+0)
SNA 13% (+0) 18% (+4) 16% (+3) 15% (+2)

SFNA 12% (+0) 19% (+5) 16% (+3) 17% (+4)

GPT-2 8% (−4) 10% (−3) 10% (−2) 9% (−3)
GPT-2 + SF 9% (−3) 10% (−3) 10% (−2) 9% (−3)

Table 4.13: Proportion of word overlaps between the reframed texts and the top-
100 TF-IDF words of all four frames for each model variation and the GPT-2 base-
lines. The numbers in parentheses show the difference to the texts before reframing
(in percentage points).

Intra-Frame Inter-Frame

topic coh. fram. avg topic coh. fram. avg

B.Coherence 1.63 1.71 1.59 1.64 1.64 1.68 1.60 1.64
B.Framing 1.59 1.65 1.65 1.63 1.58 1.61 1.64 1.61
B.Balance 1.57 1.61 1.62 1.60 1.56 1.63 1.62 1.60

GPT-2 + SF 1.54 1.61 1.57 1.57 1.55 1.59 1.58 1.57
S∅ 1.66 1.66 1.61 1.64 1.63 1.66 1.60 1.63

Table 4.14: Manual evaluation: The topic consistency, coherence, framing, and aver-
age scores (avg) in intra- and inter-frame generation for the model varations with
highest coherence (SFN), framing (SA), and balanced (SNA) scores in the pilot
study, compared to baselines. The best score in each column is marked bold.

tween the pilot study judges and the crowdsourcing workers speaks for the
reliability of the results. With an average score of 1.64, B.Coherence, is, with
a tiny margin, the best among all approaches in intra-frame generation.

Inter-Frame Generation Inter-frame generation requires an actual
reframing. Its results are shown in the right block of Table 4.14. Similar
to intra-frame generation, the most coherent sentences were generated
by B.Coherence (1.68), which is also best for topic consistency (1.64) this
time, slightly outperforming S∅. Overall, the best model in the inter-frame
generation is B.Coherence again. B.Balance (SFN) is the third-best in co-
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Coherence of s2,f Framing of s2,f
s2 e l p c avg e l p c avg

e – 1.71 1.79 1.69 1.73 – 1.65 1.59 1.59 1.61
l 1.71 – 1.63 1.67 1.67 1.75 – 1.55 1.56 1.62
p 1.67 1.68 – 1.68 1.68 1.63 1.68 – 1.61 1.64
c 1.57 1.67 1.65 – 1.63 1.53 1.48 1.56 – 1.52

avg 1.65 1.69 1.69 1.68 1.68 1.64 1.60 1.57 1.59 1.60

Table 4.15: Manual evaluation: The average coherence and framing scores of
reframing from s2 to s2,f for each pair of source fram (rows) and target frame
(columns) from {e, l, p, c}. The highest/lowest score of each dimension is marked
bold/italic.

herence and the second-best in framing, but due to its comparably low
topic-consistency score (1.56), it is the worst variation on average.

Taken together, the tiny but important difference between the intra- and
inter-frame generations lies in the fact that S∅ performs better in the intra-
frame generation than in the other. This suggests that, while the baselines
are useful in easier cases, in the actual reframing task our proposed strate-
gies are still needed. Besides, we observe that the inter-frame generation
scores are just slightly lower than those in intra-frame generation. Consid-
ering that reframing is notably more complicated than generating the same
frame, we conclude that ourmodel realizes our reframing goalswell in prin-
ciple. Altogether, the rather high scores suggest that the neural generation
models perform strongly in general—or that our crowdworkers were not
critical enough.

To get further insights in Table 4.15, we take a closer look at the different
reframing directions (source frame to target frame), focusing on the best
overall model in Table 4.14, B.Coherence. We find that it seems rather diffi-
cult to change crime-framed sentences (source c) to other frames, especially
changing it to Economic (e). This observation may be explained by the low
word overlap between Crime and other frames. On the contrary, changing
the Policy frame (p) to others seems to work better on average. When dis-
cussing policies in context, it may be easier for models to add side effects
regarding economics or crime, while this is not the case for other source
frames.

Training Strategies
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Original text

All that was true of interracial marriages shortly after World War II. Today, in-
terracial marriage has strong public support, and no successful politician or
prominent public figure favors outlawing such unions. The question is whether
gay marriage is on the same trajectory or is so fundamentally different that it will
never be legalized.

(b) GPT-2 + SF (reframed text)

All that was true of interracial marriages shortly after World War II. Actually, a
number of people within a decade may have wanted to apply for visas. The
”Hispanic The question is whether gay marriage is on the same trajectory or is
so fundamentally different that it will never be legalized.

(c) S∅ (reframed text)

All that was true of interracial marriages shortly after WorldWar II. Bob Greene:
Gay marriage is on the same trajectory as interracial marriage. He says it is so
fundamentally different that it will never be legalized. The question is whether
gay marriage is on the same trajectory or is so fundamentally different that it will
never be legalized.

(d) B.Coherence (reframed text)

All that was true of interracial marriages shortly afterWorldWar II. Today, same-
sex marriages are legal in many states, but they are not as legal as interracial
marriages, according to a new study. The question is whether gaymarriage is on
the same trajectory or is so fundamentally different that it will never be legalized.

(e) B.Framing (reframed text)

All that was true of interracial marriages shortly after World War II. “It’s a good
thing that we’re able to do this,” said a spokesman for the tobacco industry,
who is suing the tobacco companies. The question is whether gaymarriage is on
the same trajectory or is so fundamentally different that it will never be legalized.

(f) B.Balance (reframed text)

All that was true of interracial marriages shortly afterWorldWar II.Today’s tight
labor market dictates that employers consider workers based on the skills they
possess rather than the partners they prefer. Gay couples must also consider
the financial obligations they owe their employers, he says. The question is
whether gay marriage is on the same trajectory or is so fundamentally different
that it will never be legalized.

Table 4.16: (a) Sample text from the media frames corpus Card et al. (2015). The
bold sentence is labeled with the policy frame. (b-f) Reframed sentences with the
five manual labeled approaches to the economic frame.

Framed-Language Pretraining (SF) Comparing GPT-2 and GPT-2 + SF

in Table 4.11, we observe that using SF can slightly improve the text quality
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in terms of ROUGE scores. However, the benefits of this training strategy
are more obvious when combining it with SN. For example, SFN has about
two percentage ROUGE higher compared to SF.

Named-Entity Preservation (SN) To generate a coherent and topic-
consistent text, preserving named entities turns out to be very important.
In terms of ROUGE, strategy SN is the most powerful feature. On the other
hand, the model achieving the highest topic and coherence score accord-
ing to the crowdsourcing results in Table 4.14 (B.Coherence) also uses this
strategy, together with SF.

Adversarial Learning (SA) In terms of neither automatic nor manual
evaluation, applying adversarial learning gives no improvement to the text
quality. However, including it can generate better-framed text: In both the
pilot study and the crowdsourcing study, including adversarial learning re-
sulted in the highest framing scores.

Examples Table 4.16 exemplifies the effect of sentence-level reframing,
showing how the five manually evaluated models reframed a text from the
policy to the economic frame. In this particular example, the intuitively lit-
tle connection between the topic of gaymarriage and the frame of economic
makes the reframing task particularly challenging.

As the table shows, only two models successfully managed to change
the focus, B.Framing and B.Balance. In particular, the result of the former
mentions an opinion of “a spokesman for the tobacco industry”, the lat-
ter uses the labor market’s viewpoint. However, the text “It’s a good thing
that we’re able to do this” in B.Framing appears to be rather vague and gen-
eral. Besides, the text is related to economy only because it mentions the
tobacco industry. On the other hand, B.Balance integrates gay marriage and
economic more naturally by using the labor market to connect the two con-
cepts.

4.3 Statement Bias Mitigation

In this section, we introduce our model to mitigate the statement bias of
a given text. Specifically, given a piece of text containing left-oriented (or
right-oriented) bias, our goal is to rewrite the text with opposite bias while
keeping the same semantic meaning as much as possible. Relying on the
news bias corpus created in Section §3.1, we extract the texts that can be
used in our statement bias transfer task.
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Same Event (Q3)

Same Changed Not Sure All
Bi
as

(Q
4) Changed 57 1 0 58

Same 28 1 0 29
Not Sure 10 1 2 13

All 95 3 2 100

Table 4.17: Counts of all possible combinations in the manual evaluation of
whether the ground-truth headlines capture the same event with flipped bias.

4.3.1 Ground-truth Mitigation Instances

We took all 2196 opposite headline pairs (left-oriented, right-oriented), where
both headlines of a pair are about the same event. We randomly selected
100 pairs as the validation set, another 100 pairs as the test set, and the re-
maining as the training set. To verify the test set, from Upwork we hired
three experts in journalism editing to annotate all 100 test pairs. For each
pair, the annotators had to answer four questions:

Q1. Do you understand headline 1?
{yes | partially yes | no | not sure}

Q2. Do you understand headline 2?
{yes | partially yes | no | not sure}

Q3. Do both headlines report on the same event?
{same | mostly same | changed | not sure}

Q4. Do the headlines have the opposite bias?
{changed | partially changed | same | not sure}

The resulting Fleiss’κ values were 0.97 (Q1), 0.97 (Q2), 0.62 (Q3), and
0.30 (Q4). All annotators understood almost all headlines, except for one
with only two words: “Lerner speaks”. The agreement for Q3 was substan-
tial and fair for Q4. Majority voting was used for the final decision.

Table 4.17 shows the annotations of Q3 and Q4, combining same and
mostly same for Q3, and changed and partially changed for Q4. From the 100
pairs, 95 were labeled as being on the same event, while only five pairs con-
fused the annotators. For the bias label, 58 headline pairs have opposite
bias, while the rest did not show any clear difference.

4.3.2 Statement Bias Mitigation Model

From the annotated headline pairs, we observed that not all headlines show
bias. To enrich bias information in the training set, we added the content of
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each article, split into sentences. We use these sentences as supplemental
information during learning. Since we do not have a transferred version of
each sentence in the content, wedonot use the content for the validation and
test set, and we evaluate the results only based on the headlines. Knowing
that two sentences in a training pair may have different semantics, we need
amodel that learns to transfer bias, but at the same time infers the semantics
of a sentence.

Formally, given a source sentence so along with its bias label bo and its
content zo, during training, our goal is to generate the target sentence st with
label bt and content zt, while zo and zt could be different. We are interested
in transfer the bias from bo to bt and from bt to bo, so we train two encoders
E(sk, bk), k ∈ {o, t}, that learn to infer zk:

zk ∼ E(sk, bk) (4.4)

Analogously, we train two generators G to generate sk given bk and zk:

ŝk ∼ G(zk, bk) = p(sk|bk, zk) (4.5)

Given the parameters in E and G, θE and θG, the two autoencoders (one
transfer from source to target, the other from target to source) is then opti-
mized to minimize the reconstruction error from sk to ŝk:

Lrec(θE , θG)= Esk∼Sk
[− log p(sk|sk, E(sk̄, bk̄))],

where k̄ is o when k is s, and k̄ is s when k is o.
As in other generative approaches, we also learn to maximize the loss of

the adversarial discriminator as follows:

Ladv = − logDk(sk)]− E[log−Dk(ŝk̄
))], (4.6)

where Dk is the discriminator used to distinguish sk from the transferred
version sk̄.

Finally, the loss function aims to minimize the loss from reconstruction
and the adversarial discriminators from two directions:

Lreco→t+Lrect→o−(Ladvo→t+Ladvt→o),

where o → t means changing from source to target and t → o from target
to source. To train the model, the architecture of Shen et al. (2017) fits our
needs. We thus replicate their cross-alignment setting: During training, we
choose the same number of left and right sentences randomly and then train
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the autoencoder from two directions in one batch. Even though the pairing
information is saved by this architecture, the results are promising: Modi-
fying the sentiment while maintaining semantics worked correctly in 41.5%
of all cases.

Besides, generativemodels are known to often produceUNK (the out-of-
vocabulary word), which is especially harmful in understanding the mean-
ing of short sentences, as given in our task. To reduce the frequency ofUNK
in the generated outputs, we set the size of the beam search to 10, and keep
the candidates with the fewest UNK.

4.3.3 Baselines

Besides the model we propose in the paper, we also experimented with
other approaches that generate a text given another text. Specifically, we
tried (1) training our model only with headline pairs, (2) the pointer gen-
erator (See et al., 2017) trained only with headline pairs, and (3) the sen-
timent and style transfer from Li et al. (2018). The pointer generator orig-
inally focused on abstractive summarization where it achieved high Rouge
scores. It learns to copy words from the source to handle out-of-vocabulary
issues. The sentiment and style transfer focuses on detecting the attribute
(the sentiment words for instance), and trying to alter it by looking for the
best candidates in a corpus.

However, even when finetuning their parameters, neither of these ap-
proaches generated readable outputs. Mostly, they just repeated words or
phrases, such as “the the the” or “trump he same he for trump”. So, with-
out sufficient content in the training data, it seems hard to obtain a language
model that generates meaningful sentences.

In particular, the pointer generator requires paired training samples,
hence training with sentences from the content is not possible. The senti-
ment and style transfer does not require paired training samples, but its at-
tribute detection mechanism requires an unequal distribution of sentiment
words. From the experiment in bias analysis, we know that this assumption
does not hold in our corpus. The model described in the approach section
is an end-to-end model without any strong assumptions. Although it has a
higher amount of parameters, it can produce more readable sentences.

4.3.4 Evaluation

To evaluate the results automatically, we measured the similarity between
the generated and the ground-truth headlines via Rouge-1, Rouge-2, and
Rouge-L, resulting in F-scores of 15, 3, and 12. In an additional manual
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Same Event (Q3)

Same Changed Not Sure All

Bi
as

(Q
4) Flipped 83 17 4 104

Same 21 10 0 31
Not Sure 23 33 9 65

All 127 60 13 200

Table 4.18: Counts of all combinations in the manual evaluation of the generated
compared to the ground-truth headlines in terms of event and bias.

Ground-truth headline pair Generated versions of the headlines Evaluation
Headline Bias Headline Bias Event Bias
John McCain urges
republicans not to
filibuster gun control.

left John McCain has elected
to avoid gun control.

right same changed

White House looks to
salvage gun-control
legislation.

right White House got to get
bipartisan change.

neutral mostly
same

partially
changed

Obama accepts
nomination, says his
plan leads to a “better
place”.

left Obama blasted
re-election, saying it a
“very difficult” to go
down.

right mostly
same

changed

Lackluster Obama:
change is hard, give me
more time.

right Real GOP: debate is
right, and more Trump.

left changed changed

Table 4.19: Two left-right headline pairs, along with the rewritten versions gen-
erated by our approach. The bias of the ground-truth headlines is given in our
corpus. The bias of the generated headlines is from the human annotators.

evaluation, another three editing experts answered Q2 to Q4 by comparing
the original and generated headlines, with a Fleiss’ κ of 0.61 (Q2), 0.51 (Q3),
and 0.29 (Q4). Out of 200 generated headlines (100 left-to-right, 100 right-
to-left), 73 were seen as understandable (Q2), whichwe see as a good result
for a generative model. For Q3 and Q4, Table 4.18 details the results. For
those headlines, where the content was kept (127), the bias was changed in
83 cases (65%). Even for those with changed meanings, 28% got the oppo-
site bias.

Table 4.19 shows selected pairs of ground-truth and generated headlines.
They demonstrate that our model keeps the event similar by using the same
words, and changes bias by replacing or adding biased words. The gener-
ated headlines contain some grammar errors, but we see these as tolerable
in machine-generated text on limited data.

In the first pair, the original headline states that McCain was pro-gun
control, while the rewritten one implies he was against it — a successful
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change. The ground-truth bias-changed headline in the second row mostly
uses other words while being pro-gun control. The generated headline also
keeps most words but turns out rather neutral. In the second pair, the orig-
inal headline shows a positive opinion of Obama, and the generated head-
line is a negative opinion of him. When rewriting the ground-truth bias-
changed headline (last row), the meaning is not kept. However, it is visible
that the generated headlines are pro-Trump.

We point out that there is a difference between bias-changing and fact-
changing. For example in the first pair, without knowingwhat JohnMcCain
stood for, we could neither guess his real opinion on gun control nor could
we conclude what he supported or not. In fact, bias can be conveyed by
emphasizing facts supporting a claim, as well as by hiding facts attacking
a claim. In other words, we might see different facts about the same event
with different types of bias. A news headline may be a conclusion, while
the news content shows the facts supporting this conclusion. In such cases,
no computational model will be able to change the content only using the
text itself, as it is hardly possible to simply generate new facts. Including
more articles reporting on the same event will be useful to help the model
learn the unseen information. We see this as future work on article-level
bias changing.

Finally, we found that an automatic evaluation of bias changing is lim-
ited. In the discussed examples, we see that even for a successful change,
the overlapping of generated and ground-truth headlines is very low. The
successful cases have a mean Rouge-1 score of 17, and unsuccessful ones of
15. Furthermore, if we divide the test pairs into those labeled as same event
and changed bias (57 pairs) and the rest (43), we find that the former is more
often rewritten successfully (43% vs. 20%). This suggests that filtering out
noisy cases with the help of experts will help improve performance.

4.4 Summary

In this chapter we have demonstrated how to mitigate three kinds of media
bias: gatekeeping bias, coverage bias, and statement bias using computational
models. To the best of our knowledge, we are the first to attempt to study
these three kinds of bias mitigation problems.

In Section 4.1, we propose to insert new information in order to mitigate
the gatekeeping bias. Using a multi-task learning approach, we generate
sentence that contains new information, keeps the topic, and is coherent
with its context. Our method’s ability to use any new information as input
is one of its main advantages. At the same time, using a variable set of
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classifiers provides an adaptable, flexible mechanism to fulfill the desired
conditions. We will see how to extend the method here into another task in
the chapter later.

Later in Section 4.2 we have introduced a reframing task for the coverage
bias mitigation. We have cast it as a sentence-level fill-in-the-blank task. It
involves generating new sentences with target frames while keeping their
coherence and topic consistency with the surrounding context. To tackle
the task, we have suggested three training strategies to control the framing
and coherence of the generated sentences. While evaluating these strategies
automatically andmanually, we found that a combination of the techniques
results in a successful reframing with acceptable coherence and topic con-
sistency, even though no single strategy can satisfy the needs of reframing.
Even though we are aware of the limitations of our approach, we contend
that such sentence-level reframing is a big step towards full article refram-
ing.

Lastly, based on the corpus created in Section 3.1, in Section 4.3 we have
studied how to rewrite a news headline from right-oriented to left-oriented,
and vice versa. The rewritten text helps to mitigate the statement bias. We
have trained a neural network model based on the cross-alignment archi-
tecture of Shen et al. (2017). Our experiment results suggest that current
state-of-the-art approaches struggle with this task. Even though our best-
tested model did quite well, there is still much potential for development.

In this chapter, we have learned the mitigation strategies for addressing
the three types of media bias. Notably, we have seen the role that compu-
tational models play in mitigating bias. In transition to the next chapter,
our focus shifts towards an examination of the robustness of the developed
models. This will provide insights into the reliability of the computational
approaches employed in analyzing and mitigating media bias, offering a
deeper understanding of their practical applications and limitations.
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Beyond Textual Media Bias

I may walk slowly but I never
walk backward.

Abraham Lincoln

In the previous chapters, we have learned how to analyze and mitigate
different kinds of media biases. In this chapter, we would like to investi-
gate if we can apply the learned knowledge to other domains of NLP tasks.
Specifically, we are interested in two tasks: content transfer and biased snip-
pet generation. For content transfer, it is an NLP task focusing on changing
the content of the text while keeping others unchanged. We chose this task
because it is very close to the gatekeeping bias mitigation task (details in
the Section later). Biased snippet generation is the task of how to generate
biased snippets in a web search scenario. Though the task itself is far away
frommedia bias, we see the potential of applyingmedia bias knowledge be-
cause we can also cast the snippet generation as a type of gatekeeping bias
mitigation.

In the following, Section §5.1 studies how to cast content transfer as a
gatekeeping bias mitigation task based on the paper (Chen et al., -). We use
the model from the gatekeeping bias mitigation and apply it to the dataset
of content transfer. In Section §5.2, we first perform a theoretical user study
to see the potential usage of generated snippets (Chen et al., 2018a). The
results suggest that the generated snippets perform aswell as snippets from
the Google search engine. Afterward in Section §5.3, we develop a snippet
generation model to generate snippets. The presentation is based on our
published paper Chen et al. (2020c).

79
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Topic. Mattress
Reference I really would expect a better mattress than a rock.
Text. Two complaints though: the bed, although not uncomfortable, was a little
lumpy. The mattresses felt like they were made of cement. And the free WiFi
never actually worked for me.

Table 5.1: Examples of content transfer on a hotel review. The bold sentences are
generated by the approach proposed in this work, given a topic, a reference, and the
surrounding text as input. The generated sentence aboutmattresses can be entailed
from the reference that the mattresses was like a rock.

5.1 Content Transfer

Text style transfer aims to change the style of the text while retaining its
content. Driven by recent developments in neural network architectures,
there has been much progress in text style transfer (Fu et al., 2018). How-
ever, limited attention has yet been paid to the opposite direction: retaining
style while changing content, referred to as content transfer (Qin et al., 2019;
Prabhumoye et al., 2019), such as completing a story following the same
style.

The main goal of content transfer is to insert a new sentence into the
text. Table 5.1 exemplifies the three conditions to be fulfilled, as proposed
in other work on content transfer (Qin et al., 2019; Prabhumoye et al., 2019):
content transfer with respect to the reference, topic adherence with respect to
the discussed topic, and coherence with respect to the context.

Compared with the three requirements (information containing, topic
keeping, and coherence) in our gatekeeping bias mitigation task (see Sec-
tion §4.1), we found that the tasks of content transfer and gatekeeping bias
mitigation are very close to each other. Therefore, we decided to reuse the
multi-task learning model as in Section §4.1, with the following twisting:
(1)We have a reference sentence as the new content to be inserted. (2) Topic
is given a word. And (2) context is given as the surrounding sentences as
in gatekeeping bias mitigation.

5.1.1 Experiments

We report our experiments in content transfer in this subsection. Especially,
we focus on how to use the gatekeeping bias mitigation model to perform
the content transfer task.

Datasets We consider hotel reviews in the experiments. Compared with
the news articles in the gatekeeping bias mitigation scenario, the reviews
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Training Validation Test

23,471 5,158 6,489

Table 5.2: The number of instances in training set, validation set, and test set for
the dataset.

Three nights in our third room were claustrophobic. 
Too much furniture was stuffed in this small, dark room. 
We were tripping over our luggage.

... My first room, on the tenth floor, was tiny. ...

Input review

Referred review

sent before

sent after

new contenttopic

topictarget

Figure 5.1: A training instance from the hotel reviews. Both the target and the
new content have negative sentiments toward the topic, “room”. In this figure, the
inputs (sentbefore, sentafter, and new content) are in green and the output (target)
is in orange.

have shorter sentences and are more homogeneous since their topic-related
scope is limited. By contrast, in Section §4.1) news articles are longer and
more diverse, likely making themmore challenging. The distribution of the
dataset can be seen in Table 5.2.

We use the corpus ofWachsmuth et al. (2014), which contains a balanced
set of hotel reviews from TripAdvisor with 300 reviews each for seven hotel
locations, 60 each per star rating from 1 to 5. We use the hotels located in
Amsterdam, Seattle, Sydney, and Berlin as the training set, hotels located
in San Francisco as the validation set, and hotels located in Barcelona and
Paris as the test set. The numbers in the parentheses indicate the number of
hotels in the city. In each review, the sentiment of each statement is classified
as positive, negative, or neutral. We focus on the sentences where a topic
(so-called product feature in the paper), and positive or negative sentiments
are annotated, for example, room in Figure 5.1(a) with negative sentiment.

Classifiers andModel Following the gatekeeping biasmitigation task, we
train three classifiers outside the generation model, and the base model is
still facebook/bart-base from the Huggingface library (Wolf et al., 2019).
The base model selections are the same as in Section §4.1 and we retrain all
the models.

Content Transferred Classifier Given a reference, r, and generated text,
ŷ, this classifier predicts the probability of being transferred. Given a sen-
tence having a sentiment toward a topic, we took all sentences from other
reviewswith the same hotel, holding the same sentiment. Similarly, for non-
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Training Validation Test
Cont. Neu. Non-cont. Cont. Neu. Non-cont. Cont. Neu. Non-cont.
23,471 34,478 16,925 5,158 7,225 3,861 6,489 9,205 4,890

Table 5.3: The number of instances in the training, validation, and test set for
the content transferred classifier training. We randomly selected neutral (Neu.)
and non-contain transferred (Non-cont.) samples to have equal number as con-
tain transferred (Cont.) ones as much as possible.

Training Validation Test
Positive Negative Positive Negative Positive Negative

6931 6931 1445 1445 1841 1841

Table 5.4: The number of instances in the training, validation, and test set for the
topic adherence and the coherence classifiers. The positive label means topic keep-
ing or coherence, respectively; the negative label means no topic adherence or in-
coherence.

contain transferred, we selected sentences from other reviews for the same
hotel about the same topic but with opposite sentiments. Neutral, they are
sentences from other reviews mentioning a different topic. Table 5.3 shows
the distribution of the labels. The macro-average F1-score of the classifier is
0.86, and the F1-score for the content transferred label.

Topic Adherence and Coherence Classifiers These two classifiers are the
same as in Section §4.1. The data distribution can be seen in Table 5.4. The
accuracies are 0.98 for topic adherence and 0.83 for coherence.

Baselines As baselines for our approach, we also select the twomodels as
in Section §4.1: our previous paper (Chen et al., 2021) and the error correc-
tion model by Thorne and Vlachos (2021).

5.1.2 Results and Discussion

This section discusses the automatic and manual evaluation results of our
approach and the baselines. We selected an example to analyze the model
qualitatively and discuss the hyperparameters of the model.

Automatic Evaluation We first evaluate the generated texts and the ful-
fillment of the input conditions using ROGUE F1-scores and available auto-
matic metrics:
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Approach Rouge-1 Rouge-2 Rouge-L

Chen et al. (2021) 30.88 11.90 27.02
Error correction 31.04 12.06 27.18
Our approach 30.96 11.97 27.05

Table 5.5: Rouge-{1, 2, L} F1-scores of the two baselines and our approach on the
hotel reviews and news articles. The best score in each column is marked bold.

Approach Content transferred↑ Topic adherence↑ Coherence↓

Chen et al. (2021) .651 .968 40.65
Error correction .643 .956 40.22
Our approach .647 .965 38.41
w/o selection .647 .956 39.96

Table 5.6: Automatic evaluation: Proportion of texts fulfilling the content trans-
ferred, topic adherence and coherence conditions. w/o selection denotes the pro-
portion before candidate selection. The best score per column is marked bold.

ROUGEF1-Scores Table 5.5 shows that the error correctionmodel does best
but the performance from all the approaches are very close to each other.

Condition Fulfillment We also consider the following automatic metrics
to evaluate the condition fulfillment: BERTScore (Zhang et al., 2020) with
its best model deberta-xlarge-mnli from Microsoft for successfulness of
being content transferred; Vanilla bart-large-mnlimodel as the zero-shot
topic classifier; And GPT-2 (Radford et al., 2019) for coherence.

Table 5.6 shows a similar trend as in Section §4.1: our approach has the
lowest perplexity while it has the second-best performance in content trans-
ferred and topic adherence. Still, the two baselines and the two variations
of our approach have significant differences among each other using auto-
matic evaluations.

Manual Evaluation We follow the question set in Section §4.1 for ourman-
ual evaluation. We also randomly selected 100 instances from the dataset
andwe showed the participants the sentence before and after, the topic, and
the new content to be added. The questions are:

Q1. What is the relationship between the sentence and the new content?
{ The sentence entails the new content (1)
| The new content entails the sentence (1)
| The sentence partly entails the reference(0.5)
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Approach Content transferred↑ Topic adherence↑ Coherence↓

Chen et al. (2021) 0.49 0.88 0.96
Error correction 0.53 0.83 0.98
Our approach 0.54 0.89 0.99

Table 5.7: Manual evaluation (main results): Mean scores of content transferred,
topic adherence, and coherence on each dataset. The best score in each column is
marked bold. The �symbols denoting a significance (p < 0.05) comparing to the
second best.

| The new content partly entails the sentence(0.5)
| Neither entailment nor contradiction (0)
| They partly contradict each other (-0.5)
| They contradict each other (-1) }

Q2. Does the sentence cover the given topic?
{yes (1) | partially (0.5) | no (0) }

Q3. Is the sentence coherent with the others?
{yes (1) | partially (0.5) | no (0) }

The numbers in parentheses indicate the scores of each answer.
Also at a cost of about $0.33 per instance, we used Amazon Mechani-

cal Turk to obtain four annotations per instance. We required the workers
to have at least a 95% approval rate and at least 10,000 authorized HITs in
order to obtain more trustworthy findings. Similarly, we applied the multi-
annotator competence estimation to estimate the final label.

Table 5.7 presents the manual evaluation results. For content tranferred,
our approach has the best score compared to the other two baselines by a
small margin. Additionally, our method continues to be the best for topic
adherence, while error correction is the poorest. Lastly, all models satisfy
the coherence condition, with the exception of Chen et al. (2021), which
performs somewhat worse.

Interestingly, we note that all models work much better on news arti-
cles. A reason may lie in the complexity of assessing whether information
in news articles is right or wrong. In contrast, we assume that the higher
topic adherence in the hotel reviews is due to the different text layouts. In
news articles, the topics are usually more invisible. For example, the text in
Figure 4.2bmentionedNancy Pelosiwith the pronoun “her”. Such awriting
style makes it more difficult to generate topic-relevant texts.

Qualitative Analysis We examine an example of generated text from one
of the three methods in Table 5.8 as an illustration. The model was asked
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Topic. view
Reference We arrived to a friendly welcome and a very comfortable King Premier
room, which I had requested at the front of the hotel so that there was a view of
the city and waterfront.

Chen et al. (2021). Fantastic Hotel, Brilliant staff, let down by NOISE. And the
view was spectacular. I would have given this hotel a 4 or 5 rating.
Error correction. FantasticHotel, Brilliant staff, let downbyNOISE.Great location,
great view of the Eiffel Tower. I would have given this hotel a 4 or 5 rating.
Our approach. Fantastic Hotel, Brilliant staff, let down by NOISE. I have stayed at
this hotel before and had a fantastic view of the city from my room. I would
have given this hotel a 4 or 5 rating.

Table 5.8: Sample fromahotel reviewWachsmuth et al. (2014). The bold sentences
are generated by the baselines and our approach, given topic and reference fact.

to generate a sentence regarding the topic “view”, given a fact and the sur-
rounding sentences. We see that the model of Chen et al. (2021) generates
rather generic text. While the error correction model output mentions the
great view, the hotel is actually in Barcelona, not in Paris, so the statement
regarding the Eiffel Tower cannot be true. In contrast, our model correctly
states that the hotel has a city viewwhich can be inferred from the reference
fact.

Hyperparameters For the weights of each condition, we found the best
combination is 0.4 for generation loss and 0.2 for all conditions (which are
0.7 for generation loss and 0.1 for all conditions in news articles). The higher
generation loss for news articles suggests that it is harder to generate news
texts, so the models have to learn more from the generation loss.

5.2 User Study of Snippets

Snippets are an essential part of a search results page: they incite users
to view (to click) or to skip viewing a retrieved document. Already in
1991, Pedersen et al. (1991) proposed query-biased snippets, and they have
proven useful until today (Tombros and Sanderson, 1998; White et al.,
2002a,b).

These snippets are generated by reusing phrases and sentences from the
web page that contain all or at least some of the query’s terms. In sum-
marization terminology, this is called extractive summarization. The alter-
native abstractive summarization relaxes the reuse constraint by allowing for
abstracting the web page’s content by paraphrasing, generalization, or sim-
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plification. In this section, we first study the feasibility of query-biased ab-
stractive snippet generation.

5.2.1 User Study Design

Within three crowdsourcing tasks, wefirst acquiredparaphrases to generate
abstract snippets, and then experimentally determined which kind workers
prefer when given a pair of abstract and extractive snippets, andwhich kind
is more useful to spot relevant results on a search results page.

Crowdsourcing Abstractive Snippets Given the insight from Bando et al.
(2010) of the high overlap of human paraphrase snippets to machine-
generated extractive snippets, paraphrase snippets represent a sufficient
substitute for extractive snippets for our user study. To maximize the di-
versity of the set of pairs of reuse snippets and corresponding paraphrase
snippets, we resort to crowdsourcing. Using the 150 topics provided for
the TREC Web tracks 2009–2011, each topic’s query has been submitted
to Google’s custom search API1 to obtain high-quality search results. The
top-5 search results of each query were collected, including title, URL, and
Google’s reuse snippet for a total of 750 snippets. Since Google’s snip-
pet generator sometimes shortens sentences to enforce a maximum snippet
length (indicated by ellipses), we recovered the complete sentences from
the linked pages. For crowdsourcing we relied on Amazon’s Mechanical
Turk (AMT), where we offered the task of manually paraphrasing the reuse
snippets collected. The worker’s instructions were to significantly rewrite a
given snippetwhilemaintaining its length andwithout removing important
named entities, phrases, or quotes (e.g., “to be or not to be”). To foreclose
easy cheating, copy and paste was disabled in the AMT interface. Each of
the 750 reuse snippets was assigned to two different workers for paraphras-
ing (i.e., we repeated our experiment twice in a row to test its reliability).
Submitted paraphrases were reviewed, rejecting those lacking changes or
poor grammar, resulting in 1,500 pairs of reuse and paraphrase snippets.

Snippet Preference To assess snippet preference, we recruit 5 workers for
each pair of extractive /paraphrase snippets to judge which of the two they
would prefer for the given query and web page. The task interface showed
instructions, a search box with the topic’s query, the pairs of snippets side
by side, formatted like standard search results, the associated web page in
a frame below, and a text field to enter an assessment justification. Workers

1https://developers.google.com/custom-search/
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were asked to assign one of four labels: snippet 1 or 2 is better, both are
good, or both are bad. To avoid order bias, the positions of extractive and
paraphrase snippets were randomized. After collecting all judgments, we
tallied the scores as follows: an extractive or paraphrase snippet gets 1 point
if aworker judged it to be better, both get a point if aworker judged that both
are good, and neither gets a point otherwise.

Theworker pool of AMThas been known to comprise dishonest workers,
threatening the reliability of our study. We took several precautions: each
worker judged at most two pairs of snippets ensuring diversity, and sub-
missions were rejected if workers spent insufficient time, too much time, or
if they failed to provide sensible explanations for their judgments, resulting
in 4,235 individual workers and 7,500 accepted annotations. Only workers
having at least an 80% acceptance rate and at least 100 successful assign-
ments were invited. Furthermore, we conducted control experiments with
respect to the variables snippet source, preference bias, snippet length, and
random pairings to check how workers are affected.

Snippet Usefulness To obtain implicit feedback on a snippet’s usefulness
for spotting relevant search results, another group of workers judged the
relevance of a search result to a query given different page configurations.
The queries, corresponding web pages, and relevance scores were obtained
from the topics used at the TRECWeb tracks 2013–2014, which were based
on the ClueWeb12. For each topic, we tried to collect 3 web pages judged as
relevant and 3 judged as irrelevant that are still available on the liveweb and
whose contents correspond to that found in the ClueWeb12.2 For 29 topics,
we were able to collect the desired set of 6 web pages. Following the afore-
mentioned procedures, we collected reuse snippets using Google’s custom
search API and paraphrased them via crowdsourcing.

Workers were then exposed to search results pages comprising 3 results
(1) with extractive snippets, (2) with paraphrase snippets, (3) without
snippets (only titles and URLs), (4) with extractive snippets only (no ti-
tles or URLs), or (5) with captcha-style snippets to ensure workers read the
snippets. In the latter case, the snippets just stated whether a result was
supposed to be relevant or irrelevant. A search results page could contain 0
up to 3 relevant web pages. For mixtures of relevant and irrelevant pages,
we tested all permutations of search result orderings. For each order, three
workers provided labels, yielding a total of 10,440 annotations (29 topics,
8 relevance settings (0–3 results relevant), 5 snippet conditions (extractive,
paraphrase, etc.), 3 results per search results page, and 3 annotators each).

2Topics from the previous TREC Web tracks were omitted since they are based on the
ClueWeb09 which is insufficiently represented on today’s web.
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Each worker judged search results pages of 5 different topics based on the
given information. To ensure annotation quality, we rejected results from
workers who did not pass the captcha snippets, resulting in 546 individual
workers in this experiment.

5.2.2 User Study Analysis

We conducted a careful statistical analysis of the crowdsourced snippet
judgments. The snippet preference experiment rests on the hypothesis that
users do not consciously care whether snippets are extractive or paraphrased
from linked web pages as long as they are semantically equivalent. If true,
there should be no statistically significant difference in terms of user prefer-
ence. The snippet usefulness experiment rests on the hypothesis that users
are not unconsciously negatively affected by paraphrase snippets. If true,
users identify relevant web pages either way and there should be no statis-
tically significant differences between the two kinds of snippets.

Descriptive Statistics The reuse snippets collected comprise an average
of 1.9 sentences and 41.1 words; the longest snippet has 6 sentences and 122
words, and the shortest one is 1 sentence and 14 words. The paraphrase
snippets comprise an average of 2.2 sentences and 40.5 words; the longest
snippet has 6 sentences and 132 words, and the shortest one is 1 sentence
and 9 words. The paraphrase snippets are significantly longer at the sen-
tence level (p < 0.05), but neither are significantly shorter nor longer at the
word level (p > 0.05). A reason might be that workers tended to split long
sentences while paraphrasing. The workers spent an average 220.5 seconds
to paraphrase a snippet at amaximumof 895 seconds (38words) and amin-
imumof 14 seconds (also 38words), an average of 49 seconds to judge a pair
of snippets, and of 17 seconds to judge awebpage’s relevancewhen viewing
a search results page. The inter-annotator agreement Fleiss κ for the snip-
pet preference experiment, presuming the four labels to be independent,
was 0.37, indicating a fair agreement, and 0.77 for the snippet usefulness
experiment, indicating a substantial agreement.

Snippet Preference Judgment distribution Table 5.9 shows the distribution
of judgments. Recall that workers were unaware which snippet was which;
their judgments were mapped to the ground truth afterward. The amounts
of judgments for Extractive better and Paraphrase better are roughly equal and
about a quarter ofworkers had no preference (Both good plusBoth bad). Only
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Assessment Judgments

absolute relative

Reuse better 2,731 36.41%
Paraphrase better 2,652 35.36%
Both good 1,537 20.49%
Both bad 580 7.74%

Total 7,500 100.00%

Table 5.9: Distribution of judgments; 1,500 pairs of (reuse, paraphrase) snippets
at 5 assessors each yield 7,500 judgments.

Experiment Reuse Paraphrase p-value

all 3.06 2.97 0.51
Wikipedia 3.31 2.58 0.00
Non-Wikipedia 2.75 2.85 0.31
all 3.05 2.94 0.43
Wikipedia 3.18 2.64 0.01
Non-Wikipedia 2.77 2.82 0.58

Table 5.10: Average scores (number of votes) of reuse and paraphrase snippets
with p values for a paired t-test, bold font indicating significance (p < 0.05); the
two row groups correspond to two repetitions of the experiment.

580 pairs of snippets (7.74%) were judged Both bad, showing a high overall
snippet quality.

Extractive snippets vs. paraphrase snippets
To check for snippet preferences, we performed a paired t-test on the

pairs of reuse and paraphrase snippets. Since we repeated our experiment,
collecting two different paraphrase snippets for each of the 750 reuse snip-
pets, we can attest that our results can be replicated under the same condi-
tions: the rows all in Table 5.10 show the results for the two repetitions.
While the absolute average scores (number of votes) achieved by para-
phrase snippets are slightly smaller than those of extractive snippets, no
statistically significant difference was measured, given pretty high p values
of 0.51 and 0.43, respectively.

Wikipedia snippets vs. non-Wikipedia snippets
From the 750 search results, 260 refer to Wikipedia articles. Considering

only this subset, the rows Wikipedia in Table 5.10 show that users signif-
icantly prefer extractive snippets over paraphrases, which is not the case
for non-Wikipedia results. The effect sizes under Cohen’s d are small to
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Experiment (par. = paraphrase, ex. = extractive) (•, ) ( ,•) p-value

(better, worse) 3.91 1.71 0.00
((better-par., worse-ex.), (better-ex., worse-par.)) 2.85 2.78 0.41
(long, short) 2.91 2.70 0.01
((long-par., short-ex.), (long-ex., short-par.)) 2.82 2.81 0.90
(better, worse) 3.89 1.75 0.00
((better-par., worse-ex.), (better-ex., worse-par.)) 2.87 2.78 0.23
(long, short) 2.99 2.61 0.00
((long-par., short-ex.), (long-ex., short-par.)) 2.79 2.83 0.60

Table 5.11: Average scores of pairs of snippets grouped by different aspects, with
associated p values and one row group per experiment repetition.

medium (0.51 and 0.31, respectively). Upon review of Wikipedia snippet
pairs, many of the extractive snippets have an apriori high writing quality,
and it may have been difficult for the average AMTworker to compete with
that.

Preferred snippets vs. unpreferred snippets To quantify the difference be-
tween snippets preferred by users (better) to those not preferred (worse),
we reordered the snippet pairs accordingly, disregarding ties, and then ap-
plied a paired t-test. The rows (better, worse) in Table 5.11 show the re-
sults for each repetition of our experiment. As can be seen, there is an av-
erage 2.2 score difference between them, rendering the differences signifi-
cant. However, when comparing the groups of snippet pairs (better-reuse,
worse-paraphrase) with (better-paraphrase, worse-reuse), p-values of 0.41
and 0.23 indicate that snippet preference is independent of whether they
are extractive or paraphrased.

Long snippets vs. short snippets We further investigated if snippet length
affects preference (rows (long, short) of Table 5.11. A snippet belongs to the
“long” snippets if it is the longer one of a pair, and to “short” snippets other-
wise. On average, the long snippets have 44.7 words and the short snippets
have 36.7 words. Our findings corroborate those of Maxwell et al. (2017),
namely that users prefer longer snippets. Many of the assessment justifi-
cations from our workers support this finding. Again, when comparing
the groups of snippet pairs (long-paraphrase, short-extractive) with (long-
extractive, short-paraphrase), p-values of 0.90 and 0.60 indicate that the di-
mensions length and reuse are independent.

Extractive snippets vs. unrelated snippets As a control experiment to ascer-
tain worker diligence, pairs of extractive snippets and unrelated snippets
were shown to workers, where a given extractive snippet was paired with
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Reuse Paraphrase No snippet Snippet only Random

F-score 67.64 64.61 63.65 60.16 50.00

Table 5.12: F-scores of the snippet usefulness experiment indicating whether an-
notators correctly spot relevant search results under different search results page
snippet conditions.

a random extractive snippet of a different web page of a different query.
Of 1,500 judgments collected, workers preferred the snippet matching the
query in 85% of the cases, confirming this experiment’s setup validity.

Snippet Usefulness This experiment questioned whether users can iden-
tify relevant pages given different kinds of snippets—one of the key tasks
snippets should support. A search result is labeled as relevant if more
than half of the workers label it as relevant, and irrelevant otherwise. In
Table 5.12 we show the F-score of the crowdsourced judgments based on
snippets compared with the ground truth relevance labels obtained from
the TREC assessors. The numbers of overall shown relevant and irrelevant
web pages were balanced, such that random guessing yields a baseline F-
score of 50%. In the captcha-style setting where the snippets just explicitly
state that a web page is relevant / irrelevant, the workers achieved an F-
score of 100% (since we excluded those who did not succeed in these check
instances). As for the other snippet conditions, we find that although ex-
tractive snippets achieve the highest F-score (helping users best to judge a
result’s relevance), the performance of paraphrase snippets is not signifi-
cantly worse (p = 0.28). Showing only extractive snippets (without titles
or URLs) achieves the lowest F-score; no snippets (only title and URL) is
better than showing only snippets, confirming that title and URL do play
an important role. All settings are significantly better than random guess-
ing. Otherwise, only reuse snippets are significantly better than showing
only snippets (p < 0.05). The remaining pairings are not significantly dif-
ferent, corroborating that paraphrase snippets are no worse than extractive
snippets.

We conclude that the combination of snippet, title, and URL is crucial to
identify relevant web pages on search results pages, regardless of whether
snippets are extractive or paraphrased. Nevertheless, there is room for im-
provement given the results obtained from showing the “perfect” snippet,
which reveals the relevance of a web page (our captcha setup). The finding
that both extractive and paraphrase snippets are useful supports our claim
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that paraphrase snippets can replace extractive snippets in future informa-
tion systems.

Reproducibility User studies need to be reproduced to determine
whether the results of previous studies on a given problem of interest gen-
eralize and that they were not due to unidentified confounding variables
or accidental flaws in the study setup. This pertains particularly to first-
time studies since only an independent reproduction will provide sufficient
confidence that the results obtained are valid and that they may generalize.
Since our study is the first of its kind that provides an answer to the question
of whether extracting text for snippet generation is a necessity, or whether
paraphrased snippets are sufficient, we expect that sooner or later it will
have to be reproduced for its results to be corroborated. The reproducibil-
ity of a user study rests on a clear description of its setup, which we tried
our best to provide. But maybe even more so it rests with access to data,
code, and supplementary material that was gathered throughout the study.
To ensure the reproducibility of our results, we provide all data collected
and the associated code open source.3

5.3 Abstractive Snippet Generation

In the previous section, we have shown that extractive snippets and para-
phrased snippets are comparable with each other. In this section, we study
how to generate paraphrased snippets automatically–abstractive snippets
generation. In the following, we discuss how to acquire such abstractive
snippets corpus. We also discuss how to cast the generation problem into a
task that can be solved using the idea of gatekeeping bias mitigation.

5.3.1 Abstractive Snippet Corpus

For the construction of our snippet corpus, Webis Abstractive Snippet
Corpus 20204, we considered anchor contexts as the source of collecting
ground-truth abstract snippets. Our mining pipeline creates the corpus au-
tomatically from scratch, given a web archive as input and we assessed the
quality of the corpus via crowdsourcing.

An anchor context is a text surrounding the anchor text of a hyperlink
on a web page (see Table 5.13). Ideally, it explains what can be found on
the linked web page, e.g., by summarizing its contents. The author of an
anchor context personally describes the linked web page, enabling readers
to decide whether to visit it or not, just like snippets on search results pages.

3https://github.com/webis-de/SIGIR-18
4Corpus: https://webis.de/data.html#webis-snippet-20

https://github.com/webis-de/SIGIR-18
https://webis.de/data.html#webis-snippet-20
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Query: Treasury of Humor

Snippet: anchor context
Asimov, on the other hand, proposes (in his first jokebook, Treasury of Humor)
that the essence of humour is anticlimax: an abrupt change in point of view, in
which trivial matters are suddenly elevated in importance above those that would
normally be far more important.

Document
[ . . . ] Treasury of Humor is unique in that in addition to being a working joke
book, it is a treatise on the theory of humor, propounding Asimov’s theory that the
essence of humor is an abrupt, jarring change in emphasis and/or point of view,
moving from the crucial to the trivial, and/or from the sublime to the ridiculous
[ . . . ]

Table 5.13: Example of an anchor context as training snippet. The anchor text that
linked to the document is highlighted.

To identify useful anchor contexts that are fluent, meaningful, and close to
this ideal, we employ a multi-step mining process. Table 5.14 overviews
corresponding mining statistics.

Crawling Raw Anchor Contexts We mine anchor contexts from the
ClueWeb09 and the ClueWeb12 web crawls,5 focusing on their 1.2 billion
English web pages (500 million from the ClueWeb09 and 700 million from
the ClueWeb12). For every hyperlink, we extract its anchor text and 1500
characters before and after as anchor context, trading off the comprehen-
siveness and size of the resulting data. The extracted raw 18 billion and
13 billion anchor contexts, respectively, have been fed into the following
nine-step pipeline.

Step 1: Intra-site links We assume that anchor contexts of cross-site links
are more likely genuine pointers to important additional information com-
pared to intra-site links: The vast majority of the latter are found in menus,
footers, buttons, and images, entirely lacking plain text context. We discard
all anchor contexts of intra-site links by matching the second-level domain
names of the web page containing a given context with that of the linked
page. More than 96% of the raw anchor contexts are thus removed in this
step.

Step 2: Non-existing pages We discard anchor contexts that link to pages
that are not available in the ClueWeb collections; most of them are dead

5See https://lemurproject.org/clueweb09/ and https://lemurproject.org/
clueweb12/

https://lemurproject.org/clueweb09/
https://lemurproject.org/clueweb12/
https://lemurproject.org/clueweb12/
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Mining pipeline ClueWeb09 ClueWeb12

Remaining ∆ Remaining ∆

Raw anchor contexts 17,977,415,779 12,949,907,331
1. Intra-site links 440,605,425 -97.6% 514,337,093 -96.0%
2. Non-existing pages 111,082,494 -74.8% 91,007,214 -82.3%
3. Non-English pages 107,819,314 -2.9% 91,007,214 -0.0%
4. Spam anchors 24,767,468 -77.0% 19,829,007 -78.2%
5. Stop anchors 17,188,286 -30.6% 15,837,168 -20.1%
6. Improper text 9,631,489 -44.0% 9,248,806 -41.6%
7. Duplicated 6,292,317 -34.7% 5,403,893 -41.6%
8. Text reuse 6,183,783 -1.7% 5,349,610 -1.0%
9. Short web pages 5,651,649 -8.6% 5,114,479 -4.4%

Unique pages: 2,499,776 – 1,557,330 –

Table 5.14: Statistics of the anchor context mining pipeline.

links on the live web. This pertains to 75% and 82% of the remaining anchor
contexts.

Step 3: Non-English pagesAll anchor contexts whose (linked) page is non-
English are discarded. We rely on the language identification done for
ClueWeb09 encoded in its document IDs, whereas ClueWeb12 is advertised
as an English-only collection.

Step 4: Spam anchorsTheWaterloo spam ranking provides spam scores for
the ClueWeb09 and the ClueWeb12 (Cormack et al., 2011). As suggested,
we remove anchor contexts whose (linked) pages’ spam rank is < 70%.
However, we make an exception for anchor contexts whose linked pages
have a relevance judgment from one of the TREC Web tracks (2009-2014),
Session tracks (2010-2014), or Tasks tracks (2015, 2016).

Step 5: Stop anchors Anchor contexts whose anchor text is empty, or con-
tains the words “click”, “read”, or “mail” are removed, since they led our
models astray. We also remove multi-link anchor contexts to avoid ambigu-
ous contexts not related to an individual link. As a heuristic, we require a
minimum distance of 50 characters between two anchor texts, removing all
others.

Step 6: Improper text To remove anchor contexts with improper text, we
only keep those where (1) the anchor text has at most 10 words (in pi-
lot studies, longer anchor texts were hardly informative or resulted from
HTML parsing errors), (2) the anchor text is part of a longer text of at least
50words (longer texts are a key indicator ofmeaningful and readable texts),
(3) the sentence containing the anchor text has at least 10words (longer sen-
tences more often resulted in meaningful anchor contexts), (4) the anchor
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context contains at least one verb as per the Stanford POS tagger (Toutanova
et al., 2003), and (5) the anchor context has a stop word ratio between 10%
and 70% as per Biber et al. (1999)’s (Biber et al., 1999) study of written En-
glish.

Step 7: Duplicated anchor contexts To avoid any training bias resulting
from duplication, we remove duplicate anchor contexts linking to the same
page from different pages. To quickly process all the pairs of anchor con-
texts for each page, we use locality-sensitive hashing (LSH) (Rao and Zhu,
2016). We first encoded all anchor contexts as 128-dimensional binary vec-
tors based onword unigrams, bigrams, and trigrams and then removed one
of the anchor contexts as “duplicate” to another if the cosine similarity of
their vectors was larger than 0.9 (this value was determined in pilot stud-
ies). Another 34-42% of the anchor contexts were removed as duplicates.

Step 8: Text reuse Since our goal is abstractive snippet generation, we ex-
clude all anchor contexts that are purely extractive. This was done by check-
ing if the anchor context was completely copied from their respective linked
pages. Partial reuse, i.e., due to reordering of phrases, however, has been re-
tained as a mild form of abstraction.

Step 9: Short web pages Finally, we removed anchor contexts whose linked
webpages contained less than 100words to ensure a sufficient basis for sum-
marization. Arguably, snippets need to be generated for shorter pages, too.
However, we envision different, specialized snippet generators for different
length classes of web pages, which we leave for future work.

Altogether, we obtained 10,766,128 ⟨anchor context, web document⟩ tu-
ples from the two ClueWeb collections referring to 4,057,106 unique pages.
The average length of an extracted anchor context is 190words (longest: 728;
shortest: 50). The average linked page is 841 words long (longest: 14,339;
shortest: 100) and it has 2.65 anchor contexts, while about two-thirds
(2,675,980 pages) have only one, and the most often linked page has 12,925
anchor contexts.

QueryGenerationThe final step of constructing our corpuswas query gen-
eration for the ⟨anchor context, web document⟩ tuples. While these tuples
can already be used as ground truth for generic abstractive summarization
(which we do as part of our experiments), they are still unsuited to train
a query-biased abstractive snippet generation model for lack of a query. To
be suitable training examples, we require for every tuple a query for which
(1) the document is (at least marginally) relevant, and (2) the abstractive
snippet surrogate is (at least marginally) semantically related.

One might consider the anchor text (i.e., the hyperlinked text) to be a
suitable candidate for a query that sufficiently fulfills these constraints. A
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cursory analysis, however, suggested that the texts the authors of the anchor
contexts chose to include in their links are not necessarilywell-suited for our
purposes, even when excluding stop anchors containing words like ‘click’
and ‘here’ as per Step 5 of our anchor context mining pipeline. To avoid
this potential for bias, we instead resorted to keyphrase extraction from the
entire anchor context to generate queries. Regarding the web directory de-
scriptions, this was the only alternative, anyway.

First, for each tuple, we parse the abstractive snippet surrogate and its as-
sociated document using the Stanford POS tagger (Toutanova et al., 2003)
and extract all noun phrases with a maximum length of six words. Here,
we apply the more limited definition of strict noun phrases by Hagen et al.
(2012), where a strict noun phrase has only adjectives, nouns, and articles.
This maximizes tagging reliability and limits the types of queries we con-
sider. Second, to ensure a strong semantic connection between anchor con-
text and document, we use only those noun phrases as queries that appear
in both the abstractive snippet surrogate as well as the document. We gen-
erate at most three queries per tuple with an average length of 2.43 words
(longest: 6; shortest: 1).

The additional constraint that the extracted query has to occur in both
the abstractive snippet surrogate as well as the linked document limits the
usable tuples. In the end, we obtained a total of 3,589,701 ⟨query, anchor
context, document⟩ triples and 55,461 ⟨query, web directory description,
document⟩ triples corresponding to 33.4% and 9.7% of the respective origi-
nal sets of tuples.

The constraints we impose on the shape of queries and their relation to
the abstractive snippet surrogates and the document may seem extreme.
However, we argue that a tight control of the texts, and their relation to the
query is crucial due to the noisy web data. We leave the study of relaxing
these constraints and studying other types of queries (e.g., questions) for
future work.

WebContent Extraction Web pages are a notoriously noisy source of text:
A naive approach to content extraction, e.g., by simply removing all HTML
markup, is frequently found to be insufficient. Instead, we adopt the con-
tent extraction proposed by Kiesel et al. (2017). Here, the web page is first
“rendered” into a plain text format, so that blocks of text can be discerned.
Then, noisy text fragments, such as menus, image captions, etc., are heuris-
tically removed. This includes paragraphs with fewer than 400 characters,
sentences with less than 50% letter-only tokens, and sentences without an
English function word.
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5.3.2 Abstractive Snippet Generation and Gatekeeping Bias Mit-
igation

Our main approach to generate abstractive snippets used our corpus of
⟨query, snippet, document⟩ triples for training. In fact, generating the snip-
pets given a document and a query is actually rewriting the document bi-
ased to the query and shortening the document. To recap, in gatekeeping
bias mitigation, our goal is to insert a new text into a given context that is
biased to the topic and fluent. Therefore, the snippet generation task is sim-
ilar to the task in gatekeeping bias mitigation while no context is given, and
the query here can be seen as a topic in the gatekeeping biasmitigation task.

In this study, we adapt pointer-generator networks for snippet genera-
tion. In addition to comparing two variants of our model, we also con-
sider four baselines, including one state-of-the-art abstractive summariza-
tion model, and one extractive summarizer with a paraphraser attached.

Pointer-generator networks with copy mechanism (See et al., 2017) are
one of the most successful neural models used for sequence-to-sequence
tasks, such as summarization and machine translation. They tackle two
key problems of basic sequence-to-sequencemodels: reproducing facts and
handling out-of-vocabulary words. At each time step, the decoder of this
model computes a generation probability that decides whether to generate
the next word or whether to copy a word from the to-be-summarized text.
This provides a balance between extractive and abstractive aspects during
the generation process, since, even in the abstractive summarization sce-
nario, reusing some phrases/words is still an essential feature to preserve
information from the source text that cannot be abstracted. For instance,
named entities should not be exchanged. We note that this aligns with our
aim of generating factually correct abstractive snippets with limited text
reuse. For our experiments, we use the PyTorch implementation provided
by OpenNMT (Klein et al., 2017).

Although pointer-generator networks have been shown to generate ab-
stractive summaries reasonably well, they are not designed for generating
query-biased abstractive snippets, nor to explicitly insert designated terms
into a generated summary; the expectation for snippets on search engines
is to at least include some of the query’s terms or synonyms thereof. We,
therefore, devise a pointer-generator network that guarantees by construc-
tion that the query occurs in an abstractive snippet.

Our bidirectional generation model generates an abstractive snippet using
two decoders as depicted in Figure 5.2. We set up the query words to be
the first words in their output and then the model learns to complete the
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Figure 5.2: Diagram of our snippet generation model that depicts a sequence-to-
sequence setup with two decoders, generating to the beginning and the end of a
snippet starting with the query terms. The figure is reused from our paper (Chen
et al., 2020c)

snippet in two directions: starting from the query to the end of the snippet
and starting from the query to its beginning. Formally, given a query q, a
document d, and the target snippet s = ⟨sprev, q, snext⟩, where sprev (snext)
is the snippet before (after) the query q, our model trains an encoder E

to encode the concatenation of query q and document d to a context vec-
tor z ∼ E(q, d). Furthermore, two decoders Dprev and Dnext generate the
snippet from vector z: one from the query’s terms to the beginning of the
snippet ŝprev ∼ Dprev(z, q); the other from the query’s terms to the end of
the snippet ŝnext ∼ Dnext(z, q). The final generated snippet is the concate-
nation of ŝprev, q, and ŝnext.

5.3.3 Input Preparation

Our model is trained with the ⟨query, snippet, document⟩ triples from
our corpus. Given the fact that the query’s terms can occur anywhere in
the document (even multiple times), and given the wide range of docu-
ment lengths versus the limited input size of our model, we resort to an
initial extractive summarization step as a means of length normalization
while ensuring that the document’s most query-related pieces of text are
encoded in the first place. This, however, may negatively affect fluency
across sentences. We use the query-biased extractive snippet generator by
Liu et al. (2018), which computes query-dependent TF-IDF weights to rank
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a document’s sentences, and then selects the top 10 as input, truncating at
500 words.

5.3.4 Model Variants and Baselines

We train two variants of our model, one using anchor context triples
(AnCont.-QB), and another one using DMOZ triples (DMOZ-QB). These mod-
els generate query-biased snippets as described above.

Furthermore, we consider four baselines. The first two baselines employ
our model as well, but without enforcing query bias: we train one model
on the anchor context triples (AnCont.) and another on the DMOZ triples
(DMOZ)without using the query as predefined output. Thus, we can simplify
our model by using just a single decoder. This way, there is a chance for the
models to learn to generate query-biased snippets by themselves, however,
for each generated snippet, there is also a chance that they will end up not
being query-biased.

Another two baselines allow for a comparison with the state of the art
in abstractive summarization and paraphrasing. The former is a single
layer Bi-LSTM model trained on the CNN/Daily Mail corpus for abstrac-
tive summarization (CNN-DM).6 This model implements a standard summa-
rizer and will therefore not generate query-biased summaries. The para-
phrasing baseline (Paraphr.) is a way of combining conventional extractive
snippet generators with paraphrasing technology to achieve the same goal
of producing snippets that are abstractive and that do not reuse text. This
baseline operationalizes the manual creation of paraphrased snippets as in
our previous user study (Chen et al., 2018a), albeit with a lower text qual-
ity as paraphrasing models are still not perfectly mature. We first create a
query-biased extractive summary of the web page consisting of three sen-
tences (Liu et al., 2018), and then apply the pre-trained paraphrasingmodel
of Wieting et al. (2017).7

5.3.5 Evaluations

We carried out both an intrinsic and an extrinsic evaluation of the gener-
ated snippets for all model variants and the baselines. While the intrinsic
evaluation examines the language quality of the generated snippets, the ex-
trinsic evaluation assesses their usefulness in the context of being used on
a search engine. For both intrinsic and extrinsic evaluation, we carry out

6http://opennmt.net/Models-py/
7https://github.com/vsuthichai/paraphraser

http://opennmt.net/Models-py/
https://github.com/vsuthichai/paraphraser
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Model Training Validation Test

DMOZ-QB 54,461 1,000 3,894
AnchorContext-QB 3,581,965 3,842 3,894

DMOZ 573,720 1,000 3,894
AnchorContext 10,758,392 3,842 3,894

Table 5.15: The number of instances for training, validation, and testing.

Model ROUGE-1 ROUGE-2 ROUGE-L

CNN-DM 20.5 4.2 15.4
Paraphraser 14.3 1.1 10.5
DMOZ 15.6 1.7 11.4
DMOZ-QB 20.8 2.8 15.6
AnchorContext 23.0 5.0 18.0
AnchorContext-QB 25.7 5.2 20.1

Table 5.16: Evaluation results: Snippet overlap with the ground truth.

crowdsourcing experiments employing master workers from Amazon Me-
chanical Turk with a minimum approval rate of 95% and at least 5000 ac-
cepted HITs (Human Intelligence Task).8

Table 5.15 shows our corpus split into training, validation, and test sets.
Note that the two baselinemodels CNN-DM and Paraphraser can be trained on
the entirety of snippet-document pairs extracted from the ClueWeb collec-
tions and DMOZ, regardless of whether queries can be generated for them.
From both the DMOZ descriptions and the anchor contexts, we randomly
selected 1000 documents for validation. This resulted in 1000 DMOZ triples
because of the one-to-one correspondence betweenDMOZdescriptions and
linked documents, but 3842 anchor context triples. Likewise, for testing,
we selected another 1000 documents each, resulting in 3894 anchor context
triples.

5.3.6 Intrinsic Evaluation

We computed ROUGE F-scores for all the models as seen in Table 5.16. The
ROUGE scores are computed by comparing the n-gram overlap between the
snippets generated by each model and the reference snippets in the test set.
Among the two baselines CNN-DM and Paraphraser, CNN-DM achieves higher
ROUGE scores across all granularities. Because CNN-DMwas trained to sum-
marize articles while Paraphraser only paraphrases the first three sentences

8We paid an average hourly rate of $5.60 and a total amount of $622.50.
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Model Fluency Factuality Reuse

CNN-DM 2.42 76.10 83.17
Paraphraser 422.20 45.21 68.61
DMOZ 2.59 2.02 33.75
DMOZ-QB 1215.18 6.89 29.55
AnchorContext 2.04 6.19 30.37
AnchorContext-QB 2.31 17.89 45.36

Table 5.17: Evaluation results: Snippet quality: fluency is measured as perplexity
(lower is better), factuality as strict noun phrase overlap (higher is better), and
reuse as ROUGE-L precision (lower is better).

from an extractive summary, it is unsurprising that snippets generated by
CNN-DM fit the gold standard better. Also, we observe that inducing query
bias by reshaping the corpus leads to better ROUGE scores for both DMOZ
descriptions and anchor contexts. The AnchorContext-QBmodel has the best
performance among all variations. It shows that the model can success-
fully generate snippets close to the gold standard with help from the bidi-
rectional architecture. However, notwithstanding the smaller training cor-
pus of 54,461 instances, we also see the effectiveness of this approach in the
DMOZ-QBmodel.

Next, we assessed fluency, factuality, and text reuse of the snippets con-
cerning the to-be-summarized document. We selected 100 documents from
the test set and corresponding snippets generated by each model. The size
of the test set is reduced aswe also employmanual evaluation alongside au-
tomatic evaluation. Also, we ask the human judges to annotate only high-
quality examples that were chosen using their perplexity scores as men-
tioned below to showcase the potential of abstractive snippet generation.

Fluency
Calculating fluency automatically can be done using a language model

where the perplexity score implies how fluent (probable) a text is, with
lower perplexity for more fluent texts. We used a publicly available BERT
model (Devlin et al., 2019) to compute perplexity scores for the snippets.9

These perplexity scores were also used to select the test set for manual eval-
uation.

The average perplexity scores of our models and the four baselines are
shown in the first column of Table 5.17. CNN-DM and AnchorContext generate
fluent texts with low perplexities. While CNN-DM is trained on well-written
news articles with extractive summaries (Grusky et al., 2018), the high per-

9We used BERT-Large, Uncased for our experiments.
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Model Agreement Score Avg.

Maj. Full -2 -1 1 2

CNN-DM 86% 28% 0 1 24 75 1.73
Paraphraser 78% 22% 7 17 40 36 0.81
DMOZ 81% 17% 2 4 43 51 1.37
DMOZ-QB 97% 51% 51 41 7 1 -1.34
AnchorContext 90% 32% 0 3 20 77 1.71
AnchorContext-QB 73% 10% 3 35 44 18 0.39

Table 5.18: Evaluation results: Snippet fluency.

formance (low perplexity) of the AnchorContext model can be attributed
to the relatively large corpus of 10 million training examples. However, in
the case of AnchorContext-QB, just the addition of query bias in the snippet
generation process introduces breaks in the text flow, thereby introducing a
small increase in the perplexities. DMOZ’s perplexity is similar to AnchorCon-
text or AnchorContext-QB, showing that the DMOZ descriptions’ language
fluency is pretty high. In the case of DMOZ-QB, the poor performance can be
attributed to a strong repetition of tokens (sometimes more than 10 times)
in the generated snippets. Besides, we also see a pretty high perplexity for
Paraphraser, which implies that simply rephrasing words without consid-
ering the whole context largely reduces the fluency of texts.

In addition to automatically computing perplexity scores, we performed
a manual evaluation where we asked workers to score the fluency on a 4-
point Likert scale from very bad via bad and good to very good corresponding
to scores from -2 to 2. The workers were only presented with the generated
snippets in the HIT interface. Table 5.18 shows the results of this qualitative
evaluation. We achieved a high inter-annotator agreement with the lowest
majority agreement of 73% and the highest one of 97%. Among all mod-
els, CNN-DM achieves the highest average fluency score, with AnchorContext
performing competitively. DMOZ also achieves a rather high average score
in fluency. Given the comparably smaller number of DMOZ descriptions
available for training than that of anchor contexts, such a reduction of flu-
ency can be expected from the generated snippets. Besides, the scores of
query-biasedmodel (DMOZ-QB and AnchorContext-QB) are significantly lower
than the scores of query-unbiased models (DMOZ and AnchorContext). This
shows that when our architecture generated snippets with the requirement
to explicitly put the query words in the snippets, the model compromised
the language fluency in order to meet this requirement.
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Factuality This dimension is similar to the information-containing con-
dition in the gatekeeping bias mitigation task. Cao et al. (2018) showed
that neural text generation models can create fluent texts despite conveying
wrong facts. One reason is that factual units, such as names, locations, or
dates, are infrequent in corpora, which leads to their weak representation
in the final embedding space. The proposed copy mechanism (Gu et al.,
2016), and pointer generator networks (See et al., 2017) mitigate this prob-
lem to some extent. For example, in summarization, models with the copy
mechanism learn to reuse some words/phrases from the documents to be
summarized and simply copy them to the generated summary.

However, ROUGE cannot be used to evaluate factuality as it does not
specifically count factual units while computing the n-gram overlap. Thus,
we formulate the factuality evaluation as calculating the ratio of strict
noun phrases preserved by the generated snippet for a given document:
|S ∩ Ŝ|/|Ŝ|, where S is the set of strict noun phrases in a document, and Ŝ

is the set of strict noun phrases in its generated snippet. Recall that a strict
noun phrase is defined as a noun phrase with a head noun and an optional
adjective, which have also been exclusively considered for query generation.
This ratio approximates the number of factual units from the document that
are preserved by the generated snippet.

The factuality scores can be found in the second column of Table 5.17.
We see that CNN-DM and Paraphraser have a much higher ratio of strict noun
phrases than the other models. Manual inspection of the generated snip-
pets reveals excessive copying of text from the document to the snippet
by both models. This preserves a large number of factual units, albeit im-
pacting the desired property of abstractiveness in the snippets. Also, this
increases the amount of text reuse. The anchor contexts are relatively ab-
stractive, which makes reproducing facts rather difficult for models trained
on our corpus. However, generating query-biased snippets (DMOZ-QB and
AnchorContext-QB) leads to some improvement in the factuality scores. We
attribute this to concatenating the query term and the web page during the
training which improves the strict noun phrase overlap.

Text reuse In addition to being fluent and factually correct, an ideal ab-
stractive snippet also avoids text reuse from the document. We enforced
this property during corpus construction by filtering out anchor contexts
that largely reuse text from the web document. To evaluate the impact of
this step, we calculate the amount of text reuse as ROUGE-L precision be-
tween the generated snippet (candidate) and the document (reference). A
lower precision implies lower text reuse by the generated snippet. The third
column of Table 5.17 shows the results of the automatic evaluation of text
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Model Agreement Score Avg.

Maj. Full -2 -1 1 2

CNN-DM 90% 20% 4 15 28 53 1.11
Paraphraser 81% 14% 4 22 37 37 0.81
DMOZ 70% 17% 14 27 37 22 0.26
DMOZ-QB 91% 40% 38 16 6 2 -0.82
AnchorContext 79% 19% 11 14 38 37 0.76
AnchorContext-QB 75% 16% 4 26 32 38 0.74

Table 5.19: Evaluation results: Summarization effectiveness.

reuse. The baselines have very high text reuse, especially CNN-DM, so that
most of the generated snippets are sentences copied from the documents.
As the training corpus for CNN-DM does not contain many abstractive sum-
maries as references, this is not unexpected as the model’s copy mechanism
gains significantly higher importance during training. Our fourmodel vari-
ations exhibit much lower text reuse. Except for AnchorContext-QB, the other
three have similar text reuse rates—about one-third. This shows that our
models have learned to balance reuse with abstractiveness.

5.3.7 Extrinsic Evaluation

Our extrinsic evaluation assesses how well the generated snippets can be
used in practice. We designed two crowdsourcing tasks to evaluate sum-
marization effectiveness and snippet usefulness.

Summarization Effectiveness A usable snippet should ideally describe the
web document and help users make an informed decision about whether
or not to click on a search result returned for the search query. In one HIT,
we showed the query, a snippet generated by one of the models, and the
summarized web page. Workers were asked to score how helpful the given
snippet was at describing the document on a four-point Likert scale defined
as follows: Very poor (-2): The snippet does not describe the web page and
is useless. Poor (-1): The snippet has some information from the web page
but doesn’t help decide to visit the web page. Acceptable (1): The snip-
pet has key information from the web page and helps decide to visit the
web page. Good (2): The snippet describes the web page well and helps
decide to visit the web page. The results of this task can be found in Ta-
ble 5.19. We achieved a high inter-annotator agreement with the lowest ma-
jority agreement of 75% and the highest one of 91%. The table shows that
CNN-DM best summarizes the documents, while Paraphraser and the anchor
context models AnchorContext and AnchorContext-QB perform comparably



5 Beyond Textual Media Bias 105

Model Maj. Full

Yes No Yes No

CNN-DM 79 21 41 21
Paraphraser 73 27 23 27
DMOZ 60 40 10 40
DMOZ-QB 69 31 12 31
AnchorContext 82 18 34 18
AnchorContext-QB 87 13 43 13

Table 5.20: Evaluation results: Query bias as judged by crowdworkers, where each
study is based on n = 100 snippets, three votes each, and agreement is measured
as 2/3 majorities and full agreement.

well. We see that DMOZ-QB has a much lower average score than the others.
The low scores are reflected also by the low language fluency of the text and
the low factuality as shown in the previous evaluations.

Additionally, we asked workers to judge if the snippet is query-biased
when describing the document. This helps us further assess if our query-
biased models do generate snippets that consider the search query in their
description of the web document. Table 5.20 shows the full agreements
amongworkers for this specific question. We observe that AnchorContext-QB
and CNN-DM are the top two models where the snippets are query-biased
(43 and 41). However, CNN-DM also has a higher number of no votes. Also,
compared to query-unbiased models (DMOZ and AnchorContext), the query-
biased models (DMOZ-QB and AnchorContext-QB) can generate snippets that
are more query-focused. It follows that our process of shaping the training
examples to be query-biased is successful and our models can learn to gen-
erate such snippets. Given the fact that the DMOZ descriptions are often
too short to reliably shape them into query-biased training instances, the
DMOZmodel fails to generate a high number of query-biased snippets.

Snippet UsefulnessWith this crowdsourcing task, we evaluatewhether the
users of a search engine can identify relevant results for a given search query
based on the generated snippet of each document. We followour previously
applied experimental setup (Chen et al., 2018a). First, we selected 50 top-
ics as queries from the aforementioned TREC Web tracks, Session tracks,
and Tasks tracks, ensuring that the queries had at least three relevant and
three irrelevant documents judged in the datasets provided by the tracks.
We evaluated each model independently by showing the search query and
snippets of six documents (whose relevance judgments are known) gener-
ated by this model. The interface of this annotation task, as presented to the
workers, can be seen in Figure 5.3, where workers judged each snippet to be
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Figure 5.3: The interface used by workers in deciding snippet usefulness, showing
several snippets next to radio boxeswhere the expected relevancy of a document on
a search results page is to be predicted. The figure is reused from our paper (Chen
et al., 2020c)

relevant or irrelevant. This task emulates the use of abstractive snippets in
a practical setting.

Table 5.21 shows the results of this experiment. For comparison, we
show the results of Chen et al. (2018a), where the extractive snippets as
employed by Google achieved the highest F-score of 67.64 among their ap-
proaches. The baselines CNN-DM and Paraphraser perform similarly to each
other but are still worse than Chen et al. (2018a)’s extractive snippets. Both
DMOZ-based models performed worse than the baselines, while DMOZ-QB
performs a lot better than DMOZ; its snippets have more query bias. The
AnchorContext-QBmodel performs competitively to Chen et al. (2018a)’s ex-
tractive snippets (66.18 versus 67.64), while comprising significantly less
text reuse (see last row of Table 5.17). This result is very promising, im-
plying sufficiently abstractive snippets that are useful to identify relevant
documents, like the extractive snippets of commercial search engines.
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Model F-score

CNN-DM 61.85
Paraphraser 60.49
DMOZ 46.03
DMOZ-QB 59.82
AnchorContext 34.86
AnchorContext-QB 66.18

Chen et al. (2018a) 67.64

Table 5.21: Evaluation results: Usefulness of snippets to crowd workers in select-
ing relevant documents, compared to our previous study (Chen et al., 2018a) of
manually paraphrased snippets.

5.3.8 Examples of Generated Snippets

Table 5.22 and 5.23 show our example query “cycling tours” and an excerpt
of a relevant document from theClueWeb09 right below. Each of themodels
under evaluation has generated a snippet for this document, listed below
the excerpt.

The CNN-DM model copies two sentences from the document (the second
one appears later). This is unsurprising since the model’s training corpus
exhibits a strong extractive bias. By accident, one of the sentences contains
a query term (“cycling”), rendering the snippet partially query-biased. A
common problem with neural text generation is exemplified, namely the
repetition of words and phrases (“Vermont”). For training and genera-
tion, numbers have been replaced with <num>. The Paraphrasermodel para-
phrases the first sentence, accidentally removing the snippet’s query bias
while introducing terminology related to bicycling (“transmission”), but
not related to the document’s topic. It generates erroneous statements and
has problems with the usage of definite and indefinite determiners. Still,
some text remains untouched, so that a little less than half the snippet is
reused text. These observations are in line with our evaluation results,
where Paraphraser is found to exhibit lower fluency scores due to less reuse
(Tables 5.17 and 5.18) and is less query-biased (Table 5.20) than CNN-DM. Our
basic factualitymeasures do not yet include fact-checking, thus overlooking
false statements.

Regarding our DMOZmodel, if not for the repetition and a factual error at
the end, it would have generated a to-the-point, query-biased snippet. Its
style resembles that of DMOZ summaries, quite befitting a snippet (e.g., by
omitting the subject in the second sentence). Still, this model achieves the
lowest performance in summarization effectiveness (Table 5.19) and query
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Query: cycling tours

Web document (excerpt; ClueWeb09 ID “clueweb09-en0020-20-15833”)
All bike newEngland routes are now available on one diskwith over 200 cue sheets
andmaps from 7 years of touring in the Berkshires, theMassachusetts north shore,
Cape Cod, Vermont, NewHampshire, [ . . . ] This special version of our north shore
cycling tours is designed for active participants aged 55 and older through the El-
derhostel travel organization exploring the England coast and historic Essex county
[ . . . ] (see entire document at [ChatNoir])

CNN-DM
All bike new England routes are available on one disk with over <num> cue sheets
and maps from <num> years of touring in the Berkshires, the Massachusetts north
shore, Cape Cod, Vermont, NewHampshire and Vermont. Rides are up to 45miles
a day, with shorter loops for all levels of cycling ability.

Paraphraser
All the new England transmissions are now available on one disk with a blanket of
<num> andmaps from <num> years of travel in the northwest coast, a Massachusetts
north coast, the Cape Cod, Vermont, New Hampshire [ . . . ]

DMOZ
Guided bike tours in Massachusetts, Massachusetts, Rhode island, New Hamp-
shire, Connecticut, Massachusetts and Massachusetts. Includes information on
tours, tours, events, and contacts. Located in Boston.

DMOZ-QB
Spring tours cycling tours offers a range of tours and services to individuals and
groups in the north bay area. Includes information on tours, tours, events, and
activities. Also includes a guide to the <eos>

Table 5.22: An example of a query, a relevant web document, and snippets gen-
erated by the studied models. The query’s terms are highlighted bold, reuse gray,
repetitions underlined gray, and errors underlined black.

bias (Table 5.20), although its measured fluency is much higher compared
to that of DMOZ-QB. The latter also generates a rather to-the-point snippet, al-
beit also with repetitions and improper termination (<eos>). Starting with
the query “cycling tours” and generating in two directions, the backward
generation to the beginning of the snippet failed, introducing a false com-
pany name (“Spring tours cycling tours”). Neither of the DMOZ models
reused any phrase longer than two words from the original document.

The two anchor context models provide themost fluent examples that do
not reuse any text verbatim. The AnchorContextmodel does not repeat itself
and accidentally includes at least one of the query’s terms. It introduces a
company not referred to in the document, and it introduces bike tours at

https://www.chatnoir.eu/cache?uuid=4fa77eab-4a40-564a-98e5-aa0397eca713&index=cw09
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Query: cycling tours

Web document (excerpt; ClueWeb09 ID “clueweb09-en0020-20-15833”)
All bike newEngland routes are now available on one diskwith over 200 cue sheets
andmaps from 7 years of touring in the Berkshires, theMassachusetts north shore,
Cape Cod, Vermont, NewHampshire, [ . . . ] This special version of our north shore
cycling tours is designed for active participants aged 55 and older through the El-
derhostel travel organization exploring the England coast and historic Essex county
[ . . . ] (see entire document at [ChatNoir])

AnchorContext
For more information on the Deerfield river bike tour cycling, visit the Deerfield
web site. The Deerfield is a small company offering group tour services for orga-
nizations and individuals in the north shore area of Massachusetts, southern New
Hampshire and Vermont, and the popular Worcester mountains of western Mas-
sachusetts.

AnchorContext-QB
Walking and cycling tours. The tours is a great place to start and enjoy the best of
the great lakes in the United States and around the world, as well as some of the
most beautiful and beautiful places in the world.

Table 5.23: An example of a query, a relevant web document, and snippets gen-
erated by the studied models. The query’s terms are highlighted bold, reuse gray,
repetitions underlined gray, and errors underlined black.

places not mentioned in the document. The AnchorContext-QB repeats itself
and introduces “walking” tours. Also, it is very generous in its praise, mak-
ing strong subjective claims unbefitting snippet language. This indicates
some bias in the anchor context training data: Perhaps, more often than
not, an author linking to another document has good things to say about it
(e.g., when referring to the web document of a nice place one has visited).
This merits further investigation and perhaps the inclusion of an additional
filtering step based on sentiment analysis. Both models introduce errors
relating to determiner usage.

Altogether, despite the encouraging evaluation results, our in-depth
analysis of the example as well as others reveals a lot of room for improve-
ment. All models except the mostly reusing CNN-DM model introduce lan-
guage or factual errors to a greater or lesser extent, the factual errors be-
ing the most important issue to tackle in future work. The baseline models
CNN-DM and Paraphraser disqualify themselves with respect to text reuse;
they are hardly abstractive. A cause for the shortcomings of the two query-
biased models DMOZ-QB and AnchorContext-QB may be the fact that they are

https://www.chatnoir.eu/cache?uuid=4fa77eab-4a40-564a-98e5-aa0397eca713&index=cw09
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forced to start generatingwith the query, whichmay not be an optimal start-
ing point, whereas query bias is important for snippet generation.

5.3.9 Model Ranking

Snippet usefulness—the capability of a model to generate snippets that
enable humans to select relevant results—is the key measure to rank ab-
stractive snippet generationmodels. Our AnchorContext-QBmodel performs
best, achieving an F-score competitive to that of extractive snippets. Nev-
ertheless, it does not achieve the crowdsourced effectiveness and fluency
scores of CNN-DM, which achieves the second-highest usefulness score. The
latter, however, mostly reuses text from the summarized documents: There
is no practical advantage in training a neural snippet generation model that
is not abstractive since state-of-the-art extractive snippet generators perform
competitively with little development overhead.

The Paraphraser and the two DMOZ-based models are ranked third to
fifth in terms of usefulness, while their ranking is reversed in terms of reuse.
The Paraphraser and the query-biased DMOZ model have the lowest flu-
ency among all models, while the remaining query-unbiased DMOZmodel
scores second to lowest in terms of usefulness. Nevertheless, the writing
style of the snippets generated by the DMOZ-based models is closest to our
expectation of a well-written snippet. It is conceivable, however, that by
restoring the entire DMOZ directory and by retrieving archived versions of
its linked pages, a substantially higher overall performance can be attained
than is possible with the comparably small amount of training examples we
could obtain. That size of the training data matters can be observed for the
query-unbiased AnchorContextmodel, which is trained on 10 million exam-
ples and achieves the best fluency in terms of perplexity and second-best
fluency as per crowd judgment while reusing the least of the original docu-
ment. However, its usefulness score is the lowest of allmodels, showing that
enforcing query bias may be necessary to ensure themodel does not “hallu-
cinate”. Thus, increasing the number of query-biased anchor context-based
training examples might allow us to combine the strengths of the two an-
chor context-based models.

5.4 Summary

This chapter has discussed how to extend our media bias knowledge into
other domains of tasks. In Section 5.1 we have studied the task of content
transfer. We first cast content transfer as a special case of our gatekeeping
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bias mitigation model discussed in Section 4.1. We demonstrated that con-
tent transfer can be tackled based on the model we developed before.

In Section 5.2 and Section 5.3, we have studied the abstractive snippet
generation task. We first conducted a user study showing that the ab-
stractive snippets potentially have similar performance compared to current
snippets in Section 5.2. We also discussed users’ preferences for different
types of snippets. The results suggest that generated snippets are useful for
the users to find out the desired websites.

The last section of this chapter presents a snippet generator. We first
present the anchor contexts as the source of snippets via a distant super-
vision manner. Our snippet generator treats the input query as a “topic”
in the gatekeeping bias mitigation task. Our intrinsic and extrinsic evalu-
ations show that the model generates biased snippets that can be used to
accurately choose relevant websites on a search results page.

In this chapter, we have learned the robustness of our models across the
two NLP tasks and we have seen these NLP tasks can be casted as the tasks
we have studied in the previous chapters. Through the analyses and exper-
iments of this chapter, we have gained valuable insights into our models.
As we go on the last bit of this thesis, we aim to enlighten the potential im-
plications and contributions of our bias analyses and mitigation strategies.
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6
Conclusion

The best way to predict the
future is to invent it.

Alan Kay

This chapter wraps up the dissertation. Section 6.1 reviews our key find-
ings as well as any potential implications in Chapters 3, 4, and 5. The re-
maining part discusses our research questions. Later in Section 6.2, we dis-
cuss the remaining open problems and future work of this thesis.

6.1 Main Contributions and Implications

As discussed in Chapter 1, Chapters 3 to 5 study textual media bias from
different perspectives. Chapter 3 studies bias analysis by creating a cor-
pus and discussing how to detect sentence-level and article-level bias. In
Chapter 4 we discuss how to mitigate three kinds of media bias. Finally in
Chapter 5 we aim to employ our bias analysis and mitigation knowledge in
other domains of tasks.

Chapter 3 introduces the webis-bias-flipper-18 corpus. Focusing on po-
litical events in the US, this dataset collects 6,447 news articles and their
bias labels. This chapter starts with discussing the process of crawling the
articles and performing statistical analysis of them. In the latter two sec-
tions, based on the corpuswe study (1) how to detect article-level bias given
sentence-level bias and (2) how to detect sentence-level bias given article-
level bias.

113
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We aim to provide answers for the first research question (how to ana-
lyze media bias) in Chapter 3. The created corpus provides the basis of this
chapter. Via the discriminativeness ratio equation, we can capture impor-
tant words that discriminate between the left and right biases. The analysis
provides statistical answers for subquestion 1.1 (how bias is manifested in
the texts). Most importantly, the analysis also shows the difference between
biased text and other domains of text: biased texts frequently use nouns,
and different nouns present different biases. With this in mind, we study
two bias detection tasks, one detects article-level bias from sentence-level
bias, and the other one is a reversed task: detecting paragraph, sentence,
and word-level bias from article-level bias. These two sections provide an-
swers to our subquestion 1.2 how these two levels of biases correlate with
each other. First of all, the findings suggest that both directions of bias de-
tection can be successfully achieved. Secondly, the results show how biases
occur at different locations. For example, the last quarter is usually themost
biased part of an article. Lastly, we provide experiment results that using
only lexical information is limited to detecting article-level bias. We trained
a Gaussian model using only bias pattern information to detect the bias,
which suggests that bias patterns (including count, location, and transition
of bias) are strong features for the article-level bias detection task.

Chapter 4 studies media bias mitigation for three different kinds of bi-
ases: gatekeeping bias, coverage bias, and statement bias. For each bias, we
propose a strategy to mitigate and develop a neural network model in or-
der to mitigate the bias in the text. For gatekeeping bias, the model learns
to generate a sentence according to a given new piece of information. It
helps reduce gatekeeping bias by considering other relevant information
regarding one event. For coverage bias, we proposed to consider framing
to increase the visibility of each side. The model rewrites the sentence to
change from one frame to the other. Lastly in statement bias, we studied
how to change the bias from left-oriented to right-oriented, and vice versa.

Chapter 4 tries to answer the second research question of how to miti-
gate the bias in the text. Accordingly, each section in this chapter answers
one subquestion (subquestion 2.1 to 2.3) corresponding to three kinds of
bias. To mitigate gatekeeping bias in subquestion 2.1, we aim to insert
new information. Our answer is to use a multi-learning model to meet the
three requirements of the desired text. For each requirement, one classi-
fier is trained. After that, these classifiers are integrated into the model to
guide the training process. By reframing we can balance the visibilities of
each side. In subquestion 2.2, we worked on reframing and our answer is
to train the model with three strategies: framed-language pretraining, named-
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entity preservation, and adversarial learning. The results suggest that using the
three strategies together can best reframe the text properly. Lastly in miti-
gating the statement bias (subquestion 2.3), our model learns to keep the
syntax the samewhile changingwords such as named entities or verbs. The
results suggest that the model successfully captures the difference between
left and right biases.

Chapter 5 aims to expand our study in order to see if we can apply the
learned bias analysis and mitigation knowledge to other domains of tasks.
In this chapter, we first study the task of content transfer and apply our
multi-learning model from subquestion 2.1 to it. The latter two sections
are about generating abstract snippets. We first perform a user study to
investigate how the abstractive snippets are used. In the last section, we
train a snippet generator to generate abstractive snippets.

We try to answer Research Question 3 (beyond media bias) using the
findings in Chapter 5. For subquestion 3.1, we find that themulti-task learn-
ing model we developed in the previous chapter can be applied to a new
task. After re-training the classifiers and the model, the experiments pro-
vide empirical results that the generator can be applied to the context trans-
fer task. For tasks that are much different from the media bias task, we first
carefully conduct a user study to know if the generated snippets are useful
in web search scenarios. After that, we cast the abstractive snippet gener-
ation problem as a special case of gatekeeping bias mitigation, we trained
a snippet generator and evaluated it via crowdsourcing. The results sug-
gest that users can use the generated snippets to find the webpages they are
looking for. The last sections answer subquestion 3.2 how to apply our me-
dia bias knowledge to a new domain. Our findings suggest that we can use
our bias mitigation idea on the abstractive snippet generation task.

Overall, chapters 3 through 5 collectively present a thorough study of
textual media bias. The entry point is Chapter 3 where we construct a me-
dia bias corpus and conduct analyses of media bias in news articles. The
subsequent focus is on mitigating media bias where we have proposed dis-
tinct strategies tailored to tackle the three types of media bias. Finally in
Chapter 5, we conclude the study by examining the robustness of devel-
oped models as we apply them to other NLP tasks.

6.2 Open Problems and Future Work

We highlight several parts of our research questions that have interesting
follow-up questions or remain unsolved to wrap up this chapter and the



116 6.2 Open Problems and Future Work

dissertation. We also address our research’s limits and promising directions
for future work.

In Chapter 3, we created the corpus, analyzed bias in news media espe-
cially on the linguistic level, and performed two types of bias identification
tasks. The three sections in this chapter present a comprehensive study of
bias analysis. Yet, a limitation here is that we do not cover detecting other
types of bias in newsmedia. Othermedia biases such as coverage biasmight
behave differently. In terms of providing a complete study of analyzing all
types of textual media biases, follow-up researchers should study the miss-
ing part of the analyses. We especially, expect the development of models
capable of capturing the structure within news articles, enabling the detec-
tion of other types of media biases.

Chapter 4 demonstrates how tomitigate all three kinds of biases. Though
we have shown empirical results that the mitigations work in general, they
are not yet perfect. In particular, we see the performance of statement bias
mitigation is limited, and the model frequently alters the meaning of the
text. In the future, with a more sophisticated method, or a model with the
ability to strictly keep the semantics, we should be able to see a more suc-
cessful statement bias mitigation.

Another interesting follow-up is to bring up new deep learning methods
such as the diffusionmodel (Zou et al., 2023), which has shown outstanding
performance in generating graphics. In the future, if the model is more
mature to be used in NLP tasks, one should expect a better improvement in
generating human-like texts.

Lastly in Chapter 5, we studied two domains of tasks and applied our
bias mitigation knowledge to it. We have found these two tasks work with
satisfied performance. However, one limitation here is clearly that other
NLP tasks can be studied as well, and other NLP tasks may not be able to
apply our knowledge to them. If the task is too far away from bias analysis
or bias mitigation, we have to twist the task to fit into the cases we have
studied. Future work here can be to study other NLP tasks and seek the
limitations of our bias analysis and mitigation models.

Overall, one shared limitation is that we did not compare our approach
against those arising NLP methods such ChatGPT1. Once the model is sta-
ble and open to be used as a comparable baseline, future work can test
whether ChatGPT can perform media bias and mitigation better. How-
ever, while ChatGPT has demonstrated to successfully conduct many NLP
tasks (Qin et al., 2023), its scope is not to replace all aspects covered in this

1https://chat.openai.com/

https://chat.openai.com/
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thesis. For example, we expect that our analyses ofmedia bias still hold, and
ChatGPT can enhance the bias detection accuracy andpotentially contribute
to scaling up the analyses by including more texts. Secondly, the remark-
able text generation capability of ChatGPT can play a role in improving the
text quality of the text after bias mitigation. Nevertheless, it is crucial that
humans should always be involved in the mitigation process, as ChatGPT
itself has limitations in independently addressing all types of media bias.
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