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Preface

Abstract

The quality of solutions submitted by workers on crowdsourcing platforms is influ-
enced by problems that they encounter during their work in crowdsourcing market-
place. In this thesis, our initial objective is to identify the primary obstacle that has
the most significant influence on maximizing the benefits derived from the crowd-
sourcing model. Subsequently, we will employ an approach to investigate whether
the use of natural language processing techniques can enhance the identified issue.
To find the primary problems, we offer a brief yet comprehensive survey based
on two complementary investigations: (1) a literature review, in which we arrange
problems identified through interviews with workers, and (2) an empirical data
analysis, where topic modeling is applied to extract workers’ grievances from an
English corpus of workers’ forum discussions. The literature discusses task evalu-
ation issues as most widespread, while the data suggests that poor task design by
requesters appears to be the most troubling issue for workers in the crowdsourcing
processes. Prior research shows that inexperienced requesters fail to write clear
and complete task descriptions which directly leads to low quality submissions
from workers. In this thesis, we aim to address this issue by studying whether an
automated writing assistance can enable requesters to identify and improve clar-
ity flaws in their task descriptions before deployment on the platform. In order
to achieve this, we undertake two significant measures: a) we first study whether
clarity flaws in task descriptions can be identified automatically using natural lan-
guage processing methods. We identify and synthesize eight clarity flaws in task
descriptions and we then build both BERT-based and feature-based binary clas-
sifiers. Through a crowdsourced study, we collect annotations of clarity flaws in
1332 real task descriptions. Using this dataset, we evaluate several configurations
of the classifiers. Our results indicate that nearly all the clarity flaws in task de-
scriptions can be assessed reasonably well by the classifiers. b) Upon the insights
achieved from previous step, we developed a tool that enables requesters to iter-
atively identify and correct eight common clarity flaws in their task descriptions
before deployment on platforms. It employs natural language processing models
trained on real-world task descriptions that score a given task description for the
eight clarity flaws. In a two-phase user study, we evaluate whether automated assis-
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tance for writing task descriptions proves beneficial from the requesters’ viewpoint
and effective from the perspective of crowd workers, as those who are confronted
with such descriptions in practice. Based on our findings, approximately 65% of
requesters rated the tool’s information assistance as highly or very highly helpful.
Furthermore, 76% of crowd workers reported an improvement in the overall clar-
ity of task descriptions when requesters utilized the tool. The results indicate that
by employing natural language processing techniques, we can automatically aid
requesters in identifying clarity issues within their task descriptions, leading to en-
hancements that make them clearer for workers. This, in turn, results in improved
task design quality and subsequently, addresses workers’ submissions quality as a
major challenge in crowdsourcing processes.
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Zusammenfassung

Die Qualitét der Losungen, die von Arbeitnehmern auf Crowdsourcing-Plattformen
eingereicht werden, wird von den Herausforderungen beeinflusst, mit denen sie
wihrend ihrer Arbeit auf dem Crowdsourcing-Markt konfrontiert werden. In der
vorliegenden Dissertation besteht unser erstes Ziel darin, das Hauptproblem zu
identifizieren, das den grof3ten Einfluss auf die Maximierung der Vorteile des Crowd-
sourcing-Modells hat. Anschlieend werden wir einen Ansatz verwenden, um zu
untersuchen, ob der Einsatz von Techniken zur natiirlichen Sprachverarbeitung
das identifizierte Problem verbessern kann. Um die Hauptprobleme zu finden,
bieten wir eine kurze, aber umfassende Umfrage auf der Grundlage von zwei
ergianzenden Untersuchungen an: (1) eine Literaturiibersicht, in der wir die Her-
ausforderungen identifizieren, die durch Interviews mit Arbeitnehmern ermittelt
wurden, und (2) eine empirische Datenanalyse, bei der Topic Modeling angewen-
det wird, um Beschwerden von Arbeitnehmern aus einem englischen Korpus von
Diskussionen in Arbeitsforen zu extrahieren. Die Literatur diskutiert Probleme
bei der Aufgabenauswertung als am weitesten verbreitet, wihrend die Daten da-
rauf hindeuten, dass schlechte Aufgabengestaltung durch Auftraggeber das prob-
lematischste Thema fiir die Arbeitnehmer in den Crowdsourcing-Prozessen zu sein
scheint. Frithere Forschung zeigt, dass unerfahrene Auftraggeber keine klare und
vollstindige Aufgabenbeschreibungen, was direkt zu minderwertigen Arbeitsergeb-
nissen fiihrt. In dieser Arbeit zielen wir darauf ab, diesem Problem zu begeg-
nen, indem wir untersuchen, ob eine automatisierte Schreibhilfe Auftraggebern
ermOglichen kann, Unklarheiten in ihren Aufgabenbeschreibungen vor der Verof-
fentlichung auf der Plattform zu identifizieren und zu verbessern. Um dies zu erre-
ichen, unternehmen wir zwei wichtige MaBBnahmen: a) Wir untersuchen zunéchst,
ob Unklarheiten in Aufgabenbeschreibungen mithilfe von Methoden zur natiir-
lichen Sprachverarbeitung automatisch identifiziert werden konnen. Wir identi-
fizieren und synthetisieren acht Unklarheiten in Aufgabenbeschreibungen und er-
stellen sowohl BERT-basierte als auch merkmalsbasierte binédre Klassifikatoren. In
einer Crowdsourcing-Studie sammeln wir Anmerkungen zu Unklarheiten in 1332
realen Aufgabenbeschreibungen. Anhand dieses Datensatzes bewerten wir ver-
schiedene Konfigurationen der Klassifikatoren. Unsere Ergebnisse zeigen, dass na-
hezu alle Unklarheiten in Aufgabenbeschreibungen von den Klassifikatoren recht
gut bewertet werden konnen. b) Aufgrund der Erkenntnisse aus dem vorheri-
gen Schritt haben wir ein Tool entwickelt, das Auftraggebern ermoglicht, itera-
tiv acht hiufig auftretende Unklarheiten in ihren Aufgabenbeschreibungen vor der
Veroffentlichung auf Plattformen zu identifizieren und zu korrigieren. Es verwen-
det Modelle zur natiirlichen Sprachverarbeitung, die an realen Aufgabenbeschrei-
bungen trainiert sind und eine gegebene Aufgabenbeschreibung auf die acht Un-
klarheiten bewerten. In einer zweiphasigen Benutzerstudie bewerten wir, ob die
automatisierte Unterstiitzung bei der Erstellung von Aufgabenbeschreibungen aus
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Sicht der Auftraggeber niitzlich ist und aus der Perspektive der Crowdarbeiter, die
in der Praxis mit solchen Beschreibungen konfrontiert sind, effektiv ist. Basierend
auf unseren Ergebnissen bewerteten etwa 65% der Auftraggeber die Information-
sunterstiitzung des Tools als sehr hilfreich oder sehr hilfreich. Dariiber hinaus
berichteten 76% der Crowdarbeiter von einer Verbesserung der Gesamtqualitét der
Aufgabenbeschreibungen, wenn die Auftraggeber das Tool nutzten. Die Ergeb-
nisse deuten darauf hin, dass wir mithilfe von Techniken zur natiirlichen Sprachver-
arbeitung Auftraggebern automatisch bei der Identifizierung von Unklarheiten in
ihren Aufgabenbeschreibungen unterstiitzen konnen, was zu Verbesserungen fiihrt,
die sie fiir Arbeitnehmer klarer machen. Dies wiederum fiihrt zu einer verbesserten
Aufgabengestaltungsqualitit und 16st somit das Problem der Qualitdt der Einre-
ichungen von Arbeitnehmern als eine Hauptherausforderung in Crowdsourcing-
Prozessen.
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Chapter 1

Introduction

In this thesis, our objective is to investigate the primary challenges hindering the
success of crowdsourcing processes and implement a strategy to tackle the most
significant impediment. Initially, we conduct a two-pronged study comprising a
“literature review” and an empirical “data analysis” to pinpoint the foremost obsta-
cle exerting the most substantial impact on these processes.

Our findings reveal that the poor task design, particularly the lack of clarity
in task instructions provided by requesters has been highlighted as the primary
issue. Unclear task descriptions has the most pronounced influence on the quality
of submissions and, consequently, the overall quality of crowdsourcing processes.
To address this problem, we undertake a computational assessment to determine
whether Natural Language Processing (NLP) techniques can yield models capable
of automatically detecting clarity flaws of crowdsourcing task instructions.

Given that NLP methods allow us to train models for recognizing clarity issues
in task instructions, our aim is to mitigate this challenge by investigating whether
an automated writing assistant tool can assist requesters in identifying and enhanc-
ing the clarity of their task descriptions (i.e., task’s title and the body containing
instructions) before deploying them on the platform. We evaluate the tool’s ef-
fectiveness in assisting requesters to improve the clarity of their task instructions,
considering the perspectives of both requesters and workers.

In this chapter, we provide a comprehensive overview of the thesis, encom-
passing a concise introduction to the field of crowdsourcing, an exploration of the
challenges from both theoretical and practical viewpoints , the research questions
addressed, and the key contributions made to advance the state-of-the-art in im-
proving crowdsourcing processes.

1.1 Crowdsourcing

The rapid expansion of web technologies and the vast number of internet users
have driven the emergence of innovative co-creation models, which integrate ex-
ternal sources of innovation for value creation and problem-solving. One such co-



creation model is crowdsourcing, which was first introduced by Howe et al. (2006)
in Wired magazine, inspired by the growing potential for large-scale collaboration
facilitated by the internet.

Howe et al. (2006) characterizes the concept of crowdsourcing as a method of
addressing problems by outsourcing human-intelligence tasks—typically executed
by specific employees—to a group of undefined remote web workers through open
calls. This definition highlights crowdsourcing as a transformative work model
that has shifted conventional organizational workflows where value creation was
primarily performed by in-house employees. Crowdsourcing, instead, serves as a
conduit connecting producers and users of company services, enabling volunteers
to contribute their innovative ideas and expertise to product development.

Crowdsourcing grants businesses access to an extensive and diverse pool of
talents and creativity through web-based platforms. This approach has garnered
the interest of companies and organizations across numerous fields, including in-
formation management (such as Wikipedia), business and marketing, environmen-
tal sciences, medicine, sociology, computer science, and beyond (Hosseini et al.,
2014).

In academia, crowdsourcing has evolved into a vital instrument that enables
researchers to connect with a broader community, thus expediting the progress
of knowledge acquisition. It has left a profound mark on research by harnessing
the combined wisdom and assets of a diverse array of individuals, manifesting its
influence in various aspects such as swift and economical data collection, fostering
interdisciplinary cooperation among specialists from varied disciplines, facilitating
rapid dissemination of research findings through peer review, providing essential
funding and support for research endeavors, empowering efficient data analysis,
and more (Hedges and Dunn, 2017).

Numerous researchers have explored various aspects of crowdsourcing, such
as models, applications, workflows, benefits, and challenges. Among these stud-
ies, Estellés-Arolas and Gonzalez-Ladron-de Guevara (2012) examined crowd-
sourcing definitions to identify common elements, while Hetmank (2013) inves-
tigated typical design aspects of crowdsourcing systems. Hosseini et al. (2014)
discussed the four pillars of crowdsourcing and deduced a taxonomy, and Hossain
and Kauranen (2015) reviewed the development of crowdsourcing literature and
listed its applications. Additionally, Nassar and Karray (2019) summarized meth-
ods used in crowdsourcing processing steps, and Muhdi et al. (2011) employed
a specific research design to examine the main phases of intermediary-mediated
crowdsourcing processes in ongoing projects.

This work forms a part of the “Digital Future” research program', an inter-
disciplinary collaboration between Paderborn University and Bielefeld University,
featuring a team of psychologists, sociologists, engineers, economists, and com-

'The program’s url: https://www.uni-paderborn.de/en/news-item/91403
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puter scientists. The primary objective of the Digital Future program is to compre-
hend and enhance crowdsourcing processes while developing technological meth-
ods that assist people—including employers, freelancers, and individuals—in both
their professional and personal lives.

To refine the scope of our focus, we concentrate on the overall concept of the
general crowdsourcing process. In Chapter 2, we provide a concise overview of the
fundamental components of crowdsourcing processes, including tasks, requesters,
crowd workers, submissions, and intermediary platforms.

In short, in the general crowdsourcing process (Howe et al., 2006), “tasks”
serve as the core components, representing the assignments that require completion
through crowdsourcing. These tasks are defined and incentivized by “requesters,”
who can be either individuals or organizations, initiating crowdsourcing endeav-
ors. On the other end, contributors or participants known as “crowd workers” are
the individuals responsible for executing the tasks outlined by requesters. These
crowd workers constitute a diverse and geographically dispersed online commu-
nity. Once completed, the work carried out by these crowd workers is submitted.
These “submissions” play a pivotal role in the crowdsourcing ecosystem as they are
subsequently assessed and employed by requesters for their intended objectives.
“Intermediary platforms” (Howe et al., 2006) play a crucial role in this process,
functioning as online facilitators that mediate the interactions between requesters
and crowd workers. Some notable examples of such platforms include Amazon
Mechanical Turk (MTurk)? and Upwork3.

The subsequent sections provide an overview of the thesis development pro-
cess, presenting the focus of this work and the central research questions to be
addressed.

1.2 Problem Statement and Approach

As explained in Section 1.1, the crowdsourcing model can be regarded as a co-
creation approach that harnesses the collective intelligence of a diverse group through
an open call, leading to the realization of collaborative services and innovative
ideas in a more cost-effective and expedited manner compared to the conventional
employment model.

Various areas such as information systems and human computation, psychol-
ogy, business, and organization management have adapted the crowdsourcing pro-
cesses, and a wide range of requesters with various backgrounds actively benefit
from the merits of the models. Crowdsourcing platforms are necessary for con-
necting the extensive network of requesters and workers spanning diverse cultures,

“MTurk’s homepage link: https://www.mturk.com
3Upwork’s homepage link: https://www.upwork .com
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FIGURE 1.1: Overview of the thesis process

possessing different skills, and varying educational backgrounds from around the
globe in an anonymous and distant setting.

According to the promises made by crowdsourcing models, on the one hand,
requesters profit from crowdsourcing models by obtaining high-quality submis-
sions. On the other hand, workers pursue monetary or non-monetary incentives
such as reputations or skills. Their motivation fulfillment relies on acceptance of
their submissions, remuneration, or other specified rewards. In practice, however,
crowdsourcing models are not entirely successful in fulfilling their promises to
both requesters and crowd workers.

In line with the primary goals of the “Digital Future” research program, our ini-
tial focus was on exploring the impediments that hinder the effectiveness of crowd-
sourcing models. This investigation allowed us to gain a thorough understanding
of the various challenges present at each stage of the process, potentially leading to
the discovery of underlying relationships and the reasons behind these challenges.
By obtaining this comprehensive view, we are equipped to make significant contri-
butions to the state-of-the-art, focusing on the development of beneficial solutions
for requesters, crowd workers, and ultimately, the overall success of crowdsourcing
models. Hence, we adhered to a process to achieve this ultimate goal.

Figure 1.1 provides an overview of the developmental process followed through-
out this thesis. The process consists of three primary sequential phases, which are
listed and elucidated below:

1. Crowdsourcing Challenges: We conduct a twofold study to obtain a broad
overview of the crowdsourcing challenges and their dominance (i.e., (a) Lit-
erature Review & Data Analysis). Next, we analyze the prior study’s find-
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ings and identify the major challenges including research questions (i.e., (b)
Identification of the Key Challenges).

2. Task Clarity Assessment: We aim to adopt an approach of leveraging com-
putational techniques (i.e., (a) Specification of Computational Methods for
Assessing Clarity) to study whether task clarity as one of the key challenges
can be computationally assessed. On this basis, we specify the fundamen-
tal components and create the required corpus for the assessment study (i.e.,
(b) Creation of the Required Dataset). We then evaluate whether natural lan-
guage processing techniques could provide effective models for the problem
we focus on addressing in this thesis (i.e., (c) Evaluation of the Computa-
tional Methods).

3. Automated Writing Assistance: Building upon the findings from the assess-
ment study in the previous step, we proceed to develop the necessary mod-
els. Subsequently, we employ these models to create an automated interac-
tive tool to investigate whether these models and such an assistant tool can
address the problem (i.e., (a) Development of the Solution). To assess the ef-
fectiveness of our solution, we evaluate our tool against our main objectives
(i.e., (b) Evaluation of the Solution).

In Step 1.a, titled “Literature Review & Data Analysis” (Fig. 1.1), we carry out
a comprehensive study to gather both widely recognized and less acknowledged
challenges. This approach allows us to gain a comprehensive understanding of
the existing issues and their significance in crowdsourcing processes, providing
valuable insights into areas that necessitate improvements.

Our main emphasis is on investigating the challenges faced by crowd work-
ers, as they constitute the largest proportion of human actors in crowdsourcing
and are the primary source of creative services and innovative ideas within the
crowdsourcing process. To accomplish this, we delve into the literature on crowd-
sourcing challenges, primarily adopting a theoretical perspective, and also explore
crowd workers’ forums, where workers share their daily experiences and the chal-
lenges they encounter during the process. Our research primarily revolve around
addressing two key research questions:

* RQ1: What problems do workers face in the different phases of crowdsourc-
ing processes?

* RQ2: Which of these problems are most dominant in the literature and the
data, respectively?

In Step 1.b, titled “Identification of the Key Challenges” (Fig. 1.1), we conduct an
analysis of the previous study’s findings, revealing that the most significant issue



causing additional challenges for crowd workers in crowdsourcing processes is the
failure of requesters to design fair tasks in terms of time and effort estimation,
as well as providing clear instructions. While prior research, such as the work
by Kittur et al. (2013), primarily emphasized low-quality submissions from crowd
workers as the central challenge in crowdsourcing, an extensive body of literature
highlights that the clarity of task design by requesters plays a pivotal role in shaping
the quality of workers’ submissions (Khanna et al., 2010, Chandler et al., 2013,
Gadiraju et al., 2017, Gaikwad et al., 2017, Wu and Quinn, 2017, Nouri et al.,
2020).

In general, a task description should be easy to understand and follow (Ala-
garai Sampath et al., 2014) with clear terms, and also should describe sufficiently
what is expected to be delivered by workers and how this should be done (Kittur
et al., 2008, Grady and Lease, 2010, Alonso and Baeza-Yates, 2011, Franklin et al.,
2011, Finnerty et al., 2013, Manam et al., 2019).

The failure of requesters to create clear task descriptions can be attributed to
two main complexities: First, requesters are responsible for crafting task descrip-
tions that include all essential information, such as the required resources, step-
by-step instructions, and the format for submitting solutions. This responsibility
becomes particularly burdensome for those without extensive crowdsourcing ex-
perience, especially when dealing with micro-tasks that appeal to a diverse pool of
workers with varying skills and educational backgrounds (Ipeirotis, 2010). Second
complexity pertains to the challenge of expressing task descriptions clearly and
comprehensibly arises due to the inherent ambiguity of natural language and the
subjective language used by requesters. Consequently, workers may interpret the
instructions and requirements differently, leading to potential discrepancies in their
submissions (Franklin et al., 2011).

Hence, in Step 2.a, titled “Specification of Computational Methods for Assess-
ing Clarity” (Fig. 1.1), we propose addressing the dual challenge of equipping re-
questers with essential information presented in a clear manner. This calls for the
utilization of computational techniques to aid requesters automatically, enabling
them to enhance the clarity of their task descriptions while ensuring they attain the
required level of completeness.

In order to explore the concept of an automated solution that assists requesters
in identifying clarity issues in their task descriptions, we need to define the criteria
for a clear crowdsourcing task description. Subsequently, we proceed to create a
dataset, as shown in Step 2.b titled “Creation of the Required Dataset” (Fig. 1.1),
which are used to train computational models for this purpose.

In Step 2.c, titled “Evaluation of the Computational Methods” (Fig. 1.1), our
objective is to evaluate the extent to which task description clarity flaws could be
identified computationally through natural language processing techniques applied



CHAPTER 1. INTRODUCTION 7

to their plain text. Therefore, we focus on addressing the following two research
questions:

* RQ3. How effectively can clarity flaws in task descriptions be identified
automatically?

* RQ4. What textual properties render a task description unclear concerning
the defined flaws?

Given the insightful outcome gained from the previous study, which indicate that
computational techniques can effectively enable automatic assessment of clarity
regarding defined flaws, our focus shifts to Step 3.a, titled “Development of the
Solution” (Fig. 1.1). In this step, our objective is to tackle the task clarity prob-
lem by constructing models with the ability to assess the level of clarity in task
descriptions. To evaluate the effectiveness of our models, we utilized them to build
a web-based tool designed to aid requesters in writing clearer task descriptions.

Following the development of the tool, we then proceed to Step 3.b, titled
“Evaluation of the Solution” (Fig. 1.1), where we evaluate its effectiveness based
on both requesters’ and crowd workers’ judgments. During this evaluation, we
investigate the following two primary research questions:

* RQS5. How effectively can an assistant tool help requesters to identify the
clarity flaws in task descriptions?

* RQ6. How effectively can such a tool help to create task descriptions clearer
to workers?

In the upcoming sections, we will provide brief explanations of each step under-
taken in this work, which highlights our contributions in tackling the issue of un-
clear task descriptions in crowdsourcing. By enhancing workers’ understanding of
task instructions, our efforts are geared towards potentially increasing the satisfac-
tion of both requesters and crowd workers, ultimately contributing to the overall
success of crowdsourcing marketplace.

1.3 Crowdsourcing Challenges

In Literature Review & Data Analysis step (Fig. 1.1(1.a)), we conduct a compre-
hensive survey to obtain insights into the underlying reasons for the barriers to the
full success of crowdsourcing processes. In particular, we apply two complemen-
tary methods:

* Literature review: We collect the challenges discussed in the literature,
mostly found from interviews with workers. This source of information pro-
vides us with an overall view of the challenges uncovered by researchers.



* Empirical data analysis: We mine challenges from the complaints that
workers shared with their community about the complications, confusions,
and unfairness they face during work. We hypothesize that discussions in
crowd workers’ forums contain the problems and their significance in prac-
tice that researchers may not have identified yet.

By adopting this approach, we gain a deeper understanding of the existing chal-
lenges associated with crowdsourcing processes, serving as the foundation for fu-
ture research. Based on this hypothesis, we direct our attention to two primary
research questions: RQ1, which involves exploring challenges through literature
and crowd worker’s forums, and RQ2, which aims to analyze the dominance of
these obstacles. In the subsequent sections, we will provide brief explanations of
each method used and the corresponding data collected separately. Finally, we will
conclude by summarizing the findings derived from our investigation.

Literature Review

To collect the challenges discussed in articles, we conduct a comprehensive liter-
ature survey, reviewing studies that specifically focused on the challenges faced
by crowd workers throughout the processes. These challenges were sourced from
surveys and, in part, from interviews conducted with crowd workers.

Literature 'We select relevant articles encompassed crowdsourcing problems ap-
proached from questionnaires, surveys on crowdsourcing platforms, or face-to-face
interviews. In line with the data used for data analysis, the majority of studies fo-
cused on Amazon Mechanical Turk (MTurk). MTurk is widely recognized as the
largest and most popular micro-task crowdsourcing platform (O’Neill and Martin,
2013).

Method Through manual analysis, we identify and categorize the problems based
on their relevance to either requesters’ or workers’ performance and classified them
according to the different phases of the crowdsourcing process.

Empirical Data Analysis

As a supplementary approach to the literature review, we employ topic modeling
to identify the most commonly discussed problems among workers on an online
discussion forum, drawing from their firsthand experiences in crowdsourcing pro-
cesses. Through this method, we analyze the narratives that include genuine com-
plaints about the difficulties they encounter while working for requesters.
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This section serves as a summary of both our analysis and the corpus that we
have established for this research and potential future studies within the crowd-
sourcing marketplace.

Data Over time, various worker community forums have been established to fa-
cilitate communication and mutual support among workers during crowdsourcing
processes. Among these forums, we specifically analyze the data from the Turkop-
ticon forum, as it is the most widely used platform for sharing daily crowdsourc-
ing stories (Irani and Silberman, 2013). For the corpus of our data analysis, we
performed a crawl of all stories (i.e., reviews about requesters) on Turkopticon,
specifically focusing on the negative experiences, as they encompass the various
challenges workers encounter during their work.

Method In the data analysis process, our objective is to computationally mine
crowdsourcing problems from the reviews. To achieve this, we employ the La-
tent Dirichlet Allocation (LDA) method (Blei et al., 2003), which identifies hidden
topics among a large set of documents in a corpus.

In our approach, we treat each individual review as a separate document, and
through LDA, we extract the primary problems (i.e., topics) mentioned in the re-
views.

Results

In this stage, we conduct a comparison between the findings derived from the data
analysis and those obtained through the literature review process. This allows us to
gather and juxtapose the challenges discussed among workers in practice with the
perspectives presented by researchers from a more theoretical viewpoint.

In light of RQI, we identify a total of 14 distinct challenges discussed both
in the literature and among workers. The results indicate that these challenges
manifest across all stages of the crowdsourcing process. However, the main issues
experienced by workers are primarily related to task design, such as encounter-
ing vague task descriptions and facing underestimations. Additionally, errors in
the task environment lead workers to expend time on unsuccessful submissions.
Lack of feedback and inadequate responses to workers’ inquiries pose significant
problems during the task operation phase. The literature also extensively covers
communication challenges between requesters and workers, often compounded by
poor platform support. Simultaneously, unfair rejections without proper explana-
tion emerge as the dominant problem during the task evaluation phase. In light of
RQ2, we can infer that the challenges originating in the task design stage have the
most significant impact, subsequently leading to issues in the subsequent stages of
the crowdsourcing process. For instance, poor task design can result in low-quality
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submissions from workers and unfair rejections by requesters, subsequently lead-
ing to poor communication between workers and requesters due to the lack of
justifiable reasons for rejections. During the task design step, requesters are ex-
pected to accurately estimate the required time, effort, and fair payment for their
tasks. Additionally, they should provide clear and concise instructions to facili-
tate the submission of desired solutions, however, they often struggle to meet this
requirement effectively in practice.

The results obtained in this section have unveiled a wide array of potential
directions for further research aimed at enhancing crowdsourcing processes. In
the following section, we will delve into the focus of our study, informed by the
findings from this section.

1.4 Task Clarity Assessment

Based on the insights gained from the previous study, it becomes evident that chal-
lenges stemming from the task design stage have the most substantial impact on
the subsequent task operation and evaluation stages. Additionally, the study re-
vealed that unclear task descriptions have a considerable influence on obtaining
low-quality submissions, which is identified as the most significant challenge in-
fluencing the requesters’ satisfaction in the crowdsourcing marketplace.

Clarity of task description mainly relates to the completeness and understand-
able wording of the instructions. These instructions should furnish all essential
information for crowd workers to assess their interest in performing the task and
submitting a solution. Consequently, a lack of required knowledge and the pres-
ence of ambiguous language may impact how crowd workers perceive the task,
potentially leading to reduced participation or low-quality submissions.

For example, a real-world task description written as the follows (For detailed ex-
planation, refer to Section 2.1):

Title: Do a google search
Body: Do a google search to make sure site is indexed

It requires a brief explanation of the term “indexed,” which is a crucial aspect of
the description, as well as the specific format in which the results of the work
should be specified and submitted. The absence of such clarifications in the task
description may contribute to ambiguity and hinder workers’ ability to complete
the task effectively.

We hypothesize that a web-based tool employing natural language processing
techniques is a possible solution that may help requesters identify and improve
clarity flaws in their task description. To validate this hypothesis, our initial focus
is on investigating the feasibility of computationally assessing clarity flaws in task
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descriptions. To achieve this, we design two preliminary steps, as shown in Figure
1.1(2):

Computational Methods for Assessing Task Clarity

Upon achieving the objectives of the first part of the process (Fig. 1.1(1)), we aim
to address two research questions in the next step of the process (Fig. 1.1(2.c)):
the extent to which computational assessments of task description clarity are ef-
fective (RQ3), and what textual properties of the descriptions are significant for
clarity flaw evaluations by models (RQ4). To address the two research questions,
we investigate two approaches namely, a state-of-the-art neural model and b) a
traditional feature-based model. We employ both methods to compare the effi-
cacy of neural models with that of feature-based models in classifying the clarity
of task descriptions. In order to develop feature-based models, we need to apply
our domain-specific expertise on crowdsourcing task descriptions to create feature
types. To this end, we design six distinct feature types: content, length, style, sub-
Jectivity, readability, and flaw-specific features, which capture various aspects of
task descriptions.

Creation of the Required Dataset

In the preliminary steps of investigating computational methods, we carry out fun-
damental preparations, including the identification of explicit dimensions related to
crowdsourcing task description clarity. Following the literature discussing dimen-
sions of unclear task descriptions, we form a set of clarity dimensions of crowd-
sourcing task descriptions relating to comprehensibility and completeness. To train
models, we also create the necessary corpus of annotated task descriptions with re-
spect to the defined task clarity dimensions, encompassing both clear and unclear
task descriptions. For the annotation, we rely on the judgment of crowd workers
regarding the clarity of the task descriptions in the dataset. These trained models
enable us to predict and identify clarity flaws in task descriptions.

Results

Regarding RQ3, both approaches demonstrate learning success in nearly all cases,
with the exception of identifying a difficult wording and phrasing. We observe that
the baseline ranges from 0.31 to 0.71, while the BERT models exceed the baseline
with results ranging from 0.55 to 0.71. and the Support Vector Classifiers (SVCs)
outperform BERT, achieving results between 0.61 to 0.74 for the majority of clarity
flaws. Regarding RQ4, we observe that the content, style, and readability seem to
be significant textual properties for clarity. Combining the task flaw-specific prop-
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erties with others is also advantageous for clarity assessment.

In this study, the superior performance of SVCs demonstrates that task clarity
can be computationally assessed using the features we defined based on domain-
specific knowledge. Consequently, we employ these features to build models capa-
ble of predicting clarity flaws in task descriptions. By deploying these models, we
create and evaluate a web-based tool that serves as an assistant system for automat-
ically helping crowdsourcing task requesters identify potential clarity flaws in their
task descriptions. This tool can guide requesters in determining the information
they need to include in their task descriptions to enhance clarity. The development
of the tool are briefly described in the following section.

1.5 Automated Writing Assistance

Drawing on insights from the assessment study of the computational approach,
we envision an interactive tool that automatically analyzes the plain text of a task
description and predicts its potential clarity flaws as a valuable solution. However,
to the best of our knowledge, such a tool has yet to be created, given the absence of
practical computational methods to assess task description clarity. To address RQS5
and RQ6, we develop the solution in two primary steps:

* Solution Development: We construct the necessary models that enable the
development of a web-based tool which requesters can utilize to iteratively
evaluate the clarity of their task descriptions and identify the defined clarity
flaws. This tool allows requesters to enhance their description clarity before
posting it on the crowdsourcing platform.

* Solution Evaluation: We carry out a twofold evaluation study involving re-
questers and workers to examine the tool’s helpfulness for requesters, as well
as its effectiveness in resolving unclear task description issues for workers.

In the following, we provide a brief introduction to our tool and we discuss the
user studies conducted to evaluate the tool’s effectiveness based on the judgment
of requesters and crowd workers.

ClarifylIt: A Writing Assistance Tool for Task Descriptions

To address the issue of unclear task descriptions, we develop a tool called Clar-
ifylt (where ’It’ refers to both the task description and the iterative process) that
functions as an assistant system for requesters to either create clear crowdsourc-
ing task descriptions from scratch or identify potentially unclear sections in their
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Clarifylt - Clarify Your Task Description Using Provided Information

Create a crowdsourcing task Task Clarity Dimensions
Overall Clarity 0% "
Title® onfiden
Easy Wording and Phrasing [6XSXO]
Definition of Important Terms [0X2XO)
Specification of Desired Solution [0XXO) 0% v
AContience
Specification of Desired Format of Solution [0XOXO) 0% i~
Specification of Steps to Perform Task [6X2XO) o

nnnnnnnnnnnn

Specification of Required Resources to Perform Task (D) @ ® 0% “
Acanfidnce

[0 The task description clarity is improved and complete.
Statement of Acceptance Criteria for Submissions [0X2XO) 0% v

FIGURE 1.2: User interface of our automated writing assistance tool (Clarifylt)

existing task descriptions. Using the tool, requesters can find and edit known am-
biguities or incomplete information in their task descriptions through an iterative
process before deploying them on the platform.

We utilize natural language processing techniques to develop Clarifylt, craft-
ing computational models that automatically analyze task descriptions to identify
pre-defined clarity flaws. We envision that crowd workers, who work on tasks for
requesters using Clarifylt, will receive clearer descriptions in terms of complete-
ness and understandable phrasing.

Our tool serves two essential functions in assisting requesters: (a) It supplies
inexperienced requesters with clarity dimensions that should be considered to min-
imize task ambiguity. (b) It offers scores reflecting the clarity level of the descrip-
tion based on the pre-defined clarity dimensions.

In order to develop Clarifylt, we initially need to adjust the dataset, train ap-
propriate models, and subsequently implement the tool. Figure 1.2 illustrates the
tool’s user interface, allowing requesters to input the task title and description on
the left side while presenting clarity scores for the description on the right side. A
comprehensive exploration of the tool’s user interface will be provided in Chap-
ter 5.

Evaluation of Clarifylt

We evaluate the tool’s helpfulness and effectiveness in enhancing task description
clarity through a process that involves both requesters and workers. Specifically,
we aim to determine how effectively Clarifylt assists requesters in identifying clar-
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ity flaws (RQ5) and how well it contributes to the creation of clearer task descrip-
tions that benefit crowd workers (RQ6).

Therefore, the evaluation process of Clarifylt comprises two major sequential
steps. (a) Evaluation with requesters - We recruit requesters to use our tool to create
task descriptions and iteratively improve their clarity. The requester generates the
first version of the description, iteratively assesses and enhances its clarity using
Clarifylt, and finally submits all versions of the task descriptions. (b) Evaluation
with crowd workers - We ask workers to compare the texts of two versions of the
task descriptions and provide their opinion on the clarity improvements of the task
descriptions created in the previous step.

Results

The evaluation results reveal that 65% of all requesters found our tool helpful in
terms of its functionalities and the information provided on task description clarity
dimensions (RQS5). Only 12% held the opposite opinion, primarily due to the qual-
ity of examples shown in the tool and the accuracy of prediction models. Further-
more, 60%—78% of the crowd workers agreed that all clarity dimensions improved
in the task descriptions edited version using our tool (RQ6). The results also sug-
gest that our tool is most effective in clearly defining the desired solution for tasks
within the instructions. However, providing automated support for improvements
in precise and straightforward wording and phrasing of task descriptions is more
sophisticated compared to other clarity dimensions.

While our tool’s effectiveness can be enhanced in some respects, we conclude that,
in addition to the prior theoretical contributions classifying ambiguous crowd-
sourcing task descriptions, our tool can assist requesters in improving their task
description clarity in practice without requiring crowd workers’ involvement. In
future research, it would be worthwhile to explore a similar approach geared to-
wards supporting content writers in enhancing the clarity of their text, based on the
crucial dimensions of text clarity in their domain.

1.6 Overview of Publications

In this section, we provide a summary of the key milestones and related findings in
our thesis, which are documented in various publications. We have published three
complete papers and one Work-in-Progress (WIP) paper, the contents of which are
reused and reported in this thesis. Below, we provide a brief overview of these
publications.
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Mining Crowdsourcing Problems from Discussion Forums of Workers ((Nouri
et al., 2020) - COLING 2020) To better understand the crowdsourcing domain
and identify areas needing improvement, we initially carried out a twofold study to
gather the challenges faced by workers in various crowdsourcing processes, given
the significance of their role in the success of crowdsourcing marketplaces. Our
approach and findings are elaborated in (Nouri et al., 2020), where we explored
the mentioned challenges and their prominence from both theoretical and practi-
cal perspectives in crowdsourcing workflows. This study offered a comprehensive
understanding of potential areas for enhancement and viable directions for future
research.

What is Unclear? Computational Assessment of Task Clarity in Crowdsourc-
ing ((Nouri et al., 2021a) - HT 2021) Upon analyzing insights from previous
research on worker challenges, we determined that the clarity of task instructions
provided by requesters during the task design phase considerably influences the
quality of workers’ submissions. We thus concluded that unclear task descriptions
contribute significantly to the existing challenges and subsequently have a consid-
erable impact on workers’ satisfaction. As a result, we concentrated on enhancing
the clarity of crowdsourcing task descriptions to improve crowdsourcing processes
and ultimately contribute to the success of crowdsourcing marketplaces. In gen-
eral, our aim was to employ computational methods to assist both experienced and
novice requesters in writing clear task descriptions prior to posting them on a plat-
form. To realize this vision, we first needed to investigate whether natural language
processing techniques offer us efficient technological tools (i.e., models) capable
of evaluating task description clarity based solely on their plain text. In (Nouri
etal., 2021a), we presented our threefold contribution which includes: the creation
of a necessary corpus for the computational evaluation of task description clarity,
a feature-based and a neural approach for assessing task clarity, and empirical in-
sights into crucial aspects of computational assessment of task clarity. In the paper,
we detailed our work’s focus, approach, and insightful findings extensively.

iClarify — A Tool to Help Requesters Iteratively Improve Task Descriptions in
Crowdsourcing ((Nouri et al., 2021b) - HCOMP 2021) The computational as-
sessment of unclear task instructions demonstrated that natural language process-
ing techniques furnish us with efficient models for predicting clarity issues in task
instructions. Consequently, we developed a web-based tool (called iClarify* - Itera-
tively Clarify) to help requesters identify clarity flaws in their task descriptions and
iteratively improve them until a satisfactory level of clarity is achieved. In (Nouri
etal., 2021b), we introduced the concept of an assistant tool for requesters to gener-

*We later changed the tool’s name to Clarifylt to prevent violating the rules of the blind review
process.
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ate and enhance their task description clarity, showcasing the initial version of the
tool prior to evaluation studies in the form of Work-in-Progress (WIP) research.

Supporting Requesters in Writing Clear Crowdsourcing Task Descriptions Through
Computational Flaw Assessment ((Nouri et al., 2023) - IUI 2023) Relying on
the results in (Nouri et al., 2021a), we built support vector regression models with
various feature types for task clarity flaws that predict the degree of clarity flaws in
crowdsourcing task descriptions. Our tool enables requesters to iteratively assess
their instruction clarity and improve it until the scores shown by the tool reach suf-
ficient clarity. We conducted two user studies with requesters and crowd workers
to evaluate, on the one hand, how well the tool assists requesters in improving their
task instructions clarity according to their judgment, and on the other hand, how
much the clarity of the instructions improves through our tool in practice according
to the workers’ judgment. In (Nouri et al., 2023), we thoroughly presented the fun-
damental aspects of our work, the methodology, and the design of the evaluation
studies along with their findings.

1.7 Overview of Thesis Structure

Figure 1.3 shows an overview of the thesis structure. The thesis is divided into
six main chapters, namely Introduction, Background, Crowdsourcing Challenges,
Task Clarity Assessment, Automated Writing Assistance, and Conclusion.

O =T
oy mommn
O
Yo

FIGURE 1.3: Overview of thesis structure
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The Introduction chapter outlines a brief overview of the entire work, intro-
duces the general process of this thesis development, details the research questions,
and describes the method employed to address them.

The Background chapter provides a thorough review of the relevant literature
pertaining to our research focus. Additionally, it offers a concise overview of the
methods and algorithms employed to address the research questions outlined in
this thesis.

The Crowdsourcing Challenges chapter elaborates the method we employed
to a comprehensive view on the crowdsourcing problems discussed in theory by
researchers and in practice among workers in discussion forums.

The Task Clarity Assessment chapter covers the notion of applying computa-
tional techniques to develop automated solutions. Specifically, we define crowd-
sourcing task description clarity and design a method to create the required corpus,
enabling us to deploy machine learning methods, especially natural language pro-
cessing techniques, to tackle the unclear task description problem in crowdsourc-
ing marketplaces. This part also explains the approach we adapt to study whether
a computational assessment of task clarity flaws in crowdsourcing is generally fea-
sible. These two steps are preliminary to investigating whether an interactive tool
can help requesters identify and improve their task description clarity automati-
cally.

The Automated Writing Assistance chapter introduces the computational mod-
els and the tool that we developed to target helping requesters to improve the clar-
ity flaws of their task descriptions. Our tool provides an environment where re-
questers can iteratively evaluate their task description for the known clarity flaws
and edit them before posting on a crowdsourcing platform. Moreover, it discusses
the twofold user study that we conduct to evaluate to which extent the solution is
helpful for requesters and has an impact on clarity improvements of task descrip-
tions in crowdsourcing processes.

The Conclusion chapter summarizes the problem we intended to tackle and
how effectively we resolved this problem. Furthermore, it offers a glimpse into po-
tential future endeavors, which encompass implementing our solution in different
domains and enhancing its effectiveness in bolstering the clarity of crowdsourcing
task descriptions.






Chapter 2

Background

This chapter delineates crowdsourcing general process and its essential elements
and presents a succinct explanation of the methods and algorithms utilized to ad-
dress the research questions outlined in this thesis. At last, it offers a compre-
hensive review of the pertinent literature related to our research focus. In Section
2.1, we delve into the crowdsourcing model and the main stakeholders, elements,
and their interrelationships in this process. Moving on to Section 2.2, we offer an
overview of Natural Language Processing (NLP) and its diverse applications within
the realm of machine learning, along with an exploration of the algorithms that find
application in this thesis. Lastly, Section 2.3 provides a detailed exploration of the
pertinent prior research aimed clarity assessment and enhancing crowdsourcing
processes.

2.1 Crowdsourcing Processes

Crowdsourcing is a novel business model that seeks to mobilize a motivated group
of individuals (i.e., crowd workers), capable of providing solutions of superior
quality and quantity compared to those achievable through conventional business
approaches (Brabham, 2008a). The inclusion of individuals from different time
zones opens up the opportunity for business owners (i.e., requesters) to execute
projects through an open call on online platforms at any given time, and a substan-
tial workforce ensures the rapid accomplishment of tasks (Berg et al., 2018).

In general, crowdsourcing processes involve a series of phases during which
stakeholders (i.e., requesters and crowd workers) or the intermediary platform take
actions to accomplish specific goals. The process design can range from simple
to sophisticated, depending on the nature of the task (i.e., individual or collabora-
tive contribution) and the domain in which crowdsourcing is being employed (e.g.,
software development, micro-tasks) (Pedersen et al., 2013). Figure 2.1 highlights
three primary phases of the general crowdsourcing process:
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FIGURE 2.1: The three stages of a crowdsourcing process are: (1) Task design: The
requester formulates the task. (2) Task operation: Workers accept and complete the task,
subsequently submitting their results. (3) Task evaluation: The requester reviews and either
accepts or rejects the results. Communication can occur during both the task execution and
evaluation stages (Nouri et al., 2020).

1. Task design: The crowdsourcing process begins when requesters define ex-
pectations, develop strategies, and design tasks to achieve their desired ob-
jectives. During the task design phase, a requester should clearly describe
the task and specify the expected solution from workers before posting it on
a suitable crowdsourcing platform.

2. Task operation: Crowd workers then browse the available tasks on a plat-
form, review the task descriptions, and assess their interest in undertaking
the task. If they choose to accept the task, they start working on it and sub-
sequently submit their solution within the specified deadline.

3. Task evaluation: Requesters assess the submitted solutions from workers
based on their acceptance criteria, determining which submissions to accept
and compensate or which to reject due to their insufficient quality in meeting
expectations. Workers subsequently receive the results of the requester’s
evaluation and may respond to any rejections.

During the task operation and evaluation steps, communication between requesters
and workers may be necessary. For instance, workers might have questions about
payment details, reasons for rejections, or require clarification on the task. Addi-
tionally, requesters may offer feedback to help workers enhance the quality of their
submissions, thereby increasing the likelihood of being rewarded for their efforts.

In the following, we outline the key elements of the general crowdsourcing

process, including tasks, requesters, crowd workers, submissions, and intermediary
platforms, as well as their interrelationships.
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Crowdsourcing Tasks

The initial element of the crowdsourcing process is the task, which refers to the
job posted by requesters on crowdsourcing platforms, describing the expected de-
liverables. As outlined by Hosseini et al. (2014), crowdsourcing encompasses a
broad array of task types, such as (a) data collection tasks, where the crowd pro-
vides information, annotates data, or participates in surveys, (b) innovation tasks,
calling for creative designs or ideas, (c) fundraising tasks, necessitating financial
services, (d) problem-solving tasks, demanding solutions from the crowd, and (e)
co-creation tasks, involving the crowd in the product creation process.

Crowdsourcing tasks can be characterized as (a) Atomic or small units (micro-
tasks) as a part of a sophisticated task. (b) They may be simple or complex to
solve by human intelligence, yet impossible or extravagant to automate. (c) They
may be tasks that crowd workers can accomplish faster with a lower price than
hiring experts. (d) They may require individual contributions where workers create
solutions alone or a collaborative contribution where a group of workers need to
work together to complete a task (Estellés-Arolas and Gonzédlez-Ladrén-de Gue-
vara, 2012, Hosseini et al., 2014).

(a) (b)

Are these two pictures ofthe same kind of

Do a google search place?

Do a google search to make sure site is indexed View two images and determine whether they are
the same kind of place (such as bathroom, forest
or street). Type the name of the left picture

FIGURE 2.2: Two examples of real-world micro-task descriptions on Amazon Mechanical
Turk (MTurk) Platform.

Figure 2.2 presents two real-world examples of micro-tasks created by re-
questers on a crowdsourcing platform for the purpose of data collection. In Fig-
ure 2.2(a), the requester asks crowd workers to verify if their website is indexed
by Google, while the task in Figure 2.2(b) seeks crowd-sourced evaluation data. In
this thesis, the task’s title and body, which contain a detailed description written in
natural language, are referred to as the task description.

Crowdsourcing Requesters

A requester is a stakeholder who engages voluntary online users for tasks such
as production, data collection, concept development, and more (Pedersen et al.,
2013). Requesters typically include companies, institutions, non-profit organiza-
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tions, governments, academic researchers, and private individuals who seek inno-
vative ideas, external knowledge, or additional profit and value. For example, in
the task description shown in Figure 2.2(a), the requester might be the owner of
the website’s company aiming to test how easily users can find their website us-
ing the Google search engine. Similarly, the task requester in Figure 2.2(b) might
be interested in evaluating the performance of an image processing algorithm that
classifies a set of images based on the locations depicted in those pictures.

Crowd Workers

In a comprehensive review of crowdsourcing studies (Estellés-Arolas and Gonzélez-
Ladrén-de Guevara, 2012), crowd workers are defined as online users who vol-
untarily contribute their skills and knowledge to organizations seeking innovative
solutions and services. While crowdsourcing may necessitate well-trained work-
ers (Howe, 2008), crowd workers typically consist of a diverse group ranging from
inexperienced amateurs to professional experts or engineers in a given field.

Crowd workers are typically drawn from a vast, unknown network of individu-
als, except in organized communities where members are more likely to know one
another. The size of a potential worker pool for a task depends on factors such as
the nature of the task, its confidentiality level, and the qualifications needed for its
completion. Some tasks require the insights of a diverse crowd, where personal
opinions or knowledge are requested, while others necessitate specific skills, such
as text translation or software coding. Consequently, crowd workers represent an
undefined group of web users, with the number, diversity, and skill levels of its
members contingent on the task requirements. In the task description example
shown in Figure 2.2(a), crowd workers from various locations can check if they
can access the website through the Google search engine, resulting in a broader
range of outcomes that cover a variety of potential cases.

Crowdsourcing Submissions

In the crowdsourcing process, crowd workers must submit their solutions to the
task requester after viewing, accepting, and completing the task. As noted in the
literature, the outcomes submitted by workers can vary widely depending on the
nature of the crowdsourcing tasks, encompassing social feedback, problem resolu-
tions, ideas, talent, external knowledge, skills, experience, added value, increased
profit, and product or service innovations (Howe et al., 2006, Howe, 2008, Estellés-
Arolas and Gonzélez-Ladrén-de Guevara, 2012). The quality of these submissions
directly impacts the requester’s decision to accept the work and, subsequently,
compensate the worker. In the task description example depicted in Figure 2.2(a),
crowd workers are expected to provide a positive or negative answer regarding
whether the Google search engine displays the website in its search results.
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Crowdsourcing Platforms

Although there may be scenarios where requesters connect with workers offline or
in-person (Howe et al., 2006), requesters typically initiate the crowdsourcing pro-
cess using online web-based software applications known as crowdsourcing plat-
forms. These platforms connect requesters and crowd workers, mediate the pro-
cess, and manage the necessary interactions while providing essential utilities. The
functionalities of these platforms serve four key purposes (Hosseini et al., 2014):

¢ Crowd worker side facilities, such as enrollment, authentication, submission,
and feedback loop mechanisms

* Requester side facilities, including enrollment, authentication, task posting,
result evaluation, and feedback loops

 Task side facilities, like result aggregation, recording worker performance,
and qualification filters

* Platform side facilities, encompassing online interfaces, mutual interactions
and payment systems.

Examples of such platforms are InnoCentives, Threadless, Amazon Mechanical
Turk (MTurk), TopCoder, Crowd4U, Prolific, Upwork, iStockPhoto, CrowdFlower
and many more.

Aligned with the core objectives of the “Digital Future” research program, our
initial emphasis was directed toward investigating the barriers that impede the ef-
fectiveness of crowdsourcing models. By gaining a comprehensive perspective on
the existing challenges in the process (Chapter 3), we are well-prepared to make
substantial advancements in the field, with a specific focus on leveraging natu-
ral language processing techniques to create valuable solutions for requesters and
crowd workers, ultimately enhancing the overall effectiveness of crowdsourcing
models.

In the following section, we present an introductory overview of the NLP tech-
niques and provide an explanation for its incorporation that underpin our primary
research in this thesis. As part of Section 2.3, we provide a summary of the previ-
ous research related to the utilization of NLP techniques for assessing clarity.

2.2 Natural Language Processing (NLP)

Computational methods encompass a wide set of methods and techniques em-
ployed in the data analysis (Hastie et al., 2009), simulation, modeling, and pro-
cessing of diverse data types using computers (Fishman, 2013). Machine learning,
as a computational method, is a sub-field of artificial intelligence that focuses on
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developing models that allow computers to learn and make predictions or decisions
without being explicitly programmed (Murphy, 2012). It involves training a com-
puter system to understand patterns and relationships in data, and then using that
knowledge to make predictions or take actions (James et al., 2013).

There are various types of machine learning algorithms, including supervised
learning, unsupervised learning, and reinforcement learning. Supervised learning
involves training a model on labeled data, where the desired output is known (James
et al., 2013). Unsupervised learning, on the other hand, deals with finding patterns
and structures in unlabeled data (Bishop and Nasrabadi, 2006). Reinforcement
learning involves training an agent to interact with an environment and learn from
the feedback it receives (Sutton and Barto, 2018). Machine learning has a wide
range of applications, including image and speech recognition, natural language
processing, recommendation systems, fraud detection, and autonomous vehicles.
It has revolutionized many industries and continues to drive innovation and ad-
vancements in various fields.

Natural Language Processing (NLP) as a sub-field of machine learning is de-
fined as “the study of computational methods for working with human language” (Ju-
rafsky and Martin, 2009). NLP involves developing algorithms and models that
enable computers to understand, interpret, and generate human language in a use-
ful and meaningful way. The most known applications of NLP introduced as text
classification, named entity recognition, machine translation, question answering,
sentiment analysis, and text summarization.

NLP methods are used in this thesis for multiple purposes. In Chapter 3, we
apply NLP techniques, specifically topic modeling, to analyze real users’ reviews
written in natural language to uncover the challenges that they consistently en-
counter and discuss with others. In Chapter 4, NLP techniques are employed to
process textual instructions of crowdsourcing tasks, investigating the feasibility of
creating models that classify task descriptions based on their clarity flaws. Like-
wise, in Chapter 5, our goal is to develop computational models to grade the clarity
of crowdsourcing task descriptions in accordance with specific clarity dimensions.

In the following chapters, our objective is to explore particular research ques-
tions that involve computational processing of textual data in English natural lan-
guage, such as reviews written by crowd workers and actual task instructions com-
posed by task requesters. Therefore, in Section 2.2.1, we give a summary on topic
modeling technique utilized to analyze reviews and mine challenges faced by work-
ers in their daily work on crowdsourcing platforms (details in Chapter 3). In Sec-
tion 2.2.2, we briefly describe the Support Vector Machine (SVM) algorithm and
its two principal variations, namely Support Vector Classification (SVC) and Sup-
port Vector Regression (SVR), while in Section 2.2.5, we provide an overview of
BERT models. We utilized SVCs and BERT models to tackle the research ques-
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FIGURE 2.3: General overview of topic modeling involves identifying topics and their
distributions over each document (Joshi, 2018).

tions in Chapter 4. Meanwhile, we built and employed SVR models in our solution
development (elaborated in Chapter 5) to address this thesis’s primary goals.

2.2.1 Topic Modeling

Topic modeling is an approach employed in natural language processing and ma-
chine learning that automatically uncovers the inherent topics within a document
collection. By identifying the primary topics across the documents, this method
aids in organizing and comprehending substantial volumes of textual data.

Figure 2.3 provides a general overview of topic modeling where a set of doc-
uments is used as input. Latent Dirichlet Allocation (LDA) (Blei et al., 2003), a
widely used topic modeling technique, uncovers these hidden topics by analyzing
the word patterns across the entire input document collection. Finally, LDA gener-
ates the output, consisting of a collection of topics, each characterized by a cluster
of words and their respective probabilities. Moreover, each document is linked to
one or more topics. This facilitates the comprehension of the primary themes or
subjects prevalent within the document collection (Joshi, 2018).

The LDA model has several important parameters that help define its behavior
and control the generated results. Some main parameters of LDA are:

* Number of topics (k): This parameter defines how many latent topics the
LDA model should identify from the given corpus. Selecting an appropriate
value for the number of topics relies heavily on domain knowledge and the
particular application.

* Dirichlet priors (o and 7): The LDA model uses two Dirichlet priors: one
for the document-topic distribution («) and the other for the topic-word dis-
tribution (7). The hyper-parameters o and 1 determine the shape of these
distributions, controlling the diversity of topics in documents and the diver-
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sity of words in topics, respectively. Lower values of « or 7 result in sparser
distributions, whereas larger values make them more uniform.

* Max iterations: The LDA model is typically trained using iterative algo-
rithms, and the “max iterations” parameter sets an upper limit for the num-
ber of iterations the LDA algorithm undergoes. This parameter influences
the convergence of the algorithm and often requires experimentation to es-
tablish an optimal value.

A variety of evaluation metrics, including harmonic mean (Griffiths and Steyvers,
2004), pairwise cosine distance (Cao et al., 2009), and KL divergence (Arun et al.,
2010) has been proposed to find the best k for a particular corpus. Due to the inac-
curacy of these measures, the chib-style estimator, which maximizes the probabil-
ity of held-out documents, was introduced by Wallach et al. (2009b). Nevertheless,
the interpretability of topics is not evaluated by this estimator. As a solution, Chang
et al. (2009) proposed a metric that measures the topic coherence of models based
on human judgments. Newman et al. (2010) also designed a method to assess hu-
man judgments, and Mimno et al. (2011), Stevens et al. (2012), and Réder et al.
(2015) explored the precision of different coherence metrics.

2.2.2 Support Vector Machine (SVM)

A Support Vector Machine (SVM) is a supervised machine learning algorithm used
for classification and regression tasks. It works by finding a hyperplane that best
separates different classes of data points in a high-dimensional space. The key
idea behind SVM is to find the hyperplane that maximizes the margin, which
is the distance between the hyperplane and the nearest data points of each class.
This approach aims to achieve high generalization and robustness to new, unseen
data (Cortes and Vapnik, 1995, Scholkopf et al., 2001, Mammone et al., 2009).

SVM’s versatility and effectiveness have led to its widespread use in numerous
applications such as image classification, text categorization, bio-informatics, and
finance due to its strong theoretical foundation and robust performance. It can
handle both binary and multi-class classification problems and has been extended
for regression tasks as well.

SVMs come in two main variations supporting two main types of machine
learning tasks namely classification and regression. In the following, we overview
each variation.

2.2.3 Support Vector Classification (SVC)

Support Vector Classification (SVC) is a widely used supervised machine learning
algorithm for classification tasks based on the principles of SVM (Vapnik, 1999).
The primary goal of SVC is to find an optimal hyperplane that separates the data
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(a) SVC (b) SVR

FIGURE 2.4: Demonstration of two variants of a linear Support Vector Machine: (a) Sup-
port Vector Classification (SVC of binary version), (b) Support Vector Regression (SVR).
The distinction between classification and regression lies in the fact that regression yields
a numerical output as opposed to a class. Support vectors represent the data points that are
nearest to the hyperplane, and they play a crucial role in improving the definition of the
separation line by determining margins. Margins refer to the spaces between the two lines
closest to the class points'.

points belonging to different classes while maximizing the margin between the
classes.

As shown in Figure 2.4(a), SVC works by finding a hyperplane that best sep-
arates the data points into two classes (in the case of binary classification). The
algorithm searches for the hyperplane that maximizes the margin between the two
classes, resulting in a high generalization ability. The margin is the distance be-
tween the closest data points from each class, known as support vectors, and the
separating hyperplane (Vapnik, 1999, Cortes and Vapnik, 1995).

SVC can handle linear and non-linear relationships between features and target
classes using kernel functions. Kernel functions map the input data into higher-
dimensional spaces, allowing SVC to work in that transformed space and find a
hyperplane that separates the data points. The choice of kernel function depends
on the problem’s nature and has a significant impact on the model’s performance.

The key parameter of the SVC algorithm is C (Cost or Regularization param-
eter) which determines the trade-off between achieving a larger margin and mini-
mizing classification errors. A high value of C implies low tolerance for misclas-
sifications and results in a smaller margin. A lower value of C allows for more
misclassifications while maximizing the margin, potentially yielding a smoother
and less complex model (Cortes and Vapnik, 1995).

"Figure’s reference: https://medium.com/it-paragon/support—-vector—
machine-regression-cf65348b6345


https://medium.com/it-paragon/support-vector-machine-regression-cf65348b6345
https://medium.com/it-paragon/support-vector-machine-regression-cf65348b6345
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Model selection and validation in the context of SVC involve selecting the
optimal value for the cost parameters to minimize validation errors and increase
generalization ability. Techniques such as k-fold cross-validation and grid search
can be employed to systematically explore a range of parameter values and evaluate
their performance.

2.2.4 Support Vector Regression (SVR)

Support Vector Regression (SVR) is a popular machine learning algorithm used for
regression tasks, based on the principles of SVMs. It aims to predict a continuous
target value given input features. The main idea of SVR is to find a hyperplane
that best approximates the underlying function of the data, while keeping the error
within a certain margin (Drucker et al., 1996, Vapnik, 1999).

In SVR (Fig. 2.4(b)), instead of classifying the data points as done in SVMs,
the algorithm tries to fit a function, f(z), that best represents the given data points,
while ensuring that the difference between the predicted value and the actual value
is below a specific threshold € (epsilon) (Smola and Scholkopf, 2004). The goal is
to minimize the generalization error while maintaining a certain tolerance level for
prediction errors.

The SVR algorithm employs a pairwise loss function, where it penalizes only
the errors larger than e¢. This means that errors within the ¢ margin are considered
suitable and not penalized. This mechanism allows SVR to provide a robust and
smooth prediction.

SVR can also use different kernel functions to map the input data into higher-
dimensional spaces, allowing it to model non-linear relationships. The choice of
the kernel function (linear or non-linear) depends on the nature of the problem, and
it can significantly influence the performance of the SVR model.

A key parameters of the SVR algorithm is C (cost or regularization parameter)
which determines the trade-off between model complexity and the degree of tol-
erance for errors outside the € margin. A high value of C corresponds to a stricter
penalty for errors, leading to a more complex model. A lower value of C implies
higher tolerance, often resulting in a smoother and relatively simpler model.

To find the best SVR model for a problem, it is essential to perform model se-
lection and validation using techniques such as k-fold cross-validation. By system-
atically determining the optimal values for parameters like C, ¢, and kernel-specific
parameters, we can generate a model that performs well on unseen data.

2.2.5 Transformer-based Natural Language Processing

Transformer-based techniques in NLP signify a noteworthy progression within the
NLP domain. They are founded on the deep learning framework called the Trans-
former, which was originally introduced by Vaswani et al. (2017). Transformers
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stand as neural network architectures explicitly crafted to manage sequential data,
rendering them especially potent for NLP applications.

These models hinge on an innovative mechanism referred to as “attention,” en-
abling the model to assign varying degrees of importance to different words within
a sequence when formulating predictions. While the original Transformer struc-
ture encompasses both an encoder and decoder, it is common in NLP tasks to em-
ploy solely the encoder component, as it aligns well with tasks such as language
modeling, text classification, and sequence-to-sequence operations (Vaswani et al.,
2017). In the following, we provide a concise introduction to one of the pivotal
transformer-based models, the BERT model which we use for task clarity assess-
ment in Chapter 4.

BERT Models

BERT (Bidirectional Encoder Representations from Transformers) is a state-of-
the-art transformer-based architecture for NLP tasks. Google unveiled this model
in 2018, and since then, it has had a transformative impact on numerous NLP appli-
cations such as question answering, text classification, named entity recognition,
and others (Devlin et al., 2019).

BERT model acquires context-aware word representations by utilizing vast
quantities of unlabeled textual data. The unsupervised/self-supervised training pro-
cess is based on a masked language modeling objective, in which the model learns
to predict masked words within a given sentence. Additionally, BERT is trained
using a next sentence prediction objective to comprehend the connections between
successive sentences. BERT also tokenizes input text into subword units allow-
ing the model to handle out-of-vocabulary words and capture more fine-grained
information (Devlin et al., 2019).

Bert-base-uncased and Bert-base-cased are two variants of the BERT model,
characterized by their treatment of text capitalization. Bert-base-uncased is a case-
insensitive model version, converting all text to lowercase during both pre-training
and fine-tuning phases. Consequently, words are treated as identical, regardless of
their initial capitalization (e.g., “Apple” and " “apple” are regarded as the same).
In contrast, Bert-base-cased is a case-sensitive model that retains original word
capitalization during pre-training and fine-tuning. As a result, the model can dif-
ferentiate between words with distinct capitalization (e.g., “Apple” and “apple” are
considered separate words) (Devlin et al., 2019). The choice between Bert-base-
uncased and Bert-base-cased models relies on the particular task, text data charac-
teristics, and dataset capitalization patterns. It is crucial to take these factors into
account when choosing the suitable BERT variant for a specific NLP application.
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2.3 Related Work

In this section, we offer a brief overview of the relevant literature concerning the
use of NLP methods for assessing clarity and the solutions aimed at enhancing
crowdsourcing procedures. Section 2.3.1 outlines the studies that evaluate the clar-
ity of natural language text in diverse domains using NLP techniques, while section
2.3.2 leverages the summary of the related work as presented in the publication
by Nouri et al. (2023). It offers a comprehensive outline of the research aimed at
enhancing crowdsourcing workflows, models, and processes.

2.3.1  Clarity Assessment through NLP Techniques

Research efforts focused on assessing text clarity or quality using NLP methods
revolve around the application of computational techniques to measure the un-
derstandability and readability of written text. Additionally, they involve the as-
sessment of text quality concerning specific objectives or goals. These academic
inquiries commonly make use of NLP algorithms and utilities to analyze and eval-
uate the lucidity of written materials (Schiitze et al., 2008).

Skitalinskaya et al. (2021) introduced a novel approach to evaluating the qual-
ity of arguments by taking into account various revisions of the same claim. In
particular, they collected over 300k pairs of claim revisions from the kialo.com
platform, each representing an enhancement in quality. Using this dataset, they
aimed to assess the quality of claim revisions and rank a set of revisions. To assess
the quality of revisions, they employed traditional logistic regression models based
on word embeddings, as well as transformer-based neural networks like BERT
and SBERT. For the ranking task, they used the Bradley-Terry-Luce model and
SVM"®  Finally, they conducted a comprehensive error analysis for different re-
vision types and varying numbers of revisions to determine the reliability of claim
quality assessments.

Usmani et al. (2020) also proposed a system named “Clarity,” an unsupervised,
data-driven system designed for product assessment, that conducts automated and
continuous analysis of the competitive landscape of products within a marketplace.
The system employs sets of pre-trained Word2 Vec models readily available off-the-
shelf on a collection of online content to calculate competitive results.

Besides, Joung et al. (2018) employed text mining techniques to examine cus-
tomer complaints and identify deficiencies in the company’s products. In particu-
lar, they proposed a technique that integrates text mining with the Outcome-Driven
Innovation (ODI) method in order to extract customer requirements from customer
complaints.

Stab and Gurevych (2017) also introduced a method for assessing the quality
of natural language arguments, emphasizing the sufficiency criterion. To overcome
the challenges related to evaluating argument quality within argumentative writing
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support systems, they developed feature-based SVMs and utilized Convolutional
Neural Networks (CNN) to automate the identification of arguments that lack ade-
quate support.

Persing and Ng (2013) employed binary SVCs to create computational models
capable of assessing the thesis clarity of student essays. They also developed a sys-
tem that can pinpoint the reasons behind the assigned score. They introduced five
common errors that can hinder thesis clarity. The models’ role is to detect which
of these errors are present in a given essay. The evaluation of this clarity scoring
model and the error identification system was conducted on a dataset comprising
830 essays, each annotated with both thesis clarity scores and identified errors.

In their study, Afful-Dadzie et al. (2014) conducted text analysis on user com-
ments shared on social media platforms to conduct a comparative analysis of telecom-
munication providers in Ghana. On the other hand, Bhatt et al. (2015) monitored
the overall sentiment trends over time for products. They achieved this by comput-
ing a sentiment score using user-generated content like reviews and comments.

2.3.2 Crowdsourcing Process Improvements

In the realm of crowdsourcing processes, the presence of suboptimal results sub-
mitted by crowd workers poses a persistent challenge in fully leveraging the poten-
tial of crowdsourcing (Weld et al., 2015). This challenge arises from a multitude of
difficulties posed by all stakeholders participating in the process, including crowd
workers, requesters, and the intermediary platform. Among these difficulties, the
issue of unclear task design by requesters has been identified as a particularly sig-
nificant factor (Manam and Quinn, 2018) and ambiguous task descriptions have
yet been emphasized as a constant challenge (Khanna et al., 2010, Chandler et al.,
2013, Gadiraju et al., 2017, Gaikwad et al., 2017, Wu and Quinn, 2017, Nouri et al.,
2020).

The main focus of this thesis, therefore, centers around the development of a
solution that addresses the challenge of unclear task descriptions written in natural
language within the crowdsourcing work model.

The concept of text clarity has been explored in relation to readability and un-
derstandability, encompassing various aspects such as the syntax and semantics
of text (Kincaid et al., 1975), problematic wording that causes semantic difficul-
ties (Chall and Dale, 1995), and the use of statistical language models for assess-
ment (Collins-Thompson and Callan, 2004). Computational analyses on text read-
ability have also been conducted by Kevyn (2014).

In this section, we provide an overview of the models and workflows that have
been developed to advance the state of the art in crowdsourcing marketplaces. The
objective of our thesis is to explore the potential of enhancing task clarity in crowd-
sourcing through the use of an automated task clarity assessment approach. There-
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fore, we outline the relevant literature that has designed workflows, methods, and
tools with the same purpose.

Workflows

A workflow proposed by Salehi et al. (2017) addresses complex writing tasks by
involving a series of interactions between workers and requesters. Initially, work-
ers post their questions about the task, which are then discussed with the requester.
Workers subsequently create a draft, which is rated and discussed by the requester.
Based on the feedback, workers make edits and submit the final version. While
this workflow allows for clarifying task instructions, it can be time-consuming
and costly. It heavily relies on effective communication between workers and re-
questers, as well as a well-structured feedback mechanism, which can be challeng-
ing to achieve.

Similarly, TaskMate, introduced by Manam et al. (2019) offers a collaborative
workflow for improving task description clarity. In this approach, workers identify
ambiguities in the task description through questions and propose multiple answers
for each question. Other workers then vote on the answers that are likely to clarify
the ambiguities, leading to the creation of a clearer task description. TaskMate
aims to reduce the burden on requesters in creating clear instructions. However, its
effectiveness relies on the assumption of reliable worker collaboration and overall
work quality.

Gaikwad et al. (2017) propose a workflow called Daemo, which allows re-
questers to post multiple instances of their tasks and gather feedback from workers.
This feedback serves as a basis for optimizing the task description. Experimental
results show the effectiveness of this approach in principle. However, it is impor-
tant to consider that this method incurs costs in terms of time and money for the
pilot step. Additionally, the approach may not be suitable for large crowds with
diverse backgrounds and skills, as it relies on the subjective judgments of a limited
number of workers providing their feedback.

On the contrary, our computational approach presented in Chapter 5 offers
an automated tool that provides a faster and more cost-effective workflow for re-
questers. Unlike previous approaches, our proposed workflow completely elimi-
nates the involvement of workers in the process. This independence from workers
addresses various challenges discussed in prior work, such as workers’ low-quality
submissions, difficulties in establishing a good requester-worker relationship, and
the absence of an effective feedback system. It is important to note that our ap-
proach can still be complemented by workflows or interventions that incorporate
the opinions and feedback of workers if deemed necessary.
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Models and Methods

Several researchers have proposed methods and models to define and analyze task
clarity in crowdsourcing. For instance, Gadiraju et al. (2017) introduced a compu-
tational model that highlights predictive features like role clarity and goal clarity
as key aspects of task clarity. They also demonstrated a way to measure clarity in
the context of crowdsourcing tasks.

Wu and Quinn (2017) examined the impact of guidelines on workers’ com-
prehension of task quality and its subsequent effect on task outcomes, including
accuracy, trust, throughput, and worker fulfillment.

Papoutsaki et al. (2015) examined novice requesters in collecting data, how
they design the task, what factors they consider, and alike. Their study contains
valuable lessons for inexperienced requesters.

Khanna et al. (2010) indicated that the user interface, task descriptions, and
the cultural background of workers challenge them with low digital capabilities
from accepting and completing tasks on MTurk. They suggest simplifying the user
interface and task descriptions, as well as language localization, to harness the full
potential of workers.

Finnerty et al. (2013) showed that clear instruction and a simple task design
that encourages workers’ awareness enables higher quality results.

In order to develop computational methods, we expanded upon the clarity as-
pects identified by Gadiraju et al. (2017). We annotated the same dataset used in
their study to explore the feasibility of assessing clarity flaws in task descriptions
solely through the processing of plain text. We are confident that the assessment
study we present in Chapter 4 will contribute to the advancement of automated
writing assistance tools. The use of such assistance tools will not only aid inexpe-
rienced requesters in improving the clarity of their task descriptions but also assist
workers in gaining a better understanding of the tasks, ultimately resulting in more
precise outcomes.

Tools

Manam and Quinn (2018) presented Winglt for vague task instructions. The tool
relies on the workers’ comprehension and intuitions of the task conditions as well
as the requesters’ expected results. Winglt allows workers to connect to the re-
quester and request clarifications through questions (“Q&A”) with the best possible
answer that resolves the ambiguity or to modify the descriptions (“Edit”) directly.
The communication is either synchronous, where the worker waits for an answer
from the requester within three minutes, or asynchronous, where the worker sub-
mits the result supposing the requester approves the answer.

SPROUT (Bragg et al., 2018) is another tool that gathers confusing questions
and employs recommendations from crowd workers to modify unclear parts of task
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instructions. It supplies the requesters with queries and enables them to prioritize
them. Such tools can support inexperienced workers at the cost of considerably
extra time on the workers’ side and additional money on the requester’s side. How-
ever, the risks of misunderstandings and wrong interpretations of workers remain,
which perhaps causes rejections and, consequently, a bad reputation.

Turkomatic (Kulkarni et al., 2011) offers a more worker-oriented technique
based on a price-divide-solve algorithm. Turkomatic employs the crowd to decom-
pose complicated tasks and complete the sub-tasks via step-by-step guidance. To
succeed, it depends on knowledgeable workers, the requesters’ leadership, and a
high-quality feedback strategy.

Similarly, Chang et al. (2017) follows the idea of a collaborative system called
Revolt, designed explicitly for image-labeling tasks with insufficient or ambiguous
descriptions. Revolt allows multiple workers to label the task with the provided
steps and access the instructions offered by other workers. In a conflict, workers
revise the labels for the image based on other workers’ instructions.

Alike, the system Fantasic (Gutheim and Hartmann, 2012) evaluates a task
design to support novice requesters. It gathers task requirements from requesters
to produce and display a task description before publishing it on the platform.
However, this is restricted to a limited set of task types.

Other examples are Soylent which is a plug-in for Microsoft Word using which
workers revise, shorten, and proofread documents by hiding the sophistication of
task specification (Bernstein et al., 2010), along with CrowdForge (Kittur et al.,
2011), and Crowd4u (Ikeda et al., 2016). The two latter aid in decomposing so-
phisticated instructions written in natural language into small sub-tasks for crowd-
sourcing platforms, though they lack generalizability to all task types.

Finally, TurKit supports requesters with task deployment iteratively on MTurk (Lit-
tle et al., 2010) with the architecture designed to avoid acquiring redundant results
by saving intermediate submissions. TurKit assumes that requesters properly de-
termine the task decomposition logic in all cases.

In contrast to all discussed tools, in this thesis, we develop models using natu-
ral language processing methods to automatically score the unclarity level of task
descriptions without involving workers and platforms in the process or relying on
worker-requester communication quality. Employing these models, we introduce
an automated tool that assists requesters in iteratively identifying and improving
their task description clarity flaws before publicizing them on the platform. The
tool is fully independent of workers’ interaction, following a more efficient ap-
proach concerning workers’ and requesters’ time and money to obtain explicit task
descriptions. Besides, this approach bypasses various challenges arising from the
difficulties of requester-worker communication.
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In the forthcoming chapters, we will present the approach we adopt to initially
gain a comprehensive understanding of the crowdsourcing challenges and their
prevalence in Chapter 3. We then analyze the findings from previous studies and
define the focus of the thesis, namely unclear task description in natural language
written by requesters. Consequently, in Chapter 4, we carry out a study to evaluate
the effectiveness of natural language processing methods in addressing the issue.
Building on the insights from the assessment study in the prior step, in Chapter 5,
we proceed to develop the required models to create an automated interactive tool.
To gauge the effectiveness of our solution, we assess our tool in relation to our
primary objectives.






Chapter 3

Crowdsourcing Challenges

In this chapter, we present the methodology employed to examine the challenges
associated with crowdsourcing, serving as a preliminary step to define the spe-
cific focus of this thesis. Our study encompasses a comprehensive exploration
of both the theoretical perspective from existing literature and the practical view-
point of crowd workers, enabling us to gain a comprehensive understanding of the
challenges encountered by workers in crowdsourcing processes (detailed in Sec-
tion 2.1). This investigation uncovers various areas in need of solutions to enhance
the effectiveness of crowdsourcing. Subsequently, we narrow our focus to a crucial
problem that serves as the central focus of this thesis. This chapter draws upon
the research published in (Nouri et al., 2020) which elucidates the examination of
crowdsourcing challenges.

Crowdsourcing harnesses the intelligence, skills, or information from an ex-
tensive collection of unknown individuals to produce creative ideas and innovative
solutions. Crowdsourcing models aim to provide companies or individuals (i.e.,
requesters) with collaborative services and solutions for their problems. It also
provides individuals (i.e., crowd workers) with remuneration, competence, or rep-
utation in an anonymous setting with flexible time and workplace.

Crowdsourcing’s promises interest a large number of requesters and crowd
workers from diverse areas in academia and industry such as psychology, busi-
ness, information systems, software development, and organization management.
However, fulfilling such promises in an extensive interdisciplinary network of re-
questers and crowd workers with various knowledge backgrounds and diverse cul-
tures has been challenging (Gupta et al., 2014). Moreover, the initial promises are
influenced by the quality of the requester-worker relationship, their mutual trust,
and satisfaction in their collaboration (O’Neill and Martin, 2013).

With a dependable Internet connection, crowd workers have the flexibility to
engage in a wide range of tasks that suit their preferences, spanning from intricate
computer programming, data analysis, and graphic design to more straightforward
micro-tasks. This global workforce has the freedom to work from anywhere in the
world. However, there are also some risks from committing to such work concern-
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ing their employment status, satisfactory remuneration, social security, and other
benefits (Bederson and Quinn, 2011). The chances and risks the workers face raise
questions about their experiences of this form of work and what challenges they
face in their daily work life.

Digital services (websites or apps) facilitating crowdsourcing business mod-
els, i.e., crowdsourcing platforms, offer the technical infrastructure necessary for
requesters to publicize jobs to a massive pool of possible workers, retrieve and as-
sess the results of completed tasks, and pay workers for the solutions they submit.
Conversely, these platforms also provide crowd workers a central location to gather
jobs from various requesters, a process to provide work products, and the financial
and technological foundation to get paid for submissions.

Amazon Mechanical Turk (MTurk)! is the most well-known micro-task plat-
form among micro-task platforms such as microWorkers2, Crowd4U3, Prolific?,
Upwork?, iStockPhoto®, and Figure Eight’ (formerly CrowdFlower). Workers of
MTurk (known as turkers) have created online discussion boards or communities,
such as MTurk Crowd, TurkerView, TurkerNation, and Turkopticon, to discuss
various aspects of work, such as tasks (known as Human Intelligence Task (HIT)),
requesters, earnings, tools, and strategies.

Crowd workers, similar to requesters, face complex issues that they seek to
discuss and resolve with the support of their communities. According to the shared
experiences on discussion forums, both parties face challenges in practice that po-
tentially harm their relationship. With the general objectives of the “Digital Future”
research program in mind (introduced in Section 1.1), our primary aim is to gain
a comprehensive understanding of the challenges that hinder the effectiveness of
crowdsourcing processes. Leveraging this deep understanding and technological
tools, we strive to enhance these processes and overcome the identified obstacles.

3.1 Approach

Aligned with the overarching goal of the “Digital Future” project, our task involved
conducting an extensive examination of the challenges encountered in crowdsourc-
ing processes. Given the significant role played by crowd workers, who form a
majority of human participants in the process, and their crucial contribution in de-
livering high-quality solutions and products to requesters, we specifically directed
our focus towards investigating challenges from the workers’ perspective.

"MTurk’s homepage link: https://www.mturk.com

“microWorkers’ homepage link: https://www.microworkers.com

3Crowd4U’s homepage link: https://crowd4u.org/en/

*Prolific’s homepage link: https://www.prolific.co

5Upwork’s homepage link: https://www.upwork.com

%iStockPhoto’s homepage link: https: //www.istockphoto.com/de

"Figure Eight’s homepage link: https://visit.figure-eight.com/People-
Powered-Data—-Enrichment_T
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Study of Crowdsourcing Challenges

(1.a) Literature Review (1.b) Empirical Data Analysis
Data (2.a) Literature (2.b) Reviews
—— (3.a) Manual Identification (3.b) Topic Models by Latent
of Problems Dirichlet Allocation (LDA)
Results (4.a) Set of Problems (4.b) Set of Problems

(5) Collation of Problems

FIGURE 3.1: Overview of the approach adopted to study crowdsourcing challenges.

We followed a twofold approach to study challenges in crowdsourcing pro-
cesses (illustrated in Fig. 3.1). We first conducted a literature review (Fig. 3.1(1.a))
to study the literature (Fig. 3.1(2.a)) and manually identify the challenges found
by researchers (Fig. 3.1(3.a)), mainly from the theoretical point of view, which re-
sulted in a set of discussed problems in the literature (Fig. 3.1(4.a)). Furthermore,
we conducted an empirical data analysis (Fig. 3.1(1.b)). In this process, we gath-
ered workers’ reviews (Fig. 3.1(2.b)) from a discussion forum where crowd work-
ers shared their concerns regarding difficulties, confusion, and unfair treatment
experienced during their work in crowdsourcing tasks, and then mined discussed
challenges among workers using topic models (Fig. 3.1(3.b)). Our hypothesis sug-
gests that the discussions taking place in forums likely contain workers’ problems
and their practical significance that has not yet been recognized in the existing
literature. Through empirical analysis, we identified a set of problems that have
been extensively discussed among workers (Fig. 3.1(4.b)). We then combined the
findings from the two studies (Fig. 3.1(5)) to address the two following research
questions:

(RQ1) What problems do workers face in the different phases of crowd-
sourcing processes?

(RQ2) Which of these problems are most dominant in the literature and in
the data respectively?

In the following, we explain the literature review and the data analysis step in detail.
Next, we aggregate the findings from both steps and interpret them in detail.
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3.2 Literature Review

In order to compile the challenges discussed in research publications, we conducted
a thorough literature survey to examine studies that specifically addressed the prob-
lems encountered by crowd workers in various steps of crowdsourcing processes.
The data for this survey was gathered primarily through studies, supplemented by
interviews conducted with crowd workers. In this section, we outline the method-
ology used for selecting relevant articles, provide an overview of the articles re-
viewed, and present the findings obtained from this analysis.

Literature

For article selection, we employed the Google Scholar search engine to perform
searches for articles with titles containing relevant keywords such as “crowd work-
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ers,” “crowdsourcing,” “crowdsourcing platforms,” along with terms like “diffi-
culties,” “issues,” “problems,” and “relationships”. A total of 102 articles were
gathered through the initial selection.

From this pool of candidates, we carefully reviewed the abstracts, introduc-
tions, and conclusions of each article to identify those that specifically addressed
the challenges faced by crowd workers in crowdsourcing processes. Furthermore,
we employed an iterative process where we examined the references of the selected
articles to identify additional potential candidates. As a result of this process, we
identified 33 articles that explored crowdsourcing challenges from both theoretical
and practical perspectives. The practical viewpoint was explored through vari-
ous methods such as questionnaires, interviews, or surveys conducted on crowd-
sourcing platforms. In line with the data used for our empirical data analysis,
most selected studies have been conducted on MTurk which is recognized as the
largest and most renowned micro-task crowdsourcing platform (O’Neill and Mar-
tin, 2013).

The 69 excluded publications (detailed in Appendix A, Section A.1.1) can be
grouped according to their field of study: (a) information systems and human com-
putation, including research on crowdsourcing processes, models, methodologies,
the risks and benefits of their applications in other domains, and quality manage-
ment models for platforms and involved stakeholders, (b) psychology, including
studies on behavioral and job attitudes, and (c) business and organization manage-
ment, including studies on business values, and workforce management. Few other
articles were also from the law and sociology area (Nouri et al., 2020).

Method

Altogether, we reviewed 33 articles discussing challenges in crowdsourcing pro-
cesses. We manually collected the problems mentioned in the selected articles
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TABLE 3.1: The 14 problems found through the literature review were categorized based
on their respective causes.

Category Problem

Task Design 1) Ambiguous Instructions, 2) Malfunctioning Envi-
ronment, 3) Workload Misestimation, 4) Low Pay-
ment, 5) Privacy Violation

Task Operation 6) Missing Responses, 7) Minor Feedback, 8) Mean
Comments

Task Evaluation 9) Unfair Rejections, 10) Late Payment, 11) Unjusti-
fied Blocking

Platform 12) Poor Mediation, 13) Imbalance Power, 14) Poor
Tooling

and classified the found problems into the three phases (described in detail in Sec-
tion 2.1) of the crowdsourcing process: Task Design, Task Operation, and Task
Evaluation. The class of the problems shows the stage when they have been cre-
ated, not necessarily when the workers experience them. The challenges associated
with crowdsourcing platforms are also packed in one group. To find the signifi-
cance level of found problems, we counted the occurrence of each problem. We
could then compare their significance with those identified from the data analysis
approach.

Results

As published in (Nouri et al., 2020), Table 3.1 shows 14 problems that were iden-
tified in the literature review step. Eleven problems are classified in the three main
phases of crowdsourcing processes such as task design, task operation, and task
evaluation. The remaining challenges are platform-related problems, thus grouped
in another category. In the following, the three phases and their related problems
are listed with numbers increasing from 1 to 14 in parentheses (Nouri et al., 2020).

Task Design Problems

Here, we discuss the problems that can emerge in the task design stage of the
crowdsourcing process when those making requests fail to adequately design their
tasks, leading to issues with the underlying framework, unfair assessments, and the
essential information required for task completion. For each problem, we present
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the number of articles that discuss it based on our literature review, along with
detailed information derived from multiple examples within those articles.

(1) Ambiguous Instructions Five out of 33 reviewed literature report that workers
deliver low-quality results due to unclear task descriptions, where it is difficult to
understand what the task is about and what submission the requesters desire.

Fowler Jr (1992) investigated the effect of unclear terms on the quality of sur-
vey data. They reported that although survey questions should be easy to under-
stand, there are no established protocols to ensure that each important term is con-
sistently understood. They showed that clarifications on the key terms’ definitions
resulted in very different comprehension and, consequently, final results by work-
ers. The implication is that estimations are likely biased when terms are unclear.
Finally, they suggested that one strategy to lessen systematic error in survey results
is to evaluate survey questions to identify important terms that are not consistently
understood and to define unclear terms.

Chandler et al. (2013) also discussed the risks and rewards of using online mar-
kets to facilitate crowdsourced human computation. They talked about the benefits
and drawbacks of these marketplaces, focusing in particular on the accuracy of the
crowdsourced information gathered through MTurk. They related the reliability
and the quality of submitted results to poorly communicated instructions, lack of
workers’ comprehension of descriptions, and requesters’ neglect of the effect of the
clear instructions on the final results. Besides, Khanna et al. (2010) examined the
usability constraints restricting users with little knowledge from completing simple
tasks on Mechanical Turk. They showed that innovative design components, such
as improved user interfaces, simplified and clear task instructions, and language
localization, are crucial in crowdsourcing marketplaces.

Similarly, Gaikwad et al. (2017) emphasized that ambiguous instructions fre-
quently leave workers and requesters unable to trust one another’s quality, and this
causes misalignment of their mental models of tasks and failure of crowdsourcing
processes. Gadiraju et al. (2017) highlighted task clarity as an essential character-
istic of crowdsourcing tasks. They discussed that poor task instructions directly
impact workers’ poor comprehension of the work and deliver low-quality results,
while requesters are unaware of problems with their task design. Thus they inter-
pret unsatisfactory work as proof of malice and withholding rewards.

(2) Malfunctioning Environments Six articles reported that the workers become
frustrated from facing technical errors in the task interface created by the requesters.
This problem occurs when workers either use the interface to do the task or submit
their submissions. Both lead to unsuccessful submission and useless effort (Silber-
man et al., 2010b, Silberman, 2015).
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Bederson and Quinn (2011) provided a summary of the ethical and observed
issues surrounding online labor as well as a set of recommendations that enable
more positive relationships between workers and requesters. They specifically re-
ported that the workers had faced many tasks that wasted much time navigating
task interfaces, waiting for network activity, or resolving technical issues, the cost
of which is carried by the workers. Brawley and Pury (2016) also applied Indus-
trial/Organizational (I/O) psychology principles to study MTurk worker job satis-
faction, information sharing, and turnover. They also reported that the best and
worst requester behaviors (e.g., relationship building, unfair pay) affect worker
satisfaction. They mentioned that workers face technical difficulties causing rejec-
tions as one of the negative requester behaviors.

Moreover, Mclnnis et al. (2016) focused on how turkers governed the hazards
of rejected work resulting from task clarity flaws, poor design, and implementa-
tion. They reported that workers are frustrated about the consequences of technical
errors in task interfaces or Application Programming Interfaces (APIs) when per-
forming the tasks. Berg et al. (2018) also published one of the first research studies
on the conditions of work on micro-task platforms that covered many facets of
crowd work. The research outlined the advantages and disadvantages of crowd-
sourcing and proposed some guidelines for improving working conditions on plat-
forms for digital labor. They discuss that workers should not be responsible for the
costs associated with lost time or work caused by technological issues with tasks
or platforms, yet the responsible party should compensate the employee fairly.

(3) Workload Misestimation According to three studies, crowd workers also com-
plain that requesters wrongly estimate the required effort and time to finish the task
which leads to timeout and ineffective attempts to complete the tasks (Silberman,
2015).

Silberman et al. (2010a) explored fundamental questions about the workers,
their motives, and their relationship to the requesters who pay them as professional
human computation power. They also discussed the problems and unfairness that
workers face at work. For instance, requesters have a poor understanding of the task
and post a task with an unreasonable short deadline, which ends before workers
can finish it. Thus, workers do not receive payments for the time they spend,
and their reputation statistics are impacted rather than the requesters’. Gupta et al.
(2014) studied the crowd workers in India, i.e., who they are and how they maintain
their work-life balance in crowdsourcing marketplaces. They emphasize that the
workers complain about the tasks that take a long to complete for inappropriately
low compensation.

(4) Low Payment Four studies discussed that the tasks with low hourly payment
ratios may be created unintentionally due to the requesters’ misestimation of ef-
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fort and time or intentionally due to their unwillingness to pay fairly for the task.
Eventually, it may affect the workers’ motivation and satisfaction (Ross et al., 2010,
Gadiraju et al., 2017).

Silberman (2015) studied crowd works of MTurk platform and discussed vari-
ous aspects of crowd work challenge and their impact on future work. This study
extensively reported that tasks with a low average hourly wage on MTurk are ac-
cepted by the workers who have MTurk as the only source of income to pay for
their basic needs. Berg et al. (2018) also discussed that the payment on crowd-
sourcing platforms, including MTurk are quite low. They stated that in 2017, the
average hourly wage for a worker was USD 4.43 when only paid work was taken
into account. However, when both paid and unpaid hours were included, the aver-
age wage was USD 3.29 per hour.

(5) Privacy Violations Ten literature also report that tasks violate workers’ pri-
vacy by asking, processing, and misusing workers’ personal information, such as
their real name, worker ID, email address, etc., in various ways (Kang et al., 2014,
Silberman, 2015, Edlund et al., 2017, Shu et al., 2018). Such attempts even break
MTurk’s term of service (TOS).

Lease et al. (2013) discussed how the MTurk system design reveals a surpris-
ing amount of data about many MTurk Workers, some of which may be Personally
Identifying Information (PII), and assessed the potential multi-faceted impact of
such PII exposure for workers, requesters, and MTurk. In this study, workers men-
tioned that their worker ID is associated with their Amazon product reviews or
wish lists. If workers perform poorly, a disappointed requester may use their PII
to damage their reputation in other online communities or even attempt to identify
the person’s actual location. Kang et al. (2014) and Halder (2014) investigated the
potential issues with data protection, privacy, and security in crowdsourcing plat-
forms. They reported that the workers’ personal information and data privacy are
not properly protected on the crowdsourcing platforms.

Vakharia and Lease (2015) also conducted a qualitative content analysis of
seven alternative platforms, including MTurk and outlined the main problem cate-
gories with MTurk versus platform features from the content analysis. The study
showed that workers disclose their personal information to reach ’trusted mem-
ber’ status or to voluntarily let requesters track their cross-platform reputation.
Besides, Durward et al. (2016) investigated four main aspects of crowdsourcing
processes, such as privacy, accuracy, property and accessibility and discussed dif-
ferent dimensions of privacy including personal information, surveillance, commu-
nication. They mentioned that the crowdsourcing platforms gather a huge amount
of data from the crowd workers. They then use, store, and analyze all the data to
offer the requesters the best solutions to their issues.
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Sannon and Cosley (2019) studied why crowd workers decide to provide their
personal information and how they navigate the risks of personal information ex-
posure. Several privacy concerns and infractions have been mentioned by turkers,
including data gathering and profiling, unauthorized data usage, intrusive stalking
and spamming, and misleading tactics like phishing and frauds. Xia et al. (2017)
provided the findings of an online survey on privacy concerns, including data ag-
gregation, profiling, and scams, as well as privacy expectations on MTurk and
personal privacy losses from phishing, malware, stalking, and targeted marketing
(e.g., screening tasks). The fact that respondents from different nations and regions
shared similar experiences with privacy difficulties raises the possibility that these
vulnerabilities may trouble the entire MTurk platform.

Task Operation Problems

Similarly, we here delve into the problems that arise in the task operation phase
of the crowdsourcing process, where workers engage with tasks and may require
feedback or responses if they encounter difficulties with the task or have inquiries.
For each problem, we will provide the number of articles discussing it based on our
literature review, along with detailed information derived from various examples
within those articles.

(6) Missing Responses 13 literature also show that requesters often are careless
in responding to task-related or solution-related inquiries from workers that may
cause low-quality or invalid submissions by workers (Silberman, 2010, Chandler
et al., 2013, Gupta et al., 2014, Alagarai Sampath et al., 2014, Silberman, 2015,
Brawley and Pury, 2016, Deng and Joshi, 2016, Schwartz, 2018).

Silberman et al. (2010a) mentioned in their report that the requester often ig-
nores the workers and rejects their submissions when their task is poorly designed
and its instruction is unclear. Silberman et al. (2010b) conducted surveys to find
crowdsourcing problems and then outlined some projects to address the problems.
In the report, they stated that some of the responses to the survey on crowdsourcing
challenges expressed workers’ frustration due to unresponsive requesters to their
emails, mainly inquiring about reasons for unfair rejections. Bederson and Quinn
(2011) also emphasized that workers complain about unresponsive requesters to
emails (which are mediated by MTurk to maintain anonymity) when technical er-
Tors arises.

Dow et al. (2012) examined whether a task-specific feedback system for crowd-
sourced work assisted crowd workers in learning, perseverance, and producing
better results. They stressed that the majority of current micro-task platforms
support asynchronous feedback, often with a several-day delay. However, at that
point, workers might be more concerned with getting paid than improving pre-
viously delivered work. Berg et al. (2018) stated that there are often little or no
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possibilities for communication between platform management, workers, and re-
questers. Workers are theoretically able to contact the platform management or the
requesters, but in practice, it might be difficult to obtain the right contact details,
and responses may be delayed, unsatisfactory, or missing.

(7) Minor Feedback According to four articles, crowd workers sometimes ask
for requesters’ feedback on their results to increase the fulfillment level of qual-
ity results’ requirements and, consequently, the chance of acceptance. However,
requesters often give either no or little feedback to submitted results. Berg et al.
(2018) discussed the lack of proper feedback in the workflow, which helps work-
ers to improve their results and increase the chance of correcting their mistakes
and consequently the approval and payment. Besides, Dow et al. (2012) com-
prehensively discussed the lack of proper feedback mechanisms in crowdsourcing
processes and emphasized the necessity of a well-structured synchronous or asyn-
chronous feedback system in order for workers to receive expert feedback on their
work, which yields better overall outcomes and helps workers to improve their
performance over time.

Gaikwad et al. (2017) introduced Daemo’s Boomerang reputation system, aimed
to increase the likelihood that workers and requesters work together on a solid mu-
tual trust in the future. In this work, the lack of well-designed feedback is outlined,
and the importance of the feedback system on improving quality results and build-
ing a good relationship between requesters and workers is highlighted. Schwartz
(2018) also discussed the limited communication and and lack of a constructive
response to work-related inquiries from workers.

(8) Mean Comments Four studies also report that some responsive requesters
communicate unfriendly with workers or give mean comments on the questions
or the submitted results. Berg et al. (2018) highlighted the unfriendly behaviour of
malicious requesters with leaving unfair and mean comments on workers’ submis-
sions. Martin et al. (2014) analyzed the content of a forum for MTurk users with
a focus on the workers’ judgment of tasks’ values and the influenced factors for
accepting and completing a task. They reported that workers who mentioned the
demeaning comments also noted such challenges are extra damages added to other
difficulties they face in crowd work.

Xiaetal. (2017) discussed the requester-worker confrontation challenges, some
of which led to dramatic fights sometimes because of a rejection. One worker told
the story of a fight where eventually, the requester found the worker’s social me-
dia account using his email address and left harassing comments for the worker.
Brawley and Pury (2016) revealed the cases where the workers experienced re-
ceiving unnecessary rude comments on rejected results. The workers mentioned
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they could accept the rejection of unsatisfactory results but not the mean behavior
from the requesters.

Task Evaluation Problems

Similar to previous categories, we explore the problems that surface in the task
evaluation stage of the crowdsourcing process. These issues stem from requesters
who do not fairly evaluate the work submitted by workers and do not provide ade-
quate explanations for rejections, non-payment, or delayed payment of tasks. For
each problem, we present the number of articles discussing it based on our litera-
ture review, along with comprehensive information derived from multiple examples
within those articles.

(9) Unfair Rejections 13 articles discuss this problem in two ways. On the one
hand, 11 of them report that workers receive (a) harsh evaluations carried out on
their submissions that have been created to the best of the workers’ capabilities
either by requesters or by automatic algorithms (Porter, 2004, Bederson and Quinn,
2011, Peng et al., 2014, Guth and Brabham, 2017). On the other hand, 10 articles
mention that there are often (b) missing explanations for the rejections provided
by requesters. Crowd workers receive no or vague justifications for the evaluation
they achieve, which makes them finally disappointed (Porter, 2004, Peng et al.,
2014, Martin et al., 2014, Silberman, 2015, Guth and Brabham, 2017).

Silberman et al. (2010a) broadly covered the unfair rejection problem and
stated that the possibility of paying workers after evaluating their results makes
crowdsourcing highly attractive to requesters, while workers are left vulnerable
to the whims of requesters or, more often, the employers’ evaluation software
when determining the quality of their assignments. Requesters find it impracti-
cal to manually review submissions due to the work volume. They often confuse
rejected workers with generic statements outlining reasons for rejection since they
hire hundreds or more workers simultaneously. In the worst-case scenario, perni-
cious requesters will post numerous high-paying assignments, obtain the work, and
then reject it to get free work, which decreases the workers’ acceptance rate and
their effective wages and make them feel vulnerable.

Silberman et al. (2010b) reported according to a worker, the annoyance of re-
jected work for no good reason is one of the biggest concerns in crowd work. They
also emphasized that the workers believed requesters arbitrarily reject the assign-
ments and often without providing a reasonable argument. Bederson and Quinn
(2011) also stated that the unjustifiable and arbitrary rejection of good work was
underlined as one of the biggest causes of workers’ frustration. They discussed the
lack of a rebuttal process and that workers could avoid working for that requester in
the future. In this setting, the destruction of trust between requesters and workers
is inevitable.



48

Irani and Silberman (2013) introduced Turkopticon, a system that enables work-
ers to review and publicize their relations with requesters. Turkopticon serves
as a shared infrastructure that encourages workers’ cooperation and allows them
to write and utilize reviews of requesters when choosing their tasks on MTurk.
Irani and Silberman (2013) argued that the requester could reject or pay for it af-
ter a worker submits his assignment. MTurk’s participation agreement guarantees
requesters full intellectual property rights over submissions regardless of accep-
tance. Requesters verify worker submissions using automated methods according
to a known response or the majority rule and automatically reject the other submis-
sions irrespective of correctness. The full intellectual property rights agreement
enables wage theft by unfair or careless requesters who reject and use the work
without workers having little legal recourse against that.

Gupta et al. (2014) stated that unfair rejections harm workers’ reputations on
platforms and, consequently, their approval rate, which is one of the workers’ main
concerns in crowdsourcing. It also leads to a decrease in the availability of good
and highly-paid tasks to crowd workers, many of whom work full-time to support
their basic needs in life.

Brawley and Pury (2016) characterized unfair rejections as applying majority
rules for rejection decision, mass rejection and taking advantage of workers, rejec-
tion for working too quickly, rejections caused by technical problems and similar
and introduced them as one of the main factors of workers’ frustration and dis-
satisfaction in crowdsourcing processes. Berg et al. (2018) discussed that crowd
workers often complain about their work being arbitrarily rejected and not paid,
probably by dishonest requesters. A notable characteristic of micro-task platforms
is the sheer volume of submissions and the tendency for automatic evaluation and,
eventually, payment by algorithms rather than humans. This algorithmic evalua-
tion process potentially increases instances of unfair assessment. For instance, the
method may automatically reject the work of the one response that is different,
even if it is correct when three workers complete a task and one of their results
differs from the others.

(10) Late Payment According to three articles, crowd workers are unaware of
how long they must wait to obtain the payment after submission. In some cases,
the delay is long without workers knowing about the payment time (Bederson and
Quinn, 2011, Silberman, 2015, Brawley and Pury, 2016).

(11) Unjustified Blocking Six studies indicate that requesters sometimes block
workers without a clear reason or if they ask for explanations of why their results
are rejected or information about when they will be paid (Gupta et al., 2014, Martin
et al., 2014, Peng et al., 2014, Guth and Brabham, 2017). Brawley and Pury (2016)
mentioned the long delay in payment and blocking workers for no reason as known
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examples of the negative behavior of requesters based on the workers’ judgment.
Irani and Silberman (2013) also reported that workers demand faster pay from
requesters while they can evaluate and pay workers within 30 days.

Platform Problems

Here, we discuss the problems related to the process management and platform’s
policy, specifically focusing on the role of platforms in mediating conflicts between
requesters and workers. Similar to previous categories, we provide the number of
articles discussing each problem.

(12) Poor Mediation According to six studies, workers can report challenges con-
cerning task design or communication with requesters to the platform. However,
it is unclear how the platform processes, and impossible to follow how it solves
them. Workers believe that platforms poorly mediate the cases of unfair rejections,
disagreements on payments, or complaints from workers against requesters (Sil-
berman et al., 2010b, Khanna et al., 2010, Irani and Silberman, 2013, Vakharia and
Lease, 2015, Silberman, 2015, Schwartz, 2018).

(13) Imbalanced Power One article mention that requesters and workers have
unequal powers or rights. On the one hand, requesters can reject results and not
pay the workers. On the other hand, there is no support or control for workers to
change that; instead, they must bear a lower reputation (Irani and Silberman, 2013).

(14) Poor Tooling Besides, five studies discuss that platforms provide poor func-
tionalities, and workers have no access to requesters’ contact information (Chan-
dler et al., 2013, Berg et al., 2018), and there are no automated tools and helpful
quality control on workers’ reputation, task payments, and term-of-service viola-
tions (Vakharia and Lease, 2015, Silberman, 2015). Workers are also not anony-
mous because their Amazon account and MTurk ID are linked and searchable on
search engines (Halder, 2014).

3.3 Empirical Data Analysis

Apart from conducting a literature review to examine the problems discussed by
researchers in crowdsourcing processes from a theoretical standpoint, we also em-
ploy a topic modeling method (explained in Section 2.2.1) to identify the chal-
lenges faced by workers in practice on a large scale. Specifically, we analyze
workers’ narratives and accounts shared on an online discussion forum, where
they expressed their experiences and grievances related to their interactions with
requesters. While the empirical analysis of the narratives offers valuable insights
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into the challenges discussed among workers and how they may evolve over time,
for the purpose of this study, we have chosen to focus solely on the problems that
workers encountered and shared with their fellow crowd workers during the pro-
cess and set aside the examination of temporal changes. This empirical analysis
allows us to gain valuable insights into the real-life challenges encountered by
workers in their day-to-day tasks.

In this section, we present the corpus that was utilized for our analysis, which
not only serves the purpose of this study but also holds potential value for future re-
search within the community. Additionally, we outline the methodology employed
and share the findings derived from our empirical study conducted on the reviews
provided by the workers.

Data

Regarding the data analysis, one potential source of data could have been the
records of actual communication between requesters and workers, including emails
and chat protocols. However, due to the unavailability of representative data of
this nature and the need to respect privacy concerns, we opted to explore publicly
available data instead. This public data may contain valuable information about the
relationship dynamics between requesters and workers, as well as the challenges
that workers encounter when collaborating with requesters.

Since most crowdsourcing platforms lack to provide workers with the oppor-
tunity to share their experiences with requesters, worker community forums have
been built to enable workers to support each other and avoid facing unfair situa-
tions with requesters. Workers of MTurk were the pioneer in creating such forums,
which provide the public data containing the desired information for our study. The
well-known examples of such forums are TurkerView, MTurkCrowd, TurkerHub,
TurkerNation (now on Reddit), and Turkopticon. For our analysis, we select the
latter because its initial concept is to offer MTurk workers a place to talk about the
challenges they face in the process and to support their rights in their relationship
with requesters (Irani and Silberman, 2013).

Turkopticon works as a reputation system that provides an environment where
workers write so-called reviews about the requesters they have worked with. In
the reviews, workers tell the story of their experiences, both positive and negative,
working with specific requesters on MTurk, referencing the requester’s unique ID
and the specific task they completed. These experiences encompass a range of
information, including details about the tasks themselves (i.e., the environment,
the workload, etc.), payments (e.g., fairness and delays), and evaluation results
(e.g., rejections, communication details). Finally, workers provide ratings for the
requesters and indicate whether they would recommend or not recommend them to
other workers (two examples shown in Table 3.2). If provided, the other workers
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Example Reviews from Turkopticon

recommended

“I was having problems with 2nd page of the HIT; no matter what 3 choices I selected
fora
category, I could not submit the HIT and the HIT eventually timed out on me.

I messaged the requester explaining the problem and haven’t received a response as
of yet.

However, now I am having no problems with the second page so perhaps the requester
fixed the

problem I was having.”

not recommended

“I took a chance and only (thankfully) did 2 of his HITS to try them out. I did them
EXACTLY

as he stated that he wanted....I came back an hour or so later and had two rejections
from him.

Stating “Please, select the under eye area more precisely and follow the instructions
above”

I went to send him a message and this is what came up

“Failed to send comments
We’re sorry, but this Requester could not be reached.” ”

TABLE 3.2: Example of “recommended” and “not recommended” reviews written by
crowd workers while doing tasks on Turkopticon platform. Due to the data privacy, we
have removed specific task details (e.g., task’s title and the requester’s ID o MTurk. Note:
Tasks on MTurk platform are called HITs which stands for Human Intelligence Tasks.

can gain insights into the requester’s reputation for fairness and the nature of the
tasks involved and then make informed decisions about whether or not to engage
in a particular task.

To create the data set, we crawled all 27,041 existing reviews on Turkopticon
from February 2017 to November 2018 (the time of crawling). The data included
reviews with the tag “recommended,” “not recommended,” and none. For the cor-
pus, we collected all 8,610 reviews with the tag “not recommended” for this anal-
ysis (examples in Appendix A, Section A.1.2), as we hypothesized them to have
information about problems that workers were facing and, thus, beneficial for the
present study. Altogether, the average length of reviews counted 57.2 tokens, and
the resulting corpus comprises 492,713 tokens and 15,921 unique words.

Method

In the data analysis, we aim to mine crowdsourcing problems from the review. For
this purpose, we deploy standard topic modeling using Latent Dirichlet Allocation
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(LDA), as detailed in Section 2.2.1. LDA generally uncovers the hidden, conceiv-
ably overlapping & topics in a huge collection of documents (Blei et al., 2003).
Employing LDA, a cluster of similar documents (here: reviews) is about a topic
modeled as a list of representative words in the cluster. In this study, each topic
represents the problem that workers complain about in the community.

In general, it is necessary to clean noisy text data before utilizing it as input
for a machine learning model. Text cleaning or pre-processing is an essential step
that must be undertaken before applying NLP techniques to a corpus. Real-world
texts authored by humans often include various elements such as special symbols,
punctuation, specific grammar-related function words, and more. Thus, we first
removed unnecessary data from the corpus before applying LDA by performing
the seven following steps of pre-processing:

(a) Tokenization: The manner of splitting text into units called tokens is tokeniza-
tion that can be of three types: a) words, b) characters, or ¢) sub-words (n-gram
characters). In this step, we break down each review into individual words and
other tokens.

(b) Removal of numbers: The task-specific reviews contain numbers like dates,
times, prices, and similar. Such numbers do not convey particular information
regarding the main problems workers point out in their stories. Thus, we remove
such numbers from the corpus.

(c) Removal of stopwords: For instance, “at”, “to”, “which”, “you”, “is”, and “my-
self” are the function words that appear typically across all the documents in the
corpus. Removal of such words that are not biased and, therefore, have no signifi-
cance in the analysis is a typical pre-processing step.

(d) Removal of punctuation: Punctuation (e.g., ,’, “.”, “I”, *;”, etc.) are useless
marks and symbols in the documents we discarded from the corpus.

(e) Lemmatization: Another common text-cleaning technique used in machine
learning is lemmatization. In the process, we replaced the different inflections
of the same word with its root word, called a lemma.

(f) Removal of the tag: The “not-recommended” tag that occurred in all chosen
reviews in the corpus without adding helpful information was also removed.

(g) Removal of low-frequency words: Considering how LDA clusters documents
in a vast set, the words that occurred only once in all 8,610 analyzed reviews were
useless for our analysis, therefore, discarded from the corpus.

The corpus size was decreased to 179,539 tokens after pre-processing (3808 unique
words). Finally, an input instance to LDA averaged 20.9 tokens.

The parameters of LDA, such as the number of topics k£ and the priors for the
per-document topic distribution a and the per-topic word distribution 7 (explained
in Section 2.2.1), have a significant impact on the algorithm’s performance. Fol-
lowing (Wallach et al., 2009a) and (Syed and Spruit, 2018), we set the parameters
of LDA to a specific value to narrow down the problem of finding the best topic
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model to the choice of best k, which is a challenge mainly due to the lack of knowl-
edge about the number of problems (i.e., topics) existing in this particular corpus.
Hence, we adopt an empirical approach to determine the optimal value of k. Em-
ploying LDA, we build 14 models with topic number & € {2,...,15} each of
which execute 500 iterations repeatedly. To find the best £ among the generated
models, we compare the suitability of existing evaluation metrics.

As clarified in Section 2.2.1, we choose to focus on topic coherence metrics
among the various topic model evaluation metrics—such as harmonic mean (Grif-
fiths and Steyvers, 2004), pairwise cosine distance (Cao et al., 2009), and KL di-
vergence (Arun et al., 2010) for determining the best k for a given corpus. This
decision is grounded in our aim to produce easily interpretable topics related to
workers’ problems. Topic coherence metrics have proven effective in assessing
topic model quality and are commonly applied in natural language processing and
information retrieval (IR) research.

Given the significance of accurately interpreting the topics, particularly per-
taining to workers’ problems, we evaluate the 14 models we generated using three
metrics that gauge topic coherence based on human judgment, as they are most
relevant in this context. Concretely, we assess our models utilizing the following
metrics:

1. The Mimno metric is established on the notion that a successful topic model
should produce cohesive, understandable topics that can distinguish between
various corpus articles. By comparing the co-occurrence of keywords within
each topic to the co-occurrence of words across the entire corpus, the Mimno
metric evaluates the coherence and interpretability of a topic model. This
metric uses top-word co-occurrence statistics and functions in three main
steps: (a) identifying various classes of low-quality topics, b) identifying
explicit semantic issues in topic models, and (c) optimizing of the topic co-
herence (Mimno et al., 2011).

2. Normalized point-wise mutual information (NPMI), is a measure to evaluate
the mutual dependence between words in a topic and is used to estimate the
coherence and interpretability of a topic. NPMI calculates the probability
difference of word co-occurrences to their expectation by calculating the
average NPMI score for all pairs of words within the topic. A topic that
is cohesive and interpretable has a high average NPMI score, whereas, a low
score suggests a less coherent or interpretable topic (Bouma, 2009).

3. The hybrid coherence measure C,, which is a metric that integrates multiple
measures of coherence to evaluate the interpretability of a topic by compar-
ing the co-occurrence of words within the topic to some external reference.
Hybrid coherence measures combine multiple coherence measures to take
advantage of each measure’s strengths and lessen the influence of any indi-
vidual measure’s limitations (Roder et al., 2015).
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FIGURE 3.2: Topic coherence degree of our topic modeling approach according to the
three applied evaluation metrics (Mimno, NPMI, and C,) for different number of topics
ke {2,...,15}. Despite their different scales, the interpolated curves are shown in one
plot, to make it easy to see the best & (Nouri et al., 2020).

We select k£ based on the metrics and then manually interpret each subject that
resulted, as detailed in the following section.

Results

According to Figure 3.2 indicating the result of topic model evaluation, two of the
three topic coherence metrics (NPMI and C,) suggest k£ = 7, while Mimno votes
for K = 2 and k£ = 5. We manually reviewed the assigned word sets to the topics
for k = {2,5, 7} and then found the topic model of £ = 7 the most well-separated
and meaningful topics.

We first interpreted the seven discovered topics based on the 15 highest-probability
words in the associated word lists, which can be in Table 3.3. To increase reliability,
two authors of this work independently, one of whom did not know the literature
review results. Both then joined to compose a problem label for each topic. We
also examined the 20 highest-probability reviews for each topic to increase con-
fidence in an accurate interpretation. In one case, this resulted in a minor label
change. As for the literature review, we categorize the results of our data analysis
based on the stages of the crowdsourcing process as follows:

Task Design Problems

The topic model we employed uncovered a collection of topics about shared ex-
periences by workers regarding issues which primarily stemmed from inadequate
requester performance during the task design phase of the crowdsourcing process.
These workers advised others not to engage with the tasks offered by those re-
questers. Primary complaints included broken survey links, flawed processes for
obtaining necessary completion codes for successful submissions, unfair tasks, and
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TABLE 3.3: The seven crowdsourcing problems derived from topic modeling, along with
the top 30 words of each topic.

# Problem Top 35 Words Obtained from Topic Modeling

1 Malfunction: Implementa- break, link, page, one, requester, survey, return, ques-
tion errors tion, amazon, problem, report, get, dead, issue, try, an-
swer, first, setup, accept, screener, review, set, check,

work, would, click, open, message, already, see

2 Malfunction: Failed com- code, survey, break, time, submit, complete, end,
pletion timer, get, completion, minutes, waste, error, finish,
take, return, page, requester, short, say, given, mes-
sage, provide, expire, response, give, work, minute,

button, try

3 Workload: Bad time esti- pay, minutes, time, low, long, take, question, one, bub-
mation ble, page, way, would, even, end, get, bonus, answer,
much, going, cent, minute, writing, survey, return,

task, could, video, image, first, make

4 Workload: Too high work writing, write, much, cent, worth, require, penny, para-
effort graph, back, prompt, work, photo, want, single, throw,
box, nope, date, every, warning, formatting, describe,

clear, detail, story, bug, page, first, mislead, unclear

5 Violation of terms of ser- tos, require, email, violation, information, ask, site,
vice inquisit, firefox, address, error, personal, file, name,
website, app, account, download, upload, collect,
URL, google, info, scam, want, internet, explorer, an-

other, phone, please

6 Underpaid tasks underpay, pay, writing, screener, bad, screen, unpaid,
avoid, requester, research, word, question, per, study,
number, qualify, cheap, survey, may, contact, min,
cent, many, participant, return, words, horrible, want,
rate, ask

7 Unfair rejection reject, requester, rejection, work, hit, get, complete,
check email, update, answer, response, attention, rea-
son, one, message, would, instructions, respond, con-
tact, review, say, avoid, receive, survey, worker, sub-
mit, still, days, like

more. The topics (i.e., problems) associated with the task design phase discovered
in the reviews are explained in the following:

(1) Malfunction: Implementation Errors Workers complain about technical prob-
lems with the MTurk website or interfaces requiring them to use and work on tasks,
which can be frustrating and make it hard for them to complete tasks efficiently.
Some issues lie in the slow reaction times of the interfaces, which can lead to
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breaking the loading request, difficulty accessing tasks due to error messages, a
broken link, or bugs in websites or interfaces that complicate successful work and
payment. Figure 3.3 shows two review examples discussing the malfunction inter-
faces problem.

[Malfunction: Implementation errors]
* Review 1: “Survey link goes to 404 page (hitattempted 3/30/17),

I suspect there is something wrong with the URL butI couldn’tfind away to editit
to get to work. Reported to Amazon and returned.”

* Review 2: “broken, dead link (4/28/18),

The link opensto a page with a Startbutton. When I clicked thatbutton I gota.
popup with this:,

"This experimentis not currently available.’,
I"ve seen this exact page before, butlhaven’tposted a reviewaboutithere so it

must have been for a differentrequester - maybe someone who is using the same

broken template. In any case, the survey is notaccessible so I reported it to
Amazon.”

FIGURE 3.3: Two examples of the reviews that are classified as they mainly contain
stories of “Malfunction: Implementation errors” problem.

(2) Malfunction: Failed Completion For some tasks on MTurk, a completion
code is a unique code generated when a worker completes a HIT. The platform
uses this code to verify that the worker has completed the task and ensures that
the worker gets compensated for their work. However, workers were reporting
technical issues with the MTurk platform that resulted in failed completion codes or
submission procedure due to timeout problems, which can lead to payment issues
and be frustrating for the worker. If the submissions do not meet the required
standards, the requester may manually return or reject the worker’s completion
code. In such cases, workers may contact MTurk customer service or requesters
for assistance. Figure 3.4 shows two review examples discussing the malfunction
completion process problem.

(3) Workload: Bad Time Estimation In crowdsourcing, estimating the required
time to complete a task can be essential for both workers and requesters, and fail-
ure in accurate estimation can lead to problems for both parties. An underestimate
of the time required can also be problematic, as it may cause the worker to feel
rushed or stressed to complete the task within the given time frame. Besides, an
overestimate of the time required for a task can lead to problems with project plan-
ning and budgeting. If the task takes longer than expected, it can lead to delays
and additional costs. In practice, workers complain that requesters often fail to
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[Malfunction: Failed completion]
* Review 1: “No survey code given at the end of survey.

“We thank you for your time spent taking this survey. Your response has been
recorded.’

Unable to submitthe HIT, notrecommended”
* Review 2: “broken hit, no response.

HIT itself is fine, but there is no completion code box to put the code once you have
finished. The HIT cannotbe submitted without the code, so you will be forced to
return. [ will update when I getaresponse

EDIT: No response was received.”

FIGURE 3.4: Two examples of the reviews that are classified as they mainly contain
stories of “Malfunction: Failed completion” problem.

accurately estimate the required time for the tasks due to a lack of understanding
or experience on the requester’s part. This may lead workers to fail complete the
task in the given time and nor get rewarded. Figure 3.5 shows two review examples
discussing the bad time estimation problem.

| Workload: Bad time estimation |
* Review 1: “way too long for the pay Hitdone 4/26/17,

Well, the time estimate in the title was correct. Unfortunately Thisincluded a 4-
minutevideo, a page of reading,and awhole lotof bubble questions.

Too much for the pay. Stay away.”
* Review2: “Way too long for the pay.

Lots of video and audio to watch and click. Nothard, but just never seems to end. Bad

”

pay.

FIGURE 3.5: Two examples of the reviews that are classified as they mainly contain
stories of “Workload: Bad time estimation” problem.

(4) Workload: Too High Work Effort Similarly, workers complain about under-
estimating the required effort, especially for writing tasks, according to the re-
views. Since the workers are often distributed and may have varying skills, expe-
rience, and motivation levels, estimating crowdsourcing effort can be particularly
hard for requesters. Besides, it is challenging to estimate the required effort due
to the complexity and difficulty of tasks that can range widely, even within the
same crowdsourcing platform. Generally, the issue of inaccurate effort estima-
tion in crowdsourcing can result in various negative outcomes, including missed
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deadlines, unsuccessful high-quality submissions. Figure 3.6 shows two review
examples discussing the too high work load problem.

[Workload: Too high work effort]

* Review 1: “requires you to install software that tracks your internet activity and shopping, Install
internet browsing tracker for

$5. The HIT isto installan internetbrowsing tracker plus a long survey.

They will track your internet browsing and shoppinghabits. Who does this for
money? Who would let this happen?”

* Review 2: “writing, notgoing to do it threwitback —has an open-ended writing section (at least
one) of the sortI refuse to do.

Atleast, not for pennies.”

FIGURE 3.6: Two examples of the reviews that are classified as they mainly contain
stories of “Workload: Too high work effort” problem.

(5) Violation of Terms of Service Moreover, workers report that requesters at-
tempt to ask for workers’ personal information, such as real names, addresses, and
social media IDs, or require them to download an app and sign up with their private
email addresses. However, according to MTurk’s terms of service, requesters are
not allowed to ask workers for personal information or email addresses as part of
a task. This type of request may be considered a violation of the MTurk terms of
service (ToS), which directly declare that requesters should not request personal
information from workers or engage in activities that may violate their privacy.
Figure 3.7 shows two review examples discussing violation of TOS problem.

[ Violation of terms of service]

* Review 1: “This requester has a history of TOSviolations (asking for personalinfo like an email
address).

If youdecide to try this, don’tgive any personalinfo andifitasks for any,
reportthe hitand returnit.”

*  Review 2: “Violates TOS

They want turkers to register ata differentwebsite. They are collecting e-mail used to
sign up. Collecting personally identifiable information. Violates TOS.”

FIGURE 3.7: Two examples of the reviews that are classified as they mainly contain
stories of “Violation of terms of service” problem.

(6) Underpaid Tasks Workers on MTurk also face the problem of underpaid tasks,
which pay less than what workers believe is fair or appropriate for the effort and
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time required to complete the task. Underpaid tasks can be frustrating for workers
and may lead to low morale and a poor experience on the platform. A variety of
factors can contribute to underpaid tasks on MTurk. The task requesters determine
the pay rates for tasks on the platform, and some requesters may not offer fair or
competitive pay rates. Furthermore, the complexity and difficulty of tasks vary
greatly, and workers may believe they are not fairly compensated for more com-
plex or time-consuming tasks. Figure 3.8 shows two review examples discussing
underpaid tasks problem.

[Underpaid tasks]

* Review 1: “very bad pay for a writing hit
UNDERPAID WRITING, Writing tasks this involving must pay a lot more
Avoid this cheap requester who does not fairly price writing HITs.”

* Review2: “horribly underpaid -May 14th 2017

Survey about opinions on government programs, corporate banks and regulations.
Some lightwriting involved.

Way underpaid. 2 Day AA.”

FIGURE 3.8: Two examples of the reviews that are classified as they mainly contain
stories of “Underpaid tasks” problem.

Task Evaluation Problems

The topic model also identified a topic in the reviews where workers discussed the
challenges they faced after submitting their work, specifically due to the inade-
quate assessment of their submissions by the requesters. Complaints about the task
evaluation phase mainly revolved around unfair rejections of submissions, which
potentially damages the workers’ reputations on the given platform. The topic
pertaining to the task evaluation phase of crowdsourcing, extracted from our data
analysis, is described in detail below:

(7) Unfair Rejection Workers complain in the reviews that task requesters are
privileged to reject a worker’s work without a clear justification or explanation and
refuse to pay compensation to the workers. Although, they can keep the rejected
results and profit from them. Requesters often avoid paying attention to workers’
inquiries about rejection and responding to their messages. It can cause workers
frustrations and a sense of unfairness, as they believe they are putting effort into
completing tasks but are not fairly compensated for their efforts. Figure 3.9 shows
two review examples discussing unjustified rejections problem.
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[Unfair rejections]
* Review 1: “Willreject with no possibility of resolve and not respond back

I was rejected for being a male and doing the survey. I did notread anywhere that males
are notallowed and he rejected my work.

STAY AWAY from thisrequester or you will getrejected aswell and will notrespond
to your messages.”

*  Review 2: “Willnotrespond back to emails

Rejected hitsaying I failed to provide valid responses. I tried to contacther to geta
better explanation and she has failed to respond back.”

FIGURE 3.9: Two examples of the reviews that are classified as they mainly contain
stories of “Unfair rejection” problem.

The following section aggregates the findings of both literature review and the
data analysis approaches and provides a comprehensive in-depth discussion of the
results.

3.4 Evaluation

Given the outcomes of the literature review and the empirical analysis on the data
crawled from the Turkopticon platform, we first aggregate the findings of both ap-
proaches to form a set of problems discussed the most in the literature and among
workers on forums (RQ1). We then assess the dominance of each problem com-
pared to the entire findings to obtain insights into their importance (RQ?2).

Figure 3.10 summarizes the aggregation of problems found from both literature
review and the data analysis together with the distribution of challenges found in
literature and of probabilities in the topic model. This section describes the result
of the aggregation and addresses the research questions in details.

Problems

In light of RQ1 (Section 3.1), we compared the data analysis outcomes to those
of the literature evaluation to collect the discussed problems among workers in
practice and researchers from a more theoretical point of view (Fig. 3.10). Here,
we discuss the first research question as well as the pertained findings resulting
from our work.

RQ1. Workers’ Challenges in Crowdsourcing Phases We discovered a total of
14 problems (Fig. 3.10) that are created within all stages of the crowdsourcing
process: five challenges pertain to the task design, three to the task operation, and
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FIGURE 3.10: Distribution of the 14 found problems that workers face in the three phrases
of crowdsourcing processes and with the associated platform support. Dark bars: Relative
frequency of each problem in the reviewed literature. Light bars: Topic modeling proba-
bility of each problem in the data analysis (Nouri et al., 2020).

three to the task evaluation. Three problems are also rooted in the way the platform
intermediates the process (details on the problems in Sections 3.2 and 3.3).

Here, we summarize five issues related to task design identified through both
literature review and data analysis: (1) ambiguous instructions, where workers
struggle to comprehend the task and the expected solution; (2) malfunctioning en-
vironment, where technical issues in the requester-designed task interfaces hinder
successful work; (3) workload misestimation, where an imbalance between work
effort and estimated time leads to unsuccessful attempts at task completion. This
issue might be reflected in (4) low payment (i.e., a low hourly payment ratio),
where workers are not fairly compensated for their efforts to complete the task.
Finally, we also discovered the problem of (5) privacy violations, where requesters
breach the platform’s terms of service by soliciting workers’ personal information
in various ways.

The three problems pertaining to the task operation can be outlined as (1) miss-
ing responses where requesters pay minimal attention to respond to workers’ in-
quiries related to diverse matters such as tasks, solutions, and rejections. They also
often provide only (2) minor feedback to workers’ results, decreasing the opportu-
nity to improve their quality and resubmission. Moreover, some requesters behave
unfriendly and give (3) mean comments on the worker’s results.

Moreover, the three problems related to the task evaluation can be summarized
as (1) unfair rejections where, on the one hand, requesters or the systems set for
result evaluations reject workers’ results via harsh evaluations. On the other hand,
they often provide no or unclear rejection reasons to the workers, which disap-
points them. Another problem is (2) late payment, where workers must wait a long
without being aware of the time requesters will take to pay the accepted results.
The problem of (3) unjustified blocking happens when there are disagreements be-
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tween requesters and workers about the provided arguments by requesters. In this
case, workers insist on discussing the subject with the requesters and get blocked
by requesters.

Finally, the three problems that lie in the way the platform intermediates the
process are briefly explained as (1) poor mediation where platforms intermedi-
ate the conflicts between requesters and workers poorly, especially in case of re-
jections, payments, and other unfair situations based on workers’ judgments. In
general, there is (2) imbalanced power between requesters and workers in that re-
questers are unrestricted to reject results and not pay the workers even unfairly.
Moreover, platforms partially have (3) poor tooling. For instance, there is a lack of
automated mechanisms and proper quality control on workers’ or requesters’ repu-
tations, task payments, and term-of-service violations. Besides, requesters’ contact
information may not be available to workers who do their tasks.

Although the data analysis provided us with a clear distinction of the domi-
nance of the challenges that workers face in the marketplace, we discovered that
all problems found in the empirical analysis are already discussed in the literature,
which indicates that they have been known to the community, yet not effectively
resolved.

Problems Importance

In light of RQ2, we counted the number of times each problem was mentioned
or discussed in the literature and then compared the relative percentages of these
problems with the problem probabilities achieved from topic modeling. Here, we
review the second research question and describe the findings resulting from our
work in detail.

RQ?2. Importance of the Challenges in the Literature and Data The literature
discusses the different phases somewhat likewise, with major problems being miss-
ing responses (14.3%) during task operation and unfair rejections in the task eval-
uation (12.1% harsh evaluation, 11.0% missing explanations). Such rejections
are also covered significantly in Turkopticon reviews (17.1%). However, the ma-
jor problems discussed in reviews pertain to the task design where workers com-
plain about workload misestimation (44.0% in total). They also report low payment
(12.1%), along with malfunctioning environments (11.5% failed completion, 9.9%
software errors) in the reviews. Workers also shared narratives of privacy viola-
tions (5.3%) regarding the platform’s terms of service.

Problems involving task design and task evaluation are well observable in both
sources. On the contrary, we could not explicitly identify problems concerning
platform support and task operation in the data. One factor is topic modeling’s
poor capability to differentiate between discrete and fine-grained topics. Conse-
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quently, our data analysis may have potentially overlooked certain issues. This
oversight occurred not because these problems were entirely absent from the re-
views, but rather because they were only addressed in a few of them. For instance,
some people bring up issues with platform mediation as well as non-responsive
requesters. Talking exclusively about the latter, though, seems uncommon.

Our data analysis shows that the task design is the primary source of issues
from the workers’ perspective. This is consistent with our reasonable assumption
that the data reflects what most irritates the workers and motivates them to report
to others.

3.5 Conclusions

Our primary focus is on improving the crowdsourcing process through the appli-
cation of computational methods. This chapter presents a combination of literature
review and data analysis to identify the challenges faced by workers when working
with requesters in various aspects of crowdsourcing tasks such as design, opera-
tion, and evaluation. The literature review encompasses both theoretical findings
and insights gathered from interviews and questionnaires that specifically address
the issues faced by workers. In the data analysis, we employ topic modeling tech-
niques to extract relevant problems from workers’ complaints found in an online
discussion forum. Additionally, we provide the underlying corpus as a valuable
resource for further research within the community. By merging insights from
both the literature and data analysis, our aim is to bridge the gap and facilitate
the exchange of knowledge between the research fields of human computation and
natural language processing.

During our research, we had the opportunity to engage in discussions with a
manager from MTurk, who informed us about the platform’s efforts to address
the challenges encountered by both requesters and workers. As a result of these
initiatives, MTurk has introduced several new policies. For instance, the platform
now displays a requester’s “acceptance rate,” which indicates the proportion of
tasks the requester has accepted in the past. This feature aims to assist workers
in identifying reliable requesters. Furthermore, MTurk provides a wide array of
general guidelines and policies for both requesters and workers, including task
design templates and terms of service. Despite these measures, our study reveals
that numerous problems persist within the crowdsourcing ecosystem.

Upon analyzing the identified problems, it becomes evident that the majority
of them stem from deficiencies in task design and communication throughout the
task’s execution and evaluation. Task design holds significant importance in crowd-
sourcing processes as it directly impacts the quality of the obtained results (Kittur,
2010). Issues arise when requesters fail to appropriately break down complex tasks
into manageable components and provide fair compensation for the effort invested.
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Insufficient communication negatively impacts worker satisfaction, reputation, and
accomplishments (Bederson and Quinn, 2011, Boons et al., 2015).

Additionally, errors in the implementation of the task environment lead to
wasted time for workers due to unsuccessful submissions. Some requesters are
also reported to violate workers’ privacy by disregarding the terms-of-service of the
crowdsourcing platform being used. Unfair rejections without explanation emerge
as the predominant issue in task evaluation, and the literature extensively discusses
communication problems between requesters and workers, exacerbated by inade-
quate platform support. Considering that workers are the primary contributors to
the outcomes, enhancing the design and communication processes has the potential
to enhance the overall quality of crowdsourcing.

We reexamined our findings in consultation with social scientists involved in
our research project. They proposed that the inclusion of personal information
requests in task design may be influenced by traditional selection mechanisms,
where employers often adhere to stereotypical notions of an ideal employee based
on specific requirements (Acker, 1990, Van der Lippe et al., 2019). Consequently,
requesters might attempt to bypass the terms of service that prohibit them from
soliciting personal information from workers. The example reviews presented in
Section3.3 provide some support for this hypothesis; however, further investigation
is necessary to substantiate it in future studies.

Given the rising popularity of crowdsourcing, it is imperative to make improve-
ments to ensure a fair and effective process for both requesters and workers. While
examining the problems from the requesters’ perspective would provide valuable
insights, the current literature and available data for this purpose are lacking.

In this thesis, our aim is to enhance the crowdsourcing processes by providing
technological support in task design. We envision the development of an auto-
mated assistant system that assists in improving the clarity of task descriptions.
We believe that this is a crucial step in helping requesters, especially those who are
new to crowdsourcing, learn from the mistakes of previous requesters. By creat-
ing clearer task descriptions, requesters can expect to receive higher-quality results
from workers. Based on our findings, we firmly believe that this approach has
the potential to address numerous challenges prevalent in current crowdsourcing
processes.



Chapter 4

Task Clarity Assessment

Crowdsourcing is growing extensively and and has proven to be highly advanta-
geous for both organizations and individuals (Howe et al., 2006). Crowdsourcing
marketplaces enable on-demand access to mixed human input, leading to cost-
effective solutions and services. This flourishing paradigm delivers the potential
to harness the knowledge, capabilities, and creativity of a crowd for problems that
demand human intelligence. As explained in Chapter 2, the general crowdsourc-
ing process has three main phases (Nouri et al., 2020): (1) Task design, where
requesters write and post their task descriptions on a crowdsourcing platform.
(2) Task operation, where workers decide to accept tasks and then submit their
solutions. Workers may inquire about task details, and requesters may answer their
questions or give feedback on the solutions. And (3) task evaluation, where re-
questers choose to accept solutions and to pay workers.

The main focus of our thesis is derived from the findings of our previous study,
as discussed in Section 3.4. This study revealed that a considerable portion of
crowdsourcing challenges, particularly from the workers’ perspective, originates
from the task design phase. Requesters often struggle to accurately estimate the
effort and time required to complete a task, resulting in issues related to fair com-
pensation, the provision of a conducive working environment, and ambiguous task
descriptions. Additionally, the predominant focus of research in the field of crowd-
sourcing has centered around the quality of solutions provided by crowd work-
ers (Kittur et al., 2013). The recognition of low-quality solutions as a significant
impediment to harnessing the full potential of crowdsourcing has been empha-
sized (Weld et al., 2015), and unclear task design has been identified as a critical
factor negatively affecting the quality of crowd work (Kulkarni et al., 2012, Gadi-
raju et al., 2017, Wu and Quinn, 2017, Manam and Quinn, 2018).

Therefore, among all the challenges identified in the previous study, our pri-
mary objective in this thesis is to improve task description quality. We acknowl-
edge that ensuring clear task descriptions is essential for achieving high-quality
task design.

65
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FIGURE 4.1: Example crowdsourcing task descriptions from the dataset introduced in
Section 4.3.

As shown in Figure 4.1, a typical task description consists of a title and a set of
instructions that need to be easily understandable. It is important for task descrip-
tions to clearly define the expected solution and provide guidance on how it should
be achieved (Kittur et al., 2008, Grady and Lease, 2010, Alonso and Baeza-Yates,
2011, Franklin et al., 2011, Finnerty et al., 2013, Manam et al., 2019). These de-
scriptions directly impact how workers comprehend and choose tasks (Little et al.,
2010, Schulze et al., 2011), influencing their participation (Khanna et al., 2010) and
task completion rate (Chen et al., 2011), as well as their acceptance rate, reputa-
tion, and payment (Silberman et al., 2010b), despite the time and effort invested in
completing tasks (Manam and Quinn, 2018). The quality of task descriptions has a
significant impact on the quality of results obtained and the satisfaction and confi-
dence of workers (Finnerty et al., 2013, Wu and Quinn, 2017). In fact, Khanna et al.
(2010) provided evidence that task clarity, as achieved through clear descriptions,
improves the usability of crowdsourcing, particularly when engaging low-income
workers.

Hence, writing clear task descriptions is crucial in the context of crowdsourc-
ing. However, previous research on crowdsourcing has consistently highlighted the
challenge of vague task descriptions (Fowler Jr, 1992, Khanna et al., 2010, Chan-
dler et al., 2013, Gadiraju et al., 2017, Gaikwad et al., 2017, Wu and Quinn, 2017,
Nouri et al., 2020). On one hand, requesters are expected to provide comprehen-
sive information necessary for task completion, including the required resources,
step-by-step instructions, and desired solution format. This can be particularly
challenging for requesters with limited crowdsourcing experience, especially when
dealing with micro-tasks that target a diverse pool of workers from different cul-
tural backgrounds, skill sets, and educational levels (Ipeirotis, 2010). On the other
hand, crafting clear and understandable task instructions is a complex task due to
the subjective nature of requester’s wording and the inherent ambiguity of natural
language (Franklin et al., 2011). Consequently, workers may interpret the instruc-
tions and requirements differently, leading to potential misunderstandings.

When examining a simple task description example shown in Figure 4.1(a), it
becomes apparent that there are clarity issues present. While it can be assumed that
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the “site” is mentioned in the description, the specific requirements for ensuring
that the site is “indexed” may be unclear to workers. Furthermore, the technical
term “indexed” itself may lack precise definition. Similarly, the longer task de-
scription depicted in Figure 4.1(b) also exhibits clarity flaws, including a lack of
clarity regarding the overall expected solution (i.e., what needs to be provided for
approval and the method of doing so). On the other hand, the task description illus-
trated in Figure 4.1(c), while not perfect, provides clear instructions on what needs
to be done and how, utilizing simple and easily understandable language without
any complex wording.

We claim that addressing the dual problem of accurately and comprehensively
describing necessary information in task descriptions can derive significant advan-
tages from technological support for requesters. This support should enable them
to enhance the clarity of their task descriptions while ensuring that all essential de-
tails are included. Interactive tools that provide automated assistance in improving
the quality of descriptions would be highly valuable to task requesters. However,
the development of such tools has been hindered by the absence of effective com-
putational approaches for assessing the clarity of descriptions.

In Section 2.3, we conducted a review of studies that employ natural language
processing techniques to examine text clarity. Additionally, we delved into the
task clarity, where we explored the creation of workflows and models designed
to improve the clarity of tasks in crowdsourcing marketplaces. In contrast, the
computational approach presented in this chapter facilitates an automated tool that
brings about a quicker and more cost-effective workflow for the requester by com-
pletely removing the workers from the process. The intended workflow remains
unaffected by various challenges discussed in prior research (Nouri et al., 2020).
These challenges encompass issues like subpar results from workers, difficulties
stemming from strained requester-worker relationships, and the absence of an ad-
equate feedback system in the process. However, if required, the approach can
still be complemented by subsequent processes that take into account the workers’
opinions.

This chapter is dedicated to addressing the central focus of this thesis—the
problem of unclear task descriptions in crowdsourcing, and the entire work pre-
sented here is published in (Nouri et al., 2021a). Section 4.1 provides an overview
of the methodology that has been adopted to explore the feasibility of using com-
putational methods to tackle this issue. Subsequent sections delve into each step of
the approach, offering a comprehensive understanding of the process. Section 4.2
elaborates on the computational approach adopted for this assessment study. The
process of creating the required dataset for the approach is outlined in Section 4.3.
Following that, Section 4.4 provides intricate details about the experiment con-
ducted to investigate whether natural language processing techniques are benefi-
cial for assessing task clarity flaws. Finally, the results of the experiments are
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discussed, providing answers to the research questions. In the following, we intro-
duce the approach of the computational assessment study on crowdsourcing task
description clarity.

4.1 Approach

Computational Approaches to AssessTask Clarity

(1) Clarity Flaws: Characterizing Unclear Task Descriptions

(2.a) Feature-based Models (2.b) Transformer-based Neural Models

(3) Compilation of Crowdsourcing Task Descriptions

Data
(4) Crowd-based Annotation of Clarity Flaws
Experiment (5.a) Support Vector Binary Classifier (5.b) BERT-based Binary Classifier
Results (6.a) Test Set Accuracy (6.b) Test Set Accuracy

(7) Assessing Effectiveness of Computational Techniques

FIGURE 4.2: Overview of the approach adopted to evaluate the computational techniques
for clarity flaw assessment.

In this chapter, our objective is to investigate the extent to which natural lan-
guage processing techniques can be utilized to evaluate the clarity of crowdsourc-
ing task instructions. To achieve this, we address the following research questions:

(RQ1) How effectively can task descriptions’ most common clarity flaws be
identified automatically?

(RQ2) What textual properties render a task description unclear with respect
to the defined flaws?

Figure 4.2 illustrates our contribution to the state of the art in supporting task de-
sign, with more detailed information available in Section 2.3. Our objective is to
assess the feasibility of computationally evaluating clarity flaws in crowdsourc-
ing task descriptions. To achieve this, we follow an approach outlined as follows:
We define a set of common clarity flaws in task descriptions (Fig. 4.2(1)), hy-
pothesizing that these flaws contribute to unclear task instructions. We then de-
velop two natural language processing approaches for computational task clarity
assessment (RQ1): a) Linear feature-based models (Fig. 4.2(2.a)) to gain insights
into the impact of textual properties (RQ2). b) Transformer-based neural mod-
els (Fig. 4.2(2.b)) for task clarity assessment. Afterwards, we utilize a dataset



CHAPTER 4. TASK CLARITY ASSESSMENT 69

consisting of actual micro-task descriptions (Fig. 4.2(3)) and extend it with crowd-
based annotation to label clarity flaws (Fig. 4.2(4)). Utilizing the annotated dataset,
we assess each method through experiments in two binary classification setups,
namely feature-based support vector machines (Fig. 4.2(5.a)), and BERT-based
models (Fig. 4.2(5.b)). We then compare the effectiveness of the approaches by
calculating the test set accuracy (Fig. 4.2(6.a) and (6.b)). Eventually, we draw
conclusions whether natural language processing models can successfully assess
clarity flaws in task descriptions (Fig. 4.2(7)).

Through the adoption of this approach, our objective is to make a meaningful
contribution to computationally evaluating task description clarity flaws. Alto-
gether, the major contributions of this chapter are:!

* A dataset: we create a dataset with 1332 real-world task descriptions anno-
tated by crowd workers for study task clarity in crowdsourcing.

» Computational methods: we develop a feature-based and a neural approach
for the computational assessment of task clarity.

» Extensive empirical insights into task clarity assessment: we collect results
to answer what helps in the computational assessment of task clarity and to
what extent.

4.2 Computational Methods for Assessing Task Clarity

The main objectives of this study are to examine, based on the plain text task de-
scriptions, how well computational techniques can assess the defined clarity flaws
and what textual attributes of task descriptions indicate their clarity flaws. There-
fore, we begin by providing a brief overview of the concept of task description
clarity in the context of crowdsourcing. We explore the challenge of designing
textual descriptions that encompass all the necessary information for successful
completion of a crowdsourcing task, while also being easily understandable for a
diverse pool of crowd workers. Following that, we conduct a synthesis of rele-
vant literature to identify common flaws associated with task clarity and provide a
characterization of unclear task descriptions. We then outline the two techniques
we investigated for our goals: traditional feature-based and state-of-the-art neural
models. Both are motivated and thoroughly introduced in this section.

Clarity Flaws: Characterizing Unclear Task Descriptions

Task clarity refers to a twofold attribute of crowdsourcing task descriptions, which
not only impacts the comprehensibility and completeness level of the instructions
written in natural language but also defines the extent to which requesters specify

'The Data and experiment code are available here: https://osf.io/m8njv/
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the required details in instructions for receiving a high-quality solution to the task.
Task clarity in crowdsourcing marketplaces is influenced not only by the establish-
ment of participation criteria and eligibility constraints for tasks, such as reputation,
experience, demographic variables, and language proficiency, but also by the task
design employed by requesters. The way tasks are structured and presented plays
a crucial role in ensuring clear instructions and expectations for workers.

In particular, issues with task clarity may appear due to the inexperienced re-
questers, who may lack an awareness of the variety among target workers in terms
of their educational background, skills, demographics, and culture. Likewise, they
may lack adequate understanding of the significance of an effective task design and
its direct impact on the quality of worker submissions. Unclear task descriptions
can cause inaccurate answers from workers, leading to assignment rejection and
distrust between requesters and workers.

In order to investigate the various dimensions of task description clarity flaws
that impact workers’ understanding of tasks, we conducted research on the litera-
ture that specifically discussed crowdsourcing task description clarity. Different re-
searchers have discussed challenges about task clarity and studied dimensions that
lead to descriptions being perceived as incomplete or unclear. Among these, Gadi-
raju et al. (2017) discussed goal clarity and role clarity as the main aspects of
micro-task descriptions. These terms refer to the expected solution, and the way
crowd workers should do the work, respectively.

Besides, Wu and Quinn (2017) presented the concept of descriptive and prospec-
tive metrics of task descriptions. Descriptive metrics are of particular interest in de-
termining the clarity flaws of task descriptions. They include 1) the vocabulary or
language used to describe the task, 2) the specification of the data that is expected
to be delivered by crowd workers, 3) the order of the steps that should be followed
in a task, and the solution to be submitted. Prospective metrics refer to the more
subjective task properties relating to the workers’ personal feelings. Such metrics
play a role in workers’ trust, conviction, and forecast of results rather than their
general understanding of the task, which is affected directly by task descriptions. 2

Eventually, other information attached to best practices for a clear task instruc-
tion contains the interface on which the work should be completed, the expected
solution format, and the specification of acceptance criteria (Wu and Quinn, 2017).

Based on these findings, we curated a comprehensive set of clarity flaws (pub-
lished in (Nouri et al., 2021a)) that cover both readability and understandability,
which are generally significant properties of text clarity. Additionally, we included
the characteristics of clarity concerning crowdsourcing task descriptions that have
been discussed in the literature. However, we omitted the prospective metric men-
tioned by Wu and Quinn (2017) from our set due to its subjective nature, as it relies

*Rare exceptions may appear for tasks where the specific object of investigation is especially
known to a worker. Nevertheless, the general form of a description is of a particular interest rather
than its specific object of investigation.
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on workers’ personal feelings rather than their comprehension of a task according
to its description.

Here, we outline the set of clarity flaws that describe the ground for annotation
guidelines in creating the required dataset in Section 4.3. We here suggest model-
ing clarity by estimating the following clarity flaws. The description unclear can
be considered as an overall unclarity of descriptions, while the remaining unclarity
flaws refer to the dimensions of ambiguity in task descriptions:

1.

Description unclear. The task is vague, i.e., it is not entirely comprehensible
what the task requester expects as the desired solution and/or how one can
create this desired solution successfully. This clarity flaw refers to overall
unclarity.

Difficult wording. The wording, phrasing, and grammatical constructions
used to write the task descriptions are not fully understandable (Wu and
Quinn, 2017).

. Important terms undefined. The potentially important terms to adequately

understand the tasks are not defined sufficiently. This clarity flaw dimension
refers to the terminology used for the description (Grady and Lease, 2010).

Desired solution unspecified. The requester did not sufficiently explain in
detail the character of the desired solution expected in response to a task.
This clarity flaw refers to the goal clarity aspect (Gadiraju et al., 2017).

Solution format unspecified. The task requester did not sufficiently specify
the expected format of the desired solution, e.g., a piece of text, answering
multiple-choice questions, reactions in social media, sharing some content,
etc. This clarity flaw refers to the necessary detailed information related to
goal clarity (Wu and Quinn, 2017).

Steps unspecified. The requester did not sufficiently specify which steps
workers must follow to complete a task and achieve the expected solution
in the desired format. This clarity flaw becomes significant when workers
must go through multiple specific steps on a secondary platform to complete
the task and submit the solution. This clarity flaw refers to the role clarity
aspect (Wu and Quinn, 2017).

Resources unspecified. The requester did not sufficiently specify the re-
quired resources, such as data, tools, links, websites, etc. Similar to the
previous clarity flaw, this clarity flaw becomes noticeable when workers
must complete the task on another platform using resources that are not per-
formable on the crowdsourcing platform.
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8. Acceptance criteria unspecified. The requester did not sufficiently specify
the criteria for evaluating and decision-making whether the submitted solu-
tions should be accepted and rewarded. This clarity flaw refers to the helpful
details for workers to estimate how much time is required to complete the
task and how much the effort is remunerated (Kulkarni et al., 2012).

In the following, we introduce two techniques that we employed to computationally
assess the clarity of task descriptions.

Neural and Feature-based Clarity Assessment: Estimating Effective-
ness

In this study, we employ two techniques to compare their effectiveness in assess-
ing clarity. Figure 4.3 illustrates the process through which we apply these tech-
niques to address the research questions. To investigate Research Question RQ1
from Section 4.1, we utilize the labeled dataset which will be introduced in Sec-
tion 4.3. Firstly, we employ linear SVM classifiers based on six feature types, as
they have demonstrated effectiveness when data is restricted. Secondly, we rely on
transformer-based neural models, which have shown superiority in various natural
language processing studies. The outcomes of these techniques are then compared
to estimate the effectiveness of the computational approach in assessing description
clarity.

In the following, we provide an overview of the feature-based technique, intro-
ducing the six feature types used to build classifiers. The results of this technique
address RQ2. Subsequently, we explain the neural approach used for task descrip-
tion clarity assessment.

Neural & Feature-based Approach - Process RQ2

Six Feature Types

}

—» SVMClassifiers ———> Test Accuracy Y

Effectiveness

i --- RQ1
Dataset Comparison

L 5 Neural Classifiers ——» Test Accuracy 1

FIGURE 4.3: The procedure for evaluating the effectiveness of feature-based and neural
methods in assessing the clarity of task descriptions.
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Feature-based Approach Feature-based classifications can provide an in-depth
understanding of the textual properties that help assess each clarity flaw, enabling
us to address RQ2. Our linear SVM classifiers are particularly built upon the fol-
lowing six feature types that are published in (Nouri et al., 2021a). These feature
types include both standard features that have usually been utilized in natural lan-
guage processing as well as the clarity flaw-specific feature type that we created
based on the well-known elements of task descriptions (Gadiraju et al., 2017):

1. Content. Content is essential in numerous text classification tasks. Consis-
tent with standard practice, we study the impact of content-related properties
through term frequency-inverse document frequency (TF-IDF), considering
all lower-cased tokens as 1- to 3-grams, including stop words.

2. Length. To analyze the correlation of clarity with length property, we in-
corporate 26 features that show the extent of a task description. They re-
flect the numbers of all unique words, words, characters, non-whitespaces,
whitespaces, punctuation marks, digits, letters, fully upper-cased tokens,
fully lower-cased tokens, capitalized words, phrases, and sentences. Further,
we calculate the average of all counts per sentence (except for sentences).

3. Style. Clarity can be considered a characteristic of the style. We accord-
ingly model style via part-of-speech as well as phrase for both 1- to 3-grams
(created using the NLTK library’) along with characters 3-grams and the
functional words. We consider the top-100 most frequent lower-cased words
in the whole corpus for the functional words.

4. Subjectivity. Subjective wording of task descriptions has been highlighted
to influence task clarity (Gadiraju et al., 2017). We measure subjectivity
using the Textblob library*, which calculates a subjectivity score, a negativity
score, a positivity score, a polarity score, and an objectivity score for a given
textual content.

5. Readability. As Section 2.3 mentions, readability measures have been uti-
lized to assess description clarity. We consider ARI, Coleman-Liau, Flesch-
Kincaid Grade Level, Gunning-Fog Index, LIX, SMOG Index, RIX, Flesch
Reading-Ease, and Dale-Chall Index. All readability measures are calculated
via the Pypi library>.

6. Flaw-specific. In line with the clarity flaws, we assume that the task descrip-
tion clarity is reflected in the completeness, relating to resources and accep-
tance criteria, along with the complexity of phrases and terms. We introduce

SNLTK library’s Homepage link: https://www.nltk.org
“Textblob library’s Homepage link: https://textblob.readthedocs.io/en/dev/
SPypi library’s Homepage link: https://pypi.org/project/readability/
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the following eight task-specific features to enable studying completeness
and complexity. The first four are binary features measuring whether a de-
scription matches the provided regular expression.

a. Website. A regular expression for diverse tokens 1- or bi-grams, which

refer to an online resource (e.g., “web page(s)”, “webpage(s)”, “site(s)”,
“web site(s)”, etc.).

b. Link. A regular expression for web addresses, URLs and words such
as “link”.
c. Given time. A regular expression for token 1-grams delivers informa-

tion regarding the estimated completion time, such as “2 minutes”, “3
minutes 15 seconds”, “5 min”.

d. Reward. A regular expression for token 1-grams providing information
regarding a task’s determined reward (or bonus), such as “up to $0.45
+ 50% bonus = $0.68 max”, “10 cents”, “avg rwrd+bns: $3.02”.

e. Entity. All token n-grams caught by Spacy® as organizations, products,
locations, ordinal entities, or similar.

f. POS categories. Frequencies of part-of-speech tags that are conceptu-
ally similar and found by the Stanford Tagger’, such as nouns, open
and close part-of-speech tags, verbs, and similar.

g. Discrete words. The ten discrete lower-cased 1-gram tokens (excluding
stop words) are repeated most frequently and appeared either only in
clear task descriptions class or only in unclear descriptions class for all
dimensions.

h. Complex words. Two distinct scores for the complexity of token 1-
grams calculated by Pypi.

Neural Approach We rely on the extensively used BERT model (Devlin et al.,
2019). We explore two standard versions of pre-trained BERT, namely Bert-base-
uncased, a case-insensitive model trained on lower-cased English text, and Bert-
base-cased, a case-sensitive model trained on English text in its original structure.
Both versions have 12 layers, 768 hidden nodes, 12 heads, and almost 110 million
parameters 5.

In the following section, we provide a detailed account of the process involved
in creating the dataset required to address the main objectives of this study, namely,
the research questions.

®Spacy’s Homepage link: https://spacy.io/models/en#en_core_web_lg

"Tagger’s Homepage link: https://nlp.stanford.edu/software/tagger.shtml

8Pre-trained BERT models: https://huggingface.co/transformers/
pretrained_models.html


https://spacy.io/models/en#en_core_web_lg
https://nlp.stanford.edu/software/tagger.shtml
https://huggingface.co/transformers/pretrained_models.html
https://huggingface.co/transformers/pretrained_models.html
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4.3 A Dataset for Assessing Task Clarity

In order to facilitate the study of task description clarity assessment, we undertook
a four-step process to create and validate a dataset. These steps were as follows:
1) The compilation of existing task descriptions, 2) The annotation of the task
descriptions for the clarity flaws, 3) The consolidation of the final dataset, and 4) A
fundamental correlation analysis of the clarity flaws. In the following, we clarify
each step, introducing the source task descriptions, the annotation procedure, along
with the resulting data distribution and correlations.

Compilation of Crowdsourcing Task Descriptions

For the data compilation, we extended the earlier published dataset of Gadiraju
et al. (2017) and Difallah et al. (2015), which comprised of a total of 7007 real-
world task descriptions posted on Amazon Mechanical Turk (MTurk) between Oc-
tober 2013 and September 2014. We know that the age of the task descriptions
may affect what we observe. Nonetheless, we favored comparability to prior work
over timeliness as we did not notice an essential change in the descriptions after
2014. Moreover, note that acquiring task descriptions is all but straightforward.
The title, body, posted date, and other metadata are given for each task. For our
study, the title, a dot (as a separator), and the body of the instructions compose
the task descriptions in the dataset. The task descriptions are classified into six
distinct task types, namely Surveys (SU), Content Creation (CC), Content Access
(CA), Verification and Validation (VV), Interpretation and Analysis (IA), as well as
Information Finding (IF) (Gadiraju et al., 2014).

TABLE 4.1: The distribution of task descriptions across the six unique task types within
the original dataset (Gadiraju et al., 2017), after eliminating almost identical entries, and
within the final 50% sample that we utilized for our annotated dataset.

#  Task Type # Original # No Near-Copies # Our Dataset
SU Surveys 1200 1121 561
CA Content Access 1008 528 264
IA Interpretation and Analysis 1199 505 253
IF  Information Finding 1200 291 144
CC Content Creation 1200 147 74
VV Verification and Validation 1200 71 36

Total 7007 2663 1332

While inspecting the original dataset, we noticed that the 7007 task descriptions
comprised many cases that were near-copies of others regarding multiple instances
of the identical task only with certain information replaced. Given that we did
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not see any clarity-specific dissimilarities in these instances, we employed a semi-
automatic procedure to filter out near-copies. First, we manually grouped the near-
copies, and then through an automatic procedure, we randomly selected 50% of
these groups, resulting in a final set of 2663 distinct task descriptions. Due to
the restricted budget, we selected 50% task descriptions for manual annotation
(resulting in 1332 records). To maintain the highest diversity coverage of task
descriptions, we picked the sample representative concerning the task types in the
filtered set. Table 4.1 displays the distribution of the task types in the resulting
dataset compared to the source data. The 1332 task descriptions include 31,027
tokens (23.3 tokens per description on average) and 25,891 unique tokens.

Crowd-based Annotation for Clarity Flaws

We decided to gather annotations for the clarity flaws in the task descriptions
straight from crowd workers because they eventually benefit from more clear and
precise task descriptions, making their opinion decisive. Following the origin of
the available task descriptions, we posted the annotation tasks on MTurk, so that
the participants for our annotation tasks match the potential workers for the given
descriptions in principle.

Task Design As task requesters in this setting, we made a concerted effort to
avoid the clarity flaws introduced in Section 4.2 as much as possible in our task de-
scription. In our annotation task, the crowd workers were asked to evaluate a given
task description from our dataset for clarity flaws in the form of a questionnaire.
Figure 4.4 shows our annotation task description, created during main annotation
study, that workers see in the list of available tasks on MTurk platform based on
which they decide to view and eventually accept the task. Initially, the general
instructions were about how to fill out the form along with a privacy guarantee,
requesting the workers to imagine themselves as the worker who accepts the task
with the given description. Then, each flaw was covered following the definitions
from Section 4.2.

To specify a proper design for the annotation task setting, especially the ade-
quate number of annotators, we created and deployed the annotation tasks in two
main phases: first, a pilot annotation study where we analyzed the initial design
decisions on MTurk to check whether our tasks attain the desired results with sat-
isfactory quality; and second, the main annotation study where we gathered the
annotations of the entire 1332 task descriptions after enhancing the task design
based on the results from the pilot study.

Pilot Annotation Study We drew a comparison between two distinct annota-
tion schemes regarding which one provides a higher inter-annotator agreement:
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[TASK]

In this HIT, you see four task descriptions of past crowdsourcing tasks given to the workers.
You should evaluate whether given task descriptions are sufficienty clear.

[BACKGROUND]

By working on this HIT, you supporta scientific project of Paderborn and Bielefeld
Universities in Germany. The purpose of our research is the improvement of crowdsourcing
processes. Studies show that unclear task descriptions, created by inexpertrequesters, lead to
confusion abouthow and what to be done. It means that workers do nothave enough
information about the steps through which the tasks need to be completed and also aboutwhat
the expected solution is. Therefore, task descriptions need to contain necessary information in
order to be clear for crowd workers.

[DATA PRIVACY AND PROTECTION]

Information aboutdata privacy and data protection: The results are anonymous, i.e. all answers
are recorded and stored anonymously. Your participation is voluntary. There are no
disadvantagesifyou do not participate. Your information will be treated in strict confidence.
The anonymized data will be stored and evaluated on servers of the University of Bielefeld and
the University of Paderborn, only for the purpose of the scientific study. In particular, no
survey data will be passed on to commercial users or administrative authorities. The results do
notallowany conclusions to be drawn about individuals.

[PAYMENT CONDITIONS]

The average time to complete this HIT is estimated 5 minutes and the reward is $0,83.
Although, the time to submit the results is allotted to 20 minutes to ensure a successful
submission for all participants.

[NOTICE]

As apre-step to acceptthe task, you need to make sure that: First, you have read and
understood the information aboutdata privacy and data protection. Second, you acceptthe
payment conditions.

FIGURE 4.4: The annotation task description that was finally published on the MTurk
platform during the main annotation study step. This task description was shown to crowd
workers on the dashboard containing the list of available tasks for workers.

(a) binary scoring where workers either disagreed or agreed with the given state-
ments pointing out each clarity flaw; and (b) 5-point Likert scoring where they
declared their agreement level with the statements from “1: strongly disagree” to
“S: strongly agree”. We then conducted a pilot study with two bunches of 12 an-
notation tasks (one for binary, one for Likert). Each annotation task contained four
task descriptions, conveying 48 descriptions in total. Besides the flaw assessments,
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we requested the workers to provide a summary of the task description, which we
relied on as a quality check to check whether the annotators paid proper attention
in reading the task descriptions while declaring their opinion. We considered 8
minutes to finish each task and rewarded USD 1.32 per task to every worker.”

Each task was annotated by three crowd workers with 1000 and more approved
tasks (HITs) on MTurk, as recommended by MTurk, to guarantee the quality of
annotators’ work according to their reputation.

Our analysis of the pilot study’s outcome indicated that the 5-point Likert scale
gave the workers more freedom to make a more accurate judgment, providing a
higher agreement among the workers; for the annotated clarity flaws, we noticed
the full agreement varying from 40% to 63% for the binary scheme, and from 50%
to 75% for 5-point Likert scoring after removing unreliable workers’ annotations.
Besides, the written summaries by the annotators showed the need to filter workers
more restrictively to raise reliability.

Main Annotation Study We chose to obtain exclusively so-called master work-
ers having an approval rate of higher than 95% who speak English from the United
States, Australia, Canada, England, New Zealand, Ireland, or India. The title mas-
ter worker is assigned to workers based on their performance by black-box algo-
rithms of the MTurk platform. Five annotators completed each task on average in
5 minutes with an hourly wage of about 10 USD. Figure 4.4 illustrates the task
description that was ultimately created for data annotation.

We improved the quality check by substituting the summary text field with two
text fields: (an optional field) for other problems that the workers potentially dis-
cover in the given description, and (a mandatory field) for a brief suggestion for en-
hancing the task description clarity. Our study only utilized these texts to evaluate
the workers’ reliability. However, analyzing workers’ problems and suggestions
may be interesting in future work. Eventually, we packed the 1332 task descrip-
tions into 333 annotation tasks, each containing four task descriptions. Although
there were no limitations on the number of tasks a particular worker could finish,
the annotation tasks were completed after ten days, and 33 unique participants fin-
ished our annotation tasks. Figure 4.5 presents the additional instructions given to
workers on top of each annotation task explaining how they should complete it.

Figure 4.6 shows an example of one out of four sections in an annotation task.
Each section was called Evaluation, including a brief instruction and one task de-
scription, followed by eight statements with which workers expressed their agree-
ment level for the given task description. We designed the statements (details in
Fig. 4.6) covering the eight clarity flaws in order to collect annotation labels, each
corresponding to one defined clarity flaw.

Based on the pilot study results, which indicated that workers were able to complete the task in
less than 5 minutes, we adjusted the annotation task duration to 5 minutes (as shown in Figure 4.4).
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[DATA PRIVACY] Theresults are anonymous, i.e., all answers are recorded and stored
anonymously. Your participation is voluntary. There are no disadvantagesifyou do not
participate. Your information will be treated in strict confidence.

Instructions:

Inthis HIT, you should evaluate the clarity of four task descriptions which were previously
given to crowd workers. Each task description consists ofa tide and a body, and followed by
eightstatements explaining different clarity aspects of a task description.

To increase the quality of your answers, please imagine yourselfasa worker who wants to
complete the task and receive the payment.

For statements 1 to 8, please express the degree to which you agree with each statement for the
given task description.

In field 9, you can state additional problems for the task description.

In field 10, you are required to explain, with at least one sentence, how the task description can
be improved. Only meaningful sentences will be accepted for the paymentofthe HIT.

FIGURE 4.5: The additional information on our annotation task, which was launched
on the MTurk platform, were displayed to the crowd workers. This information became
visible when they selected the task from their dashboard list, allowing them to view the
task prior to making their final decision on task acceptance. This additional instruction
was given to workers at the top of the annotation task shown in Figure 4.6.

Consolidation of the Dataset

The distribution of the collected annotations for the clarity flaw “Description un-
clear” was surprisingly skewed toward “strongly disagree”. We discovered three
workers who had annotated more than 150 task descriptions and had chosen “‘strongly
disagree” for the statements of more than 95% of the task descriptions. To enhance
data quality, we ignored all assignments of these workers yet retained at least three
annotations for all task descriptions.

We relied on the multi-annotator competence estimation (MACE) (Hovy et al.,
2013) in order to acquire a single final annotation from the annotations left for
each task. MACE was designed for crowdsourcing settings, where common inter-
annotator reliability measurements such as Fleiss’ x and Krippendorff’s o were not
applicable due to differing annotator sets. It scores the workers’ reliability based
on their agreement with others and, on this basis, permits deriving one annotation
for each instance.

For comparison, we also examined majority voting instead; if no majority ex-
ists, we used the rounded mean Likert scores. Still, we decided on MACE because
it accounts for annotators’ reliability, and the scores’ distribution was also notably
more balanced. The competence value of the annotators varied from 0.01 to 0.97.
While the average was only 0.13, the top five had a confidence above 0.32.
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(@) (b) ©

Are these two pictures of the

Do a google search 2D versus 3D Image Histograms Survey same kind of place?

Do a google search to make sure site We are evaluating a 3D image histogram to View two images and determine

is indexed see if it helps undergrad students to whether they are the same kind
understand what a digital image processing of place (such as bathroom,
histogram is visualizing. You qualify if you are forest or street). Type the name
a STEM undergraduate student, and you are of the left picture
at least 18 and at most 20 years old.

Rather clear: Desired solution, steps, Rather clear: Solution format Fully clear: Wording, important terms,
resources, acceptance criteria desired solution, acceptance criteria

Rather clear: Solution format, steps,

Fully unclear: Steps, acceptance criteria resources

Overall clarity: Unclear (2 out of 5) Overall clarity: Unclear (1 out of 5) Overall clarity: Clear (5 out of 5)

FIGURE 4.7: Sample crowdsourced task descriptions from the dataset introduced in Sec-
tion 4.3. The accompanying labels below these descriptions reflect the assessments made
by annotators regarding various dimensions used to gauge the overall clarity of task de-
scriptions, averaged across these dimensions (Nouri et al., 2021a).

Figure 4.7 shows the eight final inner-annotator agreements calculated by MACE
for the given task description examples (more examples in Appendix A, Section A.2),
one for the overall clarity and seven for the other dimensions. According to the an-
notators’ agreement, the wording and the important terms in the description (a)
are completely unclear and the solution format is not sufficiently specified by its
requester. In contrast, annotators’ agreement indicate that only the solution format
is sufficiently specified in the description (b) with the overall clarity lower than the
(a). However, the description (c) is clarifies what result the workers should submit
and how they can achieve it.

Along with the resulting MACE Likert scores from 1 to 5, we also set a binary
class for each task description, where we assume “‘strongly agree” (5) and “rather
agree” (4) as Positive, and “partly agree/partly disagree” (3), and lower as Negative.
In Figure 4.7, the task descriptions (a) and (b) are therefore classified in the neg-
ative (i.e., unclear descriptions) and the (c) in the positive (i.e., clear descriptions)
category.

Table 4.2 illustrates the scores’ distribution in the created dataset for descrip-
tion clarity flaws from Section 4.2. We noticed that the distribution is generally
skewed slightly towards lower scores but that the whole scale is well covered in
most cases. In particular, the binary classes are reasonably balanced. For the de-
velopment and evaluation steps, we divided the dataset using the tasks’ publication
date on MTurk, to fake the idea of unseen tasks in the future for testing. The train-
ing set includes 666 task descriptions (50%) with 15,128 tokens, the validation
set includes 333 descriptions (25%) with 7,821 tokens, and the test set likewise
includes 333 descriptions (25%) with 8,078 tokens.
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TABLE 4.2: (a) Distribution of the MACE aggregate Likert scores (Hovy et al., 2013)
across all 1332 task descriptions in the dataset for each specific clarity flaw. In this context,
a higher score indicates a greater extent of clarity flaw identified by the annotators. (b)
The related binary scores, where ratings of 1 and 2 represent Negative for descriptions
without flaws, while ratings of 3, 4, and 5 signify Positive for descriptions with flaws. It’s
noteworthy that the majority of values are depicted in bold.

(a) 5-point Likert Scores (b) Binary classes

# Clarity Flaws 1 2 3 4 5 Negative Positive
1 Overall unclarity 0.48 0.18 0.09 0.20 0.05 0.66 0.34

2 Difficult wording 0.42 0.26 0.05 0.03 0.24  0.68 0.32

3 Important terms not def. 0.31 0.28 0.07 0.10 0.24  0.59 0.41

4 Desired solutions not spec.  0.24 0.29 0.16 0.22 0.09  0.53 0.47

5 Solution format not spec. 0.32 0.27 0.18 0.07 0.16  0.59 0.41

6 Steps not spec. 0.15 0.35 0.24 0.09 0.16 0.50 0.50

7 Resources not spec. 0.18 0.32 0.25 0.13 0.12  0.50 0.50

8

Acceptance criteria not spec. 0.27 0.21 0.27 0.13 0.12 048 0.52

Correlation Analysis

Considering the final Likert scores in Table 4.2, we conducted a correlation anal-
ysis for all eight clarity flaws to roughly assess whether they can be differenti-
ated and to what extent they indicate that a description is generally ambiguous
(overall unclarity). Figure 4.8 displays Pearson’s r correlation coefficient for each
flaw pair. Only several flaws correlate closely with each other; “Difficult word-
ing” and “Important terms undefined” show the highest coefficient (0.75), which
makes sense. Likewise, the flaw “Solution format unspecified” often highly corre-
lates with “Steps unspecified” and “Acceptance criteria unspecified” (both 0.70).
Most correlations are relatively medium, approximately between 0.5 and 0.6. A
meaningful observation is that none of the seven distinct clarity flaws is closely
correlated with “Description unclear,” implying that all flaws together may add
to overall unclarity. Uneasy wording shows a relatively high impact (0.59) while
lacking specification of the desired solution appears slightly less critical (0.49), as
long as such an inference is permitted through single correlation coefficients.

4.4 Evaluation

We now present the empirical experiments that we perform on the dataset detailed
in Section 4.3 using our methodology outlined in Section 4.2. The aim is to ex-
plore the extent to which the description clarity flaws discussed in Section 4.2
can be assessed using computational techniques. In particular, we compare BERT
models and feature-based SVMs in the binary classification of clarity flaws and
overall unclarity. We study the extent of effectiveness that can be achieved from
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Description Difficult Terms Solution Format Steps Resources Criteria
unclear wording undefined unspecified unspecified unspecified unspecified unspecified
Description m 0.59 0.58 0.49 0.57 0.53 0.52 0.54
ﬁ;ﬁgﬁgg 0.59 0.53 0.60 0.52 0.53 0.55
undefined 0.58 0.57 0.54 0.53 0.56
unsf,g'#g:gg 0.49 053 0.59 058 0.65
unspootied | 0.57 0.60 0.57 0.61 P
unspoating | 053 0.52 0.54 0.59 0.68
uﬁif,‘;ﬂ{ﬁgg 0.52 053 0.53 0.58 0.61
uns,g;‘iﬁgg 0.54 0.55 0.56 0.65 0.70

FIGURE 4.8: Pearson’s r correlation coefficient for each combination of clarity flaws in
the dataset. The moderate correlations suggest that every unique flaw contributes, to some
degree, to the overall lack of clarity (referred to as "Description unclear"). However, no
single flaw is solely responsible for it (Nouri et al., 2021a).

the computational methods to assess the task clarity in light of RQ1 discussed in
Section 4.1, and we examine the textual properties of instructions are helpful to
determine task unclarity computationally (RQ2). We evaluate the following setups
of the presented approaches along with the two baselines in our experiments:

Experiment - Feature-based Models To particularly investigate the helpful tex-
tual properties of task descriptions for computationally assessing task clarity, we
employed binary SVM classifiers with the six feature types presented in Section 4.2.
We utilized the scikit-learn library'? to experiment with feature-based classifica-
tions. Due to the imbalanced data distribution, we randomly resampled the training
set independently for each classifier. Then, we trained eight linear SVM classifiers,
as mentioned, one for overall unclarity and seven for the other clarity flaws. We
trained eight linear classifiers once for every six feature types separately, for each
feature ablation (all feature types but one), and also for all features jointly. We
optimized the cost hyperparameter per classifier on the validation set (tested range:
2! for —10 < i < 10). Eventually, we calculated the accuracy score on the test set
for each best validation set configuration.

Experiment - Transformer-based Models We studied the effectiveness of the
task clarity flaws assessment employing eight BERT-based binary classifiers, one
for overall unclarity and seven for remaining clarity flaws. In each case, we uti-
lized the pre-trained Bert-base-uncased and Bert-base-cased models and employed
the PyTorch library'! to carry out the experiments on the BERT-based classifica-

19Scikit-learn library’s link: https://scikit—learn.org/stable/
UpyTorch pre-trained BERT  link: https://pypi.org/project/pytorch-
pretrained-bert/


https://scikit-learn.org/stable/
https://pypi.org/project/pytorch-pretrained-bert/
https://pypi.org/project/pytorch-pretrained-bert/
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tions. We began with preprocessing the plain text of the descriptions operating
BertTokenizer for both pre-trained classifiers. Then, we transformed the processed
texts to the data type required for each classifier, respectively. We adjusted Bert-
ForSequenceClassification to the binary-label setting and employed the BertAdam
optimizer to fine-tune the parameters with a learning rate of 2~° and a warmup of
0.1. Utilizing the training set, we individually tuned the classifiers for four epochs
and calculated the test set accuracy for the Bert-base-uncased and Bert-base-cased
models.

Baselines We compared the introduced techniques simply to a majority baseline,
which consistently indicates the majority training class. Thereby, we observed
where learning success is obtained. The majority class is different from the training
for some test sets. To determine where we can precisely distinguish classes, we also
revealed the “minority” baseline (indicating the minority training class) below,
whereas we stress that the “minority” baseline is not reasonable in practice.

Significance Tests We conducted a one-tailed independent ¢-test to investigate
whether (a) Bert-base-uncased, (b) Bert-base-cased, and (c) the SVM with all fea-
tures can estimate the task clarity flaws, significantly better than the majority base-
line at p < .05 (marked **) and p < .01 (*).

Results

In this section, we compare the results of the experiments we conducted for both
computational methods, a) linear feature-based support vector classifications and
b) BERT-based classification, and answer the research questions of this study in
detail. Finally, we conclude whether natural language processing techniques pro-
vide automated methods to assess the clarity of task descriptions relying only upon
their plain text and what textual properties of descriptions are most decisive in the
computational assessment.

RQ1. Effectiveness of the Task Clarity Assessment Table 4.3 presents the test
set accuracy scores for both overall unclarity (referred to as Description unclear)
and the seven other clarity flaws in task instructions. These scores are shown for
both the BERT and linear SVM classifiers, considering single feature types (A;),
feature ablation (A\i), and all features (A;_g). Our interpretation of these overall
results helps address the first research question (RQ1).

We assessed the test set accuracy score of the BERT classifiers against the
majority baseline to investigate whether the considered clarity flaws of the task de-
scriptions can be computationally identified. We noticed that Bert-base-uncased
and Bert-base-cased successfully assessed six flaws: unspecified important terms
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TABLE 4.3: Test accuracy of various feature types, feature ablation, all features, and
two different BERT versions in comparison to both the majority baseline and the minority
“baseline” for assessing overall unclarity (referred to as "Description unclear") and the
seven distinct clarity flaws. The best values in each column are highlighted in bold, and
the superior feature and feature ablation are underlined. Significant improvements over the
majority baseline for the all features, Bert-base-cased, and Bert-base-uncased settings are
indicated with ** (p < .05) and * (p < .01) (Nouri et al., 2021a).
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A;  Content 0.72 0.71 0.66 0.60 056 0.59 0.63 0.58
As  Length 0.62 0.63 0.54 0.57 051 0.55 0.54 0.56
Az Style 0.66 0.67 0.61 0.61 060 0.57 0.59 0.63
Ay Subjectivity 0.71 0.51 0.63 0.50 049 0.52 0.53 0.55
As  Readability 0.69 0.70 0.65 0.63 0.57 0.55 0.62 0.58
Ag  Flaw-specific 0.69 0.71 064 0.55 0.59 0.57 0.61 0.60
A\l w/o Content 0.72 0.72 0.67 0.62 0.60 0.58 0.60 0.61
Ayg  w/o Length 0.74 0.72 0.66 0.59 0.62 0.62 0.63 0.58
A\3 w/o Style 0.69 0.72 0.67 0.61 0.59 0.59 0.61 0.61

Ayy  w/o Subjectivity 0.73 0.72 0.67 0.61 0.62 0.58 0.61 0.62
Ay wlo Readability 0.74 0.70 0.67 0.60 0.62 0.60 0.62 0.60
A\g  wlo Flaw-specific  0.72 0.70 0.67 0.63 0.58 0.57 0.56 0.60

Aj_¢ All features 0.73 0.74 “0.66 “0.61 “0.59 “0.61 “0.61 0.62

BbC Bert-base-cased  0.69 0.71 0.69 “0.60 “0.60 “0.56 “0.56 “0.57
BbU Bert-base-uncased 0.71 0.71 “0.67 “0.62 *0.61 “0.58 “0.60 “0.55

Ma Majority baseline  0.72 0.75 0.31 038 036 043 041 044
Mi  Minority “baseline” 0.28 0.25 0.69 0.62 0.64 0.57 0.59 0.56

(0.69/0.67 vs. 0.31), desired solutions (0.60/0.62 vs. 0.38), solution format (0.60/0.61
vs. 0.36), steps to perform tasks (0.56/0.58 vs. 0.43), resources (0.56/0.60 vs.
0.41), and acceptance criteria (0.57/0.55 vs. 0.44), while they failed to outperform
the majority baselines overall unclarity (0.69/0.71 vs. 0.72) and difficult wording
(0.71/0.71 vs. 0.75). Besides, the hypothetical strategy of predicting the minority
class would result in competitive outcomes for some flaws. Comparing the two
BERT versions, we saw that the case-insensitive version (Bert-base-uncased) func-
tions slightly better, delivering higher results in five cases. This finding implies
that our choice to lowercase all words for the features was suitable.
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Given that the training set was not massive, the feature-based classification
models benefited from their focused analysis; they acquired higher test set accuracy
compared to both BERT classifiers for some cases: unspecified desired solution
(A5 and A\g with 0.63 vs. Bert-base-uncased with 0.62), solution format (A,
Ayy, and Ay 0.62 vs. 0.61), steps to perform the task (A\o 0.62 vs. 0.58), required
resources (A; and A\, 0.63 vs. 0.60), and acceptance criteria (A3 0.63 vs. 0.57).
For overall unclarity, the SVMs A\, and A\ 5 functioned best with 0.74 and proved
a learning success against the majority baseline in classifying the task descriptions
based on defined clarity dimensions. Particularly the models without the length
feature (A\,) appeared strong in general (more on the features below).

Eventually, the results indicated that the clarity of having a difficult wording
seemed hard to evaluate; none of our methods outperformed the majority baseline
(0.75). A reason might be the diversity of potentially complicated words, making
learning such words challenging. Nevertheless, the majority baseline result also
revealed that this clarity flaw revealed a relatively high distribution imbalance.

RQ2. Impact of the Textual Properties of Descriptions on Task Clarity The
separate feature type results in the top part of Table 4.3 (A;) indicate that many
of the examined textual properties are appropriate for assessing at least some of
the clarity flaws. The content of task descriptions (measured in the form of TF-
IDF) seems particularly significant, acquiring notably higher results than the other
feature types for several clarity flaws, including for overall unclarity (0.72). The
style of the descriptions functions best on unspecified acceptance criteria (0.63),
perhaps due to the specific part-of-speech tags, and it is also an essential indicator
for an unspecified solution format in descriptions (0.60). Similarly, the readability
of task descriptions enables best to determine unspecified desired solutions (0.63),
whereas the flaw-specific features and the subjectivity of descriptions play a vital
role mainly in an ablation setup in the center part of Table 4.3 (A\;).

The insightful exception among the eight feature types is the Length (represent-
ing the number of words, digits, characters), which gains comparably low precision
for all considered clarity flaws of descriptions. The accuracy of the Length in the
ablation setting is also underlined, meaning that the best results overall are acquired
when the length feature is excluded. This finding indicates that the description clar-
ity is independent of their length—which contradicts the related assessment tasks,
such as predicting Wikipedia article quality (Lipka and Stein, 2010) or argument
quality (Wachsmuth and Werner, 2020).

4.5 Conclusions

Prior research in crowdsourcing has primarily focused on the quality of solutions
provided by crowd workers. The presence of low-quality solutions is seen as a
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major obstacle in realizing the full potential of crowdsourcing. This challenge
arises from various factors involving workers, requesters, and platforms. In par-
ticular, poor task design can lead to worker dissatisfaction and frustration due to
misaligned expectations and unjustified rejection of their work. Such issues can
strain the relationship between requesters and workers, disrupting the overall dy-
namics of crowd work over time.

Creating clear and comprehensive task descriptions poses a significant chal-
lenge in crowdsourcing, especially for inexperienced requesters. Unclear or incom-
plete instructions can have a detrimental impact on the quality of workers’ results,
affecting their rewards and reputation. In this regard, we propose that natural lan-
guage processing techniques can effectively address this challenge by identifying
clarity flaws in task descriptions.

This chapter aimed to examine the extent to which defined clarity flaws in
task descriptions can be automatically determined by leveraging natural language
processing techniques (RQ1), and we have studied the textual properties of task
descriptions that show task clarity flaws (RQ2). For that, we have specified seven
clarity flaws from relevant literature, all affecting a task’s overall clarity (i.e., how
much a task description is unclear). Due to the lack of a valuable dataset for inves-
tigating task clarity assessment, we have expanded an available dataset with flaw
annotations on this basis. To this end, we have requested crowd workers to annotate
the specified clarity flaws in 1332 real-world task descriptions.

We have addressed RQ1 by estimating the effectiveness of two types of compu-
tational methods for clarity flaw assessment: transformer-based classifiers (using
BERT) and linear SVM Classifiers with feature types, such as standard content and
style features and flaw-specific characteristics. In light of RQ2, we conducted an
individual features analysis employing the SVMs, giving insights into the effect
of the textual properties of descriptions on the clarity flaws assessment. Regard-
ing RQ1, we discovered that the accuracy of the BERT models varies from 0.55
to 0.71. The SVMs beat the BERT’s performance, with results between 0.61 to
0.74 for the majority of clarity flaws. Both methods indicated learning success in
almost all cases, excluding determining difficult wording. For RQ2, we observed
that descriptions’ content, style, and readability are shown to be significant textual
properties for clarity. Combining the task flaw-specific characteristics with others
is also beneficial for clarity assessment. Contrarily, the descriptions’ length was
not helpful in identifying the clarity flaws.

In Chapter 3, we conducted an extensive study to gather crowdsourcing chal-
lenges, with a particular focus on the workers’ perspective. This approach allowed
us to obtain a comprehensive view of the existing problems and their significance
in crowdsourcing processes, providing valuable insights into various areas that re-
quire improvement.
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An analysis of the findings from the previous study revealed that the most crit-
ical problem leading to numerous challenges for crowd workers in crowdsourcing
processes is requesters’ failure to design tasks, particularly in terms of provid-
ing clear instructions. This lack of clarity results in low-quality submissions by
workers, known as the most significant problem from requesters’ perspective in
crowdsourcing. In this chapter, we employed a methodology to evaluate the effec-
tiveness of computational approaches in assessing crowdsourcing task description
clarity. The study findings indicate that computational techniques can indeed offer
us the capability to automatically assess clarity with respect to defined flaws.

In the upcoming chapter, we will introduce a tool that we have developed to aid
requesters in improving the clarity of their task descriptions before posting them on
crowdsourcing platforms. Our goal is to contribute to the existing knowledge and
enhance workers’ understanding of tasks, ultimately leading to improved quality of
results. By offering clearer instructions, we anticipate that workers will experience
greater satisfaction and reputation in crowdsourcing processes.



Chapter 5

Automated Writing Assistance

In this chapter, we present our computational approach and the novel tool called
“Clarifylt,” both of which represent significant contributions to the advancement
of methods aimed at enhancing task clarity in crowdsourcing marketplaces. We
outline the approach we adopt to develop and evaluate the Clarifylt tool, with the
primary objective of addressing the prominent issue of unclear task descriptions
that has been identified as a major challenge in crowdsourcing. The ultimate goal
of Clarifylt is to assist requesters in improving the clarity of their task descriptions,
thereby increasing the likelihood of obtaining higher-quality results from crowd
workers. This chapter delves into the methodology employed for the development
and evaluation of the Clarifylt tool, providing a comprehensive analysis of the
evaluation results.

As discussed in Chapter 4, the quality of results the crowd provides has been
the focus of extensive prior research on crowdsourcing (Kittur et al., 2013). Subop-
timal results are a tremendous challenge in exploiting the full potential of crowd-
sourcing (Weld et al., 2015). Of the numerous factors affecting crowd work qual-
ity, the significance of ambiguous task design has been emphasized (Manam and
Quinn, 2018). Therefore, writing clear task descriptions is vital for a practical task
design. For instance, Table 5.1 displays two variations of the same task description
with a title and a body of instructions, giving obvious differences concerning the
define clarity dimensions (introduced as clarity flaws in Section 4.2). The instruc-
tions quality instantly influences the workers’ perception, approval rate and eventu-
ally, their trust, satisfaction, and the final quality of results (Wu and Quinn, 2017).
Although a clear task design is essential for crowdsourcing processes, ambiguous
task descriptions have yet been emphasized as a constant challenge (Khanna et al.,
2010, Chandler et al., 2013, Gadiraju et al., 2017, Gaikwad et al., 2017, Wu and
Quinn, 2017, Nouri et al., 2020).

This problem lies in a dual complexity: First, requesters should sufficiently
explain all required details for completing a task; however, this is usually difficult
without broad crowdsourcing experience, particularly for micro-tasks having an
expansive range of potential crowd workers, who are from diverse cultures, with

89
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TABLE 5.1: Example of a pair of task descriptions from crowdsourcing, where the left de-
scription represents the initial version created by a Clarifylt user, and the right description
showcases the most improved version based on the tool’s clarity score (Nouri et al., 2023).

First Version of Task Description Best Version of Task Description

Title Creation of new pieces of writing Creation of new pieces of writing
pieces of text on arbitrary topics

Body You will be responsible for writing You will be responsible for writing
pieces of text on a variety of differ-
ent topics. These topics may be se-
lected randomly. You will be provided
with a topic to write about as well as a
minimum necessary word count for the
piece. You should provide the writing
in a typed format, which will then be
submitted by email. Once your writing
has been assessed, you will be compen-
sated if you have met the criteria. If
you do not meet the criteria, you will
be given feedback and a further oppor-
tunity to adjust your writing and resub-
mit.

various skills, and different educational backgrounds (Difallah et al., 2018). Sec-
ond, creating clear and comprehensible instructions is naturally complicated due
to both the subjective requesters ’ perspective and the generally inherent ambiguity
of natural language. Hence, crowd workers may interpret the instructions differ-
ently (Franklin et al., 2011). Arguably, creating an automated tool that helps task
requesters write clear and complete instructions can support addressing the dual
challenge of describing all necessary detailed information in precise phrasing. To
the best of our knowledge, such a tool has not been publicized, probably due to the
shortage of useful computational models that can assess the clarity of task descrip-
tions.

In this chapter, we advance the state of the art in supporting crowdsourcing
task design, as explained in Section 2.3, by introducing our computational method
for automatically rating clarity flaws in task descriptions. Our approach leverages
natural language processing techniques to facilitate the creation of a tool named
Clarifylt. This tool aids requesters to progressively enhance the clarity and quality
of their task descriptions prior to publishing them on a crowdsourcing platform.
Ultimately, this approach enables workers to confidently accept tasks with more
detailed and transparent descriptions.

The development of the Clarifylt tool involves creating computational models
using essential components derived from the assessment study discussed in Chap-
ter 4. Specifically, these key components encompass the defined task clarity flaws,
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and the feature types designed for linear feature-based modeling techniques, which
were explained in depth in Section 4.2; and the annotated dataset for crowdsourc-
ing task description clarity, elaborated in Section 4.3.

In the subsequent sections, in Section 5.1, we will present an outline of the ap-
proach employed to accomplish the central goal of this chapter. We will then pro-
ceed to a more comprehensive exploration of the computational models harnessed
by Clarifylt in Section 5.2. The design and implementation of Clarifylt’s work-
flow will be elucidated in Section 5.3, followed by the evaluation process, which
encompasses two distinct user studies: one involving requesters in Section 5.4,
and the other involving workers in Section 5.5. Finally, we will provide a concise
summary of our work in Section 5.6.

5.1  Approach

Figure 5.1 provides an overview of the method we employ to develop and assess
our computational approach, aimed at assisting task requesters in crafting instruc-
tions that are not only more precise but also contain all the requisite detailed infor-
mation. Our approach comprises two primary phases, specifically the Development
and Evaluation phases, which are elaborated upon below:

Automated Writing Assistance

Data (1) Feature Types & Annotated Dataset usedin the Assessment Study

iz
[
g_ Modeling (2) Support Vector Regression Models for Flaw Assessment
)
[ .
g Design & (3.a) Architecture (3.b) User Interface

Implementation

P (3.c) Process

With Requesters (4.a) Task (4.b) Participants (4.c) Experiments
c
o Results (5.a) Task Descriptions (5.b) User Experience
g
5 With Crowd-workers (6.a) Task (6.b) Participants (6.c) Experiments

Results (7.a) Improvements (7.b) Agreement

FIGURE 5.1: Overview of the approach used in the development and evaluation of our
solution for unclear crowdsourcing task descriptions.

Development phase In this phase, we construct and put into operation the com-
putational models for scoring the clarity of task descriptions based on the prede-
fined clarity issues. These models are instrumental in the creation of a web-based
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tool that enables requesters to compose task descriptions and enhance their clarity
through iterative improvements.

* As preliminary steps for the modeling phase (Fig. 5.1(1)), we employ the
feature types discussed in the study of computational methods for assessing
task description clarity (Section 4.2). We utilize these features in conjunction
with the annotated dataset (Section 4.3) pertaining to the defined clarity flaws
in task descriptions.

* For modeling, we deviate from the previous study in Chapter 4, where we
built binary classifiers, we employ Support Vector Regression (SVR) models
(Fig. 5.1(2)). The SVR models enable our tool to assign an automated clarity
score to task descriptions, going beyond a binary assessment of whether they
are clear or unclear. Section 5.2 details the development of the computational
models.

* Given the regression models for clarity flaw prediction, we design the Clar-
ifylt tool’s architecture, user interface, and process (Fig. 5.1(3)) through
which the requesters can iteratively improve their task descriptions. Sec-
tion 5.3 elaborates on the creation of the Clarifylt tool.

Evaluation phase In this phase, we aim to address the following two research
questions:

(RQ1) Based on the requesters’ assessments, how helpful is the tool to iden-
tify and improve the clarity flaws in task descriptions?

(RQ2) Based on the crowd workers’ assessments, how effectively does the
tool support creating clearer task descriptions in terms of completeness and
comprehensiveness?

Specifically, we devise two consecutive user studies:

* First, we assess the helpfulness of our approach for requesters (Fig. 5.1(4)).
In this phase, we formulate the evaluation task, outline the criteria for select-
ing participants, execute the experiment, and subsequently gather the out-
comes of the user study (Fig. 5.1(5)). These outcomes include task descrip-
tion pairs produced by the study participants, as well as their feedback and
comments related to their experience with our tool. The results indicate to
what degree our tool is helpful for requesters (i.e., the only users of our tool)
in improving their description clarity (RQ1). Section 5.4 comprehensively
explains the evaluation study conducted with requesters.

* Based on the findings from the user study involving requesters, we proceed
to conduct a second user study involving crowd workers (Fig. 5.1(6)). This



CHAPTER 5. AUTOMATED WRITING ASSISTANCE 93

study is aimed at assessing the impact of our tool, Clarifylt, on enhancing the
clarity of task descriptions from the perspective of workers. Concretely, we
incorporate a collection of task descriptions generated in the preceding user
study into our task design. Similar to the prior study, we establish participant
selection criteria, conduct the survey with crowd workers, and collect the
results submitted by the workers. These results (Fig. 5.1(7)) offer valuable
insights into the extent of improvement in the task descriptions facilitated
by our tool. Additionally, they provide an assessment of the participants’
agreement on the effectiveness of our tool in aiding requesters to enhance
the clarity of their initial task descriptions (RQ2). Section 5.5 details the
evaluation study with crowd workers.

By employing this approach, our aim is to make a valuable contribution to resolv-
ing the issue of unclear task descriptions in crowdsourcing. Our focus is on de-
veloping computational models and a tool that enables requesters to create clearer
task descriptions effectively. In summary, the main contributions of this chapter
are as follows:

* Computational models: we develop feature-based regression models to eval-
uate the degree of clarity in textual task descriptions, taking into account
eight specific clarity flaws in crowdsourcing task descriptions.

* An automated writing assistance tool: we build an assistance tool to support
requesters in enhancing the clarity of their task descriptions before posting
them on a crowdsourcing platform, using an iterative approach.

» Extensive empirical insights into effectiveness of an automated writing as-
sistance: we design and run two user studies to assess the effectiveness of an
automated assistance in enhancing the clarity of task descriptions. enhancing
the clarity of task descriptions. This assessment considers the perspectives of
both the individuals requesting the tasks and the crowd workers performing
them.

In the upcoming sections, we will outline the step-by-step approach we have de-
signed to address the issue of incomplete and unclear task instructions in crowd-
sourcing platforms. The subsequent section delves into the creation of compu-
tational models using the elements derived from the evaluation study detailed in
Chapter 4.

5.2 Computational Models

Our main objective is to design an automated writing assistance to help crowd-
sourcing task requesters identify their description clarity flaws and improve them
iteratively. To this end, we require to build computational models that facilitate



94

developing such an automated assistance. In this section, we explain the computa-
tional models we developed to automatically score the clarity level of descriptions
with respect to the flaws. We relied on the findings of the study in Chapter 4 that
evaluated the usefulness of two distinct types of models in clarity flaw classifica-
tion comparing a feature-based support vector machine (SVM) (Joachims, 1998)
and a transformer-based BERT (Devlin et al., 2019). BERT models showed no
consistent enhancements in clarity flaw detection; however, the SVM functioned
more effectively in this specific use case and much more efficiently. Thus, we used
the feature-based methods here, but we developed models that assign numerical
values to quantify clarity flaws, enabling us to offer graded feedback on the level
of clarity in task descriptions.

Our tool incorporates computational models to assess the degree to which each
clarity flaw exists in a given task description. Contrary to the study in Chapter 4
that built binary classifiers, we utilized supervised regression models to acquire
numerical scores denoting the unclarity degree for each flaw in descriptions. Since
we seek to investigate how to support requesters to improve their task description
clarity rather than studying the best regression approach, we decided to rely on the
previous study findings in Chapter 4 and used support vector regression (SVR),
known as the best techniques for feature-based regression. Given the full corpus
from Section 4.3, we trained one distinct SVR model for each clarity flaw, obtain-
ing eight independent SVR models in total.

To optimize the performance of each regressor, we selected the ideal set of
features for the regressor by employing the SelectKBest class from Scikit-learn'
which ranks the efficacy of all features and keeps only the k highest useful features
to predict the unclarity level of a given description for a given k. We tested Selec-
tKBest on SVR with 20 cost hyperparameters (in the range: 2° for —10 < i < 10)
and 15 separate values of k (in the range: 100 * ¢ for 1 < ¢ < 15) for each clarity
flaw regressor. In total, we obtained 300 distinct models for each clarity flaw and
chose the hyperparameters of the best-performing model. We calculated the mean
squared error employing 5-fold cross-validation to find the best-performing regres-
sor for each clarity flaw. Finally, we trained each regressor using the corresponding
feature sets and optimized hyperparameters for each clarity flaw.

In order to generate the confidence score for each dimension’s prediction, we
computed the standard deviation of the predictions from the top three best-performing
pre-trained models, scored on a scale from O to 100.

5.3 Clarifylt: A Tool to Write Task Descriptions

Employing the regression models introduced in the previous section, we developed
Clarifylt CIt’ refers to both the Iterative process and the task description) to help

Iscikit-learn library’s link: https://scikit-learn.org/stable/
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crowdsourcing task requesters write task instructions and iteratively improve their
clarity. This section represents the tool’s user interface and its designed process.

Clarifylt - Clarify Your Task Description Using Provided Information

Create a crowdsourcing task Task Clarity Dimensions
Please enter your cro

reing task's title and description in the following textboxes. Then

click on the Evaluate Clarity button to assess its clarity. .
. 87%
Acont
Write short plots for a role paying / action videogame
Easy Wording and Phrasing [2] . e v
S Conftence
Descrption
In this task you will be witing a short paragraph that contains a plot for a proposed
videogame. These paragraphs should be at least 4-5 sentences and give the premise for a Definition of Important Terms (] 0%
videogame. These plots should contain things like setting (where and when the game is A Conence
being taken place), characters (protagonists/antagonists, side characters, etc), and a
conflct (whatis trying to be resolved in the story). :
Specification of Desired Solution Q . v
Specification of Desired Format of Solution o 7%
Jconi
Specification of Steps to Perform Task (7] [ | 29% v
A1 Con
7 = R P iiorspion T O W_—_T L

[ The task description clarity is improved and complete.
Statement of Acceptance Criteria for Submissions @ 56% v

FIGURE 5.2: An image of the user interface for our writing assistance tool, Clarifylt: The
left side is where the requester inputs the title and task description. Upon clicking “Evalu-
ate Clarity,” the tool assesses the clarity of the task description and displays clarity scores
for different flaws on the right side. The requester can continually refine the description
by clicking the “Evaluate Clarity” button and making improvements until the description
achieves clarity (Nouri et al., 2023).

Architecture Clarifylt, as a web-based assistance tool, uses a three-layered archi-
tecture. The architecture has (a) the presentation layer (frontend) provisioning a
user interface that crowdsourcing requesters use to interact with the system; (b) the
application layer (backend) governing the calculation of clarity scores as well as
logging and alike; and (c) the data layer, that supplies the pre-trained models and
logs. HTML/CSS and Angular are used to implement the frontend, and Python to
implement the backend.

User Interface Figure 5.2 demonstrates our tool’s user interface, which has two
main sections: (a) the input section on the left side of the User Interface (UI) is
where requesters can write a task instruction and let the system evaluate its clarity;
and (b) the evaluation section on the right side of the Ul displays the task descrip-
tion clarity dimensions, their corresponding predicted scores, and the confidence
scores. For each clarity dimension, the evaluation section also contains a concise
description, a static example of the good and bad task description, meaning with
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and without that clarity flaw. The user should click on the respective icons @2,
and 3 to view the description and the good and bad examples.

Process The requester can use our tool to draft a description (containing a title
and a body) from scratch or paste an already-written version outside the tool. When
the user clicks on the Evaluate Clarity button, the task description is sent from the
presentation layer to the application layer for the clarity score predictions. The
task description is passed through all feature-type modules in the application layer
to compute their corresponding feature values. The pre-trained regression models
in the data layer are fed by the feature values. Then, one score for each clarity
dimension, in terms of a percentage value, is calculated by scaling the score that
the corresponding model predicts. Eventually, the predicted and confidence scores
are shown on the presentation layer. Ultimately, the requester can then consider the
predictions to enhance the description’s clarity iteratively by redoing the illustrated
process in the tool.

Experimental Setup of the Two Evaluation Studies

Evaluation study with requesters Evaluation study with workers
o (Social network + Prolific workers) e (MTurk workers)
| Using Clarifylt to create a task description
Outside-tool Inside-tool o Comparing the clarity of task descriptions
scenario @ scenario
N . Pairs of
Task Writing Task descriptions
description initial draft description N
Task X
¢ ¢ _’ description _’ Task < Comparing » Task
description clarity description’
Task Assessing and Task Task
description’ ‘\ revising (’ description’ description’
\ /

| e Filling a questionnaire |

FIGURE 5.3: An overview of the experimental setup of the study that examines the help-
fulness and effectiveness of Clarifylt with task requesters (the gray box on the left side) in
writing clear task descriptions and with workers (the gray box on the right side) in better
understanding the task descriptions (Nouri et al., 2023).

5.4 Evaluation with Task Requesters

Before evaluating the quality of the written description utilizing our tool, we de-
signed an experiment process by studying the impact of Clarifylt on requesters
and workers pertaining to task descriptions. Figure 5.3 illustrates the step-wised

*Question Mark (https://icons8.com/icon/80684/question—mark) icon by
https://icons8.com

SExample  (https://icons8.com/icon/kP5VLEsdwqY8/example) icon by
https://icons8.com


https://icons8.com/icon/80684/question-mark
https://icons8.com/icon/kP5VLEsdwqY8/example

CHAPTER 5. AUTOMATED WRITING ASSISTANCE 97

experimental setup. Initially, we assess the tool’s effectiveness with requesters
(cf. @) who create crowdsourcing task descriptions using two distinct scenarios:
the outside-tool scenario (cf. @) and the inside-tool scenario (cf. @). Subse-
quently, we collect feedback from them through a questionnaire (cf. €) regarding
their experience of using the tool.

Study Description

Welcome!

Please read the following descriptions and privacy statements carefully.

Study Description|

In this study, you are asked to create a crowdsourcing task description. By using a tool called ClarifyIT, you should improve
your task description's clarity.

Acceptance Criteria

Please note that your task description should be improved in iterations. In each iteration, you should use the tool to evaluate
the clarity of your description and then improveit based on the information provided by the tool.

Required Time|

We estimate a completion time of about 15 minutes. However, the system allows you to take as much time as needed.
Data Privacy and Protection|

This study is anonymous. It neither asks for nor collects personal information (except education qualification).

Please do not refresh anytime, as it will result in losing data.
For the sake of a precise analysis of time spent to complete the study, please do the study without any breaks in the middle.
Like most Al-based applications, our tool is not 100% accurate. We appreciate your valuable feedback at the end of the study.

O 1 have read instructions carefully and agree to privacy statement.

FIGURE 5.4: The task description of the user study with requesters shown at the first page
of the study when requesters accepted to participate in the study.

In this user study, we evaluate the requesters’ opinions on the tool’s helpful-
ness in assisting them by providing the functionalities and necessary information
to write a clear task description. We also study how effectively the tool enhances
description clarity using the scores provided by the computational models. In the
following, we describe the user study with requesters in detail, instructing them to
compose a task instruction in an iterative manner using Clarifylt and then answer a
questionnaire about their experience. Figure 5.4 shows the task instruction we cre-
ated for the user study with requesters, clarifying the goal of the task, acceptance
criteria, required time and the data privacy.
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TABLE 5.2: A list of designed scenarios for well-known micro-task types which were
given to requesters in the evaluation study each of which aims to provide a target requester
with an idea of creating a task descriptions.

#  Task Type Scenario

1 Content Access (CA) Imagine a situation where you need feedback for a
piece of work, result of a search on the web, like/vote
for an arbitrary post on social media. Please write
down a task description explaining your task to crowd
workers.

2 Content Creation (CC) Imagine a situation where you need transcriptions of
an audio file, a piece of text written about an arbi-
trary topic, or title/description for an arbitrary object.
Please write down a task description explaining your
task to crowd workers.

3 Interpretation & Analysis Imagine a situation where you have an entity like a set
TA) of images, objects, audio files, or similar to be tagged
or rated according to some conditions. Please write
down a task description explaining your task to crowd
workers.

4  Information Finding (IF) Imagine a situation where you need information about
an object, person, company, brand, or similar. Please
write down a task description explaining your task to
crowd workers.

5  Survey (SU) Imagine a situation where you have created a question-
naire which includes questions about a specific sub-
ject. Please write down a task description explaining
your task to crowd workers.

6  Validation & Verification Imagine a situation where you like to assess the quality
(VV) or correctness of an entity like a website, a piece of
text, or similar. Please write down a task description

explaining your task to crowd workers.

Experimental Setup

We set up the user study with requesters as follows:

Task Table 5.2 introduces the six designed scenarios for six crowdsourcing task
types to avoid causing the participants to deal with an unknown domain. We de-
fined and randomly assigned each scenario to participants, asking them to imagine
themselves as the task scenario’s requester, write down a description, and enhance
its clarity using Clarifylt.
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More specifically, Figure 5.4 shows the landing page of the user study with
requesters, where we provided information such as a brief study description, the
acceptance criteria, the required time to complete the study, data privacy policy,
and notable details to avoid the task interface from crashing in the middle of the
study. Finally, the participants state that the information has been carefully read,
and start the study.

Participants  As task requesters in the user study, we invited (a) researchers from
our community and (b) crowd workers on Prolific (Fig. 5.3 @)). 14 researchers
from our social network and 108 from prolific (i.e., 122 participants) completed our
study. We required the prolific workers to have an approval rate higher than 95%,
at least 100 previous task submissions, and speak English as their first language.
Deploying to a pilot study, we estimated 15 minutes to complete the task and paid
£2.50 (meaning £10.0/hour). The researchers from our network did their work for
free.

Experiments After starting the study from the landing page, the participants were
randomly assigned to one of two study settings: outside-tool and inside-tool sce-
narios. These settings were designed to investigate how effectively the information
provided by our tool enhances the clarity of initial task descriptions. We examine
whether the cause of unclear task description lies in requesters’ limited knowl-
edge and experience regarding the essential information required for workers to
understand the expected quality of their submissions in a clear task description.
Specifically, our aim was to examine whether only displaying the clarity dimen-
sion at the outset, before providing the clarity scores, affects requesters’ abilities,
particularly beginners, to include the necessary details in their instructions. In the
following, we explain the two study settings:

Outside-tool scenario Figure 5.5 shows this scenario’s steps, corresponding in-
structions and activities. In this setting, participants view the instructions in detail
(Fig.5.5(a)) and create an initial task description having the given scenario in mind
(Fig.5.5(b)) before entering the tool and viewing the clarity dimensions on the user
interface. After entering the tool, the initial task descriptions are automatically
copied into the tool (Fig.5.5(c)), and participants start evaluating the clarity and
refining them (Fig. 5.3 @).

Inside-tool scenario Figure 5.6 shows this scenario’s steps, corresponding in-
structions, and activities. In this setting, participants view the instructions in detail
(Fig.5.6(a)) and then enter the tool (Fig.5.6(b)). They read the scenario there and
then require to create, evaluate, and improve the description in the tool (Fig. 5.3 @).



Detailed Instructions

Instructions

Please read the following descriptions carefully.

[This study consists o

1. In this step, an idea of a crowdsourcingtask (called scenario) will be given to you. You should imagine yourselfas a requester who wants to create
a task based on the scenario. Therefore, you should create the first version of your crowdsourcing task (including te title and the body of the
description). Then click Next.

2. Then, you will see your written description. You should click on the Evaluate Clarity to let the tool evaulaute the clarity of your task description
and show the scores. Using the scores and other information provided, you need to Improve the task clarity. You may edit or add information to
the current version of your title or description. You should Iteratively do this step, till scores are high or you are satisfied with the clarity level of
your task description for crowd workers.

3. After improvingthe task description, click on the checkbox. The task description clarity is improved and complete to enable the Submit button
to proceed to the evaluation form. The versions of your task description will be saved automaticaly.

(a) Detailed instruction of the outside-scenario study.

Create Your Task Description

Create a crowdsourcing task based on the followin scenario

Your Task: Please imagine yourself as a requester who has the given scenario in mind. Then, create a task description based on the below-given
scenario for crowd workers.

Scenario: Imagine a situation where you have an entity like a set of images, objects, audiofiles, or similar to be annotated by crowd
workers according to some conditions. Write down a task description explaining the task to crowd workers.

Title*

Description*

* means required

(b) The place where the requesters write the initial task description before entering the

tool.

Clarifylt - Clarify Your Task Description Using Provided Information

Create a crowdsourcing task Task Clarity Dimensions

doscripton
of your task description by pressing the Evaluate Clarty button and use the scores and all oher
given information to improve your task carty by adding or eding your text. You should do this

‘Scenario: magine a itation where you need feedback from crowd workers on an arbitarypiece

Ratingclary of the folowing srowdsourcing tasks. @

comprenensiiiy and completeness.

D3 Thetask descriptionclarty is mproved and compicte

(c) After writing the initial description, requesters enter the tool where the initial version

‘Overal Clarity

Essy Wording and Phrasing

Deinition o Important Terms.

Specifcation of Desired Solution

Specifcatio of Desired Format o Solution

Specifcation of Steps to Perform Task

Specifcation of Reauired Resources to Perform Task

Statement of Acceptance Critria for Submissions

Ncoriaees

is automatically copied.

FIGURE 5.5: The outside-tool scenario’s steps of the evaluation study with requesters

where initial description are written before entering the tool.
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Detailed Instructions

Instructions

Please read the following descriptions carefully.

his study consists of three steps }

1. In this step, an idea of a crowdsourcingtask (called scenario) will be given to you. You should imagine yourself as a requester who wants to create
a task based on the scenario. Therefore, you should create the first version of your crowdsourcing task (including te title and the body of the
description), and then click on the button Evaluate Clarity to let the tool evaluate the clarity of your task description and show the scores.

2. Then, using the scores and other information provided, you need to Improve the task clarity. You may edit or add information to the current
version of your title or description. You should Iteratively do this step, till scores are high or you are satisfied with the clarity level of your task

description for crowd workers.

3. After improvingthe task description, click on the checkbox. The task description clarity is improved and complete to enable the Submit button
to proceed to the evaluation form. The versions of your task description will be saved automatically.

NEXT

(a) Detailed instruction of the inside-scenario study given to requesters before writing
the task description.

Clarifylt - Clarify Your Task Description Using Provided Information

Create a crowdsourcing task Task Clarity Dimensions

Overal Clarty 0%

Essy Wording and Phrasing ] o

Definition of Important Terms (]
Sectaton ofbestes Sk 0
‘Specification of Steps to Perform Task 2] o v
‘Specification of Require erform Task @ o v
ottty [
(0] The task description clariy is improved and complete. entof Aceepta ons

] ox .~

(b) The place where the requesters view the task scenario according to which they write
the initial task description, while viewing the clarity dimension on the tool.

FIGURE 5.6: The inside-tool scenario’s steps of the evaluation study with requesters
where participants first enter the tool and can write their initial task description using the
information provided on the tool.

Overall, participants were to create the initial task description and then itera-
tively evaluate and improve the description’s clarity considering the clarity dimen-
sion scores and other information shown by the tool. The iteration of evaluation
and clarity improvement may continue until the participants acknowledge that the
description reaches good clarity—according to the tool’s scores or their judgment.

Figure 5.7 shows the questionnaire the participants were to answer after final-
izing the task description (Fig. 5.3 €)). The questionnaire contained 17 questions
about the user experience with crowdsourcing in general (such as length and plat-
forms) and Clarifylt in the study. Eventually, requesters could submit suggestions
to improve our tool’s usability. We discuss the result of the user study with re-
questers in the following.
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Evaluation Form

Post-Study Evaluation Form

Please answer each of the following questions

How helpful or useless were general functionalities of the tool?*

Very helpful Helpful Neither helpful nor useless Useless Very useless

How helpful or useless were characterizations of the clarity metrics?*

Very helpful Helpful Neither helpful nor useless Useless Very useless
How helpful or useless was the prediction confidence of each clarity metric?*
Very helpful Helpful Neither helpful nor useless Useless Very useless

How helpful or useless was the prediction confidence of each clarity metric?*

Very helpful Helpful Neither helpful nor useless Useless Very useless

How helpful or useless was the good example for each clarity metric?

Very helpful Helpful Neither helpful nor useless Useless Very useless

How helpful or useless was the bad example for each clarity metric?*

Very helpful Helpful Neither helpful nor useless Useless Very useless

To what extend do you agree that the tool is well-designed and easy to use?*

Strongly agree Agree Partly agree partly disagree Disagree Strongly disagree

To what extend do you agree that the scores for each clarity metrics reflect the underlying problem well?*

Strongly agree Agree Partly agree partly disagree Disagree Strongly disagree

Which metrics did you find useful while creating the task description or improving its clarity?

Easy nWordingand Phrasing Specification of Steps to Perform Task
Definition of Important Terms Specification of Required Resources to Perform Task
Specification of Desired Solution Statement of Acceptance Criteriafor Submissions

Specification of Desired Fromat of Solution
To what extend do you agree that the tool makes writing task descriptions more efficient (in term of time taken?*
Strongly agree Agree Partly agree partly disagree Disagree Strongly disagree
To what extend do you agree that the improved version of the task description is clearer and more complete?*
Strongly agree Agree Partly agree partly disagree Disagree Strongly disagree
Will you use this tool for creating task descriptions in the future?*

Definitely yes Yes Maybe No Definitely no

Please share any remarks, comments, or suggestions pertaining to your experience with using the tool.

SUBMIT

FIGURE 5.7: The questionnaire designed to evaluate the helpfulness of our tool. The
participants of the user study with requesters filled in this questionnaire at the last step of
the study.

Results

Altogether, 122 participants having up to 13 years of experience posting tasks on
crowdsourcing platforms finished our study. 107 participants were novice with no
prior experience and the remaining 15 were experienced requesters. They mostly
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FIGURE 5.8: User study with task requesters: The scores of all eight considered clarity
dimensions for the first version of the requesters’ task description as well the best version,
manually created and automatically scored using our tool, Clarifylt: The box-and-whiskers
plots show the results of all participants, experienced vs. inexperienced participants as
well as outside-tool scenario vs. inside-tool scenario participants. In all cases, the scores
improved notably from the first to the best version (Nouri et al., 2023).

knew Amazon Mechanical Turk, Toloka, and Prolific. The outside-tool scenario
had 57 successful submissions, and the inside-tool scenario had 65 submissions.

Although not given in the study instructions, 24 participants assigned to the
outside-tool scenario (42%) modified their task description directly after viewing
the clarity dimensions shown on the tool before checking the clarity. Therefore,
the average overall clarity improved by eight percentage points, indicating that the
information on the tool is effective from the beginning for writing a clear task
description.

Task Descriptions Figure 5.8 indicates that, on average, participants enhanced
their task descriptions clarity utilizing Clarifylt. The best-scored version of task
descriptions on all eight clarity dimensions remarkably improves over the initial
version. All dissimilarities are noteworthy at p < 0.01 according to a paired ¢-
test. Moreover, they all show a medium or extensive effect size. For example, the
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difference between the best-scored (M = 64.61, SD = 10.87) and the initial version
(M =50.75, SD = 16.20) of the overall clarity dimension has a Cohen’s d value of
1.01, showing a large effect size.

Figure 5.8 likewise shows that the inexperienced participants more clearly de-
fine important terms and the steps to complete the task in the first version. Never-
theless, the initial version’s overall clarity, wording, desired solution, and format
written by experienced participants are clearer according to our tool. This observa-
tion suggests that experienced requesters occasionally neglect clarifying new terms
that may be unclear for workers from outside the domain. Furthermore, completing
the task may sound vital to the task requesters. Thus, they overlook providing es-
sential information on how the crowd workers should complete the task and submit
their work.

We also observe that the first version of the descriptions written through the
inside-tool scenario has no higher clarity score than the initial descriptions created
through the outside-tool scenario. We can interpret that the general knowledge of
clarity aspects of task descriptions does not influence the descriptions’ clarity. Yet,
the score of each clarity aspect for a given description can help the writer improve
the clarity. Altogether, the results also show that the clarity of the best-scored
descriptions improved using Clarifylt in all cases.

Although participants mostly enhanced the clarity of their task description it-
eratively, 24% of the iterations reduced the dimension scores, implying that mod-
ifications to the descriptions through those iterations decreased their clarity (as
evaluated by the tool). Additionally, we discovered that the overall clarity score of
the final version of descriptions written by 42 participants (34%) is lower than the
best score version of those descriptions, raising the necessity for having an undo
functionality in Clarifylt so that enables requesters to revert to the previous version
of the description when the score falls. A few participants suggested the same in
the comments. For instance, one requester mentioned:

R1: “I would like to see the previous score in order to get an idea
about the archived improvements.”

User Experience Regarding the research question RQ1, Figure 5.9 shows the re-
questers’ answers to the questionnaire in Figure 5.7. The answers indicate that the
most helpful feature of our tool is the general functionalities with almost 65% be-
ing positive about it (13.11% very high, 51.64% for high) and just 12% negative
(0.82% very low, 11.48% low). Additionally, 62% of the participants voted for the
helpfulness of the information about the clarity metrics, and 60% for the charac-
terization of the clarity dimensions. Participants also provided positive feedback
about the overall usefulness of Clarifylt in the open-ended comments. For instance,
one requester explained the helpfulness of clarity dimensions as follows:
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Very low Low Neutral Very high

Effectiveness of the general functionalities - 0.82% 11.48% 22.95% 13.11% 50

Effectiveness of the characterization of the clarity dimensions - 0.82% 16.39% 22.95% 9.02%
Effectiveness of the confidence scores - 3.28% 9.02% 40

Effectiveness of the information about the clarity metrics - 3.28% 13.93%
Effectiveness of the good examples - 1.64% 7.38% 30

Effectiveness of the bad examples - 1.64% 7.38%
Effectiveness of improving clarity of descriptions - 3.28% 13.11% 2

Efficiency of creating task descriptions - 4.92% 11.48%

Accuracy of each score as a reflection of the underlying problem - 4.1% 8.2%
Ease of use and well-design of the tool - 3.28% 11.48% 1

Likelihood of using this tool in the future - 7.38% 6.56%

FIGURE 5.9: User study with task requesters: Distribution of the scores for the questions
in the questionnaire about the experience with our tool, Clarifylt. For most questions, most
requesters saw the tool’s effectiveness as high (Nouri et al., 2023).

R2: “The tool was extremely helpful. I lacked imagination in creat-
ing the task specifics however the metrics were genuinely helpful in
clarifying what workers would need to know.”

Moreover, 56% of the requesters expressed that the tool is easy fo use and well-
designed, and 54% believed that it is very helpful in improving the task descriptions
clarity . One requester wrote:

R3: “I could see through each of my edits how I was making the de-
scription clearer and easier to understand.”

The good examples given for clarity dimensions and the scores’ accuracy for the
unclarity assessment are relatively helpful, with just 16% and 38% of opposing
opinions, respectively. The latter is probably because of the distributional change
between the training’s task descriptions and the participants’. For instance, one
requester noted that our tool failed to identify the task description content corre-
sponding to some dimensions:

R4: “Naming the categories helped by making it clear which aspects
should be present in the description. Unfortunately, however, the Al
did not recognize when I included the aspects I had previously forgot-
ten in the description.”

The bad examples for clarity dimensions were neither detected as useful nor inef-
fective with 46% of neutral votes. We also learned that participants gave various
answers to the efficiency of writing task descriptions with clarity, with 29% nega-
tive, 39% neutral, and 32% positive votes.

In total, 34% of the participants expected modification suggestions by the tool
for improving the description clarity. Three of them are listed below:

RS5: “[It] should tell you which parts to improve”
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R6: “It does not provide suggestions as to where it could be improved
for example where you may benefit from adding a comma.”

R7: “[It] would be more helpful if it could show suggestions of better
wording to improve it.”

42% of participants could not predict whether they will use our tool in the fu-
ture, and 38% mentioned that they would likely not pursue help to form their task
descriptions. Improvements in good or bad examples, in models’ prediction qual-
ity, and dynamic task-related suggestions for clarity modifications can improve the
tool’s popularity and effectiveness in assisting requesters. They are potentially the
research ideas in future work. More examples of the participants’ comments on the
tool are provided in Appendix A, Section A.3.1.

5.5 Evaluation with Crowd Workers

Given the findings from the evaluation study with requesters, we conducted a sec-
ond evaluation study with crowd workers to examine the effectiveness of the tool,
Clarifylt, in enhancing the clarity of crowdsourcing task description from the work-
ers’ viewpoint (Fig. 5.3 @). In particular, we requested the participants compare
the clarity of the first version and the best version of the descriptions the requesters
wrote (Fig. 5.3 @) regarding the eight clarity dimensions to evaluate whether re-
questers successfully created clearer task descriptions utilizing the tool.

Experimental Setup

We set up the user study with crowd workers as follows:

Task A random sample of 100 pairs of task descriptions, generated during the
study with requesters, was selected (Fig. 5.3 @). Each pair consisted of the initial
version written by the requester and the best version, which had been iteratively
modified based on the overall clarity score computed by the respective model. This
set of task descriptions (examples in Appendix A, Section A.3.2) was used in the
task design of the user study with workers to assess the tool’s effectiveness in
assisting requesters in enhancing their task descriptions.

Participants Since the actual task descriptions created for the assessment study
(detailed description in 4.3) were initially posted on Amazon Mechanical Turk
(MTurk) and likewise were annotated for clarity flaws by workers on MTurk, we
planned to engage MTurk workers to compare the clarity of the given task descrip-
tion pairs.
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For language proficiency reasons, we set our participant selection filter to only
workers from Canada, the UK, the US, Ireland, New Zealand, Australia, and South
Africa. Besides, participants were required to have at least 10,000 approved sub-
missions on MTurk, and an approval rate of the lowest 98%. Aligned with our
funding limitations, we hired seven workers to judge the clarity modification of
each task description pair and rewarded each voter USD 1.25 for an estimated six-
minute work. While more participants would additionally improve statistical reli-
ability, seven opinions seem sufficient to determine general tendencies. To achieve
higher results quality, we designed two attention checks introduced below to eval-
uate the quality of votes.

[DATA PRIVACY] The results are anonymous, i.¢. all answers are recorded and stored
anonymously. Your participation is voluntary. There are no disadvantages ifyou do not
participate. Your information will be treated in strict confidence.

Instructions:

In this HIT, four pairs of task descriptions are given. You should compare the clarity of each
pair of task descriptions which were created and improved by requesters using Clarifylt tool
which is developed to help requesters to make task descriptions clearer for crowd workers.

Each pair of task descriptions consist of a title and a body, and is followed by ten statements
cach of which compares different clarity aspects of the given task descriptions.

To increase the quality of your answers, please imagine yourselfas a worker who wants to
complete the task and receive the payment.

Forstatements 1 to 10, please carefully express the degree to which you agree with each
statement for the given pair.

FIGURE 5.10: The summary of our comparison task description on the MTurk platform
was shown to crowd workers when they clicked on the task in the list on the dashboard to
view the details of the task description before the final task acceptance decision.

Experiments The task description of our user study with crowd workers was sim-
ilar to the description shown in Figure 4.4 except for the payment condition, and
was shown in the MTurk dashboard. Clicking on our task description in the dash-
board, the study were shown to workers with a more specific instructions shown
in Figure 5.10 followed by comparison blocks. Figure 5.11 and 5.12 show two
out of four comparison blocks of a task example of the user study with crowd
workers posted on MTurk. Each block shows one task description pair (i.e., Task
Description 1 and Task Description 2) followed by the eight statements designed
to compare the clarity of Task Description 1 and 2 regarding the respective dimen-
sion. We asked workers to choose to what degree they agreed with the statement
on a 5-point Likert scale from strongly disagree to strongly agree.
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For the first attention check, we designed two objective statements to determine
whether the workers carefully read the statements. Given the four comparison
blocks per task, we added one as the fourth statement of comparison blocks #1
(Fig. 5.11) and #3, and another in #2 (Fig. 5.12) and #4. If the statement was
correct for a pair, strongly agree or agree, if false, strongly disagree or disagree
votes passed the attention check. Only participants who passed the check for four
comparisons were evaluated for the second attention check.

For the second attention check, we duplicated an arbitrary statement of each
comparison block in the last statement to check whether the workers carefully gave
their opinion. Figure 5.11 shows the repeating of the third statement for the tenth,
and Figure 5.12 the first. The requirement for passing this attention check was
consistent votes (i.e., (strongly) agree or (strongly) disagree) for the statement in
both occurrences for each comparison block. Because of the subjective nature of
repeated statements, we assumed that workers might slightly change their thought.
Therefore, neutral opinion was also acceptable, passing the attention check and
obtaining the payment for the submission.

Results

We obtained 700 submissions from 92 individual workers comparing the 100 pairs
of task descriptions. To collect uniform votes, we automatically inverted the votes
for those pairs where the initial version was given as Task Description 1; denoting
workers voted against higher clarity in the best-scored version.

Strongly disagree Disagree Neutral Agree Strongly agree
Better overall clarity - 4.57% 7.14% 12.43% 32.71%
40
Better wording and phrasing - 6.71% 12.29% 21.29% 30.57%
Better definition of important terms - 4.86% 6.14% 12.71% 33.0% 2
Better specification of desired solution - 5.0% 5.14% 11.71% 31.86%
e . " . 24
Better specification of desired format of solution - 4.86% 7.29% 13.0% 32.0%
Better specification of steps to perform task - 4.29% 7.14% 12.0% 32.29% 1
Better specification of required resources to perform task - 4.14% 7.86% 15.86% 28.71%
-8
Better statement of acceptance criteria for submission - 4.86% 7.14% 14.0% 32.71%

FIGURE 5.13: Evaluation with crowd workers: Distribution of the scores on improve-
ments in terms of the eight clarity flaws of the best-scored versions of the 100 task descrip-
tions over the initial version. Workers did not know which version is which one (Nouri
et al., 2023).

Improvements Figure 5.13 shows the distribution of all workers’ votes for im-
provements level in task descriptions’ clarity. In light of RQ2, the descriptions’
best-score version has higher clarity than their initial version concerning all clarity
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dimensions. The most notable clarity modifications were in specification of desired
solution (78%, 46.29% strongly agree and 31.86% agree), specification of steps to
perform task (77%), overall clarity and definition of important terms (both 76%)
dimensions based on all workers’ votes. Additionally, 60%—75% of workers voted
in favor of enhancements in other clarity dimensions. Nevertheless, improvements
in wording and phrasing obtained the most significant proportion of negative votes
(19%, 6.71% strongly disagree, and 12.29% disagree) as well as most neutral opin-
ions (21%).

TABLE 5.3: Evaluation with crowd workers: (a) Average agreement of the seven workers
on the 100 task description pairs, and (b) proportion of task descriptions whose clarity
improved over the initial version by using our tool, Clarifylt, according to the workers;
both for each clarity dimension considering neutral votes either for (case I) or against
(case 2) improvements (Nouri et al., 2023).

(a) Average (b) Improved

agreement descriptions
# Clarity Dimensions Casel Case2 Casel Case?2
1 Overall clarity 81% 89%  86%  98%
2 Wording and phrasing 69% 81% 68%  98%
3 Important terms 81% 90%  86%  98%
4  Desired solution for task 82% 91% 88%  98%
5 Desired format of solution 8% 89%  89%  97%
6 Steps to perform task 80% 89%  88%  98%
7 Required resources to perform task 79% 89%  82%  98%
8 Acceptance criteria for submission 8%  90%  88%  97%

Agreement We grouped the workers’ votes into binary (positive or negative) la-
bels, denoting votes for and against enhancements in the clarity of descriptions.
The agreement of the seven voters for each description pair was calculated in two
possible ways, considering the neutral votes as against (Case I) and as in favor of
(Case 2) clarity advancements in the descriptions’ best-scored version.

Table 5.3(a) displays the average consensus for all clarity dimensions, and Ta-
ble 5.3(b) the ratio of the clearer best-score version of task descriptions for the
eight dimensions in both cases. In Case 1, the consensus among the voters ranges
between 68% (for better wording and phrasing) and 82% (for desired format better
specified), and the enhancement level in the clarity ranges from 68% and 89% (for
the exact dimensions). In Case 2, the ranges shift to 81% (for better wording and
phrasing), to 91% (for desired format better specified), and the enhancement level
boosts to 97%—-98% across the eight clarity dimensions. In light of RQ2, we con-
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clude that the workers’ view obviously suggests our tool’s effect in writing clear
task descriptions.

5.6 Conclusions

The challenge of unclear task instructions written by requesters constantly results
in low-quality submissions by workers since it directly leads to misapprehension
and misunderstanding of the tasks. Prior research determined such unclarity as one
of the major problems lowering success in crowdsourcing.

In this thesis, we have investigated the impact of our computational models and
assistance tool called Clarifylt that we created to help requesters create and mod-
ify task descriptions iteratively until reaching sufficient clarity. The tool utilizes
natural language processing methods to automatically predict the extent of eight
common clarity flaws in task descriptions. The tool’s workflow does not involve
worker intervention, potentially increasing efficiency and effectiveness compared
to prior solutions. In two user studies, we examined the effectiveness using the re-
questers’ and workers’ judgments. In the first study, requesters utilized our tool to
write task instructions and improve clarity. We then asked the requesters to evalu-
ate how much the tool helps improve clarity (RQ1). In the second study, the crowd
workers compared the clarity of the initial and improved versions of task descrip-
tions to judge whether our tool helped the requesters enhance their descriptions’
clarity (RQ2).

Regarding RQ1, our findings suggest that, on average, participants improved
the clarity of their task descriptions using Clarifylt. The best-scored versions of the
task descriptions showed significant enhancements across all eight clarity dimen-
sions compared to the initial versions. These improvements were observed to have
a medium or large effect size. Inexperienced participants tended to provide clearer
definitions of important terms and task steps in their initial versions.

However, our tool identified that task descriptions written by experienced par-
ticipants had higher overall clarity, better wording, desired solution, and format.
This observation indicates that experienced requesters may sometimes overlook
the importance of clarifying new terms that could be unclear to workers from
different domains. Furthermore, they may not provide sufficient information on
how workers should complete the task and submit their work. Altogether, the first
study’s outcomes suggest that the tool’s primary utilities and provided informa-
tion are beneficial. Besides, the requesters noticed the tool was well-designed and
useful in specifying and enhancing a description’s clarity.

Concerning RQ2, the crowd workers’ votes determine that the eight clarity
flaws of descriptions written using Clarifylt considerably improved on average.
However, the clarity of the wording and phrasing in the instructions is the most
complicated dimension to anticipate computationally and, hence, to help requesters.
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In the upcoming chapter, we will provide an overview of our entire approach
to studying crowdsourcing problems. We will discuss the process of assessing the
computational solution, followed by the development and evaluation of the solution
presented in this thesis.






Chapter 6

Conclusion

Crowdsourcing marketplaces offer convenient access to a diverse range of human
expertise, providing cost-effective solutions and services. This work model has
the potential to benefit both requesters and workers. Requesters hope to receive
high-quality submissions, while workers are driven by monetary or non-monetary
rewards like building their reputation or enhancing their skills. Nonetheless, in re-
ality, crowdsourcing models frequently face challenges in meeting the expectations
of both requesters and workers.

The extensive body of literature on crowdsourcing has made significant con-
tributions to our understanding of crowdsourcing, covering topics such as defini-
tions, system design, pillars, applications, and processing methods. This research
was part of the “Digital Future” program (introduced in Chapter 1), which aimed
to deepen our understanding of crowdsourcing processes and develop technologi-
cal methods that provide support to individuals, employers, and freelancers in their
professional endeavors.

In the following sections, we provide an overview of the essential stages in-
volved in the formation of this thesis. We discuss the motives behind the research
questions tackled and highlight our main contributions to the state-of-the-art at
each stage, emphasizing the significant findings acquired throughout this journey.
Additionally, we explore prospective avenues for further research.

6.1 Contributions and Findings

In line with the primary goals of the “Digital Future” program, we first conducted
a study to provide a broad overview of Crowdsourcing Challenges (detailed in
Chapter 3) and their dominance from the crowd workers’ viewpoint, due to the
importance of their role in delivering excellent solutions to requesters. Leveraging
the insights gained from this study, we focused on the challenge of unclear task
descriptions provided by requesters which has been highlighted as the primary is-
sue. Our main objective was to employ natural language processing techniques to
develop an automated solution for helping requesters in creating task descriptions.
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Therefore, our attention was directed towards Task Clarity Assessment (de-
tailed in Chapter 4) to study whether clarity flaws in task descriptions can be au-
tomatically identified with trained models. In pursuit of this, we established the
foundational components for our investigation, created the necessary dataset, con-
structed the models, and conducted a thorough analysis of the outcomes.

Building upon the insights gained from the assessment study, we advanced to
develop an Automated Writing Assistance (detailed in Chapter 5). This involved
crafting the necessary models using the components forged in the prior assessment
study and implementing an interactive tool by applying these models. To measure
the effectiveness of our solution, we conducted an evaluation that assessed how
well our tool met our main objectives. The following will provide a summary of
our primary discoveries and the contributions made at each stage.

Crowdsourcing Challenges

As discussed in details in Chapter 3, we aimed to obtain a thorough understanding
of the obstacles that crowd workers face in the process. In particular, we con-
centrated on investigating the challenges faced by workers in the crowdsourcing
process and identifying the most common issues.

Hence, we first conducted a thorough literature review to examine existing re-
search and identify challenges discussed by scholars. We then performed an empir-
ical data analysis by collecting and analyzing crowd workers’ reviews on Turkopti-
con forum, where they exchange work-related experiences with their peers. Using
topic models, we extracted challenges expressed by workers regarding complica-
tions, confusion, and unfairness experienced during their work. Our hypothesis
was that these forum discussions contain valuable insights into practical problems
faced by workers that may not have been extensively covered in the existing liter-
ature. Through our empirical analysis, we identified a set of challenges that were
frequently discussed among workers in the forum.

We discovered that the primary issues workers complain about relate to task
design. Requesters seem to undervalue the workload in terms of the time, effort,
and fair compensation needed to complete a task. Additionally, they struggle with
composing clear task instructions. Errors in their task environment implementation
also lead workers to waste time on unsuccessful submissions. Some requesters are
also reported to violate workers’ privacy by not adhering to the terms-of-service of
the crowdsourcing platform being used. Unexplained and unfair rejections are the
predominant issue in task evaluation, and the literature extensively examined com-
munication problems between requesters and workers, coupled with inadequate
platform support.

Furthermore, our data analysis indicates that task design appears to be the pri-
mary source of issues from the workers’ perspective. Requesters, who are respon-
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sible for task design, seek to achieve high-quality results from crowd workers.
Previous research in the field of crowdsourcing has predominantly focused on the
quality of solutions provided by crowd workers (Kittur et al., 2013). It is widely
acknowledged that low-quality solutions pose a substantial barrier to realizing the
full potential of crowdsourcing, and unclear task design is recognized as a signif-
icant factor affecting the quality of crowd work. Therefore, ensuring clear task
descriptions is imperative for achieving a high-quality task design.

Requesters are expected to provide comprehensive information in task descrip-
tions, including required resources, steps to follow, the expected solutions and
more. However, this task becomes challenging, particularly for micro-tasks that
target a diverse pool of workers with varying skills, cultural backgrounds, and ed-
ucational levels. Requesters with limited crowdsourcing experience often struggle
to effectively describe the task requirements.

Task Clarity Assessment

Task description clarity relates to the comprehensibility and completeness of the
instructions written in natural language, and also refers to the level of detail pro-
vided by requesters in order to receive a high-quality solution to the task. The study
detailed in Chapter 4 aimed to investigate the effectiveness of natural language pro-
cessing methods in detecting prevalent clarity issues in task descriptions, and the
influence of instruction’s textual properties on unclear task and associated flaws.

We envisioned technological solutions that automatically assist requesters in
improving the quality of their descriptions before posting them on the platform. In
contrast to existing approaches addressing ambiguous task descriptions in crowd-
sourcing, our solution operates independently of workers’ interaction, offering a
more efficient approach that saves time and money for both workers and requesters
while ensuring explicit task descriptions. Moreover, this approach circumvents
various challenges associated with requester-worker communication difficulties.
However, the development of such tools has been limited due to the absence of
effective computational methods for assessing the clarity of task descriptions.

To construct computational models for the assessment of task clarity, we drew
insights from the literature focusing on the attributes of unclear and incomplete
task descriptions in crowdsourcing. Initially, we pinpointed eight clarity flaws that
functioned as indicators of the clarity of task instructions. We hypothesized that all
these flaws negatively impacted workers’ comprehension of task instructions. As
there was a lack of available data for studying task clarity, we extended an existing
dataset comprising 1332 real-world micro-task descriptions. These eight identified
clarity flaws served as the basis for our annotation guidelines in the creation of the
required dataset for model development. Ultimately, we leveraged the dataset to
build two natural language processing approaches: BERT (utilizing the pre-trained
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Bert-base-uncased and Bert-base-cased models) and linear SVM models with six
different feature types.

Following an evaluation of the models’ performance, we discovered that both
approaches demonstrated effective learning capabilities for most clarity flaws, ex-
cluding difficult wording. Besides, SVMs displayed superior performance com-
pared to the BERT models in assessing task clarity using the features we defined
based on domain-specific knowledge. Furthermore, our observations indicate that
the outcomes from individual feature types imply that numerous of the consid-
ered textual characteristics hold relevance to various clarity flaws. Notably, the
content of task descriptions emerges as particularly significant, achieving notably
higher scores than other feature types for several clarity flaws. Besides, style, and
readability of descriptions are particularly important textual properties for clar-
ity assessment. Combinations of flaw-specific properties with other features also
proved advantageous for assessing clarity. However, we did not find the length of
descriptions to be helpful in identifying clarity flaws.

Altogether, this study’s principal contribution includes a dataset of 1332 real-
world task descriptions annotated by actual workers for examining task clarity in
crowdsourcing. Additionally, the study developed a feature-based and a neural ap-
proach for computationally evaluating task clarity. Lastly, it offers comprehensive
empirical insights into factors that aid the computational assessment of task clarity
and the extent of their impact.

Based on these insights, we proceeded to investigate whether an automated
writing assistance that automatically identifies potential clarity issues in task de-
scriptions can help requesters to improve their task description clarity. In the fol-
lowing, we summarize our approach to address this question.

Automated Writing Assistance

We hypothesized that an automated approach for analyzing task descriptions and
predicting potential clarity flaws can help requesters to improve their task descrip-
tion clarity. However, to the best of our knowledge, such an approach has not
been developed due to a lack of reliable computational methods for assessing task
clarity. Hence, we developed an approach in Chapter 5 to study the extent of effec-
tiveness of an automated writing assistance in helping requesters to identify clarity
flaws in their task descriptions, and the extent of effectiveness of such an assistance
in enhancing the task clarity for workers.

With this objective in mind, we conceived a web-based tool that empowers re-
questers to iteratively assess the clarity of their task instructions. Using this tool,
requesters can detect the defined clarity issues in their descriptions and make nec-
essary enhancements before posting them on the crowdsourcing platform. In the
development of this tool, named “Clarifylt,” we initiated the process by adapting
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the dataset and training feature-based SVM models that offer quantitative measures
of clarity flaws. Subsequently, we implemented the tool. To assess the effective-
ness of our tool, we conducted a comprehensive evaluation study involving both
requesters and workers. The study aimed to determine the tool’s usefulness for re-
questers and its effectiveness in resolving issues related to unclear task descriptions
for workers.

The study with requesters found that participants who used Clarifylt were able
to improve the clarity of their task descriptions on all clarity dimensions. Although
the initial knowledge of clarity aspects did not have a significant impact on the
initial clarity scores, the iterative process helped participants enhance the clarity of
their descriptions. The requesters’ questionnaire responses indicate that the most
appreciated feature of Clarifylt is its general functionalities, with clarity metrics
information and clarity dimensions characterization following as the next most ap-
preciated features. The requesters perceived the tool as well-designed and effective
in identifying and enhancing the clarity of task descriptions.

The study with workers indicated the best-score version of task descriptions
created by requesters was clearer than the initial version in terms of all clarity
dimensions. The most notable enhancements were in the specification of the de-
sired solution, specification of task steps, overall clarity, and definition of important
terms, as judged by all voters. Additionally, majority of voters observed improve-
ments in other clarity dimensions. However, the wording and phrasing dimension
received the highest percentage of negative and neutral votes, corroborating find-
ings from the assessment study in Chapter 4, which demonstrated the difficulty of
computationally assessing this particular clarity flaw.

In this stage, our regression models predicting the clarity scores of crowdsourc-
ing task descriptions and Clarifylt, the assistance tool to aid requesters improve
their task description clarity are our major contributions to the advancements in
the development of techniques for augmenting task clarity in crowdsourcing mar-
ketplaces. Overall, our evaluation study indicates that Clarifylt effectively assists
requesters in improving the clarity of their task descriptions. On average, all clar-
ity flaws in task descriptions written using Clarifylt demonstrated significant en-
hancements. This outcome suggests that the developed tool holds the potential to
significantly benefit real-world crowdsourcing task descriptions.

In the following sections, we will discuss the limitations inherent in our method-
ologies across all stages of our work and explore avenues for future work. By
addressing these aspects, we aim to provide a comprehensive perspective on our
study and pave the way for future investigations and improvements in crowdsourc-
ing marketplace.
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6.2 Limitations

This section addresses the constraints associated with the approaches we employed
at various stages of this thesis, which may impact our research findings. In the sub-
sequent sections, we provide a detailed explanation for each of these limitations.

Crowdsourcing Challenges In our comprehensive study (detailed in Chapter 3)
of existing challenges in crowdsourcing processes that workers face, we could not
identify any problems in the data analysis related explicitly to task operation or
platform mediation. While the reviews may still mention these issues, the limita-
tions of topic modeling may cause the identified problems to take precedence and
overshadow them.

Since our corpus includes discussed problems until November 2018, it is sig-
nificant to emphasize that the findings of our study are inevitably merely a snapshot
of the problems with crowdsourcing procedures during the period covered. To the
best of our knowledge, nevertheless, task design and requesters-workers commu-
nication have not significantly altered since that time. Also, no possible solutions
for fixing the stated challenges have been implemented on MTurk. Therefore, we
are confident that most insights acquired from the analysis still apply to the current
problems in crowdsourcing processes.

Annotated Task Descriptions A significant constraint in our research revolved
around the dataset’s size and quality. We required real-world task descriptions
annotated for pre-defined eight clarity dimensions by crowd workers. The annota-
tion process was a pivotal aspect of our study, demanding comprehensive coverage
of crowdsourcing task description clarity dimensions, high-quality work from the
annotators, and a substantial budget to create a large collection of annotated task
descriptions. Regarding the comprehensive dimensions of description clarity, we
integrated our domain-specific expertise with clarity dimensions outlined in the lit-
erature. This synthesis resulted in identification of eight clarity dimensions within
task descriptions. The comprehensibility of these dimensions could be attributed
to the varying coverage levels in the literature or our potential gaps in understand-
ing the subject matter. Additionally, due to budget limitations, we were not able
to include a large number of task descriptions in our annotation task. Besides, we
were required to employ techniques to identify and eliminate low-quality submis-
sions by annotators. The effectiveness of applied techniques directly influenced
the models’ performance and, consequently, the overall success of the approach in
enhancing task clarity.

Automated Writing Assistance’s Models 1In this research, one of our initial ob-
jective was to investigate how the textual characteristics of descriptions impact the
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computational assessment of clarity flaws. To address this, on one hand, we ini-
tially engaged in feature engineering based on our domain-specific knowledge, and
then we utilized feature-based Support Vector Machines (SVMs) to construct re-
quired models. On the other hand, the results obtained from our study in Chapter 4
indicated that, given the specific research problem and the constraints of the avail-
able annotated dataset, SVMs outperformed transformer-based algorithms. Con-
sequently, our focus remained on the use of traditional feature-based SVMs to
develop the necessary models. While these SVMs demonstrated effectiveness for
our specific research objectives, it is important to note that manual feature engi-
neering has its constraints. It may not capture the entirety of pertinent information
within the data and can hinder the algorithm’s capacity to autonomously learn intri-
cate patterns and representations from the training data. In contrast, state-of-the-art
transformer-based algorithms offer a different set of advantages. These encompass
automatic feature learning and the capability for enhanced generalization, particu-
larly in scenarios where SVMs may be less versatile when applied within a broader
context.

Automated Writing Assistance’s Evaluation In the context of the user study with
requesters, the ideal scenario would have been to directly engage with real-world,
active requesters and enlist their participation in our research. Unfortunately, es-
tablishing connections with a significant number of requesters and coordinating
the necessary arrangements for their involvement proved to be an impractical en-
deavor. However, this could have a promising impact on the insights gained from
their feedback on the helpfulness of our tool.

6.3 Future Work

Our work opens up several promising avenues for future research. In the following,
we will provide a brief discussion on each topic.

Challenges from Requesters’ Perspective Our study conducted in Chapter 3 of-
fered an extensive analysis of the most frequently encountered challenges faced by
crowd workers in their daily work within crowdsourcing processes. These findings
may be valuable for requesters, crowdsourcing platform providers, and researchers
interested in understanding the challenges elaborated on in both scholarly literature
and real-world worker experiences. Although a comparable in-depth examination
of the problems from the requesters’ perspective would provide valuable insights,
to the best of our knowledge, there was a lack of literature and data available for
this purpose at the time of our work.
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Dataset One way to enhance the performance of computational models is by ex-
panding the dataset used for training the models to include a more diverse range
of micro-task descriptions that have been annotated for clarity flaws. By incorpo-
rating a larger and more varied dataset, it may be possible to train models that are
more accurate and precise in their predictions.

Difficult Wording in Descriptions In terms of task descriptions clarity flaws, the
challenge of identifying the clarity of wording in task descriptions appears to be
particularly difficult. To improve the prediction of this specific dimension, it may
be necessary to develop more refined models that can effectively capture the sub-
tleties and ambiguities often present in task descriptions. The following point has
the potential to contribute to enhancements in predicting difficult wording flaw in
task descriptions.

Computational Models  Regarding models, it would be valuable to evaluate the
effectiveness of the latest transformer-based models, such as DeBERTA (He et al.,
2020, 2021), in computational assessment, to determine if they can further enhance
the detection of clarity flaws in crowdsourcing task descriptions.

Moreover, it would be beneficial to explore Large Language Models (LLMs) to
build the computational models capable of identifying clarity issues in task descrip-
tions. LLMs are artificial intelligence-powered systems that are adept at producing
text which closely resembles human writing. These models learn from a substan-
tial corpus of text data, and this acquired knowledge empowers them to craft re-
sponses or generate new content sparked by the prompts they encounter (Radford
et al., 2018). A prominent example of an LLM is OpenAl’s Generative Pre-trained
Transformer (GPT) and ChatGPT is a specialized variant of the GPT model that
is fine-tuned for generating conversational responses. The integration of the Chat-
GPT API into our tool can enhance its effectiveness to assist users in identifying
clarity flaws within their task descriptions. Regarding the challenge of handling
difficult wording dimension of descriptions, this approach could make the most
of ChatGPT’s ability to comprehend language, locating vague or confused expres-
sions, proposing more accurate phrasing, and offering advice on augmenting the
structure of the entire content. Furthermore, capitalizing on ChatGPT’s abilities
in understanding and generating responses aware of their context, the tool could
deliver customized enhancements in a specific task description.

Tool’s Improvements In terms of the tool’s helpfulness, some requesters expressed
their desire for real-time feedback on clarity while they are typing a task descrip-
tion. This feature would enhance the efficiency and effectiveness of the process.
Additionally, requesters expressed interest in receiving suggestions for improv-
ing the clarity of their descriptions, similar to the functionality provided by tools
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like Grammarly. Another feature that requesters found valuable is an undo button,
which would allow them to revert to previous versions of a task description in case
changes result in lower clarity scores. Overall, we believe that integrating Clarifylt
as a plug-in tool on crowdsourcing platforms could bring significant benefits to re-
questers by providing them with automated assistance in writing clear and concise
task descriptions. It is also worth noting that our computational approach can still
be complemented by workflows or interventions that incorporate the opinions and
feedback of workers if deemed necessary.

Effect of Task Description Clarity on Quality of Submissions Exploring the re-
lationship between improvements in key dimensions of effective task design and
the quality of final results would be beneficial. This involves the need for a sophis-
ticated user study design where pairs of tasks are presented. These tasks should
be well-designed, considering factors like fair time and effort estimation as well
as fair compensation. In each pair of tasks, the task instructions should only vary
to carefully assess how task clarity impacts result quality. Additionally, the ex-
pected results should be straightforward and easy to understand to enable a fair
comparison between the quality of submissions and the anticipated outcomes.

Other Domains When considering the application of a similar method to the
other domains or fields of study, it is important to assess how the approach can
be adapted and utilized effectively in those diverse contexts. However, we believe
that similar approaches to providing automated support for textual content creators
could be explored in other domains. Tools that assist creators in identifying and im-
proving clarity flaws in their texts based on operationalizable clarity specifications
could be developed.

As there are multiple factors that contribute to effective task design, including
factors like fair time and payment estimation, a well-designed feedback system,
and clarity of task instructions, it is beyond the scope of our study to directly eval-
uate the impact of Clarifylt on the quality of workers’ final results. However, we
can draw insights from previous research, such as the study conducted by Wu and
Quinn (2017), to provide a broader perspective on whether our work can be consid-
ered a practical approach towards improving the quality of workers’ final results,
which is a high-level goal. Wu and Quinn (2017) highlighted the significance
of task instruction clarity in influencing workers’ behavior, emphasizing that re-
questers should have a good understanding of task requirements and the principles
of task description design. The findings from our evaluation study align with this,
demonstrating that Clarifylt effectively aids requesters in comprehending and ad-
dressing clarity flaws in their task instructions. This is crucial in tackling the issue
of low-quality submissions by workers and improving crowdsourcing processes
overall.






Appendix A

Example Tables

In the upcoming sections, we furnish additional examples representing instances
gathered during the thesis process. Section A.1 offers sample tables pertaining to
the study of crowdsourcing challenges carried out in Chapter 3, while Section A.2
showcases a sample table containing real-world task descriptions that have been
enriched with annotations pertaining to eight distinct clarity dimensions. These
annotations are essential for the assessment study conducted in Chapter 4. Sec-
tion A.3 presents sample tables associated with the evaluation of our tool’s effec-
tiveness conducted in Chapter 5.

A.1  Crowdsourcing Challenges

In this section, we provide additional example instances associated with the study
of crowdsourcing challenges conducted in Chapter 3. Section A.1.1 offers a list
of the papers that were excluded during our literature review, while Section A.1.2
presents additional review examples on Turkopticon platform utilized in our em-
pirical data analysis.

A.1.1 Literature Review

Here, we provide a list the 69 papers that were found during our search process in
the literature review but excluded due to their misalignment with the study’s scope.
We provide the an overview on those papers in two tables. Table A.1 classifies
the domains and subjects we explored during the paper review, along with the
respective counts of papers within each category of emphasis.

As indicated in Table A.1, the papers that were excluded predominantly fell
within the fields of information systems and human computation, psychology, busi-
ness and organizational management, as well as law and sociology, all of which
were categorized under the other classification.

Additionally, Table A.2(a) presents a list of 31 identified papers within the
domain of information systems and human computation, concentrating on topics
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Area Focus # Papers
Information Models/Methods/Benefits/Risks 31
Systems  and Quality Management 19
Human Compu-

tation

Psychology Behavioural Job Attitudes 6
Business  and Workforce Management Models 10
Organization

Management

Other Law / Sociology 3

TABLE A.1: This table presents the 69 papers categorized into various research domains.
These papers underwent a literature review process, but they were omitted from our study
as they did not align with the study’s scope due to their specific focus.

related to crowdsourcing methods, models of crowdsourcing within this field, and
the associated risks and benefits. Furthermore, the table includes 19 papers that
center on quality management strategies for enhancing crowdsourcing models in
the context of information systems.

Furthermore, Table A.2(b) provides a compilation of 6 identified papers in the
field of psychology, with a focus on subjects concerning crowd workers and their
rights within the context of crowdsourcing processes. Researchers also explore the
attitudes of workers in crowdsourcing in comparison to traditional work models.

Table A.2(c) also offers a summary of 10 located papers within the realm of
business and organizational management. These papers emphasize the manage-
ment of the workforce in the context of crowdsourcing and the necessary adapta-
tions in management approaches to achieve success in the business domain.

Lastly, table A.2(d) offers a summary of 3 located papers in various fields like
law and sociology and application of crowdsourcing work model in the areas.
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Focus

# Papers

(a) Information Systems and Human Computation

Models/ Methods/ Bene-
fits/ Risks

Quality Management

(Gelderman, 2002, Snow et al., 2008, Brabham, 2008a,
Kazai, 2010, Huang et al., 2010, Euchner, 2010, Chanal
and Caron-Fasan, 2010, Zheng et al., 2011, Doan et al.,
2011, Geiger et al., 2011, Harris, 2011b, Dai et al.,
2011, Schenk and Guittard, 2011, Harris, 2011a, Varsh-
ney, 2012, Brabham, 2012, Zhang and van der Schaar,
2012, Anya et al., 2013, Kittur et al., 2013, Saxton et al.,
2013, Simula, 2013, Hosseini et al., 2014, Sherief et al.,
2014, Zhao and Zhu, 2014, Simperl, 2015, AyferBozat
and Erenel, 2016, Wu and Quinn, 2017, Feng et al., 2017,
Yang et al., 2018, Liu et al., 2018, Manam and Quinn,
2018).

(Lakhani and Wolf, 2003, Wise et al., 2006, Brabham,
2008b, Johnston et al., 2009, Ipeirotis, 2010, Wais et al.,
2010, Wang et al., 2011, Kazai et al., 2011, Koch et al.,
2011, Gutheim and Hartmann, 2012, Gawade et al., 2012,
Huang and Fu, 2013, O’Neill and Martin, 2013, Allah-
bakhsh et al., 2013, Della Mea et al., 2013, Straub et al.,
2014, Varshney et al., 2014, Lasecki et al., 2015, Gray
et al., 2016, Wijermans et al., 2016)

(b) Psychology

Behavioural Job Atti-
tudes

(Betsch et al., 1998, Tetrick et al., 2000, Cordery et al.,
2010, Judge and Kammeyer-Mueller, 2012, Templer,
2012, Mason and Suri, 2012)

(c) Business and Organization Management

Workforce Management
Models

(Campbell, 1988, Jang et al., 2008, Thompson and Phua,
2012, Djelassi and Decoopman, 2013, Kaganer et al.,
2013, Bourne and Forman, 2014, Buettner, 2015, Ver-
schoore et al., 2015, Ryan and Wessel, 2015, Osnowitz
and Henson, 2016)

(d) Other
Law / Sociology

(Kalleberg, 2009, Aloisi, 2015, Zhang et al.)

TABLE A.2: This table provides the list of 69 papers classified based on their research

domains.
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A.1.2 Data Analysis

for our empirical data analysis conducted in Chapter 3, we selected Turkopticon
due to its explicit focus on advocating for workers’ rights in their interactions with
requesters. Turkopticon serves as a reputation system where workers provide re-
views, detailing their experiences related to tasks, payments, and rejections en-
countered during their daily work. Within these reviews, workers assign ratings
to requesters and express whether they recommend or do not recommend a par-
ticular requester to their fellow workers. This information allows other workers
to make informed decisions by reading these reviews before accepting tasks from
requesters.

Table A.3 provides 20 sample out of total 8610 reviews tagged as "not rec-
ommended," where workers shared their negative experiences with requesters. We
utilized these reviews to extract crowdsourcing challenges discussed by Turkopti-
con users.

TABLE A.3: 20 example reviews labeled as "not recommended" from Turkopticon that
were employed for the empirical data analysis. Note: Tasks on MTurk platform are called
HITs which stands for Human Intelligence Tasks.

#  Example Reviews

1 “This survey is very personal and can be distressing to some. It has a lot of
bubbles and then quite a bit of reading. I feel it should pay quite a bit more
for the information they are looking for. He does state this on the consent
page, but sometimes we skim those.”

2 “Very monotonous. Listen to excerpts of music in various languages and
then bubble hell over and over and over. Supposedly a $2.75 bonus but
still not worth it even with the bonus.”

3 “Asks for too much personally identifying info. There was an unpaid
screener. This hit asked for entirely too much personally identifying in-
formation, I returned it.”

4 “This requester’s HITS are hit and and miss. This one was a real miss. 14
pages long with scroll down buttons to boot. 24 hour AA”

5  “Answered some questions about past traumas. Took me 20 mins. I’m sure
someone else could do it faster. Some light writing, then bubble up your
seatbelts, haha.”

Continued on next page
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TABLE A.3: 20 example reviews labeled as "not recommended" from Turkopticon that
were employed for the empirical data analysis. Note: Tasks on MTurk platform are called
HITs which stands for Human Intelligence Tasks.

#  Example Reviews

6  “This requester has been getting worse and worse. I only did this HIT be-
cause I’ve had a really slow week. Used to be one of my favorite requesters
I would always look for, now I only do them when I'm desperate.”

7  “Its long and the bubbles are never ending. Just about fair for a $4 hit but
tiresome, lots of repetitive questions. Chance for a second follow up hit
worth $5”

8  “This requester did not pay me, nor did they answer my request for pay-
ment, A NON PAYER! Terrible”

9  “The HIT says it takes 15-25 minutes so I decided to risk it, since I'm
usually faster than the estimates. It took me the whole 25 and involved
memorizing graphs. Way too brain intensive for something underpaid.”

10 “tos requires downloading an .exe file to do the experiment.,not recom-
mended TOS Violation. [It] requires downloading an .exe file to do the
experiment. plus it says it will take 20-60 minutes to do the experiment ..
for $1.”

11 “"In this study, you will be asked questions related to your racial/ethnic
identity, self-concept, experiences of insults, and sexual health. The full
study will take about 60 minutes, and you will receive $1.00 in Amazon
credit. To access survey, you must enter your personal, unique survey pass-
word.",Doesn’t tell you where to get said password. I'm guessing there
was another pre-screen HIT, but unqualified people (like me) can accept
this follow up HIT.,Kind of glad honestly. Based on her other reviews
([provided link]), it would probably end up taking the actual 60 mins and
then some for a lousy buck.”

12 “Stopped after about 13 mins and several timed pages. Even timed pages
of bubbles where you sit waiting for the timer, ugh.”

13 “A series of 7 surveys over 20 business days for a total of $21.00. That
comes out to $1.05 a day when all done. Pretty low. It seems really tedious
as well.”

14  “Bubbles, not terribly long though. Pay is meh.”

Continued on next page
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TABLE A.3: 20 example reviews labeled as "not recommended" from Turkopticon that
were employed for the empirical data analysis. Note: Tasks on MTurk platform are called
HITs which stands for Human Intelligence Tasks.

#  Example Reviews

15 “Rejected immediately with this response:,"Please note that workers who
completed my first survey in September 2018 can participate in this survey
and get credit. Since you are not qualified for this survey, I have to reject.
I am very sorry about that.",Not only does the explanation not make sense,
but the HIT instructions clearly state:,"1. We are conducting an academic
survey about mobile loafing. We need to understand your opinion about
mobile Internet use at work.”

16 “10 minutes for $0.50 = $3.00/hr”

17  “Requires Inquisit to complete.,([provided link]),They keep trying to raise
the pay to get people to take the survey, but according to reviews it’s still
underpaid at $3.00.”

18 “New requester, did not provide code, was not academic survey,ETA: was
paid fine. Google docs survey.”

19  “needs Adult Content qual, doesn’t have it, not recommended. pay should
be higher for something this long”

20 “an unpaid screen of several pages that was basically a full survey of in-
formation...complete scammer...blocked him”
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A.2 Task Clarity Assessment

In order to facilitate the task clarity assessment study conducted in Chapter 4, we
undertook a four-step process to create and validate a dataset. Table A.4 provides
20 task description instances derived from the dataset creation process.

TABLE A.4: 20 sample task descriptions from the dataset, each annotated by crowd work-
ers based on eight defined clarity dimensions. The ratings of one to five for each dimension
indicate the level of clarity in the respective aspect. A rating of “5” signifies a very clear
task description, “4” denotes clear, “3” signifies partial (un)clarity, “2” indicates un-
clear, and “1” reflects very unclear. This Dataset were used for building the models in
this thesis.

Overall clear
Easy wording
Terms def.
Solution spec.
Format spec.
Steps spec.
Resources spec.

#  Task Description

Criteria spec.

1 Title: Just click on the link and vote for us
Body: If you have a valid Facebook ac-
count, just click on the this link: ’the given
link’ and click on the Vote Now button.
Confirm by logging into to Facebook and

9]
9]
9]
~
9]
9]
9]

you’re done.

N

2 Title: What is the Best House for Trick or
Treating in your neighborhood and why is
it the best?
Body: We are building a neighborhood 55 4 5 5 4 5
gossip and information site and would like
to know about what is going on around
you.

3 Title: Vote for My Sweater Design
Body: Please go to this link: ’a given link’ 5 1 1 4 2 2 2
Sign in with your Facebook or Twitter ac-
count. Make sure the page says "Robin" at
the top and has a sweater with dinosaurs on
it. Click the mitten inside of the red circle
to vote for the sweater.

Continued on next page




132

TABLE A.4: 20 sample task descriptions from the dataset, each annotated by crowd work-
ers based on eight defined clarity dimensions. The ratings of one to five for each dimension
indicate the level of clarity in the respective aspect. A rating of “5” signifies a very clear
task description, “4” denotes clear, “3” signifies partial (un)clarity, “2” indicates un-
clear, and “1” reflects very unclear. This Dataset were used for building the models in

this thesis.

Task Description

Overall clear

Easy wording

Terms def.

Solution spec.

Format spec.

Steps spec.

Resources spec.

Criteria spec.

Title: Free Easy Sign Up! Only enter
Name, Email, DOB and Gender. (18+ only,
Adult Content)

Body: Free Easy Sign Up! Only enter
Name, Email, DOB and Gender...

Title: Find "link bracelet" on A ma zon dot
com
Body: Just a few steps to complete this
task

Title: Data entry from business card im-
ages
Body: Type business card information

Title: Please review: Search :Keywords on
Google.com(US) and report results

Body: Review a hit with the following de-
scription: Search a keyword in Google and
report the results Keywords

Title: Give us a vote - one click, super easy
Body: Vote for us - just one click

Title: Search through Satellite Imagery to
find various items
Body: Search through Satellite Imagery to
find various items

10

Title: Contact information for this busi-
ness person

Continued on next page
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TABLE A.4: 20 sample task descriptions from the dataset, each annotated by crowd work-
ers based on eight defined clarity dimensions. The ratings of one to five for each dimension
indicate the level of clarity in the respective aspect. A rating of “5” signifies a very clear
task description, “4” denotes clear, “3” signifies partial (un)clarity, “2” indicates un-
clear, and “1” reflects very unclear. This Dataset were used for building the models in
this thesis.

3
o [=T)] IS . % N
= ] 9 2 g
S8 o =& 5 . )
3 I~ 5} 7 % D
= = w 8 o} » S =
5 » E 5 E & 2 2
e z 8 5 3 5 & § &
#  Task Description COC R = v B v X O
Body: For the person below, find and enter 35 4 5 5 5 4 5
their email address. (Include the full email
address.)
11 Title: Edit an Expedited Transcript (Den-
ver Thomas Roger #####) (avg rwrd+bns:
$2.58)
Body: Edit a Difficult Audio Transcript: 32 3 5 4 5 3 4
’Denver Thomas Roger #####’
12 Title: World Vision: Approve or Reject
Greeting Videos
Body: Approve or reject images and 3 2 4 5 5 2 2 3
videos for posting on website
13 Title: Take a chance on this survey!
Body: This survey will ask you how you 2 3 2 4 4 3 3 4
think about how quizzes
14 Title: Find the Email Addresses of News
Reporters
Body: Given the website article link, find 2 2 3 3 5 4 3 3
the official email address of these news re-
porters
15 Title: Find redundancies in arguments
about Gun Control
Body: Given two collections of arguments 2 1 1 2 4 2 1 2

about the political topic Gun Control, your
task will be to identify and mark redundan-
cies between arguments.

Continued on next page
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TABLE A.4: 20 sample task descriptions from the dataset, each annotated by crowd work-
ers based on eight defined clarity dimensions. The ratings of one to five for each dimension
indicate the level of clarity in the respective aspect. A rating of “5” signifies a very clear
task description, “4” denotes clear, “3” signifies partial (un)clarity, “2” indicates un-
clear, and “1” reflects very unclear. This Dataset were used for building the models in
this thesis.

Overall clear
Easy wording
Terms def.
Solution spec.
Format spec.
Steps spec.
Resources spec.

#  Task Description

Criteria spec.

16 Title: Extract purchased items from Wal-
mart shopping receipt
Body: Transcribe UPCs and amounts from 2 2 2 2 3 2 3
a grocery receipt

17 Title: Tell us the address after clicking on

the links name
Body: Click link and tell the address 1 2 2 2 2 3 2

18 Title: Help us test our website’s user inter-
face
Body: Perform some simple tasks to help 11 1 4 2 4 4
test how easy our site is to use

19 Title: Watch then upvote youtube video
Body: Watch then upvote youtube video 1 2 3 2 2 3 3

20 Title: 5-10min task Economics and Amer-

ica
Body: Short Survey for $1.50 1 11 2 1 3 3
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A.3 Automated Writing Assistance

In the user study involving requesters, participants were instructed to utilize our
tool. They were tasked with creating a task description, complete with a title and in-
structional content, based on a provided scenario. Subsequently, they were asked to
assess the clarity of this description using our tool and make improvements guided
by the information provided by the tool. Participants were encouraged to repeat
these steps in a series of iterations until they achieved a level of description clarity
that met their satisfaction, as indicated by the clarity scores displayed on the tool.

In the upcoming sections, we will present detailed tables featuring examples
obtained from the assessment study with requesters as conducted in Chapter 5. Sec-
tion A.3.1 provides examples for feedback from participants, while Section A.3.2
presents example instances of the task description pairs created by participants in
the evaluation study.

A.3.1 Feedback on Clarifylt

In the final phase of the user study involving requesters, participants from two
main groups, nameky researchers and crowd workers on Prolific platform, had the
opportunity to provide feedback about their experience using our tool to enhance
the clarity of their task descriptions. This feedback was collected through an open-
text field. Table A.5 displays 20 examples of the feedback written by participants
who took part in the requester evaluation study.

TABLE A.5: 20 sample comments obtained during the user study with requesters for the
assessment of the tool’s utility. These comments were selected from both requester groups,

which consisted of researchers and Prolific workers who participated in the user study.

# Group Comment

1  Researcher There is no way to know how the Al assess the writing based on
the metrics (I think my writing is improved but did not see changes
in the Al evaluation). There is no direct feedback (e.g., I person-
ally love the grammarly way to engage writers). Score does not
help since my goal is to get a better task, not to maximize the
score. If there is no feedback about how to improve, then it is not
very useful to me, as I can just search how other people improve
their task and use these guidelines to improve my descriptions of-
fline. Also, the Al took too long to evaluate the writing, and I have
no patience to wait for that long (grammarly gives almost instant

feedback).

Continued on next page
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TABLE A.5: 20 sample comments obtained during the user study with requesters for the
assessment of the tool’s utility. These comments were selected from both requester groups,
which consisted of researchers and Prolific workers who participated in the user study.

#

Group

Comment

2

Researcher

I think it would be helpful extension if you could show which
words and/or sentences influences the score for each metric the
most.

3

Researcher

The idea and implementation of the tool was amazing and would
like to definitely try it in the future. I might more helpful to high-
light the problematic part on bad examples. Especially highlight-
ing problematic parts of the main task would be super helpful or
a description of why we get specific score. Because for me it was
difficult to understand why after improving the text based on the
mentioned criteria I still get low scores. Thank you for this inter-
esting tool.

4

Researcher

It was not clear to me that the bad and good example buttons could
be used to show bad or good examples. Instead, I felt like it would
be used to rate the description of the clarity metric. I think this was
because I first clicked the arrow to expand the clarity metric de-
scription and only then saw the circle buttons. I also didn’t see an
explanation of these buttons. So I actually didn’t use the example
buttons and feel like they could have helped me after completing
this survey.

5

Researcher

I’m afraid, after a few tries of changing the wording of my task de-
scription (e.g., trying shorter ones, trying longer ones, adding sen-
tences addressing each clarity metric, etc.), I could not figure out
a way of systematically increasing my score. Perhaps the words
"health" or "web page" or "website" were in general judged too
"complicated" by the tool? There was no indication or hint as
to where exactly the model thought that something was unclear,
which left me randomly guessing. This is of course frustrating.
Since I do think I know how to describe a task, and have improved
task descriptions in sometimes tedious baby steps and discussions,
I still felt "left alone" with these abstract numbers. Perhaps the
models could highlight phrases which it most thinks are bad?

Continued on next page
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TABLE A.5: 20 sample comments obtained during the user study with requesters for the
assessment of the tool’s utility. These comments were selected from both requester groups,
which consisted of researchers and Prolific workers who participated in the user study.

#  Group

Comment

6 Researcher

All metrics showed 100% in the first place, so I was somewhat
confused on whether that was the actual truly assessments by the
tool or I just messed something up.

7  Researcher

The metrics although helped me notice what I was missing, I be-
lieve the scores needed more explanation. I was surprised I got
low clarity scores after adding clarifying details on the task. Will
be helpful to know what is missing maybe.

8 Researcher

Very interesting tool! My main concern was that no matter what
changes I did, the feedback was almost always the same. The over-
all clarity was around 34% regardless of changes to the structure
of the task. I rewrote it from a narrative to a more structured de-
scription with clear labels. However, not a lot changed in terms of
scores (even individual metrics were in the same range) and thus
I could not identify my mistakes. I was still left guessing on what
to do to improve the score. May be it was specific to the task I
envisioned and described. This is a very challenging task indeed
and I appreciate the effort to tackle it! Good luck.

9  Researcher

I would suggest to describe the metrics as categories: bad, average,
excellent; I did not how to interpret the scores and when to stop
improving.

10 Researcher

I had very little change in the metrics even with huge changes
in the text, and it was very hard to understand how my changes
were impacting the metrics. After some attempts, it felt kinda
random. I know it’s difficult, and maybe out of scope, but it would
be great to indicate the text itself (like this word or sentence is too
difficult, or this part of the text contributes to this metric in this
way). Nevertheless, overall it’s an interesting work!!

11 Researcher

I used the tool a bit like a checklist. However, the metrics did not
change too much after I have made quite a lot of changes. This
was a bit frustrating.

Continued on next page
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TABLE A.5: 20 sample comments obtained during the user study with requesters for the
assessment of the tool’s utility. These comments were selected from both requester groups,
which consisted of researchers and Prolific workers who participated in the user study.

#  Group Comment

12 Researcher It would be useful to highlight problem areas and give more spe-
cific feedback and examples (which parts of the description are
not phrased simply? which terms are missing its definitions? how
to specify steps to perform tasks?). Right now it reads more like
a high-level, general checklist or reminder what to focus on when
proof-reading your own description.

13 Researcher There is little to no transparency on why a certain change in the
title or description leads to a change in a certain metric. There is
no way to compare multiple versions of the title and description,
this might be useful to spot differences in text and how that affects
the score.

14 Prolific Initially after the first couple of iterations the text was definitely

Worker better however after this it was very difficult to improve and on a
couple of occasions the metrics went down. This was very frus-
trating as the modifications were better for some metrics but worse
for others.

15 Prolific The tool was extremely helpful. I lacked imagination in creating

Worker the task specifics however the metrics were genuinely helpful in
clarifying what workers would need to know.

16 Prolific This was very interesting to do, especially as I have not crowd-

Worker sourced before, but I now understand more of what I wold have to
do and this tool would be useful as part of the process.

17 Prolific I wasn’t sure of the difference between the ’clarity’ measurement

Worker and the " Al confidence’ measurement.

18 Prolific It helps me get the wording right so it is reaching the correct audi-

Worker ence

19 Prolific It is useful for picking up typos and if I have used awkward word-

Worker ing. It feels like it’s expecting a giant wall of text that people who

don’t take surveys won’t read or could be better short for simpler
surveys.

Continued on next page
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TABLE A.5: 20 sample comments obtained during the user study with requesters for the
assessment of the tool’s utility. These comments were selected from both requester groups,
which consisted of researchers and Prolific workers who participated in the user study.

# Group Comment
20 Prolific I found the idea of the tool interesting, but I don’t think there was
Worker enough specific feedback that helped me work out how to improve.

So it was a bit of trial and error to improve the query. Sometimes
things that I did that I thought were good seemed to make the
scores go down, so can’t really explain that very well.




140

A.3.2 Task Descriptions

Table A.6 shows 10 instances of task description pairs, comprising the original
version and the highest-scoring version, along with the respective iteration number

in which the highest-scoring version was improved. These pairs are derived from
a pool of 100 pairs created during the requester user study and were subsequently
employed in the worker user study to evaluate the tool’s effectiveness from the
workers’ perspective.

TABLE A.6: 10 instances of task description pairs, comprising the original version and the
highest-scoring version, along with the respective iteration number in which the highest-
scoring version was improved using our tool.

# Iters Initial Task Description Best Task Description

1 10 Title: Crowdworking question- Title: Tools used when crowd
naire working
Body: Please answer this ques- Body: This is about the latest
tionnaire on this latest tool used tools. You may see these used for
for Crowd working. Crowd working. Please answer

to the best of you ability.

2 11  Title: Text writing tasl Title: Text writing task
Body: Your task is to write con- Body: Your task is to write clear
tent on an arbitrary topic. and concise content on a chosen

topic. You will have fifteen min-
utes to write 2000 words on the
chosen topic. You will be given a
textbox to write this in. Spelling,
punctuation and grammar is im-
portant. Your payment for com-
pleting the task will be £1.

3 2 Title: Assess a piece of text Title: Assess a piece of text
Body: Read and feedback on a Body: Read and feedback on a
piece of text. piece of text. Your thoughts are

valuable to us.

4 7 Title: Feedback required on con- Title: Feedback of Crowd work-

tent

Body: Hello everyone, I need
you to give feedback on this con-
tent please

ers
Body: The purpose of this sur-
vey is to obtain feedback from
crowd workers regarding the text
or content involved.

Continued on next page
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TABLE A.6: 10 instances of task description pairs, comprising the original version and the
highest-scoring version, along with the respective iteration number in which the highest-
scoring version was improved using our tool.

#

Iters Initial Task Description

Best Task Description

5

4

Title: Sponsor a Kite Festival

Body: A new kite festival is
planned for 2023 and the aim
is to have as many international
guests as possible from all or
even every country in the world.
To do this funding is needed to
support the travel costs and ac-
commodation costs of the event.

Title: Sponsor a Kite Festival
Body: A new kite festival is
planned for 2023 and the aim
is to have as many international
guests as possible from all or
even every country in the world.
To do this funding is needed to
support the travel costs and ac-
commodation costs of the event.
As people will be travelling long
distances in some cases, addi-
tional support is needed to pro-
vide accommodation to these
guests before and after the event.
The target figure is £500,000
which covers the abopve and
provides support for 250 Kkite-
fliers from around the world. The
sum also provides the costs for
hiring of the site, all infrastruc-
ture requirements and additional
costs. Support does not have to
be in opure money, support in
kind is also welcome - such as
PA or volunteering.

Title: Write text on holiday des-
tinations

Body: You are required to write
a text on different holiday desti-
nations. The text should describe
the location of the holiday and
the different sights that can be
seen and the cost.

Title: Write text on holiday des-
tinations

Body: You are required to write
a text on different holiday desti-
nations. The text should describe
the location of the holiday and
the different sights that can be
seen and the cost. It should be
as simple as possible

Continued on next page
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TABLE A.6: 10 instances of task description pairs, comprising the original version and the
highest-scoring version, along with the respective iteration number in which the highest-
scoring version was improved using our tool.

#  Iters Initial Task Description Best Task Description
7 8 Title: Call for writers Title: Call for writers/crowd
workers for a piece of texts
Body: Writers needed to com- Body: We are looking for Writ-
plete a series of texts on diverse ers and crowd workers to com-
topics. Please send a copy of  plete a piece of texts on diverse
your recent work and apply for and arbitrary topics that will be
this role. discussed after the applications
have been received. Please apply
for this role and send us a copy of
your recent work for evaluation.
You can find the application form
below and also the guidelines in
order to fill it out appropriately.
8 2 Title: Texts are wanted for a va- Title: Texts are wanted for a va-
riety of topics. riety of topics.
Body: Looking for experienced Body: Looking for experienced
writers to work on a new piece of ~ crowd workers with experience
text on a variety of topics. Must  in writing to work on a new piece
be used to writing on a variety of ~ of text on a variety of topics.
subjects. Must be used to writing on a va-
riety of subjects.
9 2 Title: Write for $$$$$$ Title: Write for $$$$$$

Body: Writers required to write
a 500 word text on an arbitrary
topic. - Research the topic at
hand - Write instinctively and in-
tuitively - Bonus for clarity

Body: Writers needed to write
a 500 word text on an arbitrary
topic- a topic of your choice.
If you have a flair for writ-
ing, this can be the job for you.
- Research the topic at hand
- Write instinctively and intu-
itively - Bonus for clarity - Proof
read work Thank you.

Continued on next page
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TABLE A.6: 10 instances of task description pairs, comprising the original version and the
highest-scoring version, along with the respective iteration number in which the highest-
scoring version was improved using our tool.

# Iters Initial Task Description

Best Task Description

10 2

Title: Write short plots for a role
playing / action videogame
Body: In this task you will
be writing a short paragraph
that contains a plot for a pro-
posed videogame. These para-
graphs should be at least 4-5 sen-
tences and give the premise for a
videogame.

Title: Write short plots for a role
playing / action videogame
Body: In this task you will
be writing a short paragraph
that contains a plot for a pro-
posed videogame. These para-
graphs should be at least 4-5 sen-
tences and give the premise for a
videogame. These plots should
contain things like setting(where
and when the game is being
taken place), characters (protag-
onists/antagonists, side charac-
ters, etc), and a conflict(what
is trying to be resolved in the
story).
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