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ABSTRACT

Transition metal (TM) complexes play a major role in various sustainable processes.
In order to understand their functional principles and to strive for an optimization of
the processes, an insight into the geometric and electronic structure is necessary. The

aim of this work is to use experimental spectroscopy and theoretical calculations to gain
deep insights into the properties of transition metal complexes. Four different transition
metal-based systems from the field of coordination chemistry are investigated not only using
X-ray absorption and emission spectroscopy, but also employing methods established for
photoactive systems, such as UV-Vis spectroscopy, photoluminescence spectroscopy and
cyclic voltammetry. In order to understand and explain the experimental observations,
calculations based on density functional theory (DFT) are applied.

By combining these methods, it can be shown how a ruthenium complex exhibits altered
luminescence behaviour after amine functionalization in the backbone. The observed strong
decrease in the quantum yield can be attributed to stabilization and destabilization of
different excited states, so that a non-luminescent relaxation pathway can be populated at
room temperature.

Due to their intrinsically low ligand field splitting, these relaxation pathways via metal-
centered states are typically also found in iron complexes. In order to be able to specifically
change the energy landscape of these, various backbone functionalizations are introduced in
N-phenylpyrazole-based iron(III) complexes and their influences are investigated. Cyclic
voltammetry, UV-Vis spectroscopy, X-ray absorption near edge structure (XANES) and
valence-to-core X-ray emission spectroscopy (VtC-XES) provide insights into the electronic
structure and the effects of the various electron-withdrawing and electron-pushing sub-
stituents.

The strongly electron-pushing ligands of a tridentate cyclometallated iron(III) complex lead
to the metal center being both chemically reduced and oxidized and thus an isostructural
complex can be realized in three oxidation states. In order to localize these processes at the
metal center and exclude ligand-based redox processes, element-specific X-ray methods, in
particular XANES and core-to-core X-ray emission spectroscopy (CtC-XES), are used. These
reveal both the oxidation state-dependent occupation of the d orbitals and the associated
spin state on the iron atom to confirm all three oxidation states.

Not only the electronic structure, but also the associated geometric structure can be analyzed
using X-ray spectroscopy. It is shown how XANES and VtC-XES, rather unpopular methods
in the field of complex chemistry, can be used to detect and characterize hydride ligands in
copper complexes.
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KURZZUSAMMENFASSUNG

Übergangsmetallkomplexe (ÜM) spielen eine große Rolle in verschiedenen nachhalti-
gen Prozessen. Um die Funktionsprinzipien zu verstehen und eine Optimierung
der Prozesse anzustreben, ist ein Einblick in die geometrische und elektronische

Struktur notwendig. Ziel dieser Arbeit ist der Einsatz experimenteller Spektroskopie und
quantenmechanischer Rechnungen, um ein tiefes Verständnis der Eigenschaften von Über-
gangsmetallkomplexen zu erhalten. Dazu werden vier unterschiedliche ÜM-basierte Sys-
teme aus dem Bereich der Koordinationschemie mit Hilfe der Röntgenabsorbptions- und
Emissionsspektroskopie, sowie mit für photoaktive Systeme etablierten Methoden, wie
der UV-Vis- oder Photolumineszenzspektroskopie untersucht. Um die experimentellen
Beobachtungen zu verstehen und erklären zu können, werden Rechnungen basierend auf
Dichtefunktionaltheorie (DFT) Niveau, angewandt.

Durch die Kombination dieser Methoden kann gezeigt werden, wie sich die Relaxationseigen-
schaften eines initial lumineszenten Rutheniumkomplex nach Aminfunktionalisierung
verändern. Die starke Abnahme der Quantenausbeute ist dabei auf stabilisierte und desta-
bilisierte Energieniveaus, insbesondere der angeregten Zustände, zurückzuführen, sodass
ein nicht-lumineszenter Relaxationsweg bei raumtemperatur populiert werden kann.

Aufgrund ihrer intrinsisch geringeren Ligandenfeldaufspaltung sind diese Relaxationswege
über metallzentrierte Zustände typischerweise auch bei Eisenkomplexen wiederzufinden.
Zur gezielten veränderung der Energielandschaft, werden verschiedene Rückgratfunktion-
alisierungen bei N-Phenylpyrazol basierten Eisen(III)-Komplexen eingeführt und deren
Einflüsse untersucht. UV-Vis-Spektroskopie, X-ray absorption near edge structure (XANES)
und Valence-to-Core X-ray emission spectroscopy (VtC-XES) liefern dabei Einblicke in die
Auswirkungen der verschiedenen elektronenziehenden und -schiebenden Substituenten.

Die stark elektronenschiebenden Liganden eines dreizähnigen zyklometallierten Eisen(III)-
Komplexes führen dazu, dass das Metallzentrum sowohl chemisch reduziert, als auch
oxidiert werden kann, wodurch ein isostruktureller Komplex in drei Oxidationsstufen real-
isiert werden kann. Um diese Prozesse am Metallzentrum zu lokalisieren und ligandbasierte
Redoxprozesse auszuschließen, werden auch hier elementspezifische Röntgenmethoden,
besonders XANES und Core-to-Core X-ray emission spectroscopy (CtC-XES) eingesetzt.
Diese decken die oxidationsstufenabhängige Besetzung der d Orbitale sowie den resultieren-
den Spinzustand am Eisenatom auf und bestätigen so alle drei Oxidationsstufen.

Nicht nur die elektronische Struktur, sondern auch die damit zusammenhängende ge-
ometrische Struktur kann mit Hilfe von Röntgenspektroskopie untersucht werden. Es wird
gezeigt, wie die im Bereich der Komplexchemie eher weniger verbreitete Methoden XANES
und VtC-XES zum Nachweis und der Untersuchung von Hydriden in Kupferkomplexen
dienen können.
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INTRODUCTION

1.1 Outline

T ransition metal (TM) complexes can be utilized in various sustainable reactions, such

as photosensitizers in photocatalytic water splitting, as catalysts for the hydrogena-

tion of CO2 or C-H bond activation and functionalization processes. [1–5] In order to

investigate and improve these reactions, insight into the geometric and electronic structure

of the active metal center is necessary to understand the working principles. The aim of this

work is the combination of experimental spectroscopy and theoretical calculations to get

deep insights into the properties of TM complexes. For this purpose, the type of spectroscopy

must be specifically adapted to the respective system and its associated questions.

The geometric structure of most complexes is commonly investigated by X-ray scatter-

ing, vibrational spectroscopy, or nuclear magnetic resonance (NMR) spectroscopy. While

these standard methods are suitable for most systems, in some cases they reach their lim-

its. For hydride ligands, the small X-ray scattering form-factor hides the hydride electron

density next to the heavy TM. Furthermore, ligands, solvents, or co-reactants, can interfere

with complex associated vibrations [6,7] and paramagnetic substances provide broad and

shifted signals in the NMR spectra. Hard X-ray spectroscopy can overcome most of those

limitations since it is element specific and almost no restrictions on the state of the sample

or environmental variables exist. On the one hand, the excitation of the TM 1s electron into

unoccupied metal orbitals can be probed for geometry and oxidation state identification. On

the other hand, the emission process of the valence electrons can provide information about

the ligand orbitals, also including hydride ligands. Also, the electronic structure of metal

hydrides, potential photosensitizers or photoactive complexes can be examined with the help

of hard X-rays. In particular, the spin state and the associated oxidation state can be inves-

tigated with X-ray absorption and emission methods. Additionally, especially photoactive

complexes are primarily investigated using optical methods based on UV-Vis spectroscopy
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CHAPTER 1. INTRODUCTION

and electrochemical methods to observe optical properties and redox potentials. The analysis

of all these spectroscopic methods can often only be carried out phenomenologically or based

on literature reports for similar systems. This is where the potential of (time-dependent)

density functional theory (TD-)DFT becomes evident, which can be used to precisely analyze

the orbital levels and simulate the experimental spectra to gain additional information. This

work specifically showcases the potential of combining optical and X-ray based spectroscopic

methods with TD-DFT calculations across four distinct projects.

1.2 Methods

1.2.1 Tutorial: Hard X-ray Absorption and Emission Spectroscopy –
Method and Applications in organometallic chemistry

For the determination of the geometric and the electronic structure different analyt-

ical methods can be applied. In this work the focus is especially on X-ray absorption

and emission spectroscopy whereas (TD-)DFT calculations have contributed to the

understanding of these. Although X-ray spectroscopy methods are well established, they are

not regularly applied in the field of organometallic chemistry. In order to make the method

more appealing for chemists in this area, a tutorial, explaining the theoretical background

and the stepwise procedure for analysis but also showing exemplary applications, was

created.

Participations in this publication

L. Fritsch: Writing - Introduction, Physical Background, Data reduction and analysis (XANES,
XES), Limitations (RD), Applications (HERFD-XANES and VtC-XES)
M. Nowakowski: Writing - Instrumentation, Data reduction and analysis (EXAFS), Limitations (SA),
Applications (EXAFS characterizations and mechanistic studies)
M. Bauer: Writing - Review and Editing.

Reprinted from
Hard X-ray Absorption and Emission Spectroscopy – Method and Applications in organometal-
lic chemistry
L. Fritsch, M. Nowakowski, M. Bauer, Organometallics, 2024, submitted.
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Supporting Information Placeholder 

ABSTRACT: This tutorial introduces hard X-ray absorption and emission spectroscopy as powerful tools to answer questions in 

organometallic chemistry. Although the methods are well established, they are not yet regularly applied, but they are becoming 

increasingly important. By providing a concise introduction to the methods, along with their theoretical and experimental 

backgrounds, and by showcasing selected examples, this work aims to make hard X-ray spectroscopy more appealing to researchers 

in the field of organometallic chemistry.

1. INTRODUCTION 

X-ray absorption and emission spectroscopy (XAS, XES) are 

established methods in fields such as heterogeneous catalysis, 

materials science, geology, or physics,1–5 and gain more and 

more importance in organometallic chemistry due to their 

unique opportunities to provide structural details. As such, they 

nicely complement the more standard method portfolio of 

NMR, EPR, and Mößbauer spectroscopy or X-ray diffraction. 

They are the only techniques that can give information about 

electronic and structural properties independent of the state of 

aggregation and, as such, even in the presence of reactants 

under reaction conditions: they provide information about the 

oxidation state, distance, and type of neighboring atoms, 

geometry, and spin state, as well as HOMO (highest occupied 

molecular orbital) and LUMO (lowest unoccupied molecular 

orbital) details. They are thus highly suited to unravel structural 

details of organometallic compounds not provided by other 

methods and to study their reactions and dynamic behavior. We 

want to provide a comprehensive tutorial for researchers in the 

field of organometallic science. Therefore, first, the physical 

foundations of the methods and essential instrumentation are 

introduced, followed by data analysis in a step-by-step 

description. In the second part, instructive examples relevant to 

metalorganic research using hard X-ray spectroscopy will be 

discussed.  

2. PHYSICAL BACKGROUND 

Both XAS and XES are element-specific methods that make use 

of X-rays. In general, X-rays are short wavelength 

electromagnetic radiation ranging approximately from 10 nm to 

10 pm or from 125 eV to 125 keV.6 The range can be divided 

into soft and hard X-rays, whereas the boundary is not strictly 

defined but lies in an area around few keV.7 In this tutorial, only 

spectroscopy with hard X-rays in the K-edge energy regime of 

3d transition metals is discussed in detail. In order to create a 

spectroscopic signal, the binding energy of transition metal 1s 

core electrons has to be compensated by the absorption of an X-

ray photon. Since core states are involved, the energy between 

different elements is usually separated enough to probe only one 

type of element with a specific energy, even in elemental 

mixtures. Additionally, there are almost no limitations with 

respect to the sample environment in this energy range since air, 

solvents, and window materials are quasi-transparent. Thus, it 

is possible to irradiate the sample under diverse conditions with 

different experimental cell designs. 

  

Figure 1. a) Selected absorption edges (black) and K-edge emission bands 

(blue). b) Exemplary Ru K- and L- absorption edges (Figure created with8). 

 

 

a) b) 
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Figure 2. Schematic representation of the main K-edge transitions discussed in this tutorial using the example of a 3d metal. EXAFS and XANES refer to 

Chapter 2.1, while VtC-XES, CtC-XES, and HERFD-XANES refer to Chapter 2.2. 

 

When the sample absorbs X-ray energy higher than the 1s 

binding level, electrons are excited into empty bound states or 

continuum levels at higher incident energies, and finally, 

photoelectrons are created. The absorption leads to a sharp 

increase in the absorption probability, also called absorption 

edge. Depending on the principal and orbital quantum numbers 

of the origin orbital of the excited electron, absorption edges 

are designated differently (see Figure 1).6 The strong rise 

resulting from a 1s excitation is called K-edge. Transition metal 

K-edge energies for 3d and 4d metals range from 4.492 keV 

(Sc) to 26.711 keV (Cd) and are thus covered by most hard X-

ray synchrotron beamlines, such as ID26 (2.4-27 keV)9 or 

BM30 (4.8-40 keV)10 at ESRF, P64 and P65 at DESY (4-44 

keV)11,12, 6-2b at SLAC (5-18 keV)13, BALDER at MAX IV 

(2.4-40 keV)14 or I18 (2-20.5 keV)15, B18 (2-35 keV)16 and B20 

(4.5 -20 keV)17 at Diamond Light Source. The typical 

absorption and emission experiments outlined in the following 

can be performed within this energy range. This tutorial will 

focus on K-edge spectroscopy, especially for 3d transition 

metals as used in many organometallic studies. Special 

attention will be paid to the static X-ray absorption near edge 

spectroscopy (XANES) and the extended X-ray absorption fine 

structure (EXAFS), the emission methods: Core-to-Core (CtC) 

or K1,3, Valence-to-Core (VtC) or K2,5, and high energy 

resolution fluorescence detected (HERFD)-XANES. The 

corresponding transitions are depicted in Figure 2 and are 

explained in more detail in the following sections. 

2.1 X-ray absorption spectroscopy (Figure 2 left) provides 

information about the oxidation state, coordination geometry, 

and ligand environment of complex organometallic compounds 

in the solid, solution, or gas phase. It is the only spectroscopic 

method that directly provides bond lengths. Absorption of 

monochromatic high-energy X-rays leads to the excitation of a 

core electron to an unoccupied LUMO state or the continuum, 

depending on the incident energy of the photon. Thus, the beam 

which passes through a homogeneous sample of the thickness t 

is attenuated. The linear absorption coefficient 𝜇(E) can be 

determined by recording I0(E) and I(E) as the incident and 

transmitted X-ray intensities in the function of the incoming 

energy E. According to Lambert-Beer’s law:18   

𝐼(𝐸) = 𝐼0(𝐸)𝑒−𝜇(𝐸)𝑡 (1) 

Depending on the energy, typical changes in the absorption 

coefficient occur. It decreases continuously smooth with higher 

energies due to a decrease in the probability of absorption, 

which is directly proportional to the absorption coefficient. It 

can be approximated as a relation between the atomic number 

Z and the X-ray energy E (𝜇~Z4/E3), leading to a decrease of 

about 1/E3. As the binding energy of the core-electrons E0 is 

exceeded, an abrupt increase of the absorption coefficient 

named absorption edge is observed. With increasing energy E 

of the incident X-ray beam, the excess energy E-E0 is 

transferred to the created photoelectron that propagates away 

from the absorbing atom with the wavelength λ and wave vector 

k.6 

𝜆 =
2𝜋

𝑘
  𝑤ℎ𝑒𝑟𝑒  𝑘 = √

2𝑚

ℏ2 (𝐸 − 𝐸0)  (2) 

 

Due to the interference of the outgoing photoelectron wave and 

the wave backscattered at neighboring atoms, a fine structure 

with oscillations in the absorption coefficient can be observed 

after the absorption edge. Three characteristic regions can 

accordingly be found in XAS spectra as shown in Figure 3a: 

The pre-edge part, the edge region typically whin 40 eV above 
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the edge, and the EXAFS region, which can continue for more 

than 1000 eV above the absorption edge.6 

 

The Pre-edge region is often included in the XANES region 

and shows a decreasing absorption probability with incoming 

energy until the energy of a specific transition is reached. This 

signal is called the pre-edge feature or just “pre-peak”. It is 

usually assigned to 1𝑠→ 𝑛𝑑 transitions, but in fact, the LUMO 

levels are the final states here. Thus, they are better described 

as 1𝑠→𝑛𝑑/(𝑛+1)𝑝 transitions.19 Since s→𝑑 transitions are 

dipole-forbidden, only weak quadrupole transitions are 

possible for pure 𝑑 states.7 However, coordination symmetry-

dependent hybridization of metal-p with metal-d orbitals results 

in an increased intensity of this signal by partial dipole 

transition character. In this way, the pre-peak contains 

information about the coordination geometry in metal 

complexes. Additionally, the shape of the pre-peak provides 

information about spin states when more than one d-orbital as 

the final state is available. In this case, multiplet effects become 

visible, leading to different shapes due to the final state energy 

splitting as a function of crystal field strength given by the 

Tanabe-Sugano diagrams.20 Last, the energy of a pre-peak can 

provide information about the oxidation state. The core orbitals 

of 3d metals are more influenced by the effective nuclear 

attraction force than the valence orbitals, leading to a shift to 

higher signal energies for higher oxidation states and vice 

versa. However, different ligand environments can 

significantly influence this shift because the ligand properties 

affect the valence energy levels, changing the effective nuclear 

charge as well. Thus, pre-peaks should be compared with care 

if different coordination environments are present.  

 

The XANES region comprises the rising edge and the “white 

line.” The term “white line” originates from the early days of 

XAS when spectra were recorded in photographic films and 

 

 
Figure 3. a) X-ray absorption spectrum of a Fe complex with pre-edge 
(green and zoom in), XANES (blue), and EXAFS (red) part. b) X-ray 

emission spectra of a Cu complex. K1,2 (green), K1,3 (blue) and K2,5. 

Spectra with given multiplication factors to display the intensity ratios. 

the most intense absorption appeared as the brightest areas in 

the film.21 It denotes the first resonance after the absorption 

edge. The intense features here can be mainly attributed to 

dipole-allowed 1s→4p excitations. The most common usage of 

the XANES region is an oxidation state analysis using the edge 

position. Several approaches exist to determine the edge 

position (E0, Figure 4a) from experimental data. The local 

maximum of the first derivative can be used,22 but it must be 

noted that the determined value is beamline-dependent and can 

be affected by pre-edges and ligand contributions. The same 

limitations apply basically to the even more straightforward 

approach in which the absorption threshold is read out at 

exactly 50 % of the jump. An oxidation state change by one is 

typically accompanied by an edge shift of ~1-2 eV but can 

amount to 5 eV if ligands and local geometry change.23 For 

further details and an example of this procedure, see the data 

analysis section. It is also possible to enhance spectral 

resolution by collecting high energy resolution fluorescence 

detected (HERFD-) XANES spectra, which is explained in the 

X-ray emission section.  

 

The EXAFS region at higher energies results from 

1s→continuum transitions and is characterized by oscillations 

that continue well above the edge. The ejected photoelectron 

can be understood as a spherical wave with respective µ(E) 

monotonically decreasing as an energy function for isolated 

atoms (Figure 4a). For X-ray absorbing atoms in a complex, the 

variation of absorption coefficient is caused by the interference 

of the outgoing photoelectron wave with the incoming one at 

the position of the absorber (Figure 4b).6 By analysis of these 

modulations, the type, number, distance to a metal center, and 

disorder of the neighboring atoms can be obtained. Thus, this 

technique is especially valuable for structural analyses of 

chemical systems where diffraction methods are not applicable,  

 

e.g., in solution or non-crystalline samples. It has, however, to 

be emphasized that coordinating atoms that are neighbors early 

(Z<19) in the periodic table cannot be distinguished by EXAFS 

spectroscopy, and very light ligands such as hydrides are 

EXAFS silent as they do not contribute visibly to the EXAFS 

oscillations.24–26 To isolate the oscillatory fine structure from 

the spectra, an atomic background 𝜇0(E) is subtracted from the 

measured absorption coefficient. This atomic background 

cannot be calculated a priori and must be identified in a 

heuristic way. The difference is normalized to this background 

at E0, yielding the isolated EXAFS oscillations χ(E): 

𝜒(𝐸) =
𝜇(𝐸)−𝜇0(𝐸)

𝜇0(𝐸0)
  (3) 

 

This expression can be converted from E dependence to k 

dependence by Eq. 2 to obtain χ(k). Using the single scattering 

approximation, Stern, Sayers, and Lylte found an expression for 

χ(k), now called the standard EXAFS equation (eq. 4): 6  

 

𝜒(𝑘) = ∑ 𝑁𝑗

𝑗

𝑆𝑖(𝑘)𝐹𝑗(𝑘) 

exp(−2𝜎𝑗
2𝑘2) exp (−

2𝑟𝑗

𝜆𝑗(𝑘)
)

sin (2𝑘𝑟𝑗+𝜙𝑖𝑗(𝑘))

𝑘𝑟2
𝑗

  (4) 

 

 

Figure 3. a) X-ray absorption spectrum of an Fe complex with 

pre-edge (green and zoom in), XANES (blue) and EXAFS (red) 

a) 

b) 
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• Nj: Number of atoms in coordination shell j. One 

coordination shell is built from the same type of atoms at 

a similar distance. 

• Si(k): Amplitude-reducing factor - accounts mainly for 

multiple excitations (so-called many-body effects) in the 

absorbing atom i. The photoelectron loses kinetic energy 

by imparting energy to another atom’s electron and 

appears at a higher binding energy in the spectrum.  

• Fj(k): Backscattering amplitude from each neighboring 

atom in coordination shell j. 

• j
2: Mean square half-path displacement for scattering 

path j – describes the static and dynamic disorders of the 

system (Debye-Waller-like factor). The static disorder 

results from varying distances between atoms of the same 

coordination shell and the absorbing atom. The dynamic 

disorder is caused by lattice vibrations dependent on 

temperature. 

• exp(−
2𝑟𝑗

𝜆𝑗(𝑘)
) accounts for the photoelectron lifetime 

decrease due to inelastic interactions with nearby 

environment and is characterized by inelastic mean free 

path length λj(k). 

• 1/krj
2: Reflects the decrease in intensity of the outgoing 

photoelectron wave with distance rj to the absorber. Thus, 

the nearest neighbors dominate EXAFS, and 

contributions from more distant shells are represented 

weakly. 

• sin(2krj+ϕij(k)): Sinusoidal oscillations as a function of 

interatomic distances and the phase shift ϕij(k).  
 

 
 
Figure 4. Schematic representation of the absorption process and the 
resulting absorption spectrum of an isolated atom (a) and an absorbing atom 

surrounded by neighboring atoms (b). 

 

This approximation is adequate in many circumstances. It 

simplifies the theoretical description, assuming the EXAFS 

region is dominated by single scattering effects of the electron 

wave propagating through a largely constant electronic 

potential, and multiple scattering is important only under 

certain conditions. In contrast, XANES is dominated by 

multiple scattering due to the low kinetic energy of the 

photoelectron. The more sophisticated approach assumes the 

possibility of scattering the photoelectron wave on multiple 

atoms before returning to the source atom. In the frame of 

Multiple Scattering theory 27–30, such multiple scattering paths 

can be linear or triangle; all other paths can usually be 

neglected. Scattering paths are calculated ab-initio based on the 

initial structural model, for example, with the FEFF, GNXAS, 

or Excurve software,31 and fitted to the experimental spectra. 

The most important benefit of the multiple scattering approach 

is a more detailed insight into the Debye-Waller factors and 

local angles in multiple scatters.28,32,33  For linear ligands such 

as CO and CN-, so-called forward-scattering due to the colinear 

arrangement of M-CO and M-CN must be considered in the fit 

procedure to achieve correct coordination numbers.34,35 Insights 

on theoretical EXAFS equation fitting to the data are discussed 

in detail in the Data reduction and analysis section. 

 

 2.2 X-ray emission spectroscopy (Figure 2 right) describes 

the detection of emissive relaxation following an absorption 

process to access information, especially about the electronic 

structure and ligand environment. After the photoabsorption, 

two relaxation channels mainly compete. In the radiative 

pathway, called X-ray emission, an electron of a higher energy 

level fills the core hole. The excess energy is released as X-ray 

fluorescence, according to the Energy Conservation Rule.  On 

the contrary, in the non-radiative Auger effect, one electron 

refills the core level, and the excess energy is carried by a 

second electron, which is promoted into the continuum.6 The 

ratio of both competitive processes (fluorescence vs. Auger) 

increases with transition energy: for elements heavier than the 

gallium radiation pathway dominates36. X-ray fluorescence 

detection is standard for molecular materials since detecting 

Auger electrons is only possible for near-surface regions or 

interfaces and requires UHV conditions, which makes in-situ 

studies very challenging. Thus, we only address the 

fluorescence relaxation methods here.  

The described fluorescence can also be considered as a two-

step photon in/photon out process or inelastic scattering 

process. A few words about the underlying physics might be 

appropriate here. In a second-order perturbation picture with 

one photon absorbed (annihilated) and one created, the 

obtained cross-section is the Kramers-Heisenberg formula37  

and can be simplified as follows.38 

𝜕2𝜎

𝜕𝐸𝜕𝛺
 =  𝑟𝑒

2 𝜔𝑜𝑢𝑡

𝜔𝑖𝑛
∑ |∑

〈𝑓|𝑇∗|𝑛〉〈𝑛|𝑇|𝑔〉

𝐸𝑔−𝐸𝑓+ℏ𝜔𝑖𝑛−𝑖Γ𝑛/2𝑛 |𝑓

2

∙ 𝛿(𝐸𝑔 − 𝐸𝑓 +

ℏ𝜔𝑖𝑛 − ℏ𝜔𝑜𝑢𝑡)  (5) 

The formula provides the double differential cross section 𝜎 of 

the emission of a photon with energy ℏ𝜔𝑜𝑢𝑡 after the excitation 

of a photon with energy ℏ𝜔𝑖𝑛. |𝑔⟩ is the ground state, |𝑛⟩ is an 

intermediate state, and |𝑓⟩ is the final state. Eg and Ef represent 

the energy in each state, respectively. 𝑟𝑒 describes the electron, 

radius, and 𝛿 delta function that conserves energy. T and T* are 

transition operators, and 𝛤n represents the line broadening 

based on the lifetime of the core hole, i.e., the transition state n. 

δE denotes energy, and δΩ the solid angle. The formula 

describes various scattering techniques, including resonant and 

non-resonant X-ray emission spectroscopy.39 If the 1s electron 

is excited well above the edge, the emission does not change 

with excitation energy (non-resonant XES). However, suppose 

the incident energy is tuned in the vicinity of the absorption 

edge. In that case, the fluorescence intensity is strongly 

modulated by the absorption probability and is called resonant 

inelastic X-ray scattering (RIXS) or resonant X-ray emission 

spectroscopy (RXES).40–42 The fluorescence lines are 

designated differently depending on the orbital from which the 

relaxing electron originates (see Figure 1a). The resulting 

spectra, including the intensity ratios, are given in Figure 3a. 

a) b) 
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The Kα line is the lowest energy emission in K-edge 

spectroscopy. The 1s core hole is filled by an electron of the L-

shell (2p). Due to the different spin quantum numbers at the 2p 

level, two lines are observed according to the total angular 

momentum: Kα1 (2p3/2) and Kα2 (2p1/2). These transitions show 

the highest fluorescence yield due to maximal overlap between 

the initial and final state and, thus, the highest intensity (see 

Figure 3).43 Therefore, it is beneficial for detecting HERFD-

XANES spectra (vide infra). 2p-3d exchange interaction 

broadens the full width at half maximum (FWHM) of the 

Kα1line with increasing valence shell spin state. Thus, it can, in 

principle, be used to determine the oxidation state in 

organometallic complexes. However, it must be noted that for 

precise determination, the core hole effects need to be taken 

into account. This issue becomes less important in covalent 

compounds due to the screening effects of ligand electrons.44  

The K line reflects transitions from higher energy core (3p) 

and valence(3d) orbitals to the 1s orbital and is chemically 

more sensitive. Compared to the Kα line, the p-d overlap and 

exchange interactions are larger and stronger. For the K1,3 or 

K mainline transition (Figure 3b), the spin-orbit interaction is 

much weaker (~ 1 eV) than for Kα (~ 10 eV).41 Thus, the 

observed splitting does not originate from spin-orbit coupling 

but is due to modulations of the exchange integrals between the 

3p hole and the valence electrons in the final state. It can be 

understood in a multiplet framework yielding two peaks 

assigned to K1,3 as the main peak and K’ as the low-energy 

shoulder (Figure 5).40,45 In the case of a d5 high spin system, the 

intermediate states after photoionization are 5,7S if the 

continuum electron is excluded. For the final states, the 

selection rules S=0 and L=0,1 apply, making 5,7P final 

states conceivable. While the 7S intermediate state can only

 
Figure 5. Top: Exemplary K1,3 spectra of a FeIII low spin and a FeIII high 

spin complex. Bottom: Resulting multiplets (top: initial state, bottom: final 

state) leading to the respective energy splitting.19  

relax into one 7P state, there are two possible 5P final states to 

relax the 5S intermediate state. One of those contains a 3p 

electron with antiparallel spin with respect to the 3d electrons, 

characterized by increased energy compared to the 7P state.  The 

low-energy 5P state originates from symmetry mixing in the 

core hole excited state, which can be viewed as a spin flip in 

the 3d shell due to the interaction with a core hole.39 The 

significant energy difference between the 7P (and low-energy 
5P) state, which is responsible for the K1,3 line, and the high-

energy 5P state, which is responsible for the K' signal, finally 

explains the shape of this emission line for high-spin systems. 

In low-spin systems, the energy difference between the final 

states 3H and 1H is significantly smaller, so both signals 

strongly overlap, and only a low-energy shoulder is detectable. 

Thus, it is also apparent that the K mainline is also sensitive 

to covalency effects, which strongly influence the valence 

electrons.46,47  

Furthermore, weak signals on the high-energy side close to the 

absorption edge energy are visible. They arise from transitions 

between the valence orbitals (HOMO levels) and the metal 1s 

shell and are named K2,5 or Valence-to-Core (VtC) transitions. 

They consist of the higher intensity K2,5 peak and the K’’ 

satellite. Since the valence orbitals of organometallic 

complexes usually have high d-character, the hybridization 

with ligand orbitals leads to a detectable intensity, which is still 

about 100 times lower than for dipole-allowed and 

energetically lower-lying K1,3 transitions. While the K2,5 

peak emerges from the transitions of electrons in the valence 

molecular orbitals (ligand p- and metal p- and d-character), the 

latter arise from molecular orbitals with mainly ligand s-

character with metal p- and d-contribution. The splitting 

between both is based on the differences in binding energy 

between the ligand s and p orbitals, which makes it possible to 

distinguish between ligands with similar atomic numbers like 

O, N, and C. As such, VtC-XES is able to overcome some 

limitations of EXAFS. Even light elements, especially 

hydrogen in hydride complexes, can be detected and 

investigated by VtC-XES.48–51 Thus, information can be 

provided not just about the electronic structure like in Kβ1,3 but 

also about the atomic structure like ligand type and geometry. 

For the analysis, ground state DFT calculations play a 

significant role, as they usually accurately reproduce the 

spectra. Thus, VtC-XES is a method with high potential for 

characterizing electronic structures in metal complexes.52,53  

HERFD-XANES, as mentioned above, can be obtained by 

recording the intensity of various emission processes while 

sweeping the incident energy over an absorption edge.54 In the 

range of hard X-rays, it can be assumed that there is a sufficient 

proportionality between the measured intensity of the 

fluorescence process, described by the Kramers-Heisenberg 

formula (1.5), and the linear absorption coefficient.55 

According to the Heisenberg Uncertainty Principle, the energy 

resolution of an experiment is limited by the lifetime of the final 

state. Extracting information from pre-peak and the edge in 

conventional transition metal K-edge XANES spectra can be 

imprecise due to this core-hole lifetime broadening of the 1s 

electron hole, which smears out pre-peak and edge signals. The 

HERFD-XANES spectrum is recorded indirectly via distinct 

secondary fluorescence processes whose final state is a 2p (Kα) 

or a 3p (Kβ) core hole, having an elongated lifetime with 

respect to 1s.56 An example of a HERFD-XANES compared to 

a conventional XANES spectrum is given in Figure 6. 
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Figure 6. Comparison of conventional and HERFD-XANES spectra of a 
CuII compound. 

 

3. INSTRUMENTATION 

3.1 Synchrotron as an X-ray radiation source. A synchrotron 

is an X-ray source used primarily for scientific purposes. A 

general scheme of synchrotrons is shown in Figure 7. Electrons 

are generated by the electron gun (A), which consists of a hot 

tungsten rod (2800 K) from which thermal electrons are ejected 

and accelerated in the electric field. Next, the electrons are 

directed to the linear accelerator (B), accelerated to MeV 

energies, and directed to the first circular accelerator, the 

Booster (C). Here, they gain energy of a few GeV and are 

injected into the storage ring (D).57 Bending magnets are used 

to maintain a circular orbit and serve as radiation sources. On 

straight fragments, insertion devices in the form of wigglers 

and undulators are installed, where the electron beam interacts 

with periodically changing external magnetic fields to generate 

strong and coherent X-ray radiation beams. During the 

interaction with magnetic fields, electrons lose energy, which 

must be replenished to slow down the decrease in ring current. 

For that, superconducting radio-frequency cavities are 

installed. Modern synchrotrons work in top-up mode to 

compensate for the current loss, where electrons are frequently 

injected into the ring in small doses to maintain current changes 

 

 

Figure 7. Schematic of 3rd generation synchrotrons with the most important 
elements marked. 

in 1-2 % of the designed value. It must be stressed that an ultra-

high vacuum (UVH) is maintained in all synchrotron 

components to avoid electron scattering on gas particles. In the 

outer tangential arms (E), synchrotron radiation is utilized.  

3.2 Sources and properties of synchrotron radiation (SR). 

Synchrotron radiation is generated in bending magnets and 

insertion devices due to the interaction of relativistic electron 

bunches with external magnetic fields and is emitted 

tangentially to the direction of movement of charged particles. 

Except for the required high stability, the properties of 

synchrotron radiation are:7,58  

1) Very high intensity, over 12 rows of magnitude higher 

than conventional X-ray tube source,  

2) Broad and tunable energy range: from infrared to hard 

X-ray radiation 

3) Small collimation angle, thus high flux, brilliance, 

and coherence of the emitted radiation 

4) Discrete temporal structure  

5) High degree of radiation polarization in the plane of 

the accumulation ring 

 

 Sources of synchrotron radiation.  Bending magnets have a 

dual function in synchrotrons. Their primary task is 

maintaining the circular trajectory of electrons in the storage 

ring. Additionally, they act as sources of synchrotron radiation.   

They produce a broad spectrum of radiation in short pulses. 

Such a source can be characterized by a critical wavelength 𝜆𝑐 

below and over which 50% of the radiation flux power is 

emitted. Figure 8a) presents a bending magnet’s scheme, 

temporal pulse pattern, and emittance profile. A single bending 

magnet produces a short pulse of a broad energy range. On the 

contrary, insertion devices are divided into two types: wigglers 

and undulators. Both consist of stacked pairs of 

superconducting magnets with alternate polarity and produce 

much more intense radiation than bending magnets. Electron 

bunches entering a device are forced to oscillate in the plane of 

the device with a changing magnetic field. With every wiggle, 

a portion of the radiation is emitted. The final properties of the 

emitted radiation are determined by the device’s parameters: 

total length, number of magnet pairs, the distance between the 

magnets, magnetic field strength, and electron energy. Wigglers 

can be understood as the equivalent of a series of bending 

magnets stacked together (Figure 8b). The relative oscillation 

amplitude is large enough that the narrow emission cone leaves 

the detector plane, adding the radiation incoherently. Thus, the 

observed radiation's temporal structure is like a series of pulses 

from bending magnets. However, the total brightness of an N-

magnet pair wiggler is N- times higher than that of a single 

bending magnet. The difference between a wiggler and an 

undulator (Figure 8c) is subtle but crucial. The electron 

oscillation amplitude is smaller in undulators, and electron 

wiggles have a smaller curvature angle than the natural 

emittance angle. As a result, radiation emitted from every 

wiggle interferes with each other, forming a coherent beam that 

maintains its collimation in both horizontal and vertical axes. 

Therefore, the undulator produces a radiation N2 times more 

intense than BM with a very narrow energetic profile.59   
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Figure 8. X-ray sources/ insertion devices at the synchrotron and their 
emittance profile: a) bending magnet, b) wiggler, c) undulator. 

2.3 Hard X-ray beamline optics. Every beamline can be 

divided into optical and experimental parts. This section will 

present typical optical parts to produce monochromatic hard X-

rays and provides technical language to new experimentalists. 

Vital elements of every beamline are shown in Figure 9, which 

shows the hard X-ray spectroscopy beamline P64 of Petra III, 

DESY (Hamburg) 60. 

Slits. The beam is formed when the radiation enters the optic 

area through the entrance slit. Slits form the beam shape, 

quench the scattered radiation, and divide the beamline into 

sections where it is technically easier to maintain UHV. The slit 

window on the beam path is composed of weakly interacting 

material, like Kapton® or Beryllium.  

Double crystal monochromator (DCM). Monochromators are 

used to obtain a beam with a narrow energy profile. Usually, a 

Double Crystal Monochromator (DCM) composed of two 

parallel Si or Ge monocrystals of the same crystal lattice cut is 

used on a hard X-ray beamline. This arrangement is chosen to 

achieve a better energy resolution and allow the X-rays to exit 

the optics with only a slight offset from the storage ring plane. 

Energy selection is achieved by diffracting the incoming beam 

on the crystal surface according to the Bragg law:  

𝑛𝜆 = 2𝑑𝑠𝑖𝑛(𝜃)  (6) 

λ is the wavelength to be selected, d is the crystal lattice plane, 

and θ is the required incidence angle or Bragg angle. The n is a 

natural number defining the order of reflection. First-order 

reflections are chosen, although higher-order reflections might 

and can cause artifacts in the spectra.  

Mirrors. The typical following elements on the beam path are 

mirrors. They focus the beam in horizontal and vertical 

directions and act as a filter to eliminate higher harmonics from 

the monochromator. An optimal design contains two toroidal or 

cylindric Kirkpatrick-Baetz mirrors aligned at 90° to each 

other, with the beam hitting their planes at an angle smaller than 

the critical angle. The most common material used in mirror 

manufacturing is Si or SiO2 coated with layers of heavy metals, 

like Pt, Rh, Ni, and Au, depending on the dedicated working 

energy of the beamline. For example, at the P64 beamline in 

DESY, the source is a 2 m undulator, and the dedicated energy 

range is 4-44 keV.11  

2.4 The experiment. As described above, the main task of the 

monochromator is to select the energy from the incoming beam 

utilizing the Bragg condition. After passing through the system 

of mirrors and slits, the formed beam enters the experimental 

area. Although numerous experiments could be conducted, we 

will focus on two types: X-ray absorption (XAS) and X-ray 

emission spectroscopy (XES). For XAS, three ways of 

measuring μ(E) are typically applied:61,62 transmission, total 

fluorescence yield (TFY), and total electron yield (TEY).63  

Since total electron yield detection is highly surface sensitive 

and requires ultra-high vacuum, it is not further discussed here. 

On the other hand, in XES, there are two types of measurements 

depending on which geometric solution is chosen: Johann 

(scanning) and von Hamos (energy dispersive). XES 

geometries can also be used to perform high-resolved 

fluorescence-detected XANES (HERFD XANES). 

Transmission XAS. The simplest experimental setup is the 

transmission mode shown schematically in Figure 10a). This 

method measures the beam intensity using ionization chambers 

before (I0) and after (I) interaction of the beam with the sample 

S. According to eq. 7, the absorption coefficient can be derived 

as a function of the incident beam energy μ(E):  

𝜇(𝐸)𝑑 = ln (𝐼
𝐼0

⁄ )   (7) 

To calculate the gas composition in the ionization chambers, 

freeware software like Hephaestus (Demeter)64 or XAFSmass65  

can be used. The choice of the gas composition depends on the 

probed energy range. The transmission method can be applied 

for thin, homogenous, and low-concentrated samples. A sample 

that is too concentrated will absorb too much beam to be 

detected by the second ionization chamber. The ideal range of 

observed edge jumps to allow reliable EXAFS analysis is 

a) 

b) 

c) 

X-Ray source

DCM

KB mirror, 
vertical focusing

Slit Slit

Slit

KB mirror, 
horizontal
focusing

Experiment 
hutch

Figure 9. General scheme of a hard X-ray spectroscopic beamline with undulator X-ray source and the most important elements marked. The order and 

details of the elements might vary, depending on the individual solutions. 
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around 𝜇(𝐸)𝑑 = 0.3 − 1.5.66 It is worth noting that the 

thickness and concentration have convoluted effects. Thus, 

there is reasonable flexibility in sample preparation concerning 

concentration and sample thickness combinations.  

Fluorescence XAS. For inhomogeneous and low concentrated 

samples with an edge jump below 0.2, fluorescence detection 

is advantageous,67 schematically shown in Figure 10 a). Total 

fluorescence yield XAS is slightly more complicated in an 

experimental sense due to the detectors used and additional 

physical effects that need to be considered. Emitted X-ray 

fluorescence intensity upon creating a core hole is directly 

proportional to the number of created vacancies, i.e., the 

absorption coefficient, and the following ratio applies:  

𝜇(𝐸) ≈
𝐼𝑓

𝐼0
⁄   (8) 

Here If is the fluorescence intensity recorded by the detector. In 

the experiment, the beam hits the sample at a 45° angle, while 

the detector is typically also oriented at 45° to the sample, thus 

at 90° to the incoming beam. During the beam’s interaction 

with the sample, elastic scattering is produced. According to the 

Klein-Nishina formula68, the lowest yield of the elastic 

scattering to the background can be achieved when the beam 

and the detector are at 90°. For signal detection, a simple 

avalanche photodiode, a passivated implanted planar silicon 

(PIPS),69,70 a silicon drift detector (SDD),71 or a hyper pure 

germanium detector72  can be used. 

Scanning XES. X-ray emission spectroscopy records a relation 

between the X-ray fluorescence intensity and its energy. 

Therefore, the applied setup must have a detection resolution 

of 1 eV. Although standard X-ray photon counting detectors 

used in XAS cannot accomplish this task, the addition of 

analyzing crystals allows for obtaining a spectral resolution of 

around 1 eV. In standard applications for XES, the analyzer is 

composed of a grid of analyzer crystals. They have very narrow 

diffraction solid angles, but a matrix of such crystals can 

effectively compensate for that.73–75 Typically, analyzers are 

bent spherically or in the dispersive axis direction76. Figure 10 

shows two different spectrometer geometries – 10 b) shows a 

scanning X-ray spectrometer with spherically bent analyzer 

crystals, where the source, analyzer, and detector are on a 

Rowland circle (dashed line). The proposed solution is called 

Johann or Johannsson spectrometer.77 In Johann's geometry, the 

analyzing crystals are bent in the plane of the Rowland circle. 

However, they do not match the curvature of the circle, which 

causes a loss of the spectral resolution.76 The Johansson 

geometry provides analyzing crystals with the curvatures of the 

Rowland circle. Spectrometers based on the Rowland circle 

work in scanning mode: with fixed incident energy, the 

emission is recorded by stepwise changes of the Bragg angle 

(movement of the analyzers and diode along the Roland 

geometry). With this, the energy of the X-rays diffracted by the 

analyzer is varied. They also provide the highest intensities of 

the recorded X-ray fluorescence.   

Energy dispersive XES. In the energy dispersive von Hamos 

geometry (Figure 10c), the analyzer is cylindrically bent 

perpendicular to the dispersive plane. Theoretically, the energy 

resolution is the same as in scanning XES geometry, but due to 

deviations from a point source, a slightly reduced resolution is 

observed in practice. Energy dispersive area detectors are used 

for signal detection, allowing for measuring the full XES 

spectrum in a “single shot”. Current applications of the von 

Hamos spectrometers span from synchrotron experiments, both 

static and time-resolved, to free electron lasers.78–85 Energy-

dispersive spectrometers can significantly facilitate HERFD-

XANES and XES acquisition at the expense of spectral 

resolution and signal quality.  

High energy resolution fluorescence detected XANES. Closely 

connected to X-ray emission spectroscopy is HERFD-XANES, 

as described above. To record HERFD-XANES spectra, the 

intensity of a single fluorescence channel, selected with the 

analyzer crystals, is monitored with a resolution smaller than 

the lifetime broadening while sweeping the incident energy of 

the double crystal monochromator. Usually, the maximum of 

the Kα or Kβ main line is used for this purpose.86 

Ultrafast pump-probe X-spectroscopy. While time-resolved 

experiments are most known for ultrafast serial X-ray 

crystallography,87–90 X-ray emission and absorption 

experiments can also be conducted in a similar scheme. The 

experiments can be carried out using synchrotron pulsed beam 

patterns for processes slower than 100 ps or dedicated X-ray 

free electron lasers if a better time resolution is required.91 The 

described methods can, in principle, all be implemented for 

such measurements, i.e., both XAS 92–94 and XES.95 From an 

experimental point of view, the drawback here is the basically 

mandatory application of a liquid jet for sample delivery. Only 

in this case can radiation damage by the intense X-ray (and 

optical) laser pulses be avoided (sec. 2.5).  

 

Figure 10. Schematic representation of the a) transmission XAS and TFY 

XAS. b) Scanning Johann or Johannsson type XES spectrometer and c) 
Dispersive von Hamos XES spectrometer. 

a) 

b) 

c) 
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2.5 Sample delivery systems. X-ray spectroscopy is element-

selective and bulk-sensitive. Therefore, one can probe 

numerous types of samples in all states of matter. For 

metalorganic purposes, typically solid and liquid samples are 

used, and thus, we will focus on such systems and present 

selected experimental approaches.  

Supported wafers. The simplest way to prepare a homogenous 

sample is to prepare a wafer or pellet. Solid samples in that 

form can be used for transmission and fluorescence 

measurements. Transmission pellet samples are prepared as a 

mixture of the sample with a binder, for example, BN or 

cellulose. While preparation of BN supported samples requires 

a bit of experience, cellulose is an easier to handle alternative, 

although it is not as inert as BN. For the investigation of 

sensitive samples, preparation can be conducted in glove boxes 

using degassed and dried binders. Such wafers provide a 

significant degree of flexibility regarding absorber 

concentration and sample environment control. The required 

amount of substance can be calculated using, for example, the 

program XAFSMass.65  

Solid powders. If the sample amount is too low to prepare a 

good pellet or the concentration plays an essential role in the 

measurement, a pure powder sample can be measured. The 

powder must be as homogenous as possible, and small particle 

sizes are required. To seal sensitive samples, they can be 

prepared between two layers of Kapton®. Alternatively, the 

powder sample can be glued on a Kapton® tape or formed into 

a thin layer by solvent evaporation. Ultimately, very sensitive 

samples can be stored and measured in silica capillaries.  

However, capillary effects can change total sample thickness 

and density, thus affecting the spectra.  

Liquid cells. Next to solid samples for fundamental 

characterization, liquid cells play a crucial role in metalorganic 

applications. Figure 11 displays various cell types for 

measurements in solution.96  For metalorganic systems, the 

preferred cell body material is inert. Thus, Teflon® or PEEK 

are the best choices, while stainless steel or other metals should 

be avoided as they might interfere with the chemical reaction 

under investigation. As a prerequisite for X-ray experiments on 

potentially sensitive complexes, Schlenk conditions need to be 

enabled. Thus, the cells need to allow the application of vacuum 

and inert gas atmospheres. Cell (1) in Figure 11 is a commonly 

used design for this purpose. Kapton® is used as a highly X-

ray transparent window material. Although it is considered 

chemically inert, it always has to be kept in mind that very high 

X-ray intensities or radical reactions could induce reactive 

species from the polyimide Kapton®. Since Teflon is especially 

a rather ductile material, the window can be effectively pressed 

onto the cell body, resulting in an effective sealing that allows 

vacuum pressures down to 10-3 mbar. The gas atmosphere can 

be supplied via HPLC fittings, and reactants can be added under 

stirring via a septum. Cell type (2) can be used to allow 

measurements under elevated pressure. To maintain a flat 

window with increased pressure inside the cell, the windows 

for the X-ray need to be minimized. Instead of a septum, an 

additional HPLC fitting is used to add reactive gases or liquids. 

Cell (1) can be used for transmission and fluorescence 

measurements, while type (2) can only be applied in 

fluorescence experiments, which allows a flexible operation in 

both conventional and XERFD-XANES or XES experiments. 

Several cell designs exist for electrochemical experiments, one 

is shown as (3) in Figure 11.97 It is configured in a three-

electrode geometry to provide a flexible exchange of electrode 

types and application of inert gas. Compared to optical spectro-

electrochemical cells, the sample volume in X-ray absorption 

and emission experiments cannot be that small; therefore, 

measurements in such cells need to be considered as bulk 

electrolysis experiments, which could intrinsically suffer from 

the known problems such as back reactions or incomplete redox 

product formation. If successful, such measurements can be 

important since reference spectra for different oxidation states 

can be generated in cases where no solid reference compounds 

are available. Moreover, potential reaction intermediates can be 

prepared and investigated. This is even more vital for a reliable 

understanding of results from the ultra-fast pump-probe 

experiment.98–100 Metal-to-ligand (MLCT) or ligand-to-metal 

(LMCT) charge transfer states formally contain an oxidized or 

reduced metal center. Thus, in selected cases, the simulation of 

XAS/XES spectra of these states can be achieved by generation 

of the oxidized or reduced species in-situ with the described X-

ray spectro-electrochemical cell. Since the results of XAS and 

XES provide only one spectroscopic dimension, combinations 

with other spectroscopic techniques can help to avoid 

misinterpretations if carried out on the same sample spot.  An 

example of such a multi-dimensional measurement cell is type 

(4).101 Optical absorption spectra are recorded with the help of 

fiber technique simultaneously to XAS data. While all other 

cells described use stirring to achieve sample exchange in the 

beam, experimental cell (4) is an example of a flow cell.  

 

 
Figure 11. Different cells for hard X-ray measurements of metal-organic 

reactions in solution. (1) Cell for measurements under Schlenk conditions. 

(2) Cell for measurements under elevated pressure. (3) Electrochemical 
cell. (4) Cell for simultaneous measurement of optical absorption data. 

Reproduced from Ref.8 with permission from the Royal Society of 
Chemistry. 

Liquid jet. As indicated above, a liquid jet is widely applied, 

especially in time-resolved pump-probe experiments, to study 

photochemical reactions.86,102,103 It consists of three essential 

elements: a sample delivery system, which includes a sample 

source, tubing, and HPLC pump, an injector with nozzle and 

catcher, and a recirculation system.  The sample is pumped via 

an HPLC pump to the injecting system under high pressure 

through a flat or circular nozzle of several μm to hundreds μm 
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diameter.104–106 After the interaction with the X-ray beam, the 

sample is collected and can be recirculated by another pump for 

reuse unless radiation damage is observed. Such systems have 

three main benefits: controllable sample exchange rate, high 

spectral reproducibility, and relatively short contact between 

the sample and the setup. However, liquid jet systems in 

standard X-ray spectroscopy applications consume large 

volumes of samples (>20 ml). Additionally, due to the small 

nozzle diameters and their ease of getting clogged, the sample 

solution must be filtered to remove all solid contaminations. 

The speed of the liquid jet must be adjusted to the X-ray source 

repetition rate to allow the jet’s recovery before the next pulse 

excites the sample again. 

 

4. HOW TO DO DATA REDUCTION AND 

ANALYSIS 

4.1 X-ray absorption near edge spectroscopy.  

XANES reduction. The raw XAS data must be reduced in 

several steps to obtain normalized XANES functions that can 

be further used for analysis, as shown in Figure 12. A) Pre-edge 

removal: In this step, the contribution of lower-energy edges 

and Compton-scattering to the absorption coefficient below the 

absorption edge is removed by approximation of the pre-edge 

region, for example, by a Victoreen-spline or polynomials. The 

adjusted function is extrapolated beyond the edge and 

subtracted from the measured data. B) E0 determination: E0 

provides an estimation of the threshold energy required for the 

excitation of the core electron into the continuum. Several 

approaches exist to determine this value. Since none of them 

provide a physically exact value, it should be mentioned here 

that the same determination method should be applied for 

reference complexes. The simplest method is to use the energy 

at an edge jump of 0.5 in the normalized spectra. Another way 

is to use the first maximum of the 1st derivative.107 C) 

Normalization: The edge jump is approximated by a value Δμ0 

at the energy E0. The spectrum is normalized by this factor, 

resulting in a normalized absorption of 1.   

XANES analysis. The XANES spectrum is a fingerprint of the 

molecule – it contains convoluted electronic and structural 

information about the local environment of the X-ray absorbing 

metal center. Typical chemical analysis uses these 

fingerprinting properties by comparing the sample spectrum 

under investigation with known reference spectra. If a mixture 

of species for which the XANES spectra are available is 

present, quantitative analysis can be carried out with linear 

combination fitting.111–113  

The XANES spectrum can be represented as a combination of 

electronic transitions modeled by pseudo-Voigt functions 

overlapping with an edge step function defined by:108  

𝐼𝑠𝑡𝑒𝑝 = 𝐻 [0.5 + 1
𝜋⁄ arctan (

𝐸−𝐸𝐹𝑒𝑟𝑚𝑖
Г𝐿

2⁄
)]       (9) 

where H is the normalization factor accounting for the edge 

height, Г𝐿 is the core-hole lifetime at the studied edge, 𝐸𝐹𝑒𝑟𝑚𝑖  

is the compound’s Fermi level, and E is an independent energy 

variable. With this definition, the XANES spectrum can be 

decomposed to pseudo-Voight with individual intensities and 

widths, and the step function is modeled by an arctan function 

and provides quantitative insight into the electronic structure.  

Finally, this deconvolution allows for a precise comparison 

with theoretical calculations to account for densities of states 

(s, p, d),31,109,110 or molecular orbitals using the TD-DFT 

approach implemented in ORCA.111,112 The pre-edge transitions 

at the K-edge of metal complexes can be described reasonably 

by TD-DFT calculations as the excited final state is treated in 

analogy to UV/Vis spectroscopy, but the donor space is limited 

to the 1s orbital.113 Since such DFT calculations are gaining 

considerable importance and a thorough XANES analysis of 

XAS data on organometallic compounds basically requires 

such theoretical insights as well, the following paragraphs give 

a brief overview of how to run a calculation and analyze 

transitions using the ORCA program package. A typical input 

file is shown in Figure 13. Generally, an input geometry is 

needed, for example, from X-ray or geometry-optimized 

structures. To perform a geometry optimization, at least a 

functional, a basis set and the keyword “OPT” must be chosen. 

A typical low-cost selection for a 1st row transition metal (TM) 

complex could be the BP86 functional114 together with the 

def2-TZVP basis set, whereas newer composite methods like 

PBEh-3c115, B97-3c116 or r2scan-3c117 (including functional, 

basis set and corrections like D4 dispersion correction) work 

well, especially for large chemical systems. In general, it is 

advisable to use a dispersion correction like “D4”118 and, for 

heavy elements (fourth row and beyond), the zeroth-order 

regular approximation for relativistic effects “ZORA”119. To 

check if the final geometry is at least a global minimum on the 

energy landscape, it is possible to calculate the vibrational 

frequencies with the “FREQ” keyword and check them for the 

absence of negative values. 

 
Figure 12. Background removal and normalization procedure for XAS spectra: A) Pre-edge polynomial (blue) subtraction; B) Post-edge polynomial (blue) 

subtraction and normalization at E0; C) Normalized XAS spectrum with background function (red). Insert: Background function includes very low-frequency 

oscillations. 
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The optimized geometry can now serve as the input geometry 

for calculating the pre-peak transitions. Also, here, a functional 

and a basis set must be defined. To select this, parameters used 

for similar systems in the literature can be applied, or different 

functionals can be tested and selected depending on their fit to 

an experimental spectrum. In general, hybrid functionals lead 

to a good result here since adding the Hartree-Fock exchange 

reduces the self-interaction error and gives higher accuracy for 

the corresponding core-excited state transitions.120 For 

example, the meta-hybrid functional TPSSh121 with a moderate 

amount of Hartree-Fock (HF) exchange of 10 % has been 

frequently reported to calculate the structural and electronic 

properties of 3d TM complexes.122–124 In the case of core-level 

spectroscopy, it is recommended to increase the accuracy by 

using triple-ζ basis sets like CP(PPP)125 for the metal center, for 

all other atoms Ahlrich’s all-electron def2-TZVP126,127 can be 

applied. Additionally, for organometallic molecules, higher 

convergency criteria (“TightSCF”) are typically used. To speed 

up the calculation, RI-approximations can be applied (default) 

where additional basis sets like def2/J128 are required. For later 

orbital analysis, the keyword “normalprint” is needed. In the 

TD-DFT input block, the donor and acceptor orbital range for 

an “OrbWin[0]” and b “OrbWin[1]” (in the case of open-shell 

systems) orbital sets can be selected. The metal 1s orbital, 

which typically has the number 0 as it is the orbital with the 

lowest energy, is selected as the donor orbital for the transitions, 

which shall be calculated. The acceptor orbital range can be 

chosen, including all other virtual orbitals (-1). Furthermore, 

there is the possibility of including quadrupole transitions 

which becomes more important for heavy elements, since 

quadrupole oscillator strength increases due to the cubic 

dependence on the transition energies. The calculated spectra 

in the output file can be extracted with a fixed broadening using 

the mapspc command in ORCA or an energy-correlated 

broadening, which is preferred to estimate better the lifetime

 

Figure 13. ORCA input example for geometry optimization and XAS, XES 
calculation for a closed shell iron complex. 

broadening with programs like MOAnalyzer.129 Using mapspc 

next to the spectrum also, the transitions are extracted as sticks 

with a certain transition dipole moment. Note that the total 

energy of the calculated transitions is usually underestimated 

due to shortcomings in DFT and must be shifted to fit the 

experimental spectrum. Also, the total intensity must be 

adjusted, e.g., to the pre-peak intensity. To investigate the 

nature of the spectral features, the transitions are analyzed in 

relation to their orbital contribution. This can be extracted from 

the Löwdin orbital population analysis in the output file. It 

gives the percentual contribution of a specific atomic orbital 

(AO) to a molecular orbital (MO), which can be summed up 

using, e.g., MOAnalyzer.  

3.2 Extended X-ray absorption fine structure. 

EXAFS signal extraction. Oscillations above the absorption 

edge contain information about the geometric structure of 

studied complexes. To isolate the EXAFS signal in energy 

space χ(E), first, an atomic background function must be 

subtracted from the normalized XAS spectrum (Figure 12 C) 

according to equation 10: 

𝜒(𝐸) =
𝜇(𝐸)−𝜇0(𝐸)

𝛥𝜇0(𝐸0)
       (10) 

where μ(E) is the XAS signal, Δμ0 is the value of the edge jump 

at the absorption edge position (E0), and μ0(E) is the 

background function. Simplified, this background describes the 

absorption fine structure of an atom in its surroundings, where 

the effects of the neighbor atoms are “switched off”. Caused by 

the scattering of the photoelectron from valence electrons and 

more unspecific background factors, this atomic background 

contains low-frequency oscillations that cannot be measured 

independently or calculated from first principles. However, it 

can be approximated by a spline. Different splines are tried 

using different approaches to achieve the optimal removal of 

low-frequency contributions in the EXAFS oscillations. 

Next, function χ(E) is transformed into k-space χ(k) via 

equation 11 (Figure 14 A):  

𝑘 = √
2𝑚(𝐸−𝐸0)

ħ2
    (11) 

Here, m is electron rest mass, ħ is Dirac constant, and E0 is 

described above (Figure 12 C). It is obvious, and shown in 

Figure 14 A, that the k-weighting procedure affects the 

oscillations in χ(k) differently in various regions. The aim is to 

minimize EXAFS extraction artifacts and reduce the EXAFS 

signal's physical damping at higher k values.  To obtain the 

pseudo-radial distribution of the EXAFS signal, χ(k) must be 

Fourier-transformed (Figure 14 B130). Next to a better visual 

effect on the different backscattering shells, Fourier 

transformation acts as a noise filter. The efficiency of the filter 

can be controlled by performing a backward Fourier transform 

operation and comparing the obtained signal χ(q) (Figure 14 C, 

red) with the original χ(k). Fourier-transformed EXAFS can be 

further analyzed by fitting multiparameter EXAFS 

equation,131,132 of which single-electron single-scattering133 and 

more advanced multiple-scattering approaches 28,32 are worth 

mentioning. EXCURVE,134 Artemis,64 and LARCH135 codes 

can be used for EXAFS analysis, to mention a few. 

1.2. METHODS

13



 

Alternatively, there are approaches beyond the Fourier 

transform that use wavelet transform instead.136  

EXAFS fitting. The main problem with EXAFS analysis with 

standard EXAFS equation is connected to mathematical 

restrictions of the multiparameter fitting. Equation 1.4 presents 

an EXAFS equation that describes all possible scatters from all 

neighboring atoms in the sample. In practice, fit usually 

includes atoms at distances no more than 4.5 -5.0 Å. The 

analysis is restricted to the most intense scatters obtained from 

theoretical calculations. At least three parameters describe 

every scatter: R, σ, and N. On average, the final fit contains at 

least 10 paths, translating to 30 parameters. The maximal 

number of parameters included in the fitting procedure

 
Figure 14. EXAFS analysis steps for Mo foil: A) Background subtraction 

from normalized XAS spectrum from Fig. 12 C with k-weighting from 

none to 3. In grey, a window function used in Fourier Transform is shown; 
B) Fourier-transformed EXAFS for different k-weights; D-E) EXAFS 

fitting results for k3 weighting in range of 1-5.5 Å: C) k-space data and fit 
(black and red) compared to Fourier-filtered EXAFS (green), residual 

function (blue) and two the most intense Mo-Mo scatters; E) Fitting results 

in R-space: data and fit (black and red) compared to residuals (blue) and 
two the most important Mo-Mo scatters. 

must be smaller than the number of free points calculated from 

the Nyquist criterion:  

𝑁𝑚𝑎𝑥 =
2∆𝑘∆𝑅

𝜋
       (12) 

Where Δk and ΔR are fit ranges in k- and R-spaces. For typical 

fit ranges in metalorganic chemistry of 2.0-12.0 Å-1 and 1.0-5.0 

Å, Nmax is 25.5. The situation when the number of independent 

points is smaller than the required number of fitted parameters 

requires additional parametrization of the fitted variables. 

Proper parametrization requires good-quality initial structure 

and a-priori knowledge about the sample. General rules of 

parametrization and setting constraints are shown, for example, 

in refs.109,132 The fit result quality is estimated by the R-

factor,109,137 where data and fit are compared in terms of 

functional overlap. On the other hand, the reduced chi-squared 

χ2 is a minimized chi-square fitting metric divided by the 

number of unused points. This factor cannot be used separately 

to a single fit but allows quantitative comparison between 

different fit models. Generally, as long as not only a structure 

needs to be confirmed but an unknown structure needs to be 

identified, different models arising from chemical knowledge 

should be tested against each other using both statistical 

parameters of R-factor and reduced χ2. 

 3.3 X-ray emission spectroscopy. 

Kα1,2 emission lines. The intense Kα1,2 emission lines originate 

from 2p→1s transitions. Due to the strong 2p spin-orbit 

coupling, the lines of 3rd row transition metals are separated by 

5-23 eV. Due to strong 3p and 3s electron screening, the effect 

of the bonding situation and covalency effects on the position 

and width of Kα emission lines are nearly negligible.138–140 In a 

nutshell, the position and FWHM of the line are affected by the 

effective number of unpaired 3d electrons (3deff)  upon creating 

a 1s electron core hole.138,141 While this effect is least severe for 

covalent compounds, it can only be accounted for by theoretical 

calculations142, which makes Kα1,2 emission lines of inferior 

importance for chemical applications in organometallic 

chemistry.  

Kβ1,3 emission lines. For the analysis of the Kb1,3 signal, a 

comparison with reference systems is a common approach. For 

this purpose, the spectra can be area normalized, and the 

splitting of the signals can be compared. Although calculations 

can also be performed using multiplet theory or DFT on RAS-

CI/ CAS-CI143 level with programs like CTM4XAS144 or 

ORCA,111,112 there is no straightforward approach for all kinds 

of complexes yet.  

Kβ2,5 signal extraction and analysis. VtC offers a high 

sensitivity to electronic and structural details of metalorganic 

complexes. As the VtC signal appears on the high energy side 

of the Kβ main line, the data can be normalized to the area of 

the whole Kβ region. To extract the isolated VtC-XES signal, 

the main line needs to be extrapolated by a Pseudo-Voigt or 

exponential decay function and subtracted from the spectrum 

(Figure 15a). 52,145 For analysis of VtC-XES spectra, quantum 

chemical calculations are necessary. For this purpose, ligand 

field multiplet theory (LFMT) or DFT can be applied. In the 

first case, the chemical environment is only represented by 

empirical parameters; therefore, DFT, which calculates the 

electronic structure ab-initio, is recommended especially for 

organometallic complexes.38  
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Figure 15. a) Raw experimental VtC spectrum, exponential decay fit of the K mainline background, and resulting corrected VtC spectrum after subtraction 

of the background. b) Top: Comparison and analysis of an experimental and a calculated VtC spectrum (broadening 2.5 eV). Calculated transitions are shown 
as sticks. Bottom: Contribution of different atomic orbitals to the acceptor molecular orbitals involved in the respective transitions in the region

DFT calculated transitions approximated as one-electron 

processes, utilizing the ground-state DFT wavefunction, 

without any electronic relaxation as a response to the 

perturbation, typically give a good result for VtC spectra, 

whereas approximate treatment of electronic relaxation did not 

improve the agreement.146 Here also, ORCA is the most 

established program package used for calculations on 

organometallic complexes with modules for calculating XES 

spectra,111,147,148 but also NWChem149,150 or codes like FEFF151 

and FDMNES152, traditionally employed for XAS calculations 

include modules for XES calculations. For the use of ORCA, 

most of the keywords can be taken from the TD-DFT 

calculation part (Figure 13). In the XES input block, the metal 

1s orbital (0) can be selected as the acceptor orbital for the 

transitions, which shall be calculated (“CoreOrb”). For open-

shell systems, 0,1 must be chosen for 1s a and 1s b orbital. 

Then, the spin of the acceptor orbitals must be selected, where 

0 corresponds to  and 1 to  spin. In addition, there are further 

possibilities for calculating the quadrupole overlap or the spin-

orbit coupling, which play a minor role for 1st row transition 

metal complexes. As mentioned before, the calculated spectra 

in the output file can be extracted and analyzed. Ligand- or 

atom-projected VtC-XES spectra are created by taking only 

specific donor orbitals with a significant population of a given 

atom or fragment into account. Since there can be a 

considerable number of AO for large molecules, which makes 

it elaborate, to sum up, programs like MOAnalyzer129 sum up 

the contributions to a MO and allow to plot ligand- or atom-

projected spectra. This is shown in Figure 15 b) for the example 

of Fe(CO)5. 

5. LIMITATIONS 

5.1 Radiation Damage. Over the last few years, the X-

ray intensities on synchrotron sources increased, not to mention 

the very high X-ray intensity at free electron lasers. Any 

measurements using high-intensity X-rays should be critically 

evaluated concerning potential radiation damage. Thus, 

compounds under investigation must be tested before the actual 

measurements to address their beam stability, which manifests 

as changes in spectral shapes. This is particularly relevant for 

organometallic compounds, which can exhibit low chemical 

stability anyway. It is suspected that the absorbed energy is 

dissipated by thermal vibration (heating) or covalent bond 

breaking. Additionally, radicals formed by this primary process 

can lead to damage in a secondary process.153  

Figure 16 shows the result of a radiation damage test. For such 

tests, time resolutions must be as high as possible, even at the 

expense of data quality. A possible approach is to measure 

(HERFD-)XANES spectra on the same spot of a sample to 

observe the time during which the sample does not change, 

which finally defines the time for real measurements on one 

sample spot. Radiation damage is manifested by an intensity 

and structure deviation in the white line, a change in pre-peak 

intensity, or a shift of the absorption edge to different energies. 

As a matter of experience, XES spectra are less sensitive to 

radiation damage. If sample stability in the beam is too short, 

the X-ray dose can be reduced by shortening the exposure time 

per point or attenuating the beam intensity. Another attempt is 

to cool the sample with a cryostat to around 30-100 K to reduce 

free radical mobility.154–156 However, if the sample is cooled to 

very low temperatures, X-ray-induced excited-spin-state 

trapping (HAXIESST) can occur. This is the X-ray pendant to 

the LIESST, describing an X-ray-induced spin crossover into 

an excited spin state, which is stabilized by low temperatures 

typically lower than 80 K.157,158  

a) b) 
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Figure 16. Comparison of XANES spectra of a solid chromium complex 
sample pallet taken on the same spot within 180 sec per spectrum. The 
measurements were done at the P65 beamline, Petra III (DESY). 

4.2 Self-absorption effect. As indicated in equation 8, μ(E) 

measured in fluorescence is only approximated by the ratio of 

the signals on the fluorescence and incident ion chambers. This 

ratio is correct only in the limited case of very thin or very 

dilute samples. In all other cases, the oscillating character of 

μ(E) also causes energy-dependent changes in the penetration 

depth. The X-ray penetration depth is reduced for maxima of 

μ(E), while for minima, it is increased, and accordingly, the 

oscillations are damped. Additionally, to be able to measure 

fluorescence radiation, the fluorescent X-rays have to travel 

from the emitting atom through the sample to the detector. All 

other atoms in this way attenuate X-rays; therefore, the 

fluorescence intensity, and thus oscillations of μ(E), is damped, 

as shown in Figure 17.159,160 The self-absorption effect is well 

described by mathematical terms 161–164 and can be efficiently 

removed from experimental data if the sample composition,  

incident beam, and detection angles are known. 

 

Figure 17. XANES spectra of ZnSO45H2O in cellulose measured in 

fluorescence mode for a 1 mm sample thickness with varied absorber 

concentration from 0.25 % to 20 % of dry sample mass. The results are 
compared to the SA-free spectrum (black). The measurements were done 
at the P65 beamline, Petra III (DESY). 

6. APPLICATIONS  

6.1 XANES studies 

XANES measurements are typically employed to determine 

oxidation states. Since the absorption edge position depends not 

only on the oxidation state but also on the coordinating atoms, 

it is ideally applied as an oxidation state measure for identical 

coordinating atoms or, in a relative way, towards well-defined 

references. 

Valence tautomeric transition of bis(o-dioxolene) cobalt 

complex in solid state and solution165 

In the following example, the valence tautomer transition in a 

bis(dioxolene)cobalt complex functionalized with a 2,2,6,6-

tetramethylpiperidin-1-oxyl moiety in the iminopyridine ligand 

is investigated. Valence tautomerism (VT, Figure 18a), a 

reversible intramolecular electron transfer, is particularly 

interesting for developing single-molecule switches that can be 

activated by external stimuli such as temperature, pressure, or 

light. The study highlights that conventional methods like 

single-crystal X-ray diffraction often cannot be applied when 

the crystal structure is damaged during the transition or when 

the sample is in solution. To overcome these challenges, two 

complementary spectroscopic techniques were employed: 

Fourier Transform Infrared Spectroscopy (FTIR), which is 

sensitive to ligand-related processes, and Co K-edge X-ray 

Absorption Spectroscopy (XAS), which provides structural and 

electronic information around the Co center. 

Redox-isomer interconversion induced by temperature changes 

was analyzed in both solid state and toluene solution. The 

XANES analysis demonstrated a notable shift in the absorption 

edge towards higher energies, along with changes in pre-edge 

intensity and overall spectral shape upon cooling (Figure 18b). 

These changes were consistent across solid and solution 

samples and can be attributed to the transition from a CoII to a 

CoIII valence state. Principal Component Analysis (PCA) of the 

series of spectra in Figure 1b confirms that the entire series can 

be adequately described by only two independent components 

that vary in proportion with temperature (Figure 17c). 

Additionally, a hysteresis of around 50 K was observed 

between the cooling and heating cycles in the solid sample, 

consistent with previous magnetic susceptibility 

measurements.166 This suggests that the cause of the hysteresis 

is likely due to the phase transition in the solid state rather than 

the tautomeric transition itself. 

Further investigations using EXAFS, DFT calculations, and 

FTIR could validate the observations and lead to a more 

detailed examination of the electronic and geometric structure 

of the different species. 
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Figure 18. a) General scheme of VT equilibrium in Co-complexes. b) Co 
K-edge XANES measured upon cooling and subsequent heating of the Co 

1 toluene solution. Red and blue curves indicate spectra acquired at the 

highest and lowest temperatures correspondingly. c) Concentrations of the 
two principal components (referred to as the low-temperature and high-

temperature phases) derived from PCA. Reproduced from Ref. with 
permission from the Royal Society of Chemistry. 

 

6.2 EXAFS - characterization and mechanistic studies 

While XANES spectroscopy is typically used to investigate the 

electronic structure and oxidation states of transition metal 

complexes, EXAFS studies are mainly used to determine the 

local geometric structure. For pure metal complexes, single 

crystal X-ray diffraction is the gold standard for structure 

determination, and EXAFS can only play a supportive role. We 

will thus focus here on examples where EXAFS is mandatory 

to answer specific questions or where it plays a crucial role in 

a methodic context.  

Identification of interactions of Molybdenum 

macrocyclization catalysts with confined supports167   

Confined spaces allow the mimicking of enzyme catalyst 

characteristics by creating active pockets or channels with 

defined geometric parameters into which a catalytically active 

metal complex can be immobilized.168 The characterization of 

metal complexes after immobilizing, for example, on 

mesoporous silica support is challenging. Here, EXAFS's 

element specificity and short-range order sensitivity are a 

tremendous advantage, as the molecular nature of immobilized 

catalysts can be probed. Additionally, in ideal cases, EXAFS 

also allows the identification of complex-support interactions, 

which can be crucial for mechanistic investigations. For 

example, Figure 19 shows the Fourier-transformed EXAFS 

functions of a molybdenum imido-alkylidene-NHC complex 

immobilized on an SBA-15 support with a pore diameter of 6.2 

nm compared to its pure form.169  The experiment was 

conducted at P65 beamline170 in DESY using transmission 

mode. For the solid samples, to avoid radiation damage, each 

spectrum was collected from a fresh sample. The investigation 

of such samples is not straightforward due to the low metal 

concentrations of a few µmol per gram support. In the EXAFS 

analysis the structural integrity of the complex could be 

confirmed, but with a more compact shape as deduced from 

contracted bond distances. In the fit procedure, a Mo-Si pair 

could be adjusted and interpreted as interactions of the complex 

with the support wall. The silicon backscatterer replaced the 

Mo-F contributions in the pure complex as the nona-fluoro tert-

butoxide groups are exchanged by oxo-mediated support 

interactions. The Mo-Si contribution was also partially 

responsible for the modified XANES shape. 

  

Figure 19. (a) Fourier-transformed EXAFS signal (red) and corresponding 

fitting results (green dashed) of the molybdenum imido-alkylidene-NHC 
complex and immobilized on a SBA-15 support. (b) XANES spectra reveal 

differences in the white line and edge position between the samples. 

(Reprinted with permission from Ref.169 Copyright 2021 American 
Chemical Society.)  

Investigation of structures formed from precursors in 

solution171  

Although this example is strictly speaking from the field of 

coordination chemistry rather than metalorganic chemistry, it 

nicely demonstrated the potential of EXAFS spectroscopy to 

investigate and identify structures formed in solution from a 

particular precursor. FeCl3·6H2O is used as a catalyst in the 

homogeneous Michael reaction of α,β-unsaturated ketones with 

2-oxocyclopentanecarboxylate, where the latter is both reactant 

and solvent. In contrast to Fe(ClO4)3·9H2O, FeCl3·6H2O shows 

b) 

c) 

a) 
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reduced activity. XAS could nicely give the reason for this 

observation. Figure 20 shows the XANES spectra of 

FeCl3·6H2O in 2-oxocyclopentanecarboxylate compared to 

solid FeCl3·6H2O. It is obvious that the prepeak in solution is 

significantly increased in comparison to FeCl3·6H2O, which is 

characterized by an octahedral coordination geometry. Since it 

is well known that iron chloride can form tetrahedral 

tetrachloro-ferrates, the solution structure is compared to 

[FeCl4]
- as well. The latter shows a more intense prepeak than 

FeCl3·6H2O in solution. Also, in Figure 20, the Fourier-

transformed EXAFS functions of FeCl3·6H2O in solution are 

compared to the spectrum of Fe(ClO4)3·9H2O in 2-

oxocyclopentane-carboxylate, which is formed by 6-fold 

oxygen coordination composed of two bis-diketonate ligands 

and two water molecules. It is obvious that the spectrum of 

FeCl3·6H2O in solution is somehow the average of [FeCl4]
- and 

the FeO6 spectrum formed by Fe(ClO4)3·9H2O in solution. The 

obtained coordination numbers in the fit were 3.4 Fe-O pairs 

and 2.2 Fe-Cl single scatters, which led to the conclusion of a  

[FeO6][FeCl4] contact ion pair, in which half of the iron centers 

are removed from the catalytically active iron pool by 

poisoning with chloride.  

 

Figure 20. (top) XANES spectra of solid FeCl3·6H2O (black), FeCl3·6H2O 

in 2-oxocyclopentanecarboxylate (blue), and solid [FeCl4]
- (red). (b) 

Fourier transformed EXAFS functions of a FeO6 coordination composed of 
two oxocyclopentanecarboxylate and two H2O ligands (orange), [FeCl4]

- 
(red), and of FeCl3·6H2O in 2-oxocyclopentanecarboxylate (blue).  

In-operando study of stereoselective chromium-catalyzed 

semi-hydrogenation of alkynes172 

As the next example, the unique properties of EXAFS when it 

comes to identifying in situ-generated active species for 

catalytic transformations from coordination or metalorganic 

compounds are presented. The selective hydrogenation of 

alkynes is an important synthetic reaction as it can produce 

alkene precursors for numerous industrial reactions. While 

chromium catalysts are recognized to be effective in 

oxidation173 and polymerization reactions174, very little is 

known about chromium-catalyzed hydrogenations.  

Analogously to chemoselective hydrogenation of alkynes by 

Fe(acac)2 with diisobutylaluminium hydride (DIBAL−H)175, a 

commercially available Cr(acac)3 can be used as a precursor for 

the formation of the catalytically active species by activation 

with diisobutylaluminium hydride (DIBAL−H). The Fourier-

transformed EXAFS functions of the activation of Cr(acac)3 

with increasing equivalents of DIBAL-H are shown in Figure 

21. The trend shows a significant reduction of the Cr-O 

contributions below 2 Å, indicating the expected reduction 

process. Surprisingly, no Cr-Cr contribution appeared, which 

would be expected if the reduction would cause Cr0 particles to 

be formed. Formally, three equivalents are required for the 

complete reduction of Cr0, indicating that ligand reduction is 

also involved. Since the solutions were measured immediately 

after preparation, they present an early stage of the reaction, 

and by electron microscopy, the formation of Cr nanoparticles 

could be shown at a later stage. 

 

Figure 21. Experimental (solid green) and theoretical (dashed black) 

Fourier transformed EXAFS spectra of the activation of Cr(acac)3 
precursor by 1-6 equivalents DIBAL-H. 
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5.3 HERFD-XANES and VtC-XES studies 

In contrast to conventional XANES and EXAFS, HERFD-

XANES, and VtC-XES are more sensitive to the electronic 

states of organometallic compounds or specific ligands, as will 

be explained with selected examples below. 

HERFD-XANES probes of electronic structures of 

iron(II/III) carbene complexes176 

Due to their long charge transfer lifetimes, iron carbene 

complexes are interesting candidates as photocatalysts or 

photosensitizers based on non-noble metals.177,178 To further 

improve their properties for these purposes, it is essential to 

know what influence the ligands have on the electronic 

structure of the metal center. To determine this influence, 

HERFD-XANES measurements of three different carbene 

complexes (Figure 22) were performed together with 

multiconfigurational restrict active space (RAS) calculations, 

which provide electronic-structure information about the 

occupation of valence orbitals, the orbital covalency, oxidation 

state, and the site symmetry. Three pseudo-octahedral low spin 

iron complexes [FeII(bpy)(btz)2]
2+, [FeIII(btz)3]

3+, and 

[FeIII(phtmeimb)2] (bpy = 2,2′-bipyridine, btz = 3,3′-dimethyl-

1,1′-bis(p-tolyl)-4,4′-bis(1,2,3-triazol-5-ylidene and phtmeimb 

= [phenyl(tris(3-methylimidazol-2-ylidene))borate]−)  have 

been investigated regarding the position and the intensity of the 

pre-peaks. As expected for the spectra of high energy 

resolution, two pre-peaks were observed for the FeIII species, 

which can be assigned to transitions into the unoccupied t2g and 

eg orbitals of a low-spin d5 configuration. For the FeII species, 

only one pre-peak exists due to the d6 low-spin state, which 

allows transitions only into the eg orbitals. The eg signal of the 

FeII complex [FeII(bpy)(btz)2]
2+ (7113.6 eV) is located at lower 

energies than in the FeIII species [FeIII(btz)3]
3+ and 

[FeIII(phtmeimb)2]  (7114.3 eV): This is due to the contraction 

of the 3d shell in the core-excited states. 

  

Figure 22. Experimental HERFD-XANES pre-edge features of 

[FeII(bpy)(btz)2]
2+ (blue), [FeIII(btz)3]

3+ (pink) and [FeIII(phtmeimb)2] 

(purple). The transparent filled curves represent the 2σ confidence 

environment of the measurement, including statistical error and 

normalization error. Reproduced from Ref.176 with permission from the 

Royal Society of Chemistry. 

 

Moreover, the energy difference between the eg and t2g signals 

in FeIII complexes is a direct probe of the ligand-field strength 

in the systems. As can be assumed, this was largest for 

[FeIII(phtmeimb)2]
1+ since the strong σ donating ligand is 

known to lead to a large ligand field splitting. In addition, the 

pre-peak intensity can be analyzed in terms of symmetry. The 

heteroleptic complex [FeII(bpy)(btz)2]
2+ has a less symmetric 

environment than the homoleptic tridentate FeIII complexes, 

which is reflected in the calculated Fe 4p contribution to the eg 

orbitals of ~2% and less than 0.2%, for [FeIII(btz)3]
3+ and 

[FeIII(phtmeimb)2], respectively. This leads to a much higher 

intensity of the eg-based pre-peak for the FeII complex. In 

summary, HERFD-XANES, together with theoretical 

calculations, provide a tool to predict and compare the 

properties of different complexes. This can strongly support the 

search for new systems with improved characteristics.  

Electronic Structure of the Hieber Anion [Fe(CO)3(NO)]- 179 

In coordination chemistry, the NO-Ligand is well-known for its 

non-innocent character.180 According to textbook knowledge, 

either a linear (NO+) or a bent (NO-) binding mode is possible, 

influencing the electronic structure at the metal center 

differently. Whereas the first case would lead to a formal 

reduction of the metal, the second case would increase the 

formal oxidation state. As an organometallic complex, the 

Hieber anion shows catalytic activities in different organic 

reactions, while the isoelectronic Fe(CO)4
2- shows only poor 

activity. Formally, both have the same oxidation state of -II. 

Still, due to differences in catalytic behavior and unusual N-O 

bond length and IR signals, there was a debate about the 

“physical” electronic structure in terms of oxidation state.181 

Hard X-ray spectroscopy reveals many spectral similarities of 

the Hieber anion [Fe(CO)3(NO)]- and Fe(CO)4
2- in contrast to 

the Fe(0) reference Fe(CO)5.
179. Whereas the K-edges (Figure 

22a) of the first two compounds are nearly identical, the latter 

shows a shift of 1.6 eV, indicating a change in oxidation state. 

The VtC-XES spectra show an additional NO signal for the 

Hieber anion in the region of the ligand-based cross-over peaks 

around 7100 eV, demonstrating the ligand sensitivity of this 

method (Figure 22b). However, in the region of the d-orbital-

based transitions at 7112 eV, there is again an overlap of the 

two formal Fe(-II) species, and the formally Fe(0) complex 

Fe(CO)5 shows a significantly lower intensity. Although this 

indicates a similar electronic structure of the Hieber anion and 

Fe(CO)4
2-, the geometrical differences must also be considered. 

While the two species mentioned above have C3v symmetry, 

Fe(CO)5 has D3h symmetry, which could cause spectral 

differences due to differences in the selection rules. 
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Figure 23. a) Experimental XANES and b) VtC spectra of the Hieber anion, Fe(CO)4
2- and Fe(CO)5. ((Reprinted with permission from Ref. XX. Copyright 

2020 American Chemical Society.). c) Comparison of experimental (gray) and theoretical (blue) Fe K-edge VtC-XES spectra for 1 (bottom) and 1H (top), 

including contributions of individual fragment projections. (Reprinted with permission from Ref.179  Copyright 2017 American Chemical Society.) 

 

Detection and Characterization of Hydride Ligands in Iron 

Complexes by High-Resolution Hard X-ray Spectroscopy 

and Implications for Catalytic Processes49 

To understand the working principle of metal complexes 

catalyzing, e.g., molecular hydrogen formation or hydrogen 

transfer, experimental methods are necessary to access 

geometric and electronic changes in the corresponding in situ 

environment. However, most spectroscopic or scattering 

methods like Mößbauer, NMR, EPR, neutron diffraction, or X-

ray scattering, have limitations with respect to the sample 

environment or the sample itself, such as the need for paired or 

unpaired electrons, selective deuteration, or the small scattering 

amplitude of hydrogen.182,183 X-ray absorption and emission 

spectroscopy were recently shown to have considerable 

potential to overcome these limitations since high-energetic X-

rays used for transition metal K-edge spectroscopy are not 

absorbed by light elements. In this study, a combination of 

high-energy resolution fluorescence-detected X-ray absorption 

near-edge structure (HERFD-XANES) and valence-to-core X-

ray emission spectroscopy (VtC-XES) is used together with  

(TD-)DFT calculations to investigate two hydride catalysts 

[Fe(CO)(dppp)H(NO)] 1H (dppp=1,3-bis(diphenyl-

phosphine)propane) and [Fe(CO)H(NO)(PPh3)2] 2H in 

comparison with anhydride analogs [Fe(dppe)(NO)2] 1 (dppe = 

1,3-bis(diphenylphosphine)ethane) and [Fe(NO)2(PPh3)2] 2.  

The hydride effects on the LUMOS are investigated by 

HERFD-XANES, where two pre-peaks at around 7114 eV and 

7116 eV are observed in all complexes. For the hydride 

complexes, the low-energy signal shows a blue shift and an 

intensity decrease. In contrast, the high-energy signal shows a 

red shift and an intensity increase in contrast to the non-hydride 

complexes. With the help of TD-DFT calculations, the changes 

in the first pre-peak for the hydride complexes could be 

attributed to a lower number of possible transitions in total but 

an additional high energy signal with a hydride content of 5%. 

However, the changes in the second pre-peak could be 

attributed to the CO ligands also introduced for the hydride 

complexes.  

The VtC spectra reflecting the HOMOS show an even more 

apparent fingerprint concerning the hydride ligands (see Figure 

23 c). For 1 and 1H, DFT calculations show an assignment of 

the NO 2s-orbitals to signal A as a typical fingerprint, a 

superposition of NO 2p- and CO 2p-orbitals for signal B123 and 

Fe 3d-based donor orbitals typical for signal D148 where the 

intensity ratios correspond to the number of ligands in the 

respective complexes. In the case of the anhydride complex, 

signal C is solely attributed to the P 3p- and Fe 3d-orbital 

interaction. However, for the hydride complex, this signal is 

superimposed by transition Ha (see Figure 23), which leads to 

a drastic intensity increase in this band. Signal Ha is 

characterized by transitions from the bonding interaction 

between the Fe 3dz
2- and the H 1s-orbital. The same assignment 

can be found for complexes 2 and 2H, whereas here, two 

different hydride-based transitions (Ha and Hb) in the region of 

b) 

a) c) 
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signals B and C lead to an intensity increase and shift. To verify 

these findings, simulations for different Fe-H bond lengths 

were applied in a scan procedure. Elongation of the Fe-H bond 

transforms the hydride-influenced features to similar energies 

and intensities of the non-hydride references. Thus, it could be 

shown that both HERFD-XANES and VtC-XES exhibit 

distinctive hydride signals, which could be characterized with 

the help of (TD-)DFT calculations. This makes the methods 

highly suitable for detecting hydrides in coordination 

compounds and following changes in catalytic reaction 

progress.  

Valence-selective HERFD-XANES184,185 

X-ray absorption spectroscopy (XAS) can provide detailed 

insight into transition metal complexes' electronic and 

geometric structures. HERFD-XANES detected by the intense 

Kα1,2 or Kβ1,3 lines can be used to eliminate lifetime broadening 

effects for a better resolution. However, the spectrum always 

shows the influence of the entire coordination environment. 

XAS spectra can be measured by monitoring the fluorescence 

of a specific valence-to-core X-ray emission signal to achieve 

ligand-selective EXAFS spectra. For this purpose, a full 

resonant X-ray emission (RXES) plane should be detected. 

Afterward, the emission spectrometer can be set to the energy 

of a ligand-specific VtC-XES feature, and the incident energy 

can be varied to obtain the XAS spectrum, as shown in Figure 

24. DeBeer and Co-workers investigated the four Mn model 

compounds [Mn(CN)4N]2–, [Mn(CN)5N]3–, [Mn(taml)O]1–, and 

MnO4
2-. Significant changes in the absolute pre-edge intensities 

are seen if detected by different emission features. While the 

HERFD-XANES detection at the Kβ” feature leads to a slight 

decrease, the detection at a specific Kβ2,5 feature substantially 

increases signal intensity. One could assume that this effect 

might result from the line sharpening due to decreased lifetime 

broadening; however, the peak area also changes, which would 

not be the case for line sharpening effects. Thus, the differences 

might be traced to the different 2s and 2p orbital contributions. 

Since the Kβ2,5 is dominated by 2p, this mediated the 3d/4p 

mixing responsible for high pre-peak intensities. Vice versa, the 

absence of 2p contribution for Kβ” leads to a decrease. The 

exact physical mechanisms underlying these spectra are still 

unclear, and further investigation is needed. 

 

Figure 24. An RXES plane for [Mn(CN)4N]2– is shown along with “slices” 

through the plane. A horizontal cut through the plane at constant emitted 

energy yields a VtC-detected XAS (i.e., HERFD) spectrum, while a vertical 
slice at constant incident energy gives a resonant X-ray emission spectrum. 

Reprinted with permission from Ref.185 Copyright 2021 American 
Chemical Society. 

6. CONCLUSION AND OUTLOOK 

With this tutorial, the theoretical and experimental basics of X-

ray absorption and emission spectroscopy were introduced to 

provide a reliable foundation for experienced and new users in 

the field and students interested in the topic. With the provided 

background, identification of the best suited hard X-ray 

methods for particular questions in organometallic chemistry 

can be identified, and the experiment can be planned and 

conducted. Finally, introducing the first steps in the different 

data analyses allows for a smooth use of the available 

programs.  

The presented examples demonstrated the versatility of XAS 

and XES in organometallic chemistry research. Important areas 

that can be addressed are the local geometric structure of 

complexes, oxidation states, and their dynamic changes, and 

details of the electronic structure in different physical states, 

such as solids, liquids, and solutions.  

In conclusion about the methods, a few statements should 

provide a final guide through the selection of methods.  

1) In cases where crystals suitable for single-crystal 

measurements are available, EXAFS and XANES are 

considered auxiliary methods for confirming structures and 

oxidation states. 

2) If the translational symmetry of a crystal is broken, for 

example, in amorphous samples, by dissolving complexes in 

liquids or immobilization in supports, EXAFS is the only 

method providing structural information in an element-specific 

manner, i.e., any interfering structural effects can be 

eliminated. If the analysis is based on a defined structure, the 

structural integrity or newly formed structures can be 

identified. 

3) For conventional XAS, the time resolution is sufficient to 

follow chemical reactions catalyzed by organometallic or 

coordination compounds. Thus, operando studies are usually 

possible. 

4) There are limitations of XAS: Neighbors in the periodic table 

as coordinating atoms and very light back scatterers cannot be 

distinguished by EXAFS, and many factors influence the 

absorption edge energy and, thus, are not always a reliable 

measure for the oxidation state. In such cases, emission-based 

techniques should be considered, such as VtC-XES to increase 

the sensitivity to different ligands and CtC-XES to determine 

the d-electron spin density.  

5) In cases where the electronic structure of the complex is at 

the core of interest, high-resolution emission-based methods 

VtC-XES and HERFD-XANES should be applied. While a 

higher chemical specificity characterizes VtC-XES, HERFD-

XANES allows a much better time resolution. Ideally, they are 

combined to address LUMO and HOMO states.  

Next to this advice, the tutorial will not be finished without 

mentioning that all methods can be applied to photoinduced 

reactions on a very short time scale at free electron lasers.186 

Although this topic is beyond the scope of this tutorial, it should 

be emphasized here that this opens up the field of light-induced 

sustainable reactions using metalorganic complexes to X-ray 

spectroscopy.     
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1.2.2 UV-VIS spectroscopy

Similar to X-ray absorption spectroscopy, UV/Vis spectroscopy is also an electron spec-

troscopy. Here, valence electrons are excited into unoccupied orbitals by absorption of

UV/Vis radiation. The intensity of the incident monochromatic beam (I0) is – depending on

the wavelength – attenuated, as it passes through a sample. With the intensity (I) measured

after the sample, Beer-Lambert law gives the extinction Eλ by forming the decadic logarithm

of the quotient from both intensities:

Eλ = log(I0/I)λ = ϵλcd(1.1)

The extinction forms the basis for analyzing the UV/Vis spectra as the photon energy of the

absorbed light corresponds to the energy levels of the different ’vertical’ transitions (Franck-

Condon principle). Typically, the extinction coefficient ϵλ independent of concentration (c)

and path length (d) is plotted against the wavelength or the wavenumber. The value of the

extinction coefficient depends on the probability of the transitions at a respective wavelength.

Due to the Frank-Condon principle, only the ’vertical’ transitions have to be considered since

the electron transfer between different states takes place so quickly (less than 10-15 s) [8]

that the distance between the atomic nuclei does not change during excitation. However, due

to energy uncertainty, superimposed vibrational and rotational energy levels in molecules or

the interaction with solvents, the discrete absorption lines are broadened forming absorption

bands in the spectrum.

Time-dependent perturbation theory describes the transitions between two stationary states,

e.g. the ground state Ψg and an excited state Ψa whereas Ψ describes the one-electron state

functions defined by the location of the electron and the orientation of its spin. In this case

the perturbation operator is the electric dipole operator −→µ el since only the electric dipole

interaction is of importance when the spatial distribution of the atoms and molecules is

significantly smaller than the wavelength of the electromagnetic radiation, as is the case

here. The expected value for a specific transition is the transition dipole moment −→µ g,a,

describing the redistribution of electron density within a molecule during the electronic

transition. The square of the magnitude of the transition dipole moment is proportional to

the probability and therefore also the intensity Ia,g of a spectral transition between states a

and g. [9]

Ia,g ∝
∣∣−→µ g,a

∣∣2 = ∣∣〈Ψ∗
a|−→µ el |Ψg〉

∣∣2(1.2)

From this it can be concluded that a transition is only allowed and has a certain intensity if

the transition dipole moment is larger than zero. If it is zero, the transitions are forbidden.

30



1.2. METHODS

The calculation of the matrix elements is very complex, but based on equation 1.2 selection

rules can be established that provide information on whether the transition between two

states of a system are allowed (high intensity) or forbidden (no intensity). However, it should

be noted that prohibitions are often ’softened’ by various effects such as geometric distortions

or spin-orbit coupling (SOC) so that forbidden transitions can still be observed with low

intensity. An important selection rule can be derived by considering the orbital motion and

the spin of an electron separately since for light elements, including 3d metals, the SOC

is so weak that the interaction is negligible . This results in the spin selection rule, which

states that transitions between states of different spin multiplicities are forbidden and only

transitions between states with the same spin are allowed. Furthermore, the Laporte rule

applies, according to which the parity (even, odd) of the excited state has to differ from

that of the ground state in the case of permitted transitions. This also explains the low

intensity of ligand field (d-d) transitions in centrosymmetric TM complexes whereas for

non-centrosymmetric complexes the p-d hybridization leads to a higher intensity. [10,11]

The possible electronic transitions in complexes can be differentiated due to the character of

the donor and acceptor orbital. The mentioned ligand-field transitions have mainly metal

d-character and are thus metal centered (MC) states. Furthermore charge transfer (CT)

transitions can occur, whereby these can appear from the metal to the ligand (MLCT) or

from the ligand to the metal (LMCT). Furthermore its also possible that the electron is

transferred from a bonding orbital of the ligand into an antibonding orbitals of the same

ligand as an intra-ligand charge transfer (ILCT) or to another ligand as a ligand-ligand

charge transfer (LLCT). [10]

1.2.3 Photoluminescence spectroscopy

Photoluminescence is the process following the absorption of photons by re-emission of pho-

tons of longer wavelengths. When a complex is excited by UV-Vis photons, valence electrons

are promoted from the ground state to higher energy levels, leaving behind electron vacan-

cies. Subsequently, the excited electrons undergo relaxation processes that can be illustrated

using the Jablonski diagram (Figure 1.1a), depicting the electronic states of a molecule

and the transitions between these states. After excitation from the ground state S0 into a

vibrational excited state Sn, the compound may undergo various radiative (straight lines)

or non-radiative processes (waved lines). This can lead to vibrational relaxation (VR) into

the vibronic ground state of the same excited state, internal conversion (IC) to a different

state with the same spin multiplicity, or intersystem crossing (ISC) which is a transition

between different spin states as shown from the lowest singlet excited state S1 to the lowest

triplet excited state T1. Finally, the molecule can also relax vibrationally from here or can

emit radiation through the transition from these states to different vibrational states of
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S0. If this is a spin-allowed transition, it is referred to as fluorescence; if the transition is

associated with a change in electron spin and is therefore forbidden, it is referred to as

phosphorescence. The luminescence lifetime τ indicates the average time that a molecule

remains in an excited state before it returns to its ground state. With values typically around

10-8 s, the fluorescence lifetime is significantly shorter than the phosphorescence lifetimes

which can be in the ms range or even longer, since a spin flip is necessary to decay into the

ground state. [8]

Figure 1.1: a) Jablosnki diagram. b) Shematic representation of the potential energy hyper-
surfaces with the corresponding vibrational levels of the first two electronic states S0 and
S1 and the resulting symmetry and intensity of the luminescence transitions of a diatomic
molecule with two different equilibrium distances of the ground and excited state.

As for the absorption, the intensity of the bands result from the squares of the overlap

integrals of the vibronic wave functions in the excited and ground state. Thus, the lumi-

nescence spectrum is basically a mirror image of the absorption spectrum as the oscillator

characteristics of S0 and S/T1 are comparable. However, due to energy loss through VR

or solvent relaxation the luminescence spectrum is bathochromically shifted compared to

the absorption spectrum (Stokes shift). [12] This depends primarily on the different equi-
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librium distances between the nuclei in the ground and excited states. If this is small,

then the Stokes shift is small and vice versa (compare Fig. 1.1b). However, the emission is

independent of the excitation wavelength since Kasha’s rule states that photon emission

occurs only from the lowest excited state of a given multiplicity in appreciable yield. [13] This

quantum yield is an important feature for characterisation. The luminescence quantum

yield Φl indicates what proportion of the initially absorbed photons nabs is finally emitted

by luminescence photons nl and is typically determined using reference substances. [14]

Φ= nl

nabs
(1.3)

As fluorescence spectroscopy is a very sensitive analytical technique, even very low concen-

trations of impurities can interfere with the spectrum of the actual substance. In the same

way, impurities can cause the luminescence to quench and thus significantly reduce the

quantum yield. One quenching mechanism is dynamic quenching, in which the luminophore

collides with the quencher within the lifetime of the excited state and the excitation energy is

released in the form of heat. This process can be described using the Stern-Volmer equation

for dynamic quenching (1.4) where I0 and I is the luminescence intensity without and with

quencher, [Q] is the quencher concentration, Kd yn is the Stern-Volmer constant, kq is the

quenching rate and τ0 and τ is the lifetime without and with quenching. [8] Examples of

quenchers are amines, halogens, acrylamide and also oxygen, which is why the solvent is

typically degassed, especially in the case of metal-organic complexes with long living excited

triplet states. [8] However, the spin conservation rule requires that the total spin momentum

of the system is maintained.

I0

I
= τ0

τ
= 1+Kd yn[Q]= 1+kqτ0[Q](1.4)

Another quenching process is static quenching, in which luminophores and quenchers can

build less luminescent complexes. This happens in the ground state and does not rely on

diffusion or collision but only on the concentrations of the quencher Q and the luminophore

L as it can be seen from the Stern-Volmer equation for static quenching (1.5)

I0

I
= 1+Kstat[Q] with Kstat = [L−Q]

[L][Q](1.5)

In a Stern-Volmer graph, the intensity ratio is plotted against the quencher concentration.

In the case of pure dynamic or static quenching, a linear relationship is obtained whose slope

increases (dynamic quenching) or decreases (static quenching) with increasing temperature.

Mixing processes can also be present in which a non-linear relationship is obtained.
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1.2.4 Density Functional Theory

Density functional theory (DFT) has become the cornerstone for calculating the quantum

mechanical ground states of large many-electron systems, prized for its cost-efficiency and

accuracy. DFT simplifies quantum mechanical calculations by determining observables

directly from the electron density, eliminating the need to solve the Schrödinger equation

for the wave function explicitly. The basis of this approach is the assumption of a correlation

between the molecular properties and the electron density, which was already made by

Thomas and Fermi in the 1920s. Later in the 1960s two theorems were established by

Hohenberg and Kohn showing that this approach would lead to an exact solution. The first

H.-K. theorem states that the external potential of a system, and thus also the ground state

energy, is uniquely determined by an unknown functional of the density. The second theorem

states that the ground state energy can be calculated according to the variational principle

where only the electron density of the ground state leads to the minimum value of the energy.

For simplification, the Born-Oppenheimer approximation is used, so that the kinetic energy

of the nuclei can be neglected, and the nucleus-nucleus repulsion is assumed to be constant.

The electronic energy E of the system, which depends on the density [ρ(r)], is then composed

of three different terms.

E[ρ(r)]= Te[ρ(r)]+Vee[ρ(r)]+VeK [ρ(r)](1.6)

Te describes the kinetic energy of the electrons, Vee the electron-electron interaction and

VeK the electron-nucleus attraction. In the case of the electron-electron interaction, a further

distinction can be made between the classical Coulomb repulsion UH , and the non-classical

interaction ENC whereas the terms for VeK and UH are defined by established physical

principles.

E[ρ(r)]= Te[ρ(r)]+UH[ρ(r)]+ENC[ρ(r)]+VeK [ρ(r)](1.7)

UH[ρ(r)]= 1
2

∫ ∫
ρ(r1)ρ(r2)
|r1 − r2|

dr1dr2(1.8)

VeK [ρ(r)]=−
N−k∑
l=1

∫
Zlρ(r)
|r−Rl |

(1.9)

Z describes the nuclear charge whereas r and R describe the position vector of the electron

and nucleus, respectively. The difficulty therefore lies in the description of the kinetic

energy Te and the non-classical electron-electron interaction (exchange energy) ENC. In

1927 Thomas and Fermi used the approach to describe the dominating kinetic energy as

a homogeneous electron gas and neglected the exchange energy. Here, no orbitals were

considered, which has the advantage that the density is only dependent on three spatial
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coordinates. Although this simplifies the expression, the model is not able to describe

chemical bonds. In 1964, Kohn and Sham presented an approach that characterizes modern

DFT. A part of the kinetic energy is described by a fictitious system of non-interacting

electrons, which has the same density as the real system. This is achieved by calculating the

kinetic energy via a single slater determinant of orbitals {φi}. [15]

Ts[{φi}]=−1
2

n∑
i=1

∫
φ∗

i (r)∇2φi(r)dr(1.10)

Since Ts is still unequal to the total kinetic energy Te, the unknown difference is summarized

together with the unknown ENC to the exchange-correlation functional EXC.

EXC[ρ(r)]= T[ρ(r)]−Ts[{φi}]+ENC[ρ(r)](1.11)

This functional is unknown and many different non- and semi-empirical functionals have

been developed to approximate the values as accurate as possible. However, the improvement

is not straight forward in DFT since not always adding additional terms leads to a better

description of all types of interaction. Therefore, a suitable functional must be selected for

different systems and applications (e.g. spectra calculation), which can be determined, for

example, by a good match with experimental data.

For simulating spectra it is possible to approximate the transition energies using the energy

difference between the orbital energies of the ground state DFT description and calculate

the transition probability for each transition. For VtC-XES this method is known to lead

to good results. [16,17] However, for XANES Pre-peak or optical absorption simulations,

time-dependent DFT (TD-DFT) has shown to be more suitable in the context of excitation

processes. [18] TD-DFT rests on the Runge-Gross theorem, which establishes a one-to-one

correspondence between the time-dependent external potential and the time-dependent

electron density. [19] With that the static ground-state properties described by DFT can be

extended to the time domain, taking into account how the electron density of a systems

changes with a time-dependant external perturbation.
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2
CHEMICAL AND PHOTOPHYSICAL PROPERTIES OF

AMINE FUNCTIONALIZED BIS-NHC-PYRIDINE-RUII

COMPLEXES

Photoactive coordination compounds are promising candidates for the development of

a wide variety of materials. Especially after Fujishima and Honda were able to carry

out water splitting with the help of sunlight in 1972, the idea of utilising sunlight

for chemical reactions is attractive, particularly against the background of energy shortages.

Many polypyridine Ruthenium(II) complexes are known for their outstanding photophysical

properties of their long-lived triplet metal-to-ligand charge transfer (MLCT) state. Here,

different ligands influence the properties, whereby backbone modifications can also help

to tailor the properties for a specific use. However, this requires an understanding of the

influence of various ligands and substitutes. In this study the influence of an amine function-

alization in the emissive bis-NHC-pyridine-RuII complex was investigated by single crystal

diffraction, electrochemistry, optical spectroscopy and transient absorption spectroscopy. It

was shown that in particular the quantum yield decreases significantly, while photostability

increases. This could be explained with the help of (TD-)DFT calculations, showing the

stabilization of a dark metal centered (MC) state and the destabilization of the emissive

MLCT state in comparison to the non-functionalized complex.
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Chemical and photophysical properties of amine
functionalized bis-NHC-pyridine-RuII complexes
Lorena Fritsch,[a] Yannik Vukadinovic,[a] Moritz Lang,[c] Robert Naumann,[b]

Maria-Sophie Bertrams,[b] Ayla Kruse,[c] Roland Schoch,[a] Patrick Müller,[a] Adam Neuba,[a]

Philipp Dierks,[a] Stefan Lochbrunner,[c] Christoph Kerzig,[b] Katja Heinze,[b] and
Matthias Bauer*[a]

The effects of backbone amine functionalization in three new
homoleptic C^N^C type ruthenium(II) complexes bearing a
tridentate bis-imidazole-2-ylidene pyridine ligand framework
are characterized and studied by single crystal diffraction,
electrochemistry, optical spectroscopy and transient absorption
spectroscopy in combination with ab initio DFT calculations.
Functionalization by dimethylamine groups in 4-position of the
pyridine backbone significantly influences the properties of the
complexes as revealed by comparison with the unfunctionalized

references. As a result of the amine functionalization, a higher
molar absorption coefficient of the MLCT bands, a decreased
photoluminescence quantum yield at room temperature to-
gether with a shortened excited state lifetime but an improved
photostability is observed. Introduction of electron donating
and withdrawing groups at the NHC unit modifies the
electronic and optical properties, such as the oxidation
potential, absorption and emission properties, and the lifetimes
of the excited states.

Introduction

Photoactive materials are designed to respond reversibly and
precisely to an external stimulus. This field of research has
received massive attention due to the high potential arising
from developed materials in information technology, communi-
cation, or material science.[1] Frequently, heavy metal ions like
RuII, OsII or IrIII are used for this purpose because of the excellent
photophysical properties of their triplet metal-to-ligand charge
transfer (3MLCT) excited states.[2] Many of these complexes emit
in the visible region under ambient conditions with excited
state lifetimes in the microsecond range.[3] In the last decades,
the investigation of RuII complexes containing polypyridyl

ligands has been in the focus of research and resulted in a
detailed understanding of their photochemical behavior. Five
different possibilities exist for the depopulation of the 3MLCT
states:[4] (a) tunneling into high-energy vibrational levels of the
singlet ground state (1GS); (b) thermally activated decay into a
triplet metal centered (3MC) state followed by surface crossing
at a minimum energy crossing point (MECP); (c) thermally
activated surface crossing from the 3MLCT state to the 1GS;
(d) decay via non-emissive charge transfer states, and (e) phos-
sphorescence. [Ru(bpy)3]

2+ (bpy: 2,2’-bipyridine) or [Ru(tpy)2]
2+

(tpy: 2,2’ : 6’2”-terpyridine) are prominent examples for RuII

complexes. Contrary to [Ru(bpy)3]
2+, [Ru(tpy)2]

2+ shows at room
temperature (r. t.) only weak luminescence[5] and a short excited
state lifetime because of the lower bite angle of the tridentate
ligand reducing the ligand field splitting. This enables deactiva-
tion over a dark 3MC state, i. e. decay pathway (b) mentioned
above.[6] However, with the tridentate terpyridine ligand, isomer
and chirality effects can be circumvented, and chemically more
stable complexes are typically obtained.

Thus, such compounds were subject to numerous efforts in
order to modify the terpyridine ligand and to tune the
photophysical properties of respective RuII complexes.[7] The
syntheses of different RuII complexes with tridentate ligands
have been described in the literature, and their optical proper-
ties have been analyzed thoroughly.[8–13] Both homo- and
heteroleptic complexes are used for photocatalytic applications,
but ligand modifications in homoleptic complexes are studied
less frequently.[14] One approach which gained prominence in
the design of iron photosensitizers recently[15] but received less
attention in ruthenium chemistry, is the use of N-heterocyclic
carbenes (NHCs) to increase the ligand field splitting and thus
to reduce the chance of deactivation by process (b). These very
strong σ-donors destabilize the MC states. In addition, the
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combination of the strong σ-donating carbenes with a suitable
π-acceptor, such as pyridine, stabilize the MLCT states. Thus, the
probability of non-radiative deactivation through dark MC
states is reduced.[16]

The interplay of both effects makes tridentate C^N^C
ligands a versatile structure motif for a multitude of purposes.
Furthermore, modification of the pyridine backbone in such
ligand systems can have extensive effects on the photophysical
behavior of the complexes as shown by addition of aromatic
systems, carboxy-substituted pyridines or pyrazine
derivatives.[9,10,13] In general, substitution of the pyridine in 4-
position by an electron withdrawing group stabilizes the orbital
energies relative to the unsubstituted complex. Here the
antibonding lowest unoccupied molecular orbitals (LUMOs) are
stabilized to a larger extent than the bonding highest occupied
molecular orbitals (HOMOs) leading to a smaller HOMO-LUMO
gap. However, functionalization with donating amines bearing
a free electron pair has not yet been investigated for this ligand
motif in Ru complexes, although comparable terpyridine
complexes have shown a reduction of the HOMO-LUMO gap
and thus absorption in the low energy spectral range.[12] In
addition amines offer numerous possibilities to further function-
alize the photoactive ruthenium core.[17] Besides the modified π-
acceptor capability of pyridine by amine substitution in the
backbone, an interplay in the variation of the properties of the
σ-donating NHCs is of interest. Based on our previous work on
amine functionalization in combination with electron donating
and withdrawing groups at the NHC units of the prototype
tridentate C^N^C ligand bis(imidazole-2-ylidene)pyridine (LR1)
for FeII complexes,[18] we present the RuII analogue here.

In this study, the effect of the electron donating dimeth-
ylamine substituent in the pyridine backbone of LR1 and LR3
on the ground and excited state properties of the correspond-
ing [RuL2]

2+ complexes Ref. [1] and Ref. [3], respectively is
investigated by electrochemistry, optical, and ultrafast spectro-
scopy in combination with density functional theory (DFT). In
order to vary the σ-donor and π-acceptor strengths at the NHC
units, [Ru(bipNMe2)2] (C1, bip= (pyridine-2,6-diyl)bis(1-methyl-
imidazol-2-ylidene), [Ru(bdmipNMe2)2] (C2, bdmip= (pyridine-2,6-
diyl)bis(1,4,5-trimethyl-imidazol-2-ylidene)), and [Ru(bbpNMe2)2]
(C3, bbp=pyridine-2,6-diyl)bis(1-methyl-benzimidazol-2-
ylidene)) were used (the pro-ligand structures L1, L2, L3 and
LR1, LR3 are shown in Scheme 1).

Results and Discussion

Synthesis and crystal structure

The cationic pro-ligands L1-L3 are prepared following a
procedure previously described.[14] The subsequent complex
synthesis of C1� C3 was carried out according to the synthetic
protocol of Son et al. starting from RuCl3 and the respective
pro-ligand (Scheme 2).[8] Anion metathesis and purification by
column chromatography gave the complexes as bright yellow
powders. Composition and purity of the compounds were
determined by single crystal diffraction analyses, multinuclear

NMR spectroscopy in combination with mass spectrometry, IR
and elemental analysis. For the detailed experimental protocol
see Supporting Information, chapter 2.

The key structural parameters of C1� C3 obtained from
single crystal diffraction are discussed in comparison to Ref. [1]
since no crystal structure of Ref. [3] is available. As an example,
the crystal structure of C1 is shown in Figure 1. The structures
of C2 and C3 are displayed in the Supporting Information
(Figure S2 and S3). The Ru� N bond lengths of in average
2.018(2) Å in C2, 2.020(2) Å in C1, and 2.031(1) Å in C3 increase
slightly depending on the NHC character. Thus, the benzimida-
zole-2-ylidene containing complex C3 has the longest and the
dimethylimidazole-2-ylidene complex C2 the shortest Ru� N
bond whereas C1 only show minor deviations from C2 within

Scheme 1. Schematic structures of pro-ligands L1-L3 of homoleptic com-
plexes C1� C3 and reference ligands LR1 and LR3 of reference complexes
Ref. [1] and Ref. [3].

Scheme 2. Reaction conditions of complexation for C1� C3.

Figure 1. Single crystal structure of complex cation C1. Atoms are shown
with anisotropic displacement parameters as ellipsoids at 50% probability
level. Hydrogen atoms and counter ions are omitted for clarity.
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the instrument error. Nevertheless this finding supports the
expected σ-donor strength of the respective NHC part of the
ligand. For Ref. [1] an average Ru� N bond length of 2.019(2) Å,
which is nearly identical to C1, is observed. Therefore, the
amine functionalization does not seem to have any structural
effect here. For the Ru� C bond length only a shortening within
the 3σ-error for the amine substituted complexes C1� C3, with
average values between 2.042(2) Å and 2.044(4) Å, in contrast
to Ref. [1] with an average Ru� C distance of 2.051(2) Å is
observed. The N� Ru� N trans angle hardly differ from 178.70(7)°
to 179.21(7)° for C1� C3 with the size of the NHC unit. However,
for the unsubstituted reference Ref. [1], a significant smaller
angle of 175.78(6)° was observed, deviating most from an ideal
octahedral geometry. The C� Ru� C angle shows very small
deviations following the Ru� C bond length, whereas C2 has an
angle of 153.20(8)° and C3 of 153.86(7)°. Overall, the amine
substitution slightly reduces Ru� C bond lengths and thus

stabilizes the Ru� C bond. Furthermore, for all substituted
complexes a less distorted octahedral structure can be found in
contrast to the reference. All coordination bond lengths are
summarized in Table 1 and further details of the crystal
structure analysis can be found in the Supporting Information
(Chapter 3).

Electrochemical behavior

Cyclic voltammograms of complexes C1� C3 and Ref. [1]/
Ref. [3] are depicted in Figure 2. The full scan ranges are given
in the Supplementary Information (Figure S4). For all complexes
a single reversible oxidation in the range between 0.1 V and
0.4 V versus Fc/Fc+ is observed which can be ascribed to the
RuIII/RuII one-electron redox pair (for further details see Supple-
mentary Information, chapter 4 and Figure S5). The summarized
electrochemical data displayed in Table 2 show a half-step
potential of 0.11 V for C2, 0.23 V for C1 and 0.37 V for C3. The
amine substitution has a significant effect on the oxidation
potential, which is cathodically shifted compared to the
reference complexes Ref. [1] (0.67 V) and Ref. [3] (0.92 V). This
shift can be explained by the reduced π-accepting properties of
the amine substituted pyridine, causing a destabilization of the
Ru localized t2g orbitals (HOMOs). For the same reason, ligand
localized π* orbitals (LUMOs) are also destabilized compared to
Ref. [1] and Ref. [3], shifting the ligand reduction potentials to
more negative values, moving out of the potential range for
MeCN as solvent in the electrochemical experiments.

Different NHC ligands influence the redox potential
significantly.[19] The RuIII/RuII redox process in the benzimidazole
complexes C3 and Ref. [3] appears at higher potentials than in
the imidazole complexes C1 and Ref. [1]. The decreased
π-donor and increased π-acceptor function of the benzimida-

Table 1. Trans-coordination angles and bond lengths for complex C1� C3
and the reference complex Ref. [1].

C1 C2 C3 Ref. [1][8]

Ru� N[a] 2.019(2)
2.021(2)

2.015(2)
2.021(2)

2.030(1)
2.032(1)

2.018(2)
2.020(2)

Ru� N av[b] 2.020(2) 2.018(2) 2.031(1) 2.019(2)

Ru� C[a] 2.036(2)
2.043(2)
2.044(2)
2.051(2)

2.037(2)
2.039(2)
2.041(2)
2.049(2)

2.037(3)
2.043(3)
2.046(2)
2.052(2)

2.048(2)
2.049(2)
2.053(2)
2.055(2)

Ru� C av[b] 2.044(2) 2.042(2) 2.044(3) 2.051(2)

N� Ru� N[c] 178.70(7) 178.85(6) 179.21(7) 175.78(6)

C� Ru� C[c] 153.41(9)
153.60(9)

153.01(8)
153.39(8)

154.33(7)
153.38(7)

153.81(8)
153.56(8)

C� Ru� C av[d] 153.51(9) 153.20(8) 153.86(7) 153.69(8)

[a] bond length [Å]. [b] average bond length [Å]. [c] trans bond angle [°].
[d] average trans bond angle [°].

Figure 2. Cyclic voltammograms (oxidative scans) of complexes C1� C3 and
Ref. 1/Ref. 3. recorded in MeCN (c=1 mmol/L) at r. t. using [n-Bu4N][PF6]
(0.1 mol/L) as supporting electrolyte at 100 mV·s� 1. Potentials are shown
against the Fc/Fc+ couple.

Table 2. Optical absorption and electrochemical data for C1� C3 and the
reference complexes.

C1 C2 C3 Ref. [1] Ref. [3]

λabs,max

(nm)[a]
379
352
242

391
355
239

384
370
300
283

384
345
273
237

378
295

ɛ
(M� 1·cm� 1)

41200
34500
93900

44300
28800
96300

36500
34300
44800
76000

19200
14800
30100
43000

16700
98200

λem,max, 77K (nm)[b] 486
510

501
524

474
497

– –

λem,max, r. t. (nm)[b] 515
585

535
620

497
557

541 524

E1/2
ox(V)[d] 0.23 0.11 0.37 0.67 0.92

ΔE (mV) 68 63 79 71 100

[a] Measured in MeCN at 298 K. [b] Measured in BuCN at 77 K and
excitation at 354 nm (C1), 390 nm (C2), 354 nm (C3). [c] Measured in
MeCN at 298 K and excitation at 380 nm. [d] Potentials are quoted vs. Fc/
Fc+ and recorded in MeCN (c=1 mM) using [n-Bu4N][PF6] (0.1 M) as
supporting electrolyte at 100 mV·s� 1 at 25 °C.
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zole-2-ylidene stabilizes the HOMOs compared to imidazole-2-
ylidene, explaining the shift. The four-fold methyl substitution
in the ligand of C2 further increases the electron density at the
ruthenium centre compared to C1 due to the stronger π-donor
and weaker π-acceptor capabilities, which destabilizes the
HOMOs.

To obtain a more detailed view on the oxidation process,
UV/Vis spectro-electrochemical investigations were performed
(Figure S6). The observed isosbestic points confirm that there
are only two species involved. Fully reversible RuIII/RuII redox
processes for C1 and C3 can be observed, while for C2, there is
no complete electrochemical re-reduction, although this was
observed in the CV. This may be due to the significantly longer
time scale at which the potential is applied in the spectro-
electrochemical measurements. Under these conditions the
complex might build another species which can’t be transferred
in the initial state.

The progressive oxidation of the RuII species can be
observed by the decreased intensity of the typical MLCT band
at 300–400 nm. The resulting RuIII species possesses a corre-
sponding ligand-to-metal charge transfer (LMCT) transition,
which appears in the range of 600–900 nm.[20] The ligand-
centered transitions below 300 nm are not significantly affected
by the oxidation process.

UV/Vis Spectroscopy

The UV/Vis- absorption spectra of the RuII complexes recorded
in MeCN solutions (1 ·10� 5 M) are shown in Figure 3. The data
agreement with those of related compounds[9] and are
summarized in Table 2. The complexes exhibit intense bands in
the UVB below 315 nm and the UVA/blue region (>315 nm),
assigned to ligand-based π-π* transitions and MLCT dπ-pπ*
transitions, respectively.[21] Within the MLCT region (315–
450 nm) two absorption bands are present at ~360 nm and
~385 nm. The splitting between both decreases from C2
(2600 cm� 1) to C1 (2000 cm� 1) to C3 (1000 cm� 1). A weak
redshift of the low-energy tail of the MLCT band, starting from
C3 to C1 to C2 can be observed in line with the calculated
HOMO-LUMO gaps (vide infra, Figure 5) and the electrochemical
properties. The references show a similar behavior even if the
molar absorption coefficients of the MLCT bands are lower by a
factor of ~2: for Ref. [1] a significant splitting (2900 cm� 1) is
visible, whereas for Ref. [3] only one band is visible. Interest-
ingly, amine substitution at the pyridine does not appear to
cause a significant shift in the MLCT band of the functionalized
complexes compared to the unsubstituted Ref. [1] and Ref. [3],
in contrast to what was observed for methoxy functionalization
at the pyridine ligand of comparable C^N^C iron complexes
and can be expected due to variations in the HOMO-LUMO
gaps.[22] Related FeII complexes show the same spectral
behavior, and it is known that the higher energy MLCT band is
assigned to a Fe� NHC charge transfer, whereas the MLCT band
at lower energies corresponds to a Fe-pyridine charge
transfer.[18] A corresponding quantum chemical analysis of the
Ru complexes will be presented below.

Luminescence Properties

Photoluminescence spectra of C1� C3 at 77 K are shown in
Figure 3. The emission band at 77 K has a maximum at 486 nm
(C1), 501 nm (C2) and 474 nm (C3) resulting in an observed
energy difference between absorption and emission maxima of
5800 cm� 1, 5600 cm� 1, 4900 cm� 1, respectively. It follows the
order observed for the MLCT absorption bands. Such emission
bands, with vibronic fine structure have been reported
previously for [RuII(bpy)3]

2+ complexes and can be assigned to
the typical phosphorescence of the 3MLCT state[23] after
intersystem crossing from the 1MLCT state. Since both reference
complexes Ref. [1] and Ref. [3] show pronounced r. t. lumines-
cence (Figure S8) at 541 nm and 524 nm, respectively and
emission quantum yields of ~0.9% in deoxygenated MeCN
solutions, it was a surprising observation that the amine
substituted complexes C1� C3 show only very weak r. t.
emission.

Temperature-dependent luminescence spectra were meas-
ured to investigate thermal effects on the emissive behavior

Figure 3. a) Optical absorption spectra of complexes C1� C3 in MeCN at
25 °C compared to the references. Right: Normalized emission spectra of the
complexes C1� C3 in frozen nBuCN at 77 K in comparison to a cutout of the
normalized optical absorption spectra in MeCN at 25 °C.
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(Figures S10/11). No sudden changes are detected, but a
constant intensity decrease indicates a thermally activated non-
radiative deactivation process. With increasing temperature, a
shift to lower energies becomes visible, i. e. the low-energy
band becomes progressively dominant. The step at the glass
transition point around 110 K, indicates the increased solvent
mobility and the loss of rigidochromic effects.[24]

At r. t. C1� C3 each show two weak emission bands with
maxima/shoulders at 515 nm and 585 nm (C1), 535 nm and
620 nm (C2) and 497 nm and 557 nm (C3) (Figure S8). The
observed shift in contrast to the frozen solution further
substantiates a 3MLCT character.[25] The low-energy band is
quenched in presence of 3O2. This quenching results in the
formation of 1O2 as proven by the characteristic emission at
1270 nm (Figure S7). The formation of 1O2 is also indicative of a
triplet state.[26] However, this band shows a lower emission
energy than the associated reference complexes Ref. [1] and
Ref. [3], which would suggest a stabilization of the MLCT state
for the amine substituted complexes, whereas the opposite is
shown in the Quantum-chemical calculations section. Thus, we
assume that the lower-energy emission band is not associated
to the complexes C1� C3 but to an emissive trace impurity
whereas the high energy band can be assigned to the amine
substituted complexes. Excitation spectra with detection at the
low- and high-energy side of the bands differ as well (Fig-
ure S11).

Excited state dynamics

Due to the very low r. t. quantum yields, attempts to determine
the lifetime of the emissive states by time resolved emission
measurements using a streak camera failed. Therefore, details of
the excited state dynamics could only be investigated with the
aid of transient absorption (TA) spectroscopy (Figure 4, Fig-
ure S12). An ultrafast pump-probe setup with a time resolution
of about 100 fs was used applying pulses with a center
wavelength of 400 nm, obtained by frequency doubling the
output of a Ti : sapphire amplifier system, for excitation and a
white light continuum for probing.[27] The polarizations of the
pump and probe pulses were set to magic angle to avoid signal
contributions caused by rotational diffusion.

TA spectra at selected delay times between excitation and
probe are shown in Figure 4a) for C1, 4c) for C2 and 4e) for C3
in MeCN. For C1� C3 a positive signal in the visible range was
detected, which is attributed to the excited state absorption
(ESA) of the corresponding 3MLCT state. The steep signal drop
below 420 nm indicates the onset of the ground state bleach
(GSB) merging into the positive ESA signal (see Figure 4a), c),
e)). This is in good accordance with the chronoamperometric
spectra (see Figure S6). Upon electrochemical oxidation, the
ruthenium cation is oxidized to RuIII. Also, in the MLCT state,
where one electron is shifted from the ruthenium metal center
to the ligand, the ruthenium cation is formally oxidized to RuIII,
but in addition the ligand is reduced. The absorption changes
due to electrochemical oxidation should therefore resemble
partially the transient absorption spectrum. And indeed, the

positive absorbance changes at wavelengths above 500 nm is
observed in both the chronoamperometric spectra as well as
the transient absorption spectra. Differences in the spectral
shape might be related to the reduction of the ligand in the
MLCT state. Unfortunately, this reduction turned out to be
irreversible in the chronoamperometric experiments and corre-
sponding spectral changes could not be recorded.

The temporal evolution of the transient absorption spectra
was analyzed by a global fit. The time evolution of the signals
of C1, C2 and C3 can be reproduced by a monoexponential
decay. The associated time constants are 560 ps, 4 ns, and
490 ps for C1, C2 and C3, respectively (see Figure 4b), d), and
f)), are assigned to the lifetimes of the 3MLCT state of the
respective complex. The 3MLCT excited state lifetime of Ref. [1]
was determined to be 820 ns through emission lifetime
measurements in a previous study.[8] Using nanosecond laser
flash photolysis (ns-LFP)[28] the transient absorption spectrum of
Ref. [1] with a broad maximum in the visible region and a
characteristic GSB could be measured after excitation with
355 nm pulses (Figure S21). A 3MLCT lifetime of 2.4 μs was
obtained under our conditions (MeCN, 20 °C). The excited state
lifetime of Ref. [3] was also examined by time resolved emission
and transient absorption measurements and determined to be
920 ns (see Figures S14/S15). Therefore, the addition of the
dimethylamine functionality shortens the lifetime by more than
three orders of magnitude. Comparative ns-LFP measurements
of C1 and Ref. [1] with semi-quantitative detection of the TA
signals provided further evidence for the efficient and ultrafast
deactivation of excited C1 (Figure S22). This can be explained
by the destabilization of the 3MLCT state and a consequently

Figure 4. Ultrafast pump-probe measurements of C1� C3 in MeCN with
optical excitation at 400 nm. Left panels: Transient absorption spectra at the
given delay times for C1 (a), C2(c), and C3 (e). The shaded areas indicate
where GSB contributes to the signal. Right panels: Measured time traces
(circles) at the respective two specified probe wavelengths and correspond-
ing decay curves (lines) obtained by a global fit with a time constant of
560 ps for C1 (b), 4 ns for C2 (d) and of 490 ps for C3 (f), respectively.
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faster transfer to the 3MC state. Surprisingly, the trend of an
elongated 3MLCT lifetime due to a larger π-system in the
benzimidazole complex C3 in contrast to C1, as it is described
for the iron complex with carboxylic acid instead of amine
functionalization, could not be reproduced for the ruthenium
complex which shows that an interaction of substituents at
different positions might also play a role.[19] Furthermore, the
lifetime of C2 of ~4 ns is approximately eight times longer than
that of C1 and C3. The addition of the methyl groups thus
prolongs the excited state lifetime and partially compensates
the weakened π-acceptor properties of the pyridine due to the
amine.

Ref. [1] and C1 are sufficiently photostable for comparative
ns-LFP measurements and for a reliable photostability assay
using a 390 nm LED as light source (Figure S24). Upon
excitation of the MLCT band C1 is more photostable than its
reference compound by more than one order of magnitude.
Considering that the lifetime of C1 is still sufficiently long for
several photophysical and photochemical applications and the
advantageous increase in the molar absorption coefficients of
the MLCT band, the dimethylamine group in the C^N^C ligands
might be regarded as a useful design principle when fast
photobleaching must be avoided.

Quantum-chemical calculations

To understand the significant influence of the amine substitu-
tion at the pyridine ring, molecular properties were investigated
by means of (time-dependent) density functional theory (DFT)
calculations on C1� C3 and the respective references Ref. [1]
and Ref. [3]. B97-3c DFT-optimized molecular geometries pre-
dict a distorted octahedral structure in the electronic ground
state (1GS) for all complexes which is in good agreement with
the experimentally observed bond lengths and angles given in
Table S5. To illustrate the electronic properties and the energy
difference of the molecular orbitals caused by the amine
functionalization, TD-DFT calculations on the PBE0 level were
conducted using the ZORA-def2-TZVP basis set, the relativistic
approximation ZORA and the continuum solvent model CPCM
of MeCN. The resulting energies and the composition of the
frontier orbitals are shown in Figure 5. A further analysis of the
orbitals can be found in Table S6 and Figure S18. In each case,
the HOMO is composed of Ru d-orbitals (around 40%) in
combination with π-orbitals of the ligands.

Both references possess a HOMO with additional NHC
character (around 40%) and a LUMO dominated by the accept-
ing pyridine (around 55%). For the amine substituted com-
plexes this varies with the specific substitution at the NHC.
While C2 behaves most similarly to the references due to the
electron-donating effect of the methyl groups at the NHC and
also exhibits a HOMO with 40% NHC and a LUMO with 44%
pyridine contribution, this ratio is reversed for non-methylated

Figure 5. Molecular orbital levels of complexes C1� C3 and the references in MeCN obtained from TD-DFT calculations. Theoretical HOMO-LUMO gaps are
given in between the HOMO and LUMO of each complex as well as the spatial distribution.
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C1. Here, the LUMO is still pyridine dominated with 48%, but
the HOMO has only 12% NHC contribution. This effect is further
enhanced for C3, where even the LUMO has only 22% pyridine,
but 47% NHC contribution. Thus, a stepwise inversion of the
ligand-based orbital components of the HOMOs and LUMOs is
observed. This can be explained by the fact that the NHC donor
properties are weakened by the benzimidazole, and at the
same time the donor properties of the pyridines are increased
by the amine in accordance with the electron donating proper-
ties of the � NMe2 group. In contrast, the opposite effect is seen
for the acceptor properties. The electron donating effect of the
amine consequently destabilizes all frontier orbitals. Especially
the energy of the metal-centered HOMOs reflects this trend as
can be seen from the cyclic voltammetry results. The reference
complexes both show more stabilized HOMOs than the amine
substituted complexes due to the better π-accepting ability of
the unfunctionalized pyridines. This results in a significant shift
of +0.44 eV and +0.55 eV of the experimental oxidation
potentials between C1 and C3 and their respective references
Ref. [1] and Ref. [3]. The calculations reproduce these findings
quite well with energy differences of +0.33 eV and +0.44 eV
respectively. Also, the HOMO energy of the amine substituted
complexes shows an increasing destabilization with a change of
in total +0.40 eV from C2 (� 5.45 eV) to C1 (� 5.65 eV) to C3
(� 5.85 eV). The trend of these theoretical values is in the same
order of magnitude as the increase of in total 0.26 eV found in
the experiment. For all complexes the stabilizing and destabiliz-
ing effects of the substituents are stronger for the occupied
orbitals resulting in slightly different HOMO-LUMO gaps for the
three complexes C2, C1, and C3 with 4.42 eV, 4.45 eV, and
4.48 eV, respectively. These rather small changes correspond to
a change of only 4 nm in the UV/Vis spectra (Figure 3) which
might be visible as a slight blue shift in the same order.

Furthermore, the first 150 vertical transitions together with
their oscillator strength were calculated using the PBE0 func-
tional to reproduce the absorption spectra (Figure S19/Ta-
ble S7). The intense bands in the UV region at 240 nm and
275 nm can be assigned to several ligand centered (LC)
transitions, typical for ruthenium polypyridine complexes.[29]

Since the pyridine part of the ligands still has better acceptor
properties than the NHC part even after amine functionaliza-
tion, the accepting orbitals of the most intense transitions all
have a higher pyridine than NHC contribution, whereas the
composition of the donor orbitals is more distributed over both
ligand parts. Above 325 nm the calculations describe all
transitions mainly as MLCT transitions. However, the experiment
shows two distinct bands, and the calculation does not
reproduce the intensity of those features very well. The use of
other functionals, such as B3LYP does not lead to an improve-
ment (Figure S19). Having a closer look into the origin of the
transitions (Table S6/S7) it becomes apparent that the donor
orbitals of the lower energy band transitions consist of Ru d-
orbitals with a z-component while the higher energy transitions
originate from Ru dxy orbitals. This results in a higher pyridine
proportion for the donor orbitals of the low energy band and a
higher NHC proportion for the high energy feature, consistent
with the findings for the corresponding iron complexes.[18]

However, for the accepting LUMOs no such trend is found. The
orbitals are more delocalized over the molecule, consistent with
the literature for similar Ru complexes.[30] To shed further light
into the excited state landscape the lowest triplet states of
C1� C3 were optimized. As seen from Figure 6, the spin density
of the lowest triplet state is localized at the Ru center and one
pyridine-amine unit predicting a pyridine based 3MLCT as
emissive state in all cases supporting the results discussed
above.

The extremely low emission quantum yield at r. t. and the
short 3MLCT lifetimes compared to the reference complexes
suggest that also thermally accessible efficient dark relaxation
pathways are present. Excitation energies calculated by PBE0
TD-DFT can be used to estimate the excited state energies
(Figure 6). The calculated values only reflect the vertical
transitions at the Franck-Condon (FC) geometry and do not
take into account different vibronic levels and the shape of the
potential energy surfaces (PES) along the reaction coordinate,
which leads to an overestimation especially for the 3MC states.
However, they allow a relative comparison of the functionalized
complexes with the references to determine the different
luminescence behavior.

Figure 6. a) Visualization of the TD-DFT calculated vertical excitation ener-
gies (Table S8) at the optimized ground state geometry (FC) and spin density
plots of the lowest b97-3c optimized (opt) triplet states of C1� C3 and Ref. 1/
3. b) Absorption and potential relaxation pathways using C1 as an example.
Position of the relaxed 3MC state is shown arbitrarily since the 3MC state
could not be geometry optimized by DFT.
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In general, amine substitution destabilizes the MLCT states
and stabilizes the MC states. This results in a decreased energy
gap between the lowest 3MLCT and 3MC states from 1.53 eV
and 1.49 eV for Ref. [1] and Ref. [3] to 1.16 eV, 1.27 eV and
1.25 eV for C1, C2 and C3, respectively (FC geometry). For
[Ru(bpy)3]

2+ the thermal activation barrier between 3MLCT and
3MC was determined to be about 0.31 eV (trans 3MC) or 0.45 eV
(cis 3MC).[31] Thus, taking into account the overestimation of the
MC energy, the reduction of the energy gap of about 0.3 eV is
very likely to enable the thermal deactivation path via the dark
3MC state. C2, which exhibits the longest 3MLCT lifetime of the
three amine substituted complexes, also has the largest
3MC-3MLCT energy gap which supports the relevance of the gap
for the deactivation and the photophysical properties. Addition-
ally, the calculated 3MLCT absorption energy of Ref. [1] and
Ref. [3] is 2.77 eV and 2.87 eV, respectively corresponding to a
wavelength of 448 nm and 432 nm. This overestimates the
experimental emission energy by ~4000 cm� 1 (90 nm) due to
the aforementioned reasons. Using the same approach, the
emission bands for C1, C2 and C3 (2.94 eV/422 nm, 2.86 eV/
434 nm, 2.96 eV/419 nm) are expected to be around 512 nm,
524 nm and 509 nm which substantiates the assignment of the
r. t. high-energy emission band to the complex emission.

Conclusions

Three new amine functionalized bis-NHC-pyridine ruthenium(II)
complexes have been synthesized and characterized. The use of
an amine in the pyridine backbone was previously described for
analogue weakly emissive [Ru(tpy)2]

2+ and non-emissive [Fe-
(bipNMe2)2]

2+ complexes and has now been transferred to a
corresponding and originally luminescent tetra-carbene ruthe-
nium complex. The amine substitution on the pyridine
decreases the push-pull effect associated with the σ-donating
NHC and π-accepting pyridine and thereby weakens particularly
the pyridine π-acceptor and strengthens the σ-donating proper-
ties significantly. As a result, all relevant frontier orbitals are
destabilized. This is manifested in the lower oxidation potentials
of the substituted complexes compared to the unfunctionalized
references. The effect has an even larger impact on the ligand
centered LUMOs leading to a slight increase of the HOMO-
LUMO gaps. Different substituents at the NHC backbone,
modifying its σ-donor and π-acceptor strength, also show an
influence. The improved π-donor properties in C2 due to methyl
substitution destabilize especially the metal-based HOMOs,
whereas the better π-acceptor properties of the benzyl
functionalization in C3 stabilize them.

Amine functionalization strongly impacts the excited state
energy landscape since especially the emission properties
change drastically. The r. t. luminescence is nearly fully
quenched due to much shorter 3MLCT excited state lifetimes,
i. e. faster non-radiative decay. DFT calculations could show that
destabilization of the 3MLCT and stabilization of the 3MC states
occurs in the amine substituted complexes and could facilitate
a dark 3MC relaxation channel. The quenching is weakened by
electron donating and slightly strengthened by electron with-

drawing groups at the NHC, which is reflected by the excited
state lifetimes. However, even if the luminescence properties
are quenched in the amine functionalized complexes, they
possess a higher photostability in combination with a doubled
extinction coefficient for the 1MLCT absorption band.

Experimental Section

Synthesis

General Method for the Synthesis of Ru-NHC complexes: Under
argon atmosphere the ligand (2 mmol) and RuCl3 ·H2O (1 mmol)
were propounded in ethylene glycol (10 mL) and the reaction
mixture was heated to 180° C for 5 h. After cooling to r. t. a
saturated aqueous solution of KPF6 was added to the mixture
resulting in precipitation of the Ru(II) complex. After stirring for
another 2 h the suspensions were filtered, and the crude product
was purified by column chromatography (Al2O3/MeCN).

[Ru(bipNMe2)2][PF6]2 (C1): Yield: 64% (0.64 mmol); yellow powder.
1H-NMR (500 MHz, acetonitrile-d3, 30 °C, δ [ppm]): 7.94 (d, 3JHH=

1.7 Hz, 4H, CH); 7.03 (s, 4H, CH); 6.94 (d, 3JHH=1.73 Hz, 4H, CH); 2.67
(s, 12H, CH3); 2.13 (s, 12H, CH3).

13C-NMR (125 MHz, acetonitrile-d3,
30 °C, δ [ppm]): 192.6 (Cq); 156.4 (Cq); 151.4 (Cq); 123.4 (CH); 115.9
(CH); 89.4 (CH); 39.8 (CH3); 35.1 (CH3). ESI-MS (m/z(%)) (MeCN):
333.10 (100) [M2+]; 811.17 (4) [M2+ +PF6� ]. IR (ATR, ~v [cm� 1]):
3182 w, 3153 w, 2945 w, 2361 w, 2336 w, 1634 m, 1574 w, 1515 m,
1505 w, 1481 w, 1447 w, 1403 m, 1344 m, 1280 w, 1267 m, 1242 w,
1178 w, 1126 w, 1088 w, 1009 w, 937 m, 876 w, 837 s, 823 s, 804 s,
729 m, 716 m, 684 s, 595 w, 555 s, 488 w, 463 w, 438 w, 381 w,
361 w, 306 w, 281 w, 221 w. elemental analysis calculated for
C30H36F12RuN12P2: C: 37.70; H: 3.80; N: 17.59; found: C: 37.78; H: 4.13;
N: 17.65.

[Ru(bdmipNMe2)2][PF6]2 (C2): Yield: 68% (0.68 mmol) 1H-NMR
(700 MHz, acetonitrile-d3, 30 °C, δ [ppm]): 7.12 (s, 4H, CH); 3.25 (s,
12H, CH3); 2.64 (s, 12H, CH3); 2.54 (s, 12H, CH3); 1.99 (s, 12H, CH3).
13C-NMR (176 MHz, acetonitrile-d3, 30 °C, δ [ppm]): 193.0 (Cq); 156.0
(Cq); 153.6 (Cq); 127.8 (Cq); 123.9 (Cq); 91.4 (CH); 40.4 (CH3); 33.3
(CH3); 11.87 (CH3); 8.75 (CH3). ESI-MS (m/z(%)) (MeCN): 389.17 (100)
[M2+]; 923.31 (18) [M2+ +PF6

� ]. IR (ATR, ~v [cm� 1]): 3170 w, 3116 w,
2935 w, 1616 m, 1571 w, 1537 m, 1444 w, 1394 w, 1332 w, 1226 m,
1180 w, 1139 w, 1097 w, 1068 w, 989 w, 825 s, 740 m, 676 w, 638 w,
555 s, 281 m, 225 w. elemental analysis: calculated for
C34H44F12RuN12P2: C: 40.36; H: 4.38; N: 16.61; found: C: 40.44; H: 4.70;
N: 16.82.

[Ru(bbpNMe2)2][PF6]2 (C3): Yield: 60% (0.60 mmol) 1H-NMR (500 MHz,
acetonitrile-d3, 30 °C, δ [ppm]): 8.26 (d, 3JHH=8.3 Hz, 4H, CH); 7.48 (t,
3JHH=8.3 Hz 4H, CH); 7.41 (s, 4H, CH); 7.43 (t, 3JHH=9.0 Hz, 4H, CH);
7.31 (d, 3JHH=7.98 Hz, 4H, CH); 3.54 (s, 12H, CH3); 2.92 (s, 12H, CH3).
13C-NMR (125 MHz, acetonitrile-d3, 30 °C, δ [ppm]): 202.4 (Cq); 156.6
(Cq); 151.9 (Cq); 136.5 (Cq); 131.1 (Cq); 124.4 (CH); 123.7 (CH); 111.9
(CH); 110.5 (CH); 90.7 (CH); 40.1 (CH3); 32.3 (CH3). ESI-MS (m/z(%))
(MeCN): 433.14 (100) [M2+]; 426.13 (32) [M2+ � CH3]; 288.7 (7)
[M3+].IR (ATR, ~v [cm� 1]): 3656 w, 2941 w, 2875 w, 1639 m, 1598 w,
1531 m, 1496 m, 1461 m, 1440 m, 1390s, 1334 m, 1317 m, 1292 m,
1232 w, 1182 w, 1161 m, 1091 m, 1022 w, 937 w, 827 s, 784 s, 732 s,
669 m, 630 w, 586 w, 555 s, 428 m, 347 m, 256 m. elemental
analysis calculated for C46H44F12RuN12P2: C: 47.80; H: 3.84; N: 14.54;
found: C: 47.57; H: 3.90; N: 14.65.

[Ru(bip)2][PF6]2 (Ref.1): Yield: 25% (0.37 mmol) 1H-NMR (500 MHz,
acetonitrile-d3, 30 °C, δ [ppm]): 8.22 (t, 2H, 3JHH=8.2 Hz, CH) 8.00 (d,
4H, 3JHH=2.3 Hz, CH); 7.84 (d, 4H, 3JHH=8.2 Hz, CH); 7.00 (d, 4H,
3JHH=2.5 Hz, CH); 2.61 (s, 12H, CH3).
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[Ru(bbp)2][PF6]2 (Ref.3):
1H-NMR Yield: 64% (0.13 mmol) (700 MHz,

d6-acetone) δ (ppm): 8.82 (d, 4H, 3JHH=8.3 Hz, CH); 8.74 (dd, 2H,
3JHH=8.9 Hz, 3JHH=7.8 Hz, CH); 8.56 (d, 4H, 3JHH=8.4 Hz, CH); 7.85–
7.55 (m, 4H, CH); 7.48–7.45 (m, 8H, CH); 3.04 (s, 12H, CH3).

13C-NMR
(176 MHz, d6-acetone) δ (ppm): 201.1 (s, Cq, 4C, C); 153.3 (s, Cq, 4C,
C); 140.5 (s, 2C, CH); 137.4 (s, Cq, 4C, C); 132.4 (s, Cq, 4C, C); 125.9 (s,
4C, CH); 125.2 (s, 4C, CH); 113.2 (s, 4C, CH); 111.9 (s, 4C, CH); 108.7
(s, 4C, CH); 33.2 (s, 4C, CH3). ESI-MS (pos) (m/z in MeCN) calculated
for [C42H34N10Ru]

2+ : 390.1000; found: 390.0984. elemental analysis
calculated for C42H34F12N10P2Ru: C: 47.15; H: 3.20; N: 13.09; found: C:
46.86; H: 3.40; N: 12.79.

Single crystal diffraction

Crystallographic data were recorded using a Bruker SMART CCD
area detector equipped three-cycle diffractometer working with
graphite monochromated Mo Kα radiation (λ=0.71073 Å) at 130(2)
K. Structure solutions were carried out by direct methods[32] full
matrix least-squares refinement based on F2.[32] All non-hydrogen
atoms were refined anisotropically, and hydrogen positions were
derived from geometrical reasons and afterward refined at idealized
positions riding on the carbon atoms with isotropic displacement
parameters Uiso(H)=1.2Ueq(C) and d(C� H)=0.96 Å. The methyl
groups are idealized with tetrahedral angles in a combined rotating
and rigid group refinement with the 1.5- fold isotropic displace-
ment parameters of the equivalent Uij of the corresponding carbon
atom.

Cyclic Voltammetry

Potentiometric measurements were performed at r. t. using a
PGSTAT 101 potentiostat from Metrohm-Autolab in deoxygenated
MeCN with an analyte concentration of 10� 3 M and [n-Bu4N][PF6] of
0.1 M as the inert electrolyte. A platinum working electrode (1 mm
diameter), a silver/0.01 M AgNO3 and 0.1 M [n-Bu4N][PF6] in MeCN
reference electrode, and a platinum pin counter electrode were
used in a three-electrode configuration. After measurements,
ferrocene (FcH) was added as an internal standard to reference
against the FcH/FcH+ redox couple. The resulting voltammograms
were analyzed using the software Nova 2.1.3. The reversibility of the
redox couples was checked by using the criteria from Nicholson
and Shain[33] and the Randles–Sevcik equation.[34]

Spectroelectrochemistry

Spectroelectrochemical measurements were performed at r. t. in an
optically transparent cell (d=4 mm) in deoxygenated MeCN/0.1 M
[n-Bu4N][PF6] and a platinum wire mesh working electrode. Spectral
changes during oxidations/reductions were recorded on a Varian
Cary 50 spectrophotometer.

UV/Vis Spectroscopy

Steady state absorption spectra were recorded at concentrations of
10� 5 M on a Specord 50 UV/vis spectrometer from Analytik Jena.
Spectroscopic-grade solvents from VWR and quartz cuvettes by
Hellma with a path length of 1 cm were used.

Luminescence Measurements (fixed temperature 77 K, r. t.) For
steady-state emission spectroscopy solvents of spectroscopic grade
were use. Steady-state emission spectra were recorded in 10 mm
quartz cuvettes on a Jasco FP8300 or a Horiba Scientific FluoroMax-
4 spectrometer. The solutions for the measurements under argon
were degassed via the freeze-pump-thaw technique.

Variable temperature emission spectroscopy

VT-steady-state emission spectra were recorded with a FLS1000
spectrometer from Edinburgh Instruments equipped with a cooled
photomultiplier detector N-G11 PMT-980 (250–980 nm). A xenon
arc lamp Xe2 (450 W) was used for excitation. All samples were
dissolved in a mixture of EtOH/MeOH (6 :4 v/v) and purged with
nitrogen for 20 min prior to use. VT-emission measurements were
carried out using a liquid nitrogen cooled cryostat Optistat DN from
Oxford Instruments.

Singlet Oxygen (1O2) phosphorescence. 1O2 formation was ob-
served using a FLS1000 spectrometer equipped with a cooled NIR
sensitive photomultiplier detector N-G09 PMT-1700 (500–1700 nm)
and a xenon arc lamp Xe2 (450 W) as excitation source. The
samples were dissolved in MeCN and filled in a 10 mm quartz
cuvette for the measurement.

Transient Absorption Spectroscopy

Transient absorption spectra were recorded with a time resolution
of about 100 fs employing a pump-probe setup based on a
Ti : sapphire laser system (Spitfire Ace PA, Spectra Physics), which
operates at a centre wavelength of 800 nm and a repetition rate of
1 kHz.[27] The pump pulses with a center wavelength of 400 nm
were obtained by frequency-doubling the Ti : sapphire output in a
BBO crystal. For the probe pulses, a white light continuum is
generated in a CaF2 crystal. To avoid effects caused by orientational
relaxation, the polarizations of the pump and probe pulses were set
to magic angle with respect to each other. Behind the sample, the
probe was dispersed by a prism and the spectrally resolved
absorption changes were recorded by a CCD array detector. The
compounds were dissolved in MeCN under argon and the sample
solution was filled into a fused silica cuvette with a thickness of
1 mm.

Nanosecond laser flash photolysis (ns-LFP) and photostability

All solutions for the experiments in this section were prepared in
quartz glass cuvettes (1.0 cm path length) using acetonitrile (Fisher
Scientific, >99%, HPLC purity), purged with argon gas (Nippon 5.0)
for 5 min and with the respective optical density adjusted to 0.2 at
355 nm unless otherwise stated in the figure captions.

UV/Vis was measured using a Perkin Elmer LAMBDA 365. For the
laser flash photolysis (LFP) measurements an LP980-KS apparatus
from Edinburgh Instruments was used. The energy of the 355 nm
laser pulse (frequency-tripled Nd-YAG laser from Litron with ~5 ns
pulses) was adjusted to 5–12 mJ and measured before and after
each series of experiments. Further details are given in the figure
captions. A beam expander (Thorlabs) was used to ensure
homogenous excitation in the detection volume. Kinetic traces
were recorded at a single wavelength with a photomultiplier tube
and for measuring transient absorption (TA) or emission spectra an
iCCD camera from Andor was employed. All TA spectra were time-
integrated for 100 ns. The samples were measured at 20 °C using
the sample holder TC1 from Quantum Northwest. A 390 nm LED
(Kessil Science, PR160 L-390 nm) was used for photostability
measurements. The highest LED intensity was selected for these
measurements (100%, 399 mW/cm2 in 1.0 cm distance).[35]

DFT calculations

All density functional theory (DFT) calculations were carried out
using ORCA[36] version 5.0.3. Geometries were optimized using the
B97-3c composite scheme.[37] In order to check whether the
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structure is a minimum structure, a frequency calculation was
performed and checked for the absence of negative frequencies.
UV/Vis spectra were calculated using the time-dependent DFT (TD-
DFT) approach as implemented in ORCA. The calculations utilized
all electron scalar relativistic basis sets of triple ζ quality,[37,38] and
the ZORA[40] approach to account for relativistic effects. The
functional of choice for all TD-DFT calculations was the PBE0[41]

functional along with the ZORA-def2-TZVP basis set.[38] B3LYP was
also tried, but PBE0 gave a better match with the UV/vis spectra.
The RIJCOSX[42] approximation implemented in ORCA was used to
speed up the hybrid calculations. The tight convergence criterion
was imposed on all calculations and the D4 dispersion correction
was employed.[43] Stick spectra have been subjected to Gaussian
broadening with a fixed FWHM of 15 nm. Spatial distributions of
orbitals were visualized using IboView.[44] The analysis of the
individual fractions of the molecular orbitals is based on the Löwdin
population analysis, which was extracted from the ORCA output file
using MOAnalyzer (version 1.3).[45]

Supporting Information

General procedures, ligand synthesis, details of single crystal
structure analysis, electrochemistry, additional computational
information, additional transient absorption spectra are found
in the Supporting Information. Crystallographic data have been
deposited at the Cambridge Crystallographic Data Centre and
assigned the deposition numbers 2039995 (C1), 2237754 (C2)
and 2039996 (C3). Copies are available free of charge via
www.ccdc.cam.ac.uk.
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3
IRON(III)-COMPLEXES WITH

N-PHENYLPYRAZOLE-BASED LIGANDS

Noble metal complexes are prominent for their superior photophysical properties as

it was shown in Chapter 2. However, especially from an economic and ecological

point of view, the replacement of these metals by abundant metals such as iron

is desirable. Nonetheless, the low ligand field splitting of the lighter 3d metals presents a

challenging task for maintaining favorable photophysical properties, typically characterized

by a short excited state lifetime and lack of fluorescence due to non-radiative deactivation

by low-lying MC states. In this work, the influence of N-phenylpyrazole-based ligands on

the electronic structure of the iron(III) centre was investigated using UV-Vis spectroscopy,

cyclic voltammetry and advanced X-ray spectroscopy in combination with (TD-)DFT calcula-

tions. It was possible to show how different electron-withdrawing and donating groups in

the backbone of the phenyl affect the different energy levels and thus the photochemical

properties.
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Abstract: The use of iron as a replacement for noble metals in photochemical and photophysical ap-
plications is challenging due to the typically fast deactivation of short-lived catalytically active states.
Recent success of a cyclometalated iron(III) complex utilizing a bis-tridentate ligand motif inspired the
use of phenyl-1H-pyrazole as a bidentate ligand. Five complexes using the tris(1-phenylpyrazolato-
N,C2)iron(III) complex scaffold are presented. In addition to the parent complex, four derivatives
with functionalization in the meta-position of the phenyl ring are thoroughly investigated by single
crystal diffractometry, UV-Vis-spectroscopy, and cyclic voltammetry. Advanced X-ray spectroscopy
in the form of X-ray absorption and emission spectroscopy allows unique insights into the electronic
structure as well as DFT calculations. The ligand design leads to overlapping MLCT and LMCT
absorption bands, and emissive behavior is suppressed by low-lying MC states.

Keywords: photosensitizer; iron(III) complex; cyclometalation; phenyl-1H-pyrazol

1. Introduction

Noble metal complexes based on ruthenium(II) [1,2], osmium(II) [3], and iridium(III) [4,5]
show a long history of photophysical and photochemical applications due to their stability
and activity. However, the scarcity and high costs of noble metals prevent a decentral
application in water splitting or photocatalysis [6]. It may therefore be appropriate to shift the
focus towards more abundant, less expensive, and, at best, more environmentally friendly
alternatives. Iron is the dream candidate to fulfill these requirements. However, its use
in photoactive complexes requires the development of new ligand designs for catalytically
active states, since deactivation by the rapid population of inactive states usually occurs [7,8].
If this major problem can be solved, iron complexes could enable photocatalytic reactions
through high-energy states with sufficiently long lifetimes. In d6 systems, this is typically
a metal-to-ligand charge transfer (MLCT) state [9]. These are the active states in octahedral
noble metal complexes with polypyridyl-based ligands, such as [Ru(tpy)2]2+ (tpy = 2,6-Bis(2-
pyridyl)pyridine) and [Ru(bpy)3]2+ (bpy = 2,2′-bipyridinyl) [10–12]. Analogous nitrogen-
coordinated iron(II)-d6 complexes suffer from short MLCT lifetimes in the 100 fs range due to
fast relaxation into low-lying metal-centered (MC) states induced by the inherent small ligand
field splitting of 3d-metals [13,14].

Consequently, strategies in ligand design target the stabilization of photoactive long-
lived charge transfer states and the destabilization of MC states. Various attempts to achieve
this goal employ a mix of strong σ-donor and π-acceptor ligands [14]. Strong σ-donating
groups promote higher ligand field splitting by destabilization of the antibonding eg*. In
this context, N-heterocyclic carbenes (NHCs) were extensively applied due to their strong
σ-donating character [15]. Starting from the bis-tridentate prototype NHC iron(II) complex
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[Fe(pbmi)2]2+ (pbmi = 2,6-bis(imidazol-2-ylidene)pyridine), donor/acceptor properties
could be modified by the introduction of different functional groups [14,16,17]. Neverthe-
less, the MLCT lifetimes of these complexes remain below 50 ps; therefore, a breakthrough
using CˆNˆC ligands could barely be achieved [8].

In contrast, the substitution of the central pyridine in the CˆNˆC ligand scaffold by
a phenylene to obtain a CˆCˆC ligand significantly alters the properties of the resulting
complex. The cyclometalated bis-tridentate iron(III) complex [Fe(ImP)2][PF6] (HImP =
1,1′-(1,3-phenylene)bis(3-methyl-1-imidazol-2-ylidene)) exhibits dual emission from ligand-
to-metal charge transfer (2LMCT) with a lifetime of 240 ps and a 2MLCT state lifetime of
over 4 ns [18]. In general, iron(III) complexes in a low-spin 2T2-ground state and a strong
donor environment lead to the population of 2LMCT states, from which spin-allowed
luminescence occurs [19,20]. 4/6MC states could interfere in this deactivation pathway if
they are energetically favored [21,22].

Despite recent progress using bis-tridentate coordination environments, bidentate ligands
offer complexes with higher symmetry, resulting in a stronger ligand field [8,19,23]. Accord-
ingly, in Ru(II) complexes for example, a comparison of [Ru(tpy)2]2+ and [Ru(bpy)3]2+ reveals
a prolonged and much more intense luminescence at room temperature for the bipyridine
complex [24]. This is reflected in [Fe(btz)3]2+ (btz = 3,3′-dimethyl-1,1′-bis(p-tolyl)-4,4′-bis(1,2,3-
triazol-5-ylidene)), a hexa-carbene iron(II) complex with a 3MLCT lifetime of 528 ps, which is
an order of magnitude longer than the lifetime of previously discussed bis-tridentate CˆNˆC
complexes [25]. Its iron(III) congener [Fe(btz)3]3+ was the first iron complex to show the
aforementioned 2LMCT emission, with a lifetime of 100 ps [19].

Consequently, the transfer of the cyclometalation approach to bidentate ligands sug-
gests phenylpyrazole (ppz) as one possible ligand. It was already successfully employed in
iridium complexes, resulting in Ir(ppz)3 [26]. Although the base–metal complexes Co(ppz)3
and Fe(ppz)3 have also been reported, no spectroscopic analyses were conducted for the
latter [27,28]. Bridging this gap by revisiting this pristine complex and further investigating
its functionalization in the meta-position of the phenyl ring relative to the iron center with
electron-withdrawing trifluoromethyl groups and electron-donating methoxy groups, as
well as the extension of the aromatic system with phenyl and naphthalene, is the key
element of this study.

2. Results
2.1. Synthesis and Characterization

The ligands were synthesized as reported in the literature by a reaction between the
functionalized phenyl-bromide and pyrazole in a copper-catalyzed N-arylation under mild
conditions, resulting in high-yield product formation (>90%) [29,30]. The synthesis of
the complexes is based on the literature and involves the two steps of orthometalation
and transmetalation [27,28,31]. The orthometalated ligands were obtained by refluxing
the proligand with an ethylmagnesium bromide solution (EtMgBr in THF) for 24 h in
THF. FeBr2(THF)1.5 was used as the iron precursor, which was prepared in situ as de-
scribed in the literature and added to the ligand solution at −80 ◦C, thereby initiating the
transmetalation [32]. The synthesis is displayed in Figure 1 (top), exemplarily for tris(2-
phenylpyrazolato-N,C2)iron(III) (Fe(ppz)3). Functionalized derivatives are also shown in
Figure 1 (bottom).

Workup under atmospheric conditions with an aqueous ammonium chloride solution
removed bromide-containing by-products and was followed by column chromatogra-
phy. After isolation of the yellow (Fe(ppz)3, Fe(CF3ppz)3) or red (Fe(bppz)3, Fe(naphpz)3,
Fe(MeOppz)3) solids, the air- and moisture-stable products were dried under vacuum and
obtained in elemental-analysis purity, albeit in low yields (<15%). These can be explained
firstly by the disproportion mechanism leading to the product formation and secondly by
various, unstable coordination products apart from the desired complexes [26–28].
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summarized in the Supplementary Information. All complexes show a distorted octahe-
dral geometry with C3 symmetry. While complexes with tris-bidentate ligands in general 
allow the formation of both facial (fac) and meridional (mer) isomers, only the formation 
of fac-Fe(R-ppz)3 is observed in all complexes’ crystals [27,33,34]. This is most likely due 
to the trans effect, which leads to an enthalpically favored fac-isomer as in Co(ppz)3 and 
other bidentate iridium, zinc, and iron complexes [27,35,36]. 

Figure 1. (Top) Reaction pathway for the synthesis of pyrazole-based iron(III) com-
plexes, exemplary for tris(1-phenylpyrazolato-N,C2′ )iron(III) (Fe(ppz)3). (Bottom) Structures of
tris(1-(4-(trifluoromethyl)phenyl)pyrazolato-N,C2)iron(III) (Fe(CF3ppz)3), tris(1-(([1,1’-biphenyl])-
4-yl)phenyl)pyrazolato-N,C2)iron(III) (Fe(bppz)3), tris(1-(naphthalen-2-yl)pyrazolato-N,C2)iron(III)
Fe(naphpz)3, and tris(1-(4-methoxyphenyl)pyrazolato-N,C2)iron(III) (Fe(MeOppz)3), with their re-
spective yields.

Single crystals suitable for X-ray diffraction were obtained by diffusion of cyclopentane
into a solution of the respective complex in DCM. The exemplary crystal structure of Fe(ppz)3
is shown in Figure 2 (top), and crystallographic data for the other complexes are summarized
in the Supplementary Information. All complexes show a distorted octahedral geometry with
C3 symmetry. While complexes with tris-bidentate ligands in general allow the formation of
both facial (fac) and meridional (mer) isomers, only the formation of fac-Fe(R-ppz)3 is observed
in all complexes’ crystals [27,33,34]. This is most likely due to the trans effect, which leads to
an enthalpically favored fac-isomer as in Co(ppz)3 and other bidentate iridium, zinc, and iron
complexes [27,35,36].
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The fac-isomer allows for the formation of both ∆- and Λ-enantiomers, which were
observed in direct adjacency within one unit cell. This was present in the structures of all
complexes. Yet, it was not possible to isolate and quantify the enantiomer ratios.

Due to the racemic mixture, the three discrete phenylpyrazole-based ligands are
crystallographically inequivalent, and the corresponding Fe-N and Fe-C bond lengths were
therefore averaged. The key structural parameters are summarized in Table 1, which are in
good agreement with the results obtained from DFT calculations (Table S17).

Table 1. Crystallographic data for the investigated iron(III) complexes; averaged over all binding
distances.

Complex dØ (Fe-N) (Å) dØ (Fe-C) (Å) ^̂̂Chelate Bite Angle (◦) ^̂̂(C-Fe-N)axial (◦)

Fe(ppz)3 2.0030(15) 1.9508(13) 87.07(7) 171.54(7)
Fe(CF3ppz)3 2.0075(15) 1.9520(16) 85.88(6) 170.46(6)
Fe(MeOppz)3 2.0129(15) 1.9512(13) 94.52(5) 170.89(5)
Fe(bppz)3 2.0122(7) 1.9536(7) 91.68(1) 172.90(1)
Fe(naphpz)3 2.0134(12) 1.9530(17) 93.59(7) 169.99(7)

The Fe-C bonds of the presented complexes are about 0.05 Å shorter than the Fe-N
bonds, probably due to the stronger donor properties plus π-accepting properties of the
carbon. All bond lengths are approximately identical to those of Co(ppz)3 [27]. Within the
investigated set of compounds, the Fe-C bond lengths remain nearly identical; thus, the
influence of the meta-substituents seems negligible. Nevertheless, the Fe-N bond length and
chelate bite angles show slight variations in dependence of the different functional groups.
The shortest Fe-N bonds and smallest bite angles are observed for Fe(ppz)3 (2.0030(15) Å,
87.07(7)◦) and Fe(CF3ppz)3 (2.0075(15) Å, 85.88◦), while Fe(MeOppz)3 and Fe(naphpz)3
exhibit the longest Fe-N bonds (2.0129(15) Å and 2.0134(12) Å, respectively) and the largest
bite angles (94.52(5)◦, 93.59(7)◦). Apparently, the resonance effect of the functional groups
affects both Fe-N bond length and the chelate bite angle by altering electron density on
the coordinating nitrogen. This would explain the similar bond lengths in Fe(ppz)3 and
Fe(CF3ppz)3, since the trifluoromethyl group shows only minor resonance effects, whereas
both the methoxy and naphthyl moieties show strong resonance effects. Therefore, the
overall electron density on the ligand is increased, resulting in an elongated Fe-N bond
and a higher chelate bite angle. In Fe(bppz)3 with a bite angle of 91.68(1)◦, a rotation of
the phenyl group to reduce the angular strain results in a weaker overlap of the π orbitals.
Therefore, a less pronounced resonance effect is observed, resulting in shorter Fe-N bonds
and smaller bite angles compared to Fe(MeOppz)3 and Fe(naphpz)3. Influences due to
steric effects are possible, but unlikely in this context. They may play a role in the C-Fe-N
angle, which is largest in the unfunctionalized compound (171.54(7)◦) and smallest in
Fe(naphpz)3 (169.99(7)◦), possibly due to repulsion of the ligands with the rigid naphthyl
groups.

The presence of the +III oxidation state of iron could also be confirmed by NMR-
spectroscopy (see Supplementary Information for further details), where relatively sharp
resonances with a broad range of chemical shifts between 13.54 ppm and –75.20 ppm are
observed. Assignment of 1H- and 13C-NMR signals could be achieved by various pulse
sequences for paramagnetic compounds [37]. The chemical shifts of the complexes show
an alternating pattern of the 13C resonances for both rings equally. An influence of the
electron density distribution (Figure S56), as well as a resonance effect, cannot be excluded.
Drastic proton resonance shifts of up to –75.20 ppm are observed for the ortho-positions of
the cyclometalating phenylene, directly adjacent to the paramagnetic center. Interestingly,
strong shielding of the protons adjacent to cyclometalating functions is also observed in
diamagnetic complexes due to the proximity to the metal center and can be used as an
indicator for successful cyclometallation [38–42]. The protons on the pyrazolyl-moiety are
less affected, presumably due to the nitrogen atoms inhibiting the effects of the unpaired
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electron originating from the iron. Additionally, the pyrazole, contrary to the phenylene, is
not bound covalently to the iron center, which may also reduce the paramagnetic effects.

2.2. Cyclic Voltammetry and Optical Spectroscopy

The redox properties of the investigated complexes were investigated by cyclic voltam-
metry in MeCN (Figure 3). The measured solutions (10−3 M) of the individual compounds
contained tetrabutylammonium hexafluorophosphate ([Bu4N]PF6) in 0.1 M concentration
as an electrolyte. The values reported in the following are referenced against Fc/Fc+. The
key results are summarized in Table 2.
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Table 2. Electrochemical a and electronic b and properties of the complexes.

Complex E1/2 FeII/III

(V)
E1/2 FeIII/IV

(V)
E1/2 (Ligand)

(V)
∆ELMCT

e

(V)
λabs-max (nm)
(ε (cm−1 M−1))

Fe(ppz)3 −1.80 (rev) −0.26 (rev) 1.17 (irrev) 2.97
(418 nm)

109 (6.18)
346 (1.63)
450 (0.64) (λmax = 522) c

Fe(CF3ppz)3 −1.50 (rev) 0.07 (rev) 1.54 d (irrev)
3.04

(408 nm)

293 (2.82)
350 (0.61)
417 (0.38) (λmax = 530) c

Fe(MeOppz)3 −1.78 (rev) −0.23 (rev) 1.11 (irrev) 2.89
(429 nm)

290 (6.45)
356 (0.62)
453 (0.39) (λmax = 580) c

Fe(bppz)3 −1.73 (rev) −0.21 (rev) 1.17 (irrev) 2.90
(428 nm)

277 (2.99)
343 (0.68)
440 (0.45) (λmax = 540) c

Fe(naphpz)3 −1.68 (rev) −0.22 (rev) 1.08 (irrev) 2.76
(449 m)

284 (3.35)
362 (0.93)
442 (0.68) (λmax = 590) c

a Concentration of 10−3 M in MeCN with 0.1 M [Bu4N]PF6 as electrolyte. b Molarity of 10−5 M in BuCN. c λmax =
maximal value of absorption wavelength. d Anodic peak potential. e Calculated from the difference of E1/2(ligand)
and E1/2(FeII/III).

Three redox processes were identified in the potential window for all complexes. In
the range of−0.26 to 0.07 V, transitions are observed that can be attributed to an iron(III/IV)
redox process [18,28,43]. These values are similar to those found for the aforementioned
[Fe(ImP)2]2+ (0.08 V), a compound containing two cyclometalating moieties [18]. Function-
alization of the meta-position in the phenyl unit does not result in significant changes in the
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iron(III/IV) redox potentials relative to Fe(ppz)3, with the exception of Fe(CF3ppz)3. Here,
an anodic shift of the oxidation potential is observed, in agreement with a stabilization
of the metal-based levels by the electron-withdrawing CF3 group. The same behavior is
found for the iron(II/III) redox processes, which are observed between −1.50 and −1.80 V.

Above potentials of 1 V, irreversible ligand-based oxidation takes place. Although
these processes are irreversible, the values can be used to discuss the influence of the differ-
ent substituents on the electron density in the ppz ligand scaffold. While Fe(bppz)3 shows
the same value as Fe(ppz)3, the cathodically shifted oxidation potentials in Fe(MeOppz)3
and Fe(naphpz)3 indicate an increased electron density on the coordinating phenylene.
This is consistent with the effects observed in the crystal structures, where increased elec-
tron density leads to increased Fe-N bond lengths. Consequently, Fe(CF3ppz)3 shows
the most anodically shifted ligand oxidation. From the difference in the ligand oxidation
potential and the iron(II/III) transition, electrochemical bandwidths for an LMCT transition
can be obtained. These band gaps reflect the same trends since all complexes exceed the
band gap of [Fe(ImP)2]2+ (2.47 V) significantly. The highest ∆E values are observed for
Fe(ppz)3 (2.97 V) and Fe(CF3ppz)3 (3.04 V).

To confirm these results, UV-Vis spectra were recorded in butyronitrile (BuCN) due to
the superior stability of the complexes in this solvent (vide infra) and are shown in Figure 4.
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Figure 4. Absorption spectra in BuCN for the investigated compounds. Inset: Enhancement of the
330 to 550 nm absorption region.

The spectra can be divided into three regions. In the high-energy region below
325 nm, intense absorption bands can be observed. These are attributed to π–π* transitions.
Consequently, Fe(bppz)3 and Fe(naphpz)3 show the highest intensities due to the extended
π-systems.

Between 350 and 400 nm, the complexes exhibit a pronounced feature, which is the
most intense for Fe(naphpz)3 at 362 nm. The remaining complexes show less intense, blue-
shifted signals at 346 nm for Fe(ppz)3, 350 nm for Fe(CF3ppz)3, 356 nm for Fe(MeOppz)3,
and 343 nm for Fe(bppz)3. The origin of this absorption is presumably an MLCT [27].

Above 375 nm and 400 nm (for Fe(naphpz)3), all complexes exhibit a broad absorption
band. DFT calculations (vide infra, Figure 5) indicate that this band is composed of both
MLCT and LMCT transitions, with a dominating MLCT character. This is unexpected, as
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previously reported photoactive iron(III) complexes show an energetically lowest LMCT
absorption and, in general, MLCT absorption only as an exception [18–20]. Therefore, the
ligand design of this complex is responsible for this unexpected behavior. The interplay of
pyrazole and phenylene as donors creates π and π* orbitals, which are in the right energetic
distance to the metal orbitals to enable the energetically lowest mixed MLCT/LMCT bands
with a dominating MLCT character. This may also be the reason that these compounds
do not exhibit a fluorescence as could be expected for iron(III) in this strong donor envi-
ronment. As stated in the literature, the excited 2MLCT states may undergo intersystem
crossing (ISC) into a 4MLCT state, which can possibly relax into energetically lower 4MC
states [22]. A possible explanation is that breathing and deformation modes in these biden-
tate complexes lead to this deactivation pathway, which is not possible in the more rigid
tridentate [Fe(ImP)2]+, which shows emission from both 2MLCT and 2LMCT [18,44,45].
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Figure 5. (Left) Gibbs energy difference (∆G) between the fac- and mer-isomers of optimized geome-
tries computed at the DFT/PBEh-3c level of theory. (Right) TPSSh-calculated vertical transitions
for the fac-optimized structure of Fe(ppz)3 in comparison with the experimental UV-Vis spectrum.
Analysis of excited states is shown from 0 to −1. Further analysis of designated transitions a–h can
be found in the Supporting Information (Table S18).

3. Computational Calculations

The formation of fac-isomers as a single product was confirmed by the crystal structure.
This observation was further investigated by DFT calculations. For this purpose, the
Gibbs free energy (G) for the optimized structures, using the PbEh-3c composite method,
was calculated (Figure 5) [46]. For the complexes Fe(ppz)3, Fe(CF3ppz)3, Fe(bppz)3, and
Fe(naphpz)3 the fac-isomer is energetically favored by 0.5–1.5 kcal·mol−1. The higher
stability is also reported for similar complexes such as Co(ppz)3 and Ir(ppy)3 and can
be explained by the position of the phenyl groups, relative to the pyrazolyl groups, as
elaborated on above [27,36]. Surprisingly, calculations suggest a higher thermodynamic
stability for mer-Fe(MeOppz)3 despite the fact that it crystallizes in the fac-isomer. This
indicates a significant kinetic inhibition for the transformation of the kinetic product fac-
Fe(MeOppz)3 into the more stable mer-Fe(MeOppz)3. Furthermore, the calculated bond
lengths and angles of the optimized fac-isomers match the crystal structure, indicating a
good agreement between the calculation and the experimental values (Table S17). Only
the angles of the oppositely lying C-Fe-N atoms are diverging between the experiment
and the theoretical calculation, showing a better approximation of a perfect octahedral
structure which is typical for a gas-phase optimized structure in comparison to the solid
crystal structure.

To further explain the experimental findings, TD-DFT calculations with the meta-
hybrid TPSSh functional and the def2-TZVP basis set were conducted [47,48]. The energies
of the resulting frontier orbitals are shown in Figure 6. The spatial distribution can be found
in the Supporting Information (Figure S56). Since all complexes are open-shell systems
and thus the electron density of up (α) and down (β) spin is separated in the calculations,
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two sets of singly occupied orbitals in the molecular orbital schemes are obtained. Due to
the single Slater determinant in DFT as a reference function, such a multiconfigurational
character is not well described, so the results must be considered with care.
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The β HOMO energy levels show mainly metal character (Figure S56) and can be
correlated to the iron(III)/iron(IV) redox potentials. The trend of the energetic order of the
calculated HOMOs follows the experimental CV data. In particular, Fe(CF3ppz)3 shows
the most stabilized HOMO at −5.12 eV, which is in line with the highest oxidation po-
tential of 0.07 eV. For the remaining complexes, HOMO energy values with only small
deviations of −4.40 eV, −4.54 eV, −4.59 eV, and −4.62 eV are obtained for Fe(MeOppz)3,
Fe(ppz)3, Fe(naphpz)3, and Fe(bppz)3, respectively, which is in agreement with the small
deviations for the experimental potentials of −0.23 eV, −0.26 eV, −0,22 eV, and −0.21 eV,
respectively. The metal-based β LUMO can be correlated to the iron(II)/(III) redox po-
tential. Since a lower negative potential for the reduction correlates with a lower orbital
energy, Fe(CF3ppz)3 shows the lowest negative potential of −1.50 eV and, as expected,
has the lowest LUMO energy of −2.56 eV in the calculations. This is followed by slightly
increasing calculated LUMO energies of Fe(naphpz)3 (−2.17 eV), Fe(bppz)3 (−2.07 eV),
Fe(MeOppz)3 (−1.84 eV), and Fe(ppz)3 (−1.98 eV), reflecting the increasing negative po-
tentials of −1.68 eV, −1.73 eV, −1.78 eV, and −1.80 eV, respectively. In addition, the lowest
ground state (not including excited states) LMCT energies, which can be extracted from
the energy differences of the HOMO−2 β and the LUMO β (Figure 6, red arrow), can
be compared to the ∆ELMCT, calculated from CV potentials. Although the consideration
of the difference of the frontier orbitals always yields slightly higher values of 0.3–0.7 eV
than the experimental potential differences, the order for Fe(CF3ppz)3, which has the high-
est expected LMCT energy of 3.70 eV (calculated) and 3.04 eV (experimental), Fe(ppz)3
(3.67 eV/2.97 eV), Fe(bppz)3 (3.36 eV/2.90 eV), and Fe(naphpz)3 (3.19 eV/2.76 eV) remains
the same. Only Fe(MeOppz)3 (3.16 eV/2.89 eV) shows the smallest energy difference in
the calculations, while for the experimental ∆ELMCT, it shows the second smallest. To
substantiate the assignment of the optical absorption bands, the first 150 vertical transitions
(Figure S56) were calculated for the example of Fe(ppz)3 to determine the character of the
bands in the UV-Vis spectrum. The lowest energy transitions in the visible area (a, b) origi-
nate from β HOMO to β LUMO+X transitions, with both orbitals having metal character,
which is visualized in the Supporting Information (Table S18). Since the energy for the
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vertical transitions is typically slightly overestimated, these transitions may be assigned
to the shoulder at 500 nm in the experimental spectrum [49]. This is supported by the
weak oscillator strength, characteristic of dipole-forbidden MC transitions. The broad band
at about 425 nm can be assigned to both MLCT (c,d) and LMCT (d’) transitions in the
β-orbital set. This is consistent with almost equal energetic differences of the respective
orbital levels shown in Figure 6, depicting the lowest-energy MLCT and LMCT states. Only
for Fe(MeOppz)3 is the lowest LMCT energy below the MLCT energy, which explains the
slightly changed experimental UV-Vis spectrum for this complex. The signal at 350 nm can
be assigned to MLCT transitions (e, f) in the α-orbital set. For Fe(naphpz)3, the red shift
of the α MLCT band to 362 nm can be explained on the basis of the α HOMO-LUMO gap
displaying the lowest-energy MLCT. Due to its large π-system leading to energetically low
π* orbitals, the MLCT transition is significantly lower energetic in contrast to the remaining
complexes. This is also reflected in the transitions below 300 nm, which can be assigned to
ligand-centered (LC) transitions (g,h) and follow the general trend.

4. Hard X-ray Spectroscopy

The electronic structure of selected complexes was further investigated by synchrotron
X-ray spectroscopy. X-ray absorption (XAS) and X-ray emission (XES) spectroscopy are
useful methods to obtain structural and electronic information about metal complexes [50].
In the pre-edge of the X-ray absorption near edge structure (XANES) region, transitions
from the 1s to the lowest unoccupied molecular orbital (LUMO) occur in K-edge spectra.
For d5 transition metals, the LUMO usually contains high fractions of the metal d orbitals.
Since 1s→ nd transitions are dipole-forbidden, intensity increases due to ligand-mediated
hybridization with metal p-orbitals. Since the overlap depends on the geometry and
symmetry of the complex, information about these factors is obtained [51]. The prepeak also
provides information about the oxidation state by its energy. To enhance the experimental
resolution, a specified emissive final state can be detected as the signal linewidth is inversely
proportional to the lifetime of the measured final states (HERFD-XANES) [52,53]. XES
examines the relaxation processes after the photoionization described above [54,55]. Core-
to-core (CtC) XES spectra result from 3p→ 1s transitions, where information about the spin
state, the oxidation state of the metal, and the covalency of the bond between the ligand
and metal is obtained due to the 3p–3d exchange interaction. 3d→ 1s transitions are the
origin of valence-to-core (VtC) XES spectra [56].

The XANES spectra of Fe(ppz)3, Fe(CF3ppz)3, and Fe(bppz)3 shown in Figure 7a,b
look nearly identical, indicating the very similar chemical and electronic structure in all
three compounds. Due to the non-inversion symmetric character of the C3-point group,
hybridization leads to two prepeak signals at 7111 eV and 7114 eV. These two prepeaks
imply accessible empty states in the non-degenerate ligand field states. TD-DFT calculations
based on the TPSSh functional along with the def2-TZVPP basis set and the def2/J auxiliary
basis set furthermore show that the first signal at 7111 eV can be ascribed to iron dxz-orbitals
as acceptor orbitals. The second signal at 7114 eV shows the transitions to the dx2-y2/z2-
orbital set. Due to the larger number of available holes in this d-orbital set, a much higher
intensity can be observed here, indicating a low-spin state. This is also confirmed by CtC
spectra (Figure S57), showing just a small splitting between the Kb1,3 main line at around
7058 eV and the Kb’ signal at 7045 eV for the three complexes. Furthermore, the signal in
the XANES spectra does not shift for any of the complexes, confirming the same oxidation
states. In the further course, two features appear at 7120 and 7124 eV. The first signal at
7120 eV emerges mainly from transitions into the pyrazole Cp-orbitals, and the signal at
7124 eV can be related to transitions into the phenyl Cp-orbitals. While the spectra at 7120
eV overlap exactly, small differences become apparent in the further course at 7124 eV.
This can be attributed to the different substituents on the phenyl, shifting the Cp orbitals
in energy. The slight shift to higher energy follows the order Fe(CF3ppz)3 < Fe(ppz)3 <
Fe(bppz)3 and shows the electron-withdrawing and -donating effects of CF3

- and phenyl
substituents, respectively.

61



Inorganics 2023, 11, 282 10 of 21

The VtC spectra shown in Figure 7c,d show a similar behavior. For analysis, DFT
calculations using the TPSS functional along with the def2-TZVPP basis set and def2/J
auxiliary basis set for the RI-J approximation were used. The calculated spectra correspond
well to the experimental data. This allows the main peak at 7109 eV to be attributed to
transitions from the phenyl Cp-orbital with an admixture of Fed orbitals (~20%) in all
cases. The shoulder at 7106.5 eV can be attributed to transitions from the Np orbitals of the
pyrazole with an admixture of Fed orbitals. At lower energies, the cross-over transitions are
located. From 7101 to 7105 eV, there are transitions from the phenyl and pyrazole p-orbitals,
and around 7085 to 7100 eV, there are transitions from ligand s-orbitals.
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transitions for Fe(bppz)3 and Fe(CF3ppz)3 can be found in the Supporting Information Figure S58).

5. Behavior under Irradiation

To explore potential applications of the investigated complexes as photoactive com-
pounds, their behavior under continuous irradiation was explored. Photodecomposition
of all complexes is observed in acetonitrile under broadband irradiation (300 W xenon
lamp, 390–800 nm) for 24 h (Figure S51). 1H-NMR measurements of the resulting prod-
ucts showed signals attributed to a ligand-based product and an NMR-silent iron species.
With assistance from mass spectroscopy (found: m/zexp = 287.1268) and additional 2D-
NMR spectra, the C-C-homocoupled ligand–dimer 2,2’-di(1H-pyrazol-1-yl)-1,1’-biphenyl
(m/ztheo = 286.1218) was identified as the main decomposition product after illumination
of Fe(ppz)3. This behavior and the respective product of the reductive elimination can be
observed for all complexes described here.

Accordingly, irradiated Fe(ppz)3 and the functionalized complexes undergo reductive
ligand elimination. The C-C-coupling mechanism (Figure 8) is presumably close to the
related Co(ppz)3 complex, which was already investigated by Thompson et al. [27].
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Figure 8. Proposed separation mechanism after illumination of the initial Fe(ppz)3 complex towards
2,2’-di(1H-pyrazol-1-yl)1,1’biphenyl. Adapted from [27].

To determine the rate constant of the ligand-separation process, time-dependent 1H-
NMR measurements were carried out, and the dynamic signals were referenced against
TMS, exemplarily conducted for Fe(ppz)3.

Within the first 5 h of irradiation, approximately 4% of the complex disintegrated;
after 16 h, it was 15%. This means at least 85% of the complex is still intact even after 24 h
under irradiation, following a first-order reaction (Figure 9, right) and a decomposition
constant of k = −0.0144 h−1.
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Figure 9. (Left) NMR spectra after irradiation for (from bottom to top) 0, 3, 5, 10, and 16 h, referenced
against TMS; (Right) decomposition of Fe(ppz)3, time against relative concentration of the signal
at 6.21 ppm for two protons at the coupled ligand and 7.90 ppm, for three protons at the complex.
Calculation included the relative intensity, multiplied by the fracture of the protons. The linear
regression shows a slope of −0.0144 h−1 [57].

Additionally, the stability of Fe(ppz)3 under irradiation was also investigated in
different solvents by 1H-NMR spectroscopy. Measurements in acetone, DMSO, THF,
dichloromethane, methanol, benzene, toluene, chloroform, butyronitrile (BuCN), and
2-methyltetrahydrofuran (2-MeTHF) (Figure S52) showed that the complex was only
broadband-stable in the last two solvents. The reason for this behavior needs to be explored
in the future. The UV-Vis spectra had to be accordingly recorded in BuCN, and the CV was
conducted under light exclusion.

Finally, monitoring of the decomposition of Fe(ppz)3 at various wavelengths was
analyzed (Figure S53). By the installation of bandwidth filters at 320, 360, and 390 nm, as
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well as long-pass filters at 400 and 495 nm, wavelength-dependent measurements were
enabled. Decomposition only occurred for wavelengths higher than 400 nm and lower than
495 nm. Therefore, excitation into the broad band composed of β 2LMCT and β 2MLCT
transitions leads inevitably to the decomposition of the compound, whereas the 2MC
transitions do not lead to decomposition. A tentative explanation reiterates the explanation
for the absence of luminescence: Excitation of the 2MLCT state leads to ISC into the 4MLCT
state, which relaxes into a 4MC state. Due to the population of the antibonding metal-
based orbitals, the bonds of the pyrazole to the iron are elongated further or completely
dissociated, as seen in photochemically induced ligand release, allowing the coordination
of solvent molecules and possibly leading to reductive elimination [58]. This is supported
by the optimized structure of the lowest quartet state. The spin density plot of this state
(Figure S55) shows that it has a metal-centered character. In addition, a significant bond
expansion of one Fe-N bond from 2.0 Å in the 2GS to 2.4 Å in the 4MC state occurs, which
might indicate the first step of the decomposition process.

6. Conclusions

The synthesis of five different homoleptic iron(III) complexes with bidentate
phenylpyrazole-based ligands was reported in this work, with functional groups on the
4-position of the phenyl ring, such as trifluoromethyl, methoxy, phenyl, and naphthyl
groups, to compare the influence of electron-donating or -withdrawing groups on the elec-
tronic structure. All compounds were received purely as fac-isomers in low-spin iron(III)
configuration. Despite the paramagnetism, the complete NMR signal assignments and
substantiated DFT calculations could be performed.

The complexes show very low-lying oxidation potentials of −0.26 V for the parent
Fe(ppz)3, where the strong σ-donating capabilities of the phenyl moiety impact the redox
behavior drastically compared to common polypyridyl complexes. The effect of electron-
withdrawing moieties consequently shifts the potentials to 0.07 V in Fe(CF3ppz)3, whereas
the reduction potentials are more affected by electron-donating groups.

The absorption behavior, as assigned by TDDFT, is dominated by LC transitions in
the UV range, whereas two absorption bands are observed above 350 nm. The higher
energy band around 350 nm can be attributed solely to α MLCT transitions, and the broad
and featureless absorption band above 370 nm (400 nm for Fe(naphpz)3) is assigned to
a mixture of MLCT and LMCT transitions, with an MC transition as the lowest energy
shoulder. This unexpected behavior is caused by the ligand design, incorporating both
cyclometalating and pyrazole ligands, leading to isoenergetic π-E* and E-π* gaps, which
finally causes overlapping LMCT and MLCT transitions.

No emission of the complexes is observed. Instead, decomposition by reductive
elimination is caused by irradiation over a longer period in the energy range of 400–495 nm.
Therefore, an excited state relaxation following a 2MLCT → 4MLCT → 4MC cascade,
leading to the population of a non-emissive and destructive 4MC state, is most likely. There,
elongated or dissociated bonds allow for the coordination of solvent molecules and the
reductive elimination of two homocoupled ligands.

With the presented results, the first spectroscopic and theoretical characterization
of tris-bidentate iron(III) complexes is provided. The introduction of further functional
groups in different positions or exchanging the pyrazole for other donor groups would
potentially suppress reductive elimination, and photostable and photoactive compounds
may be obtained.

7. General Procedures
Complex Synthesis

The described synthetic procedure applies to all complexes.
Ligand (3 equiv) was suspended in tetrahydrofuran (THF) (10 mL) under an argon

atmosphere. Ethylmagnesium bromide (4 equiv, 0.9 M in THF) was added dropwise and
refluxed overnight. In a second flask, iron powder (12 equiv) was added to a THF solution
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of iron(II) bromide (1.5 equiv) (40 mL) and refluxed overnight. After refluxing, the flask was
cooled to room temperature, and the ligand solution was cooled in an ethanol–nitrogen bath
to −80◦C. The iron(II) bromide solution was added dropwise and slowly warmed to room
temperature. To the reaction mixture, a solution of NH4Cl (100 mL, 15 g/L) was added and
extracted with dichloromethane (DCM) (3 × 100 mL). The combined organic phases were
dried with MgSO4 and concentrated under reduced pressure. Column chromatography
with silica as solid phase and DCM as eluent was applied. The combined fractions were
concentrated under reduced pressure and crystallized with slow diffusion of cyclopentane
into the DCM-analyte solution. After removing the crystalline product and drying it at
50 ◦C under vacuum, the compound was received as an elemental-analysis pure product.

All experimental data can be found in the Supporting Information.
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Tris(1-(4-(trifluoromethyl)phenyl)pyrazolato-N,C²)iron(III) Fe(CF3ppz)3 
The complex was obtained as a yellow powder (17.2%). 
1H-NMR (700.0 MHz, CD3CN): δ = −75.17 (s, 1H, 2-H), −10.47 (s, 1H, 10-H), −3.39 (s, 1H, 9-
H), −3.17 (s, 1H, 5-H), 0.27 (s, 1H, 6-H), 11.23 (s, 1H, 8-H) ppm. MS (ESI in MECN): m/z 
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(70.96 MHz, CD3CN): 84.0 ppm. 19F-NMR (659.0 MHz, CD3CN): δ = −71.5 (s, 3F) ppm. 
Elemental analysis: calc. for C30H18F9FeN6: C: 52.27%, H: 2.63%, N: 12.19%, found: C: 

Tris(1-phenylpyrazolato-N,C2′ )iron(III)Fe(ppz)3
The complex was obtained as a yellow powder (7.5%).
1H-NMR (700.0 MHz, CD3CN): δ = −75.20 (s, 1H, 2-H), −9.27 (s, 1H, 9-H), −5.25 (s, 1H,
4-H), −3.35 (s, 1H, 8-H), −1.15 (s, 1H, 5-H), 7.90 (s, 1H, 3-H), 13.04 (s, 1H, 7-H) ppm. 13C-
NMR (176.1 MHz, CD3CN): δ = −92.7 (1C, 3-C), −74.8 (1C, 5-C), 100.2 (1C, 7-C), 117.0 (1C,
8-C), 122.9 (1C, 9-C), 239.9 (1C, 4-C), 389.1 (1C, 2-C), 396.6 (1C, 6-C) ppm. 15N-NMR (70.96
MHz, CD3CN): 70.4 ppm. (ESI in MECN): m/z 485.1160 (for C27H21FeN6 calc. 485.1177)
Elemental analysis: calc. for C27H21FeN6 C: 66.82%, H: 4.36%, N: 17.32%, found: C: 66.77%,
H: 4.56%, N: 17.25%. IR (ATR,

∼
υ [cm−1]): 3139 w, 3041 w, 1573 w, 1506 w, 1461 m, 1434 m,

1417 m, 1398 m, 1328 w, 1270 m, 1236 w, 1193 w, 1153 w, 1099 w, 1064 m, 1043 m, 1012 m,
960 m, 918 w, 871 w, 825 w, 742s, 715 m, 698 m, 661 w, 644 w, 609 m.
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was cooled to room temperature, and the ligand solution was cooled in an ethanol–nitro-
gen bath to −80°C. The iron(II) bromide solution was added dropwise and slowly warmed 
to room temperature. To the reaction mixture, a solution of NH4Cl (100 mL, 15 g/L) was 
added and extracted with dichloromethane (DCM) (3 × 100 mL). The combined organic 
phases were dried with MgSO4 and concentrated under reduced pressure. Column chro-
matography with silica as solid phase and DCM as eluent was applied. The combined 
fractions were concentrated under reduced pressure and crystallized with slow diffusion 
of cyclopentane into the DCM-analyte solution. After removing the crystalline product 
and drying it at 50 °C under vacuum, the compound was received as an elemental-analy-
sis pure product. 

All experimental data can be found in the Supporting Information. 

 
Tris(1-phenylpyrazolato-N,C2′)iron(III) Fe(ppz)3 

The complex was obtained as a yellow powder (7.5%). 
1H-NMR (700.0 MHz, CD3CN): δ = −75.20 (s, 1H, 2-H), −9.27 (s, 1H, 9-H), −5.25 (s, 1H, 4-
H), −3.35 (s, 1H, 8-H), −1.15 (s, 1H, 5-H), 7.90 (s, 1H, 3-H), 13.04 (s, 1H, 7-H) ppm. 13C-NMR 
(176.1 MHz, CD3CN): δ = -92.7 (1C, 3-C), −74.8 (1C, 5-C), 100.2 (1C, 7-C), 117.0 (1C, 8-C), 
122.9 (1C, 9-C), 239.9 (1C, 4-C), 389.1 (1C, 2-C), 396.6 (1C, 6-C) ppm. 15N-NMR (70.96 MHz, 
CD3CN): 70.4 ppm. (ESI in MECN): m/z 485.1160 (for C27H21FeN6 calc. 485.1177) Elemental 
analysis: calc. for C27H21FeN6 C: 66.82%, H: 4.36%, N: 17.32%, found: C: 66.77%, H: 4.56%, 
N: 17.25%. IR (ATR, 𝜐෤ [cm−1]): 3139 w, 3041 w, 1573 w, 1506 w, 1461 m, 1434 m, 1417 m, 
1398 m, 1328 w, 1270 m, 1236 w, 1193 w, 1153 w, 1099 w, 1064 m, 1043 m, 1012 m, 960 m, 
918 w, 871 w, 825 w, 742s, 715 m, 698 m, 661 w, 644 w, 609 m. 

 
Tris(1-(4-(trifluoromethyl)phenyl)pyrazolato-N,C²)iron(III) Fe(CF3ppz)3 
The complex was obtained as a yellow powder (17.2%). 
1H-NMR (700.0 MHz, CD3CN): δ = −75.17 (s, 1H, 2-H), −10.47 (s, 1H, 10-H), −3.39 (s, 1H, 9-
H), −3.17 (s, 1H, 5-H), 0.27 (s, 1H, 6-H), 11.23 (s, 1H, 8-H) ppm. MS (ESI in MECN): m/z 
689.0800 (for C30H18F9FeN6 calc. 689.0799). 13C-NMR (176.1 MHz, CD3CN): δ = -93.4 (1C, 3-
C), −68.6 (1C, 6-C), 108.9 (1C, 8-C), 112.6 (1C, 9-C), 126.5 (1C, dd, 1JCF = 272.85 Hz 275.09 
Hz, 4-C), 132.8 (1C, 10-C), 229.9 (1C, 5-C), 361.9 (1C, 2-C), 382.0 (1C, 7-C) ppm. 15N-NMR 
(70.96 MHz, CD3CN): 84.0 ppm. 19F-NMR (659.0 MHz, CD3CN): δ = −71.5 (s, 3F) ppm. 
Elemental analysis: calc. for C30H18F9FeN6: C: 52.27%, H: 2.63%, N: 12.19%, found: C: 

Tris(1-(4-(trifluoromethyl)phenyl)pyrazolato-N,C2)iron(III)Fe(CF3ppz)3
The complex was obtained as a yellow powder (17.2%).
1H-NMR (700.0 MHz, CD3CN): δ = −75.17 (s, 1H, 2-H), −10.47 (s, 1H, 10-H), −3.39 (s, 1H,
9-H), −3.17 (s, 1H, 5-H), 0.27 (s, 1H, 6-H), 11.23 (s, 1H, 8-H) ppm. MS (ESI in MECN): m/z
689.0800 (for C30H18F9FeN6 calc. 689.0799). 13C-NMR (176.1 MHz, CD3CN): δ = −93.4 (1C,
3-C), −68.6 (1C, 6-C), 108.9 (1C, 8-C), 112.6 (1C, 9-C), 126.5 (1C, dd, 1JCF = 272.85 Hz 275.09
Hz, 4-C), 132.8 (1C, 10-C), 229.9 (1C, 5-C), 361.9 (1C, 2-C), 382.0 (1C, 7-C) ppm. 15N-NMR
(70.96 MHz, CD3CN): 84.0 ppm. 19F-NMR (659.0 MHz, CD3CN): δ = −71.5 (s, 3F) ppm.
Elemental analysis: calc. for C30H18F9FeN6: C: 52.27%, H: 2.63%, N: 12.19%, found: C:
51.90%, H: 2.81%, N: 12.12%. IR (ATR,

∼
υ [cm−1]): 3155 w, 3033 w, 2360 w, 2335 w, 1585 w,

1508 w, 1477 w, 1396 m, 1315s, 1272s, 1249 m, 1159 m, 1110s, 1066s, 1045s, 960 m, 900 m, 838 w,
821 w, 804 m, 746s, 702 m, 661 m, 607 w.
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51.90%, H: 2.81%, N: 12.12%. IR (ATR, 𝜐෤ [cm−1]): 3155 w, 3033 w, 2360 w, 2335 w, 1585 w, 
1508 w, 1477 w, 1396 m, 1315s, 1272s, 1249 m, 1159 m, 1110s, 1066s, 1045s, 960 m, 900 m, 
838 w, 821 w, 804 m, 746s, 702 m, 661 m, 607 w. 

 
Tris(1-(4-methoxyphenyl)pyrazolato-N,C²)iron(III) Fe(MeOppz)3 
The complex was obtained as a red powder (2.6%). 
1H-NMR (700 MHz, CD3CN): δ = −79.93 (s, 1H, 2-H), −10.34 (s, 1H, 10-H), −5.36 (s, 1H, 6-
H)), −5.12 (s, 1H, 5-H), −3.19 (s, 1H, 9-H), 1.44 (s, 3H, 4-H), 12.06 (s, 1H, 8-H) ppm. 13C-
NMR* (176.1 MHz, CD3CN): δ = −106.1 (1C, 156.6 Hz, 6-C), −93.0 (1C, 3-C), 49.1 (1C, 139.07 
Hz, 4-C), 103.9 (1C, 182.9 Hz, 8-C), 114.1 (1C, 191.7 Hz, 9-C) 130.1 (1C, 182.9 Hz, 10-C), 
232.4 (1C, 159.9 Hz, 5-C), 360.8 (1C, 129.6 Hz, 2-C), 403.2 (1C, 7-C) ppm. 15N-NMR (70.96 
MHz, CD3CN): 80.2 ppm. MS (ESI in MECN): m/z 575.1530 (for C30H27FeN6O3 calc. 
575.1494). 
Elemental analysis: calc. for C30H27FeN6O3: C: 62.62%, H: 4.73%, N: 14.61%, found: 
C:62.49%, H: 5.19%, N: 14.35%. IR (ATR, 𝜐෤ [cm−1]): 3122 w, 3039 w, 3006 w, 2952 w, 2931 
w, 2902 w, 2829 w, 1583 w, 1560s, 1506 w, 1469s, 1417s, 1315 m, 1276s, 1249 m, 1209s, 1174s, 
1116 m, 1031s, 958 m, 879 m, 811 w, 784s, 744s, 661 w, 621 m, 609 m. 
*not decoupled. 

 
Tris(1-(([1,1’-biphenyl])-4-yl)phenyl)pyrazolato-N,C²)iron(III) Fe(bppz)3 
The complex was obtained as a red powder (3.9%). 
1H-NMR (700 MHz, CD3CN): δ = −77.61 (1s, 1H, 2-H) −10.18 (s, 1H, 13-H), −4.64 (s, 1H, 8-
H), −3.21 (s, 1H, 12-H), −1.74 (s, 1H, 9-H), 5.39 (d, 3JHH = 8.19 Hz, 2H, 5,5’-H), 5.75 (t, 3JHH = 
7.60 Hz, 2H, 6,6’-H), 7.10 (t, 3JHH = 7.14 Hz, 1H, 6-H) 11.84 (s, 1H, 11-H) ppm. 13C-NMR 
(176.1 MHz, CD3CN): δ = −79.6 (1C, 152.5 Hz, 9-C), −77.9 (1C, 3-C), 105.4 (1C, 185.7 Hz, 11-
C), 114.4 (1C, 62.3 Hz, 12-C), 115.3 (2C, 89.03 Hz, 5,5’-C), 123.1 (1C, 162.9 Hz, 7-C), 130.9 
(2C, 160.4 Hz, 6,6’-C), 131.9 (1C, 183.3 Hz, 13-C), 154.1 (1C, 4-C), 241.4 (1C, 158.8 Hz, 8-C), 
370.5 (1C, 133.9 Hz, 2-C), 396.7 (1C, 10-C) ppm. 15N-NMR (70.96 MHz, CD3CN): 71.0 ppm. 
MS (ESI in MECN): m/z 713.2150 (for C45H33FeN6 calc. 713.6460). Elemental analysis: calc. 
for C45H33FeN6 C: 75.74%, H: 4.66%, N: 11.78%, found: C: 71.15%, H: 4.84%, N: 10.78%. IR 
(ATR, 𝜐෤ [cm−1]): 3108 w, 3056 w, 3020 w, 1598 w, 1564 w, 1502 w, 1465 m, 1400 m, 1373 w, 

Tris(1-(4-methoxyphenyl)pyrazolato-N,C2)iron(III) Fe(MeOppz)3
The complex was obtained as a red powder (2.6%).
1H-NMR (700 MHz, CD3CN): δ = −79.93 (s, 1H, 2-H), −10.34 (s, 1H, 10-H), −5.36 (s, 1H,
6-H)), −5.12 (s, 1H, 5-H), −3.19 (s, 1H, 9-H), 1.44 (s, 3H, 4-H), 12.06 (s, 1H, 8-H) ppm.
13C-NMR* (176.1 MHz, CD3CN): δ = −106.1 (1C, 156.6 Hz, 6-C), −93.0 (1C, 3-C), 49.1 (1C,
139.07 Hz, 4-C), 103.9 (1C, 182.9 Hz, 8-C), 114.1 (1C, 191.7 Hz, 9-C) 130.1 (1C, 182.9 Hz,
10-C), 232.4 (1C, 159.9 Hz, 5-C), 360.8 (1C, 129.6 Hz, 2-C), 403.2 (1C, 7-C) ppm. 15N-NMR
(70.96 MHz, CD3CN): 80.2 ppm. MS (ESI in MECN): m/z 575.1530 (for C30H27FeN6O3 calc.
575.1494).
Elemental analysis: calc. for C30H27FeN6O3: C: 62.62%, H: 4.73%, N: 14.61%, found:
C:62.49%, H: 5.19%, N: 14.35%. IR (ATR,

∼
υ [cm−1]): 3122 w, 3039 w, 3006 w, 2952 w, 2931 w,

2902 w, 2829 w, 1583 w, 1560s, 1506 w, 1469s, 1417s, 1315 m, 1276s, 1249 m, 1209s, 1174s,
1116 m, 1031s, 958 m, 879 m, 811 w, 784s, 744s, 661 w, 621 m, 609 m.
* not decoupled.
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51.90%, H: 2.81%, N: 12.12%. IR (ATR, 𝜐෤ [cm−1]): 3155 w, 3033 w, 2360 w, 2335 w, 1585 w, 
1508 w, 1477 w, 1396 m, 1315s, 1272s, 1249 m, 1159 m, 1110s, 1066s, 1045s, 960 m, 900 m, 
838 w, 821 w, 804 m, 746s, 702 m, 661 m, 607 w. 

 
Tris(1-(4-methoxyphenyl)pyrazolato-N,C²)iron(III) Fe(MeOppz)3 
The complex was obtained as a red powder (2.6%). 
1H-NMR (700 MHz, CD3CN): δ = −79.93 (s, 1H, 2-H), −10.34 (s, 1H, 10-H), −5.36 (s, 1H, 6-
H)), −5.12 (s, 1H, 5-H), −3.19 (s, 1H, 9-H), 1.44 (s, 3H, 4-H), 12.06 (s, 1H, 8-H) ppm. 13C-
NMR* (176.1 MHz, CD3CN): δ = −106.1 (1C, 156.6 Hz, 6-C), −93.0 (1C, 3-C), 49.1 (1C, 139.07 
Hz, 4-C), 103.9 (1C, 182.9 Hz, 8-C), 114.1 (1C, 191.7 Hz, 9-C) 130.1 (1C, 182.9 Hz, 10-C), 
232.4 (1C, 159.9 Hz, 5-C), 360.8 (1C, 129.6 Hz, 2-C), 403.2 (1C, 7-C) ppm. 15N-NMR (70.96 
MHz, CD3CN): 80.2 ppm. MS (ESI in MECN): m/z 575.1530 (for C30H27FeN6O3 calc. 
575.1494). 
Elemental analysis: calc. for C30H27FeN6O3: C: 62.62%, H: 4.73%, N: 14.61%, found: 
C:62.49%, H: 5.19%, N: 14.35%. IR (ATR, 𝜐෤ [cm−1]): 3122 w, 3039 w, 3006 w, 2952 w, 2931 
w, 2902 w, 2829 w, 1583 w, 1560s, 1506 w, 1469s, 1417s, 1315 m, 1276s, 1249 m, 1209s, 1174s, 
1116 m, 1031s, 958 m, 879 m, 811 w, 784s, 744s, 661 w, 621 m, 609 m. 
*not decoupled. 

 
Tris(1-(([1,1’-biphenyl])-4-yl)phenyl)pyrazolato-N,C²)iron(III) Fe(bppz)3 
The complex was obtained as a red powder (3.9%). 
1H-NMR (700 MHz, CD3CN): δ = −77.61 (1s, 1H, 2-H) −10.18 (s, 1H, 13-H), −4.64 (s, 1H, 8-
H), −3.21 (s, 1H, 12-H), −1.74 (s, 1H, 9-H), 5.39 (d, 3JHH = 8.19 Hz, 2H, 5,5’-H), 5.75 (t, 3JHH = 
7.60 Hz, 2H, 6,6’-H), 7.10 (t, 3JHH = 7.14 Hz, 1H, 6-H) 11.84 (s, 1H, 11-H) ppm. 13C-NMR 
(176.1 MHz, CD3CN): δ = −79.6 (1C, 152.5 Hz, 9-C), −77.9 (1C, 3-C), 105.4 (1C, 185.7 Hz, 11-
C), 114.4 (1C, 62.3 Hz, 12-C), 115.3 (2C, 89.03 Hz, 5,5’-C), 123.1 (1C, 162.9 Hz, 7-C), 130.9 
(2C, 160.4 Hz, 6,6’-C), 131.9 (1C, 183.3 Hz, 13-C), 154.1 (1C, 4-C), 241.4 (1C, 158.8 Hz, 8-C), 
370.5 (1C, 133.9 Hz, 2-C), 396.7 (1C, 10-C) ppm. 15N-NMR (70.96 MHz, CD3CN): 71.0 ppm. 
MS (ESI in MECN): m/z 713.2150 (for C45H33FeN6 calc. 713.6460). Elemental analysis: calc. 
for C45H33FeN6 C: 75.74%, H: 4.66%, N: 11.78%, found: C: 71.15%, H: 4.84%, N: 10.78%. IR 
(ATR, 𝜐෤ [cm−1]): 3108 w, 3056 w, 3020 w, 1598 w, 1564 w, 1502 w, 1465 m, 1400 m, 1373 w, 

Tris(1-(([1,1’-biphenyl])-4-yl)phenyl)pyrazolato-N,C2)iron(III) Fe(bppz)3
The complex was obtained as a red powder (3.9%).
1H-NMR (700 MHz, CD3CN): δ = −77.61 (1s, 1H, 2-H) −10.18 (s, 1H, 13-H), −4.64 (s, 1H,
8-H),−3.21 (s, 1H, 12-H),−1.74 (s, 1H, 9-H), 5.39 (d, 3JHH = 8.19 Hz, 2H, 5,5’-H), 5.75 (t, 3JHH
= 7.60 Hz, 2H, 6,6’-H), 7.10 (t, 3JHH = 7.14 Hz, 1H, 6-H) 11.84 (s, 1H, 11-H) ppm. 13C-NMR
(176.1 MHz, CD3CN): δ = −79.6 (1C, 152.5 Hz, 9-C), −77.9 (1C, 3-C), 105.4 (1C, 185.7 Hz,
11-C), 114.4 (1C, 62.3 Hz, 12-C), 115.3 (2C, 89.03 Hz, 5,5’-C), 123.1 (1C, 162.9 Hz, 7-C), 130.9
(2C, 160.4 Hz, 6,6’-C), 131.9 (1C, 183.3 Hz, 13-C), 154.1 (1C, 4-C), 241.4 (1C, 158.8 Hz, 8-C),
370.5 (1C, 133.9 Hz, 2-C), 396.7 (1C, 10-C) ppm. 15N-NMR (70.96 MHz, CD3CN): 71.0 ppm.
MS (ESI in MECN): m/z 713.2150 (for C45H33FeN6 calc. 713.6460). Elemental analysis: calc.
for C45H33FeN6 C: 75.74%, H: 4.66%, N: 11.78%, found: C: 71.15%, H: 4.84%, N: 10.78%. IR
(ATR,

∼
υ [cm−1]): 3108 w, 3056 w, 3020 w, 1598 w, 1564 w, 1502 w, 1465 m, 1400 m, 1373 w,

1330 w, 1261 m, 1112 w, 1064 m, 1047 m, 1016 w, 958 w, 916 w, 894 w, 808s, 757s, 734s, 694s,
663 w, 649 w, 607 w.
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1330 w, 1261 m, 1112 w, 1064 m, 1047 m, 1016 w, 958 w, 916 w, 894 w, 808s, 757s, 734s, 
694s, 663 w, 649 w, 607 w. 

 
Tris(1-(naphthalen-2-yl)pyrazolato-N,C²)iron(III) Fe(naphpz)3 
The complex was obtained as a red powder (5.3%). 
1H-NMR (700 MHz, DMSO-d6): δ = −85.19 (s, 1H, 2-H), −12.51 (s, 1H, 13-H), −1.68 (d, 3JHH 
= 6.3 Hz, 1H, 4-H), −1.31 (s, 1H, 12-H), 1.10 (s, 1H, 9-H), 1.25 (t, 3JHH = 7.10 Hz, 1H, 6-H), 
8.12 (t, 3JHH = 6.30 Hz, 1H, 5-H), 11.15 (s, 1H, 11-H), 12.83 (d, 3JHH = 8.50 Hz, 1H, 7-H) ppm. 
13C-NMR* (176.1 MHz, DMSO-d6): δ = −97.6 (1C, 3-C), −56.79 (1C, 150.66 Hz, 9-C), 80.3 
(1C, 150.66 Hz, 7-C), 81.6 (1C, 160.34 Hz, 5-C), 99.4 (1C, 180.91 Hz, 12-C), 124.3 (2C, 188.74 
Hz, 11-C), 126.6 (1C, 188.74 Hz, 13-C), 172.1 (2C, 157.98 Hz, 6-C), 180.5 (1C, 157.98 Hz, 4-
C), 216.3 (1C, 8-C), 365.3 (1C, 2-C), 413.9 (1C, 10-C) ppm. MS (ESI in MECN): m/z 635.1640 
(for C39H27FeN6 calc. 635.1647). Elemental analysis: calc. for C39H27FeN6: C: 73.71%, H: 
4.28%, N: 13.22%, found: C: 74.29%, H: 5.10%, N: 12.42%. IR (ATR, 𝜐෤ [cm−1]): 3126 w, 6047 
w, 2917 w, 2854 w, 1585 w, 1593 w, 1560 w, 1510 w, 1486 w, 1459 m, 1405 m, 1332 w, 1313 
w, 1251 w, 1197 w, 1134 w, 1107 w, 1062 m, 1037 w, 977 w, 935 w, 889 w, 856 m, 831 w, 
736s, 682 w, 651 w. 
*not decoupled. 

8. Materials and Methods 
Synthesis of ligands and complexes was carried out under standard Schlenk condi-

tions, under inert and anhydrous conditions. Inert and pre-dried argon was used, and all 
applied glassware was heated under vacuum und flushed with inert gas three times. An-
hydrous solvents were provided by a solvent drying plant from MBraun (MB SPS 800, 
München, Germany) and purged with argon prior to use. Used chemicals for all synthesis 
were commercially purchased from Fischer Scientific (Hampton, NH, USA), Merck (Rah-
way, NJ, USA), Abcr (Karlsruhe, Germany), and TCI (Chennai, India) and used without 
further purification. Ligand synthesis has been reported in [29,30]. 

8.1. NMR Spectroscopy 
NMR spectra were recorded on a BRUKER Avance 700 (1H, 700.1 MHz, Billerica, MA, 

USA) using deuterated solvents from Deutero (Kastellaun, Germany) without further pu-
rification. NMR signals were referenced to residual solvent signals relative to TMS. For 
the decomposition experiments a 300 W xenon lamp for irradiation was installed in front 
of an NMR sample of Fe(ppz)3, exemplarily. To determine the percentage of intact com-
plex, it was referenced against a calibrated TMS signal with the product species signal at 
6.21 ppm, with common analytic calculations. Mass spectrometry was performed with a 
quadrupole time-of-flight mass spectrometer (MS) Synapt 2G from the company WA-
TERS (Milford, MA, USA). Elemental analysis measurements were performed with a Mi-
cro Cube from ELEMENTAR (Langenselbold, Germany) and were compared with the 
theoretically calculated mass. A PerkinElmer (Waltham, MA, USA) Lambda 465 single-
beam spectrophotometer was used for UV-Vis spectra. Solutions had a concentration of 
10−5 M BuCN and were measured in a Hellma (Müllheim, Germany) quarĵ cuveĴe with 

Tris(1-(naphthalen-2-yl)pyrazolato-N,C2)iron(III) Fe(naphpz)3
The complex was obtained as a red powder (5.3%).
1H-NMR (700 MHz, DMSO-d6): δ = −85.19 (s, 1H, 2-H), −12.51 (s, 1H, 13-H), −1.68 (d,
3JHH = 6.3 Hz, 1H, 4-H), −1.31 (s, 1H, 12-H), 1.10 (s, 1H, 9-H), 1.25 (t, 3JHH = 7.10 Hz, 1H,
6-H), 8.12 (t, 3JHH = 6.30 Hz, 1H, 5-H), 11.15 (s, 1H, 11-H), 12.83 (d, 3JHH = 8.50 Hz, 1H,
7-H) ppm. 13C-NMR* (176.1 MHz, DMSO-d6): δ = −97.6 (1C, 3-C), −56.79 (1C, 150.66 Hz,
9-C), 80.3 (1C, 150.66 Hz, 7-C), 81.6 (1C, 160.34 Hz, 5-C), 99.4 (1C, 180.91 Hz, 12-C), 124.3
(2C, 188.74 Hz, 11-C), 126.6 (1C, 188.74 Hz, 13-C), 172.1 (2C, 157.98 Hz, 6-C), 180.5 (1C,
157.98 Hz, 4-C), 216.3 (1C, 8-C), 365.3 (1C, 2-C), 413.9 (1C, 10-C) ppm. MS (ESI in MECN):
m/z 635.1640 (for C39H27FeN6 calc. 635.1647). Elemental analysis: calc. for C39H27FeN6:
C: 73.71%, H: 4.28%, N: 13.22%, found: C: 74.29%, H: 5.10%, N: 12.42%. IR (ATR,

∼
υ [cm−1]):

3126 w, 6047 w, 2917 w, 2854 w, 1585 w, 1593 w, 1560 w, 1510 w, 1486 w, 1459 m, 1405 m,
1332 w, 1313 w, 1251 w, 1197 w, 1134 w, 1107 w, 1062 m, 1037 w, 977 w, 935 w, 889 w, 856 m,
831 w, 736s, 682 w, 651 w.
* not decoupled.

8. Materials and Methods

Synthesis of ligands and complexes was carried out under standard Schlenk conditions,
under inert and anhydrous conditions. Inert and pre-dried argon was used, and all applied
glassware was heated under vacuum und flushed with inert gas three times. Anhydrous
solvents were provided by a solvent drying plant from MBraun (MB SPS 800, München,
Germany) and purged with argon prior to use. Used chemicals for all synthesis were
commercially purchased from Fischer Scientific (Hampton, NH, USA), Merck (Rahway, NJ,
USA), Abcr (Karlsruhe, Germany), and TCI (Chennai, India) and used without further
purification. Ligand synthesis has been reported in [29,30].

8.1. NMR Spectroscopy

NMR spectra were recorded on a BRUKER Avance 700 (1H, 700.1 MHz, Billerica,
MA, USA) using deuterated solvents from Deutero (Kastellaun, Germany) without further
purification. NMR signals were referenced to residual solvent signals relative to TMS.
For the decomposition experiments a 300 W xenon lamp for irradiation was installed
in front of an NMR sample of Fe(ppz)3, exemplarily. To determine the percentage of
intact complex, it was referenced against a calibrated TMS signal with the product species
signal at 6.21 ppm, with common analytic calculations. Mass spectrometry was performed
with a quadrupole time-of-flight mass spectrometer (MS) Synapt 2G from the company
WATERS (Milford, MA, USA). Elemental analysis measurements were performed with a
Micro Cube from ELEMENTAR (Langenselbold, Germany) and were compared with the
theoretically calculated mass. A PerkinElmer (Waltham, MA, USA) Lambda 465 single-
beam spectrophotometer was used for UV-Vis spectra. Solutions had a concentration of
10−5 M BuCN and were measured in a Hellma (Müllheim, Germany) quartz cuvette with
a path length of 1 cm. For IR spectroscopy a Bruker Vertex 70, with the sample as solid
powder and the ATR technique, was applied. Cyclic voltammograms were measured with
a 10−3 M analyte and 0.1 M [n-Bu4N](PF6) concentration on a PGSTAT 101 potentiostat
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from Metrohm-Autolab (Utrecht, The Netherlands). Emission spectra were recorded on
an FLS1000 from Edinburgh Instruments (Livingston, UK) at room temperature.

8.2. Quantum Chemical Calculations

All calculations presented here were conducted with the ORCA quantum chemistry
package (version 5.0.3) [59]. Unconstrained geometry optimization was performed using
the PBEh-3c composite method [46], whereas a frequency calculation was performed and
checked for the absence of negative values to confirm a minimum structure. Optimized
structures were used as input for further calculations. Time-dependent (TD) DFT calcula-
tions for the extraction of orbital energies and the prediction of vertical transitions were
conducted using the TPSSh functional [60] together with the def2-TZVP basis set, as well as
the def2/J auxiliary basis set [61] and the RIJCOSX approximation [62] for the Hartree-Fock
component. The tight convergence criterion was imposed on all calculations, and the D4
dispersion correction [62] was always employed when not using the PBEh-3c method. The
conductor-like polarizable continuum model (CPCM) [63] for acetonitrile accounting for
solvent effects was applied. For the simulation of the XANES and VtC XES spectra, the
same settings except the CPCM model were used. For XANES, the TD-DFT approach with
the TPSSh basis set and the expanded CP(PPP) basis set [64] only for iron was applied.
VtC-XES spectra were calculated based on the DFT approach using the TPSS and CP(PPP)
functional [60]. XANES transitions were plotted with linearly increasing broadening to
higher energies, starting from 0.6 (fwhm) at the prepeak, and were shifted by 155.3 eV to
match the experimental spectrum. VtC-XES transitions were broadened by 2.5 eV (fwhm),
and all spectra were shifted by 170.6 eV. Ligand or atom projected VtC-XES spectra were
created by taking only a set of donor orbitals with significant populations of a given atom
or fragment into account. The analysis of the fractions of the molecular orbitals was based
on the Löwdin population analysis, which was extracted from the ORCA output file using
MOAnalyzer (version 1.3) and the TheoDORE package [65,66]. Spatial distributions of
orbitals were visualized using IboView (version 20150427) [67].

8.3. X-ray Absorption and Emission Spectroscopy

X-ray absorption and emission experiments were performed at beamline ID26 at the
European Synchrotron Radiation Facility (ESRF) in Grenoble [68]. The electron energy was
6.0 GeV, and the ring current varied between 180 and 200 mA. Incident energy calibration
was performed using a Fe foil. For K-edge measurements, the solid samples were prepared
as wafers using degassed cellulose as a binder to avoid self-absorption effects. The XANES
spectra were monitored using a photodiode installed at about a 90◦ scattering angle and
at 45◦ to the sample surface. To exclude radiation damage, fast measurements over the
prepeak were carried out under the measurement conditions (attenuated beam, cryostat
to cool the sample to 80 K). No signs of radiation damage could be detected. VtC-XES
spectra were recorded at an excitation energy of 7300 eV measured with a Johann-type
spectrometer [69].

8.4. Single-Crystal X-ray Diffraction

The presented X-ray single-crystal data were collected on a Bruker Venture D8 three-
cycle diffractometer equipped with a Mo Kα µ-source (λ = 0.71073 Å). Monochromatization
of the radiation was obtained using Incoatec (Geesthacht, Germany) multilayer Montel
optics, and a Photon III area detector was used for data acquisition. All crystals were kept
at 120 K during measurement.

Data processing was carried out using the Bruker APEX 4 software package: This
includes SAINT for data integration and SADABS for multi-scan absorption correction.
Structure solution was obtained by direct methods, and the refinement of the structures
using the full-matrix least squares method based on F2 was achieved in SHELX [70,71].
All non-hydrogen atoms were refined anisotropically, and the hydrogen atom positions
were refined at idealized positions riding on the carbon atoms with isotropic displacement
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parameters Uiso(H) = 1.2 Ueq(C) and 1.5 Ueq(-CH3) and C-H bond lengths of 0.93–0.96 Å.
All CH3 hydrogen atoms were allowed to rotate but not to tip.

Crystallographic data were deposited at the Cambridge Crystallographic Data Centre
and assigned the deposition numbers 2191100-2191104. Copies are available free of charge
via www.ccdc.cam.ac.uk, accessed on 1 January 2020.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/inorganics11070282/s1, Figure S1: 1H-NMR spectrum
of complex Fe(ppz)3 in CD3CN; Figure S2: 13C-NMR spectrum of complex Fe(ppz)3 in CD3CN;
Figure S3: 15N-HMBC spectrum of Fe(ppz)3 in CD3CN, second signal is the folded signal of non-
deuterated solvent CH3CN; Figure S4: ESI-MS spectrum of complex Fe(ppz)3 in CH3CN; Figure S5:
Complete cyclovoltammetry spectra for complex Fe(ppz)3 in CH3CN; Figure S6: Plotted data of
Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, first redox step; Figure S7: Plotted data
of Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, second redox step; Figure S8: Plotted
data of Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, third redox step; Figure S9: ATR-IR
spectrum for complex Fe(ppz)3; Figure S10: Change in the absorptive behaviour of Fe(ppz)3 with an
applied potential of 0.5–2 V in CH3CN; Figure S11: Change in the absorptive behaviour of Fe(ppz)3
with an applied potential of −0.5 V in CH3CN; Figure S12: Change in the absorptive behaviour
of Fe(ppz)3 with an applied potential of −2.0–2.5 V in CH3CN; Figure S13: 1H-NMR spectrum of
complex Fe(bppz)3 in CD3CN; Figure S14: 13C-NMR spectrum of complex Fe(bppz)3 in CD3CN;
Figure S15: 15N-HMBC spectrum of Fe(bppz)3 in CD3CN; Figure S16: ESI-MS spectrum of complex
Fe(bppz)3 in CH3CN; Figure S17: Cyclovoltammetry spectra of Fe(bppz)3 in CH3CN; Figure S18:
Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates, first redox step; Figure
S19: Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates, second redox step;
Figure S20: Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates, third redox
step; Figure S21: ATR-IR- spectrum of complex Fe(bppz)3; Figure S22:1H-NMR spectra of com-
plex Fe(CF3ppz)3 in CD3CN; Figure S23: 13C-NMR spectra of complex Fe(CF3ppz)3 in CD3CN;
Figure S24: 15N-HMBC spectrum of the complex Fe(CF3ppz)3 in CD3CN; Figure S25: 19F-HMBC
spectrum of the complex Fe(CF3ppz)3 in CD3CN; Figure S26: ESI-MS of complex Fe(CF3ppz)3 in
CH3CN; Figure S27: Cyclovoltammetry spectra of Fe(CF3ppz)3 in CH3CN; Figure S28: Plotted data
of Randles-Sevcik-Equation Fe(CF3ppz)3 at different scan rates, first redox step; Figure 29: Plotted
data of Randles-Sevcik-Equation Fe(CF3ppz)3 at different scan rates, first redox step; Figure S30:
ATR-IR-spectrum of complex Fe(CF3ppz)3; Figure S31: 1H-NMR spectrum of complex Fe(naphpz)3 in
DMSO-d6; Figure S32: 13C-NMR spectrum of complex Fe(naphpz)3 in DMSO-d6; Figure S33: ESI-MS
spectrum of complex Fe(naphpz)3 in CH3CN; Figure S34: Cyclovoltammetry spectra of complex
Fe(naphpz)3 in CH3CN; Figure S35: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3 at different
scan rates, first redox step; Figure S36: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3 at differ-
ent scan rates, second redox step; Figure S37: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3
at different scan rates, first redox step; Figure S38: ATR-IR-spectrum of complex Fe(naphpz)3 in
CH3CN; Figure S39: Change in the absorptive behaviour of (Fe(naphpz)3 with an applied potential
of 0.8–2 V in CH3CN; Figure S40: Change in the absorptive behaviour of (Fe(naphpz)3 with an
applied potential of −0.5–(−1.5) V in CH3CN; Figure S41: Change in the absorptive behaviour of
(Fe(naphpz)3 with an applied potential of −2.5 V in CH3CN; Figure S42: 1H-NMR spectrum of
complex Fe(MeOppz)3 in CD3CN; Figure S43: 13C-NMR spectrum of complex Fe(MeOppz)3 in
CD3CN; Figure S44: 15N-HMBC spectrum of Fe(MeOppz)3 in CD3CN; Figure S45: ESI-MS spectrum
of complex Fe(MeOppz)3 in CH3CN; Figure S46: Cyclovoltammetry spectra of complex Fe(MeOppz)3
in CH3CN; Figure S47: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at different scan rates,
first redox step; Figure S48: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at different scan
rates, second redox step; Figure S49: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at differ-
ent scan rates, third redox step; Figure S50: ATR-IR spectrum of complex Fe(MeOppz)3; Figure S51:
Experiments on complex stability in acetonitrile solution: before illumination of Fe(ppz)3 (blue),
after illumination of 24 h: Fe(ppz)3 (red), Fe(CF3ppz)3 (green), Fe(MeOppz)3 (purple), Fe(bppz)3
(yellow), Fe)naphpz)3 (orange, pure solubility decreases signal intensity); Figure S52: Experiments on
complex stability exemplarily for Fe(ppz)3, bottom blue: before illumination in toluene (blue), from
there upwards after illumination: toluene (red), THF (green), DMSO (pruple), DCM (yellow), BuCN
(orange), benzene (grey), acetone (red), 2Me-THF (blue); Figure S53: Decomposition of Fe(ppz)3,
with different filters. Blue: before irradiation; red: 320 nm bandwidth filter, green: 360 nm band-
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width filter, purple: 390 bandwidth filter; yellow: 400 longpass filter, orang: 495 longpassfilter. At
7.90 ppm complex signal, additional diamagnetic species in yellow spectra is the product of the
reductive elimination; Figure S54: Calculated slope of the decomposition of Fe(ppz)3, based on the
relative intensities of TMS, the product of the reductive illumination at 6.21 ppm and the complex
resonance at 7.90 ppm; Figure S55: PBEh-3c optimized lowest quartet state of fac-Fe(ppz)3. Left:
Spin density plot. Right: Depicted Fe-ligand bond lengths; Figure S56: TPSSh/def2-TZVP calculated
spatial distribution of the frontier orbitals of the respective complexes; Figure S57: Experimental CtC
spectra of Fe(ppz)3, Fe(bppz)3, Fe(CF3ppz)3 with different substituents; Figure S58: Comparison
of experimental and calculated XANES (a,b) and VtC (c,d) spectra with main character of acceptor
(a,b) and donor (c,d) orbitals orbital components for Pyrazol (Py) and Phenyl (Ph) accountable for
the peak. Table S1: Cyclovoltammetry data for Fe(ppz)3 at different scan rates, first redox step;
Table S2: Cyclovoltammetry data for Fe(ppz)3 at different scan rates, second redox step: Table S3:
Cyclovoltammetry data for Fe(ppz)3 at different scan rates, third redox step; Table S4: Cyclovoltam-
metry data for Fe(bppz)3 at different scan rates, first redox step; Table S5: Cyclovoltammetry data for
Fe(bppz)3 at different scan rates, second redox step; Table S6: Cyclovoltammetry data for Fe(bppz)3
at different scan rates, third redox step; Table S7: Cyclovoltammetry data for Fe(CF3ppz)3 at different
scan rates, first redox step; Table S8: Cyclovoltammetry data for Fe(CF3ppz)3 at different scan rates,
second redox step; Table S9: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, first
redox step; Table S10: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, second redox
step; Table S11: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, second redox step;
Table S12: Cyclovoltammetry data for Fe(MeOppz)3 at different scan rates, first redox step; Table S13:
Cyclovoltammetry data for Fe(MeOppz)3 at different scan rates, second redox step; Table S14: Cyclo-
voltammetry data for Fe(MeOppz)3 at different scan rates, second redox step; Table S15: Differential
Gibbs free energy of PbEh-3c optimized structures excluding and including the SMD model for
MeCN and BuCN implemented in ORCA. Negative values account for higher stability; Table S16:
Absolute an differential Gibbs free energy of PbEh-3c optimized structures of fac- and mer- isomers;
Table S17: Comparison of the bond length and binding angles for the single crystal structure analysis
and PBEh-3c geometry optimized fac-complexes. Table S18: Analysis of the main acceptor and
donor orbital contribution to the TD-DFT calculated vertical transitions (Figure 5) of fac-Fe(ppz)3.
The lettering of the transitions a-h refers to the assigned transitions in Figure 5. Additionally, the
calculated wavelength λ and oscillator strength f is given for the selected transitions. Figures S1–S50
and Tables S1–S14: Summarized data for complex analysis, including NMR-, IR, MS-spectra, as well
as the complete CV data including reversibility determination after Randles-Sevcik; Figures S51–S54:
NMR-spectra and caculations of the illumination experiments; Figures S55–S58 and Tables S15–S17:
Computational data.
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ISOSTRUCTURAL SERIES OF A CYCLOMETALATED

IRON COMPLEX IN THREE OXIDATION STATES

Oxidation states are an important formalistic model to describe the electronic struc-

ture of molecules which can also be used to estimate stability and reactivity of

complexes. In this chapter a cyclometallated iron complex which is stable in three

different oxidation states is investigated by different ground and excited state techniques.

The characterization demonstrates that the chemically induced oxidation and reduction from

the parent iron(III) complex is centered at the metal and thus leads to the first isostructural

row of homoleptic low-spin iron complexes in a d6, d5 and d4 configuration which corresponds

to spin states of S=0, S=0.5 and S=1 in the octahedral ligand field. This is especially shown

by magnetic susceptibility measurements and X-ray absorption and emission spectroscopy.
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ABSTRACT: An isostructural series of FeII, FeIII and FeIV complexes [Fe(ImP)2]0/+/2+ utilizing the ImP (1,1’-(1,3-phe-
nylene)bis(3-methyl-1-imidazol-2-ylidene) ligand is presented. In these complexes, a uniquely strong donor ligand set is 
formed by the combination of four N-heterocyclic carbenes (NHCs) and two cyclometalating functions. These stabilize the 
high-valent FeIV oxidation state, but also keep the FeII oxidation state accessible from the parent FeIII compound. Chemical 
oxidation of [Fe(ImP)2]+ with NOPF6 yields stable [FeIV(ImP)2]2+. In contrast, [FeII(ImP)2]0, obtained by reduction with sodium 
amalgam, is highly sensitive towards oxygen. Exhaustive ground state characterization with a broad array of methods, namely 
single-crystal X-ray diffraction (scXRD), 1H-NMR, Mössbauer spectroscopy, temperature-dependent magnetic measurements, 
a combination of X-ray absorption near edge structure (XANES) and Valence-to-Core, as well as Core-to-Core X-ray emission 
spectroscopy, complemented by detailed DFT analysis, reveals that the three complexes [Fe(ImP)2]0/+/2+ can be unequivocally 
attributed to low-spin d6, d5 and d4 complexes, respectively, with spin-states of 0, ½ and 1. The excited state behavior of the 
FeII and the FeIV complexes, as characterized by transient optical spectroscopy, is radically different from the parent FeIII com-
plex. Short 3MLCT and 3LMCT excited state lifetimes of 5.1 and 1.4 ps, respectively, are revealed. An energetically low-lying 
MC state with a lifetime of 10.8 ps was identified in the relaxation cascade of [FeII(ImP)2]0, leading to the fast deactivation of 
the 3MLCT state. 

Introduction 

The chemistry of iron offers a huge variety due to the broad 
range of possible formal oxidation states in its complex 
chemistry. From the -II state in Collman’s reagent1 up to the 
+VI state in either the ferrate anion (FeO42-)2 or the recently 
published example of a bis(carbene) bis(imido) complex 
from the group of Smith et al.,3 every formal oxidation state 
has been observed. However, isostructural series of more 
than two successive metal-based oxidation states are still 
rare,4,5 often due to non-innocent ligand behavior.6–12 An-
other important factor is the stabilization of higher oxida-
tion states, which requires strong donor ligands. Typically, 
strong π-donors, such as oxo or imido ligands13,14 but also 
corroles are employed for this purpose.15,16 Besides such an-
ionic nitrogen π-donors, anionic carbon ligands in the form 
of alkyl and aryl anions can also be used.17,18 Here the σ-do-
nor character dominates, but they also show a significant 
amount of π-donation in the case of aryl carbanions.19–21 
Therefore, compared to neutral nitrogen counterparts such 

as pyridines, higher oxidation states are more stabilized. 
Noteworthy examples are Au(III) and Pt(IV) com-
pounds,22,23 where cyclometalating functions play a role in 
stabilizing these high oxidation states. Another good exam-
ple for the stabilization of higher oxidation states is a series 
of Os(II) complexes, based on [Os(bpy)3]2+ (bpy = 2,2’-bipyr-
idine). Here, bpy ligands are exchanged for cyclometalating 
2-phenylpyridine (ppy-) ligands. Each ppy-ligand leads to a 
destabilization of the Os(II)-state of around 0.5 V.24 Such a 
trend has also been observed in recently realized cyclomet-
alated iron complexes. Substitution of one of the outer pyr-
idines in the parent bis(terpyridine)iron(II) by a cyclomet-
alating phenylene leads to a significant decrease of the 
FeII/III redox potential by about 0.8 V.25 This trend continues 
for the replacement of the two central pyridine rings in 
[Fe(bimp)2]2+ (bimp = (2,6-bis(3-methylimidazol-1-yli-
dene)pyridine))26 by phenylene in [Fe(ImP)2]+ (ImP =1,1’-
(1,3-phenylene)bis(3-methyl-1-imidazol-2-ylidene)), with 
a cathodic shift of the FeII/III potential of around 1.5 V.27 This 
complex is additionally characterized by a FeIII/IV transition 
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Table 1: Comparison of the important structural parameters of 1-, 1 and 1+ obtained from their crystal structures 
with their respective error in brackets. 

Compound 1- ([Fe(ImP)2]0) 1 ([Fe(ImP)2]+) 1+ ([Fe(ImP)2]2+) 

Fe-CCM mean distance (Å) 1.918(2) 1.948(3) 1.955(7) 

Fe-CNHC mean distance (Å) 1.938(8) 1.983(3) 2.005(8) 

CNHC-Fe-CNHC bite angle (°) 156.00(60) 155.36(15)  154.30(30) 

Ligand/Ligand torsion angle (°) 90 86 88 

at a potential of 0.1 V vs Fc0/+. Accordingly, [Fe(ImP)2]+ 
shows a rather rare property of both a MLCT (metal-to-lig-
and charge-transfer) and LMCT (ligand-to-metal charge-
transfer) optical absorption. As a unique feature in iron 
complex chemistry, an emission from both states is ob-
served. Due to the ligand design combining N-heterocyclic 
carbenes (NHCs) with a cyclometalating functionality in the 
ImP-ligand, three oxidation states are in an accessible 
range. Therefore, a series of the isostructural homoleptic 
complexes [Fe(ImP)2]0/+/2+ was attempted in this work.  

The electronic structure of the complexes was investigated 
with respect to the physical oxidation state of the iron cen-
ter using various analytical and spectroscopic methods, in-
cluding single crystal X-ray diffraction, Mössbauer and tem-
perature dependent superconducting quantum interfer-
ence device (SQUID) magnetization. Special emphasis was 
placed on synchrotron-based X-ray absorption (XAS) and 
emission spectroscopy (XES), as these provide high sensi-
tivity to the local electronic structure of the iron center. The 
excited state dynamics were studied by transient optical ab-
sorption spectroscopy. Theoretical calculations were used 
to understand and consolidate the spectroscopic results. 

 

Results and Discussion 

Figure 1 shows the synthesis for the discussed complexes. 
The synthesis of [FeIII(ImP)2]PF6 (HImP =1,1’-(1,3-phe-
nylene)bis(3-methyl-1-imidazol-2-ylidene)) 1 was pub-
lished recently.27 From this, [FeII(ImP)2] 1- is obtained by re-
duction of 1 with sodium amalgam in THF. For better solu-
bility in THF, 1 was converted to its BPh4 salt prior to reduc-
tion (cf. Supporting Information, Synthesis). The orange 
compound was stored in the cold (-30°C) in the glovebox, 
since miniscule amounts of oxygen at room temperature led 
to reoxidation to the blue FeIII counterpart, which is, as ex-
pected, faster in solution than in the solid. However, due to 
its instability towards atmospheric conditions, it was not 
possible to obtain meaningful results in elemental analysis. 
Yet, single crystals suitable for X-ray diffraction could be 
grown by diffusion of pentane into a DCM solution of 1-, con-
firming the structure of 1-. 

Dark [FeIV(ImP)2](PF6)2 1+ can be obtained by oxidation of 
1 under inert conditions in acetonitrile (MeCN) using NOPF6 

(cf. Supporting Information, Synthesis for experimental de-
tail). Fine crystals are yielded by diffusion of chloroform 
into a solution of 1+ in acetone, while crystals suitable for 
X-ray diffraction were obtained by diffusion of diethyl ether 
into a methanol solution of 1+. 

In table 1, selected structural parameters of 1- and 1+ are 
compared to literature values of 1.27,28 The corresponding 
molecular structures are depicted in Figure 1. The bond 
lengths of 1- are generally similar, but shorter than those of 
the analogous FeII complex with pyridines in the center of 
the tridentate ligands (mean Fe-N distance: 1.929 Å, mean 
Fe-C distance: 1.962 Å).26 

 

Figure 1: Synthesis of complexes 1- and 1+ which are obtained 
by reduction via sodium amalgam (0.3 %) and oxidation via ni-
trosonium hexafluorophosphate, respectively, and the molecu-
lar structures of 1-, 127,28 and 1+ determined by scXRD (electron 
density on a 50% probability level). 

The mean Fe-CNHC bond-length is also shorter than in the 
[FeII(btz)]2+ complex (btz =3,3′-dimethyl-1,1′-bis(p-tolyl)-
4,4′-bis(1,2,3-triazol-5-ylidene)), where a similar mean Fe-
C bond-length of 1.963 Å is observed.29 The mean Fe-CNHC 

bond-lengths of 1 and 1+ are both comparable to the mean 
Fe-C bond-lengths of [Fe(phtmeimb)2]+ and [Fe(phtme-
imb)2]2+ (phtmeimb) = [phenyl(tris(3-methylimidazolin-2-
ylidene))borate]−) (1.979 and 2.002 Å, respectively).30,31 
Therefore, comparison with literature-known compounds 
shows that the ligand type has a greater influence on the 
bond-length than the oxidation state, although slightly 
longer bonds are observed in higher oxidation states. 

A comparison of the different oxidation states in the 
[Fen+(ImP)2](n-2)+ series shows only minor structural 
changes (Table 1). While there seems to be a correlation be-
tween oxidation states and an increase in bond length, the 
changes between successive oxidation states are statisti-
cally non-significant. This leads to two conclusions: First, all 
complexes are in a low-spin environment, since high-spin 
complexes usually show longer bond lengths, which are typ-
ically at least 0.1 Å longer.32,33 Second, the covalency of the 
iron-carbon bonds and the rigidity of the (ImP) ligand leads 
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to a stability of the structural motif, where only small struc-
tural changes are possible upon oxidation state change. Ac-
cordingly, only small structural reorganization energies be-
tween the different oxidation states are induced, allowing 
fast electron transfer processes, as described by Wärnmark 
et al.30 This also explains the fast reaction of 1- with oxygen, 
leading to reoxidation to 1. 

Therefore, acquisition of NMR data for 1- was a challenging 
task. Nevertheless, NMR data matches the expectation of a 
low-spin FeII complex and does not show residues of 1 or 
protonated ligand (cf. Figure S12 and S13 in the Supporting 
Information). 1H-NMR proved also useful for the examina-
tion of 1+, as again all signals except for the central proton 
in the phenyl backbone can be observed (cf. Figure S14). 
With the broadest peak showing reasonable FWHM values 
of 125 Hz/ 0.179 ppm and data indicating symmetric lig-
ands, the NMR data supports that oxidation of 1 occurs on 
the metal center and 1+ is a low-spin FeIV compound. 

More detailed insights into the electronic structure are pro-
vided by Mössbauer spectroscopy. The spectra of 1- and 1+ 
in comparison to 127 are shown in Figure 2. 

 

Figure 2: 57Fe zero-field Mössbauer spectra of 1- (black), 1 
(red)27 and 1+ (blue) at 80 K. 

The Mössbauer spectra of the three compounds are all com-
posed of doublets, characterized by their isomer shift and 
quadrupole splitting parameters. Usually, the isomer shift is 
a revealing parameter for the oxidation state of iron com-
pounds. It is typically lower for higher oxidation states, as it 
reflects the contribution of the 4s electrons to the electron 
density at the Fe nucleus, which is mainly influenced by the 
4s population and by shielding effects due to the 3d popula-
tion.34 On the other hand, the isomer shift depends strongly 
on the iron–ligand distances, i.e., shorter iron–ligand dis-
tances cause lower isomer shifts due to the decreased radial 
extension of the 4s-orbital.35 After oxidation from 1 to 1+, 
the isomer shift decreases from –0.12 mm s–1 to –0.19 mm 
s–1, as expected for the increased metal oxidation state, 
since the shielding effect of the 3d-electrons (less for 1+ 
compared to 1) on the 3s- and 4s-electrons decreases while 
all Fe–C distances remain comparable upon going from 1 to 
1+ (cf. Table 1). Hence, the difference in the isomer shift be-
tween 1 to 1+ follows the expected trend and can be at-
tributed to the changes in 3d-orbital population. However, 

after reduction from 1 to 1-, the isomer shift decreases 
slightly from –0.12 mm s–1 to –0.14 mm s–1. This counterin-
tuitive isomer shift change can be explained by the signifi-
cant contraction of the Fe–C distances in 1- (cf. Table 1) due 
to enhanced π-backdonation, hence the data are still in line 
with metal-based reduction.36 All three isomer shift values 
are quite low, in accordance with a low-spin configuration 
of the investigated compounds. The values for the quadru-
pole splitting reflect the non-cubic charge distribution of 
the surrounding electrons and in the case of strongly cova-
lent anisotropic bonds, no simple correlation with the oxi-
dation states can be made. 

 

Figure 3: Temperature-dependent magnetic susceptibility 
measurements of 1,27 1-, and 1+. 

Temperature-dependent magnetic susceptibility measure-
ments, which are shown in Figure 3, confirm these consid-
erations. Experimental χMT values at room temperature are 
0.005, 0.6327 and 1.33 cm3mol-1K  for  1-, 1, and 1+, respec-
tively, which are close to the theoretically expected spin-
only values of 0, 0.375 and 1 cm3mol–1K  for S = 0, ½ and 1, 
respectively, and indicative of some orbital contributions in 
case of 1 and 1+. For 1+, global fitting of the temperature de-
pendent susceptibility data and the variable temperature – 
variable field measurements (cf. Figure S3 in the Supporting 
Information) allowed the determination of the zero-field 
splitting (ZFS) parameter D = +39.5 cm-1.  The D value is 
slightly higher than the typical values of +16 to + 35 cm–1 for 
Fe(IV) complexes,14,30,37 although values up to 51 cm–1 have 
been observed.12 Since the ZFS is inversely proportional to 
the energy gap between the triplet ground state and the first 
excited quintet state,38 the relatively high D value for 1+ may 
be indicative of a rather low triplet-quintet separation. 

Further analysis of the electronic structure is obtained by 
hard X-ray spectroscopy in form of X-ray absorption near-
edge structure spectroscopy (XANES)39–41 and X-ray emis-
sion spectroscopy (XES).42–45 XANES spectra of 3d-metal 
complexes exhibit prepeak signals originating from 1s → 
LUMO transitions, thus probing typically nd/(n+1)p states. 
As pure s→d transitions are dipole forbidden and the result-
ing signal would be very weak, the prepeak intensity in 
these distorted octahedral complexes gain intensity from 
hybridization of the d-orbitals with ligand p-orbitals.46,47   

CHAPTER 4. ISOSTRUCTURAL SERIES OF A CYCLOMETALATED IRON COMPLEX IN THREE

OXIDATION STATES

78



 

 

 

Figure 4: a) Experimental XANES spectra of complexes 1-, 1 and 1+. Inset: Magnification of the pre-edge region. b) Selected molecular 
orbital levels of d-orbitals, highest  and lowest * orbital based on TPSS/def2-TZVPP DFT calculations. c) Experimental CtC (top) 
and VtC (bottom) spectra of complexes 1-, 1 and 1+. d) Plot spin vs. energy of the Kβ1,3, Kβ2,5 and pre-peak (1s→eg) maxima of com-
plexes 1-, 1 and 1+ in comparison to Fe(CN)63+/4+. Parameters for linear regression are listed in Table S1. 

Thus, the prepeaks can provide information about the coor-
dination geometry and the electronic structure of the ab-
sorbing atom. Due to the isostructural nature of the investi-
gated complexes, it is employed here to gain information on 
the local electronic structure at the iron centers. With in-
creasing oxidation state from [Fe(ImP)2]0 to [Fe(ImP)2]2+, a 
higher prepeak energy is expected for purely metal-based 
oxidation events, which is indeed found in the experimental 
spectra of Figure 4. Only one prepeak in the range of 7110-
7116 eV can be observed for complex 1-, whereas 1 and 1+ 
show two. Since the prepeaks result from excitations into 
the d-orbitals, the signal at higher energies around 7114 eV 
is assigned to transitions into the eg orbitals (dz2 and dx2- y2) 
and the one at lower energies at about 7112 eV to t2g orbit-
als. DFT calculations,48,49 presented in Figure 4, confirm this 
assignment.  

In complex 1-, no transitions to the latter final state are ob-
served, as the t2g is fully occupied, confirming 1- as low-spin 
FeII-d6 complex. In contrast, both low-spin FeIII-d5 (1) and 
[Fe(ImP)2]2+ (1+) exhibit t2g vacancies that cause the addi-
tional low energy prepeak signal. According to DFT results 
in Figure 4, a constant and nearly identical energy increase 
of both the t2g and eg levels with decreasing iron oxidation 
state is expected. Experimental values confirm this predic-
tion: The t2g prepeak energy increases by 0.6 eV from 

([Fe(ImP)2]+) (1: 7111.3 eV) to ([Fe(ImP)2]2+) (1+: 7111.9 
eV), while the eg prepeak energy increases by 0.4 and 0.3 eV 
respectively, from 1- (7114.1 eV) to 1 (7114.5 eV) and 1+ 
(7114.8 eV). In particular, the last row of values suggests a 
constant change of charge at the iron center, or a stepwise 
iron-localized oxidation, supporting that the observed re-
dox-events are metal-based and 1+ is indeed a low-spin FeIV-
complex. 

To further prove this stepwise oxidation state change on the 
metal-center, the more metal localized K-edge Core-to-Core 
X-ray emission spectroscopy (CtC-XES) is applied in the fol-
lowing. Here, the emission caused by radiative relaxation 
from the metal 3p to 1s orbital after excitation at energies 
above the absorption edge is observed. The resulting signal 
splits into two peaks: The intense Kβ mainline (Kβ1,3), and a 
weaker peak shifted to lower energies, the Kβ satellite (Kβ'). 
The reason for the splitting and therefore the spectral shape 
is the 3p-3d exchange interaction. The higher the effective 
electron spin in the d orbitals, the larger the exchange inter-
action and thus the splitting.44,45,50 

In the experimental CtC-XES spectra shown in Figure 4c, the 
first thing to notice is that the intensity of the Kβ' satellite is 
rather low. This indicates a small splitting and thus a small 
number of unpaired electrons in agreement with a low-spin 
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Table 2: Computed spin-up and spin-down orbital occupation numbers and the derived oxidation state of the iron 
center. The shaded boxes mark the occupied orbitals with n≈1. The atomic charges based on Mulliken and natural 
populations are also listed together with the corresponding spin populations. 

 Spin d-orbital occupation numbers 
Configura-

tion 
Spin multi-

plicity 
Natural charges 
(total/ per Spin) 

Mulliken 
charge 

Mulliken 
spin 

population 

Natural spin 
population 

1- 
α 0.33 0.36 0.99 0.99 0.99 

d6 0 -1.427 

α: -0.713 

-0.0546 0 0 

β 0.33 0.36 0.99 0.99 0.99 β: -0.713 

1 
α 0.65 0.69 0.97 0.97 0.98 

d5 1 -0.969 

α: -0.975 

0.765 1.189 0.96 

β 0.19 0.69 0.73 0.95 0.95 β:   0.006 

1+ 
α 0.75 0.81 0.98 0.98 0.99 

d4 2 -0.615 

α: -1.204 

0.693 2.171 1.75 

β 0.19 0.20 0.69 0.78 0.97 β : 0.590 

configuration for all complexes. Therefore, only the energy 
of the Kβ mainline can be used properly as parameter to de-
scribe the splitting.45 Although the main line energy is not 
only dependent on the spin state but also on covalency, lig-
and and metal-metal interactions effects,51,52 such influ-
ences can be nearly fully ruled out due to the isostructure of 
the complexes. 

The Kβ1,3 signal shows a linear correlation between the 
number of unpaired electrons and the main line energy 
(Figure 4d), as reported for purely ionic compounds with 
increasing oxidation states by Glatzel and Bergman.45  
Accordingly, these results support the prepeak analysis and 
the conclusion of a stepwise oxidation state change at the 
metal center, since a ligand centered oxidation will not have 
the exact same effect on the spin state as a metal centered 
oxidation. To further substantiate this claim, the identical 
analysis is shown in Figure 4d for FeII and FeIII hexacy-
anoferrate. The slope of the spin-energy correlation is very 
similar to the investigated row of isostructural carbene 
complexes. 

The hard X-ray investigation of the isostructural complex 
row is complemented by Valence-to-Core X-ray emission 
spectroscopy (VtC-XES). Here the emitted signal serves as a 
probe of valence levels including occupied 3d-orbitals and 
ligand-centered orbitals.53 In the experimental VtC-XES 
spectra of Figure 4c a nearly constant shift of the Kβ2,5 signal 
from 7107.0 (1-) to 7108.0 eV (1) to 7108. 8 eV (1+) is ob-
served with increasing oxidation state, again supporting the 
previous findings. To further analyze the spectrum and ex-
plain the origin of this shift, DFT calculations were per-
formed. The calculations show that the weak Kβ'' signal in 
the range of 7095-7102 eV originates from transitions of or-
bitals with mainly C-s and -p character, as well as N-p con-
tributions from the imidazolylidene. In this range, the low 
energy transitions involve the s- and the higher energy tran-
sitions involve mainly the p-orbitals of carbon delocalized 
over the ligand. The Kβ2,5 peak is composed by transitions 

from the C p-orbitals with a small admixture of Fe p-orbit-
als. As demonstrated in Figure S7, transitions from the NHC 
carbon constitute the lower energy side of the signal, while 
the higher-energy side is dominated by the phenyl frag-
ment. It is important to note that according to the calcula-
tions the orbital composition of the transitions does not 
change (cf. Figure S7 and Figure S8/Table S3 in the Support-
ing Information). Instead, the metal orbitals are stabilized 
with higher oxidation state (Figure 4b), but the ligand based 
π-molecular orbitals are less affected, confirming the metal-
based oxidation. 

The quantum chemical characterization of 1, 1-, and 1+ re-
garding their oxidation states and associated changes in the 
electronic charge densities was performed with DFT calcu-
lations on the isolated complexes (cf. Supporting Infor-
mation: Computational details, “NBO, localized orbitals, and 
bond order analyses”).  In molecular systems, as opposed to 
isolated ions, there is no correlation between formal 
charges invoked by oxidation states and the charge local-
ized around the atomic center. The reason behind this 
widely reported observation was explained by Raebiger et. 
al.54 (schematic depiction in Figure S10 in the Supporting 
Information). Whenever an electron is added or removed at 
the d-orbitals of a transition metal (TM) center, there is an 
inevitable adjustment in the energies of the d-orbitals. Con-
sequently, the hybridization of the metal-ligand bonding or-
bitals changes, such that the contribution of the TM center 
to the bonding orbitals decreases or increases, respectively. 
This leads to a negative feedback charge self-regulation that 
stabilizes the amount of charge localized around the TM 
center. 

For characterizing the oxidation state in each molecule, the 
wave function projection method suggested by Sit et al.55 
was chosen (cf. Supporting Information: Computational de-
tails, Characterization of the oxidation state). With this 
method the occupancy (n) of each iron atomic d-orbital in 
each complex can be obtained. As in the case of a free atom, 
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only fully occupied d-orbitals (n≈1) are relevant for deter-
mining the oxidation state of the TM. The oxidation state is 
determined by simply counting the fully occupied d-orbit-
als. All other d-orbitals with weaker occupations (n≈0) are 
due to ligand donation to empty d-orbitals and do not con-
tribute to the determination of the oxidation state. The re-
sults are reported in Table 2, where it is indeed found that 
the oxidation state and electronic configuration of each mol-
ecule can be unambiguously identified, ranging from d6 in 
the case of 1- down to d4 in the case of 1+. 

Interestingly, the signature of the strong ligand field in 
these molecules also manifests in the analysis. The ideal 
case of n=1 for fully occupied and n=0 for vacant d-orbitals 
is only achieved in the limit of a weak-field ligand.55,56 For 
strong-field ligands as it is the case here, the occupation 
numbers deviate from this ideal. The deviations mainly 
arise from the larger distortions in the atomic d-orbitals due 
to the stronger ligand field and larger orbital mixing. π-
Backdonation from the ligand to the TM center contributes 
here as well (cf. Supporting Information: Computational de-
tails, NBO analysis results). Nevertheless, the assignment of 
the oxidation state in each case remains easy and non-am-
biguous, with the occupied orbitals all having n > 0.95. 

 

Figure 5: Radial distribution function of the electron density of 
the complex, with the iron at the center. 

A common method for characterization of the charge distri-
bution in a molecule is to compute partial atomic charges, 
which are obtained through a partitioning of the total elec-
tron density into atomic contributions. Because this parti-
tioning can be accomplished in different ways, there is al-
ways an ambiguity in the definition of the charges and dif-
ferent methods can yield widely differing values. As already 
mentioned, they are a rather poor measure of the oxidation 
state, if a measure at all.57,58 In most cases, because of the 
aforementioned negative feedback mechanism, first-princi-
ples quantum mechanical calculations show only negligible 
changes in the total charge localized around the TM center 
as the oxidation state is altered. A change of ±0.5 in any di-
rection, or sometimes much less, is rather common.59,60 It 
seems that transition metal atomic charges are rather more 
sensitive to the nature of the complexing ligand than to the 
formal oxidation state.61 For compounds in a low oxidation 
state and coordinated to a highly electronegative ligand, a 

higher charge at the metal atom can be observed than for a 
complex with a higher oxidation state and a less electroneg-
ative ligand.61 

The partial atomic charges and spin populations obtained 
from Mulliken and from natural bond orbital analyses 
(NBO62,63) are listed in Table 2. The atomic charges not only 
give information about the charge distribution but also 
carry the fingerprint of the charge self-regulation process. 
Upon oxidation of 1- to 1 (removing a spin-down electron), 
the Fe atom loses a natural charge of 0.7e from the beta 
(spin-down) channel, but concomitantly gains 0.25e in the 
alpha (spin-up) spin channel, leading to the more modest 
net loss of 0.45e. The difference between the natural spin 
populations however now amounts to almost one full elec-
tron, explaining the previously reported observation that 
spin populations usually perform much better than atomic 
charges in characterizing the oxidation state of a compound 
particularly in high spin states.64,65 This is merely a conse-
quence of the negative feedback charge regulation. The 
same behavior and arguments are also valid for the iron-
center in 1+, which loses 0.6e in one spin channel and gains 
back 0.25e in the other, a net loss of only 0.35e. Again, the 
charge self-regulation working in the different spin channel 
leads to a change in the spin population of almost 1e. We 
conclude that, for the same reason that partial atomic 
charges do not correlate with the oxidation state, the spin 
populations can be a very easy and efficient method for its 
characterization. This is also true for Mulliken population 
analysis, even though the Mulliken charges are known to oc-
casionally have several problematic features like basis-set 
sensitivity and chemically non-intuitive values.62 

For a more detailed understanding of the oxidation-induced 
charge reorganization in the three complexes, Figure 5 de-
picts the radial distribution function of the electron density, 
with the Fe atom at the origin. By far the most significant 
charge redistribution is taking place in the aromatic π-sys-
tem at the second- and third- neighbor atoms to the Fe. At 
the vicinity of the Fe atom, oxidation leads to a depletion in 
the charge density at the bond between the metal atom and 
the six nearest neighbors. There is also radial charge redis-
tribution at the Fe atom itself, particularly obvious in the 
case of 1+, and consistent with a shrinking in the ionic radius 
at higher oxidation states. 

Therefore, the theoretical approach also shows that the re-
dox events of 1 lead to metal-centered reduction and oxida-
tion, respectively, as judged by the populations of the d-or-
bitals in Table 2 and spectroscopic results. The overall ob-
served effects, which may suggest partial ligand non-inno-
cence, are due to charge redistribution within the system. A 
driving force behind this is the strong donor ligand, which 
is able to redistribute electron density from the ligand back-
bone into the metal-ligand bond. The characterization of the 
electronic structures of the complex in its three oxidation 
states thus concludes that the complexes 1-, 1 and 1+ are in-
deed iron +II, +III and +IV, respectively.  

To get further information on the optical properties of this 
interesting compound class, electronic absorption spectra 
of 1-, 1 and 1+ were recorded in solutions of acetonitrile 
(Figure 6). The electronic transitions in 1-, 1 and 1+ were 
assigned using TD-DFT calculations (see reference 27 for 1). 
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Figure 6: a) UV-Vis spectra of 1-, 127 and 1+ in comparison (measured at 10-5 M for 1 and 1+ and 10-4 M for 1- in MeCN). b) Calculated 
transitions of 1- compared to and the fractional composition of the transitions. c) Calculated transitions of 1+ and the fractional 
composition of the transitions. 

Because of the covalent cyclometalating bond, the orbitals 
contain electron density from both ligands and metals. This 
mixing results in LMCT and MLCT transitions with some LC, 
ILCT, and LLCT character and vice versa. In both 1 and 1+, 
LMCT transitions can be observed in the low energy part of 
the spectra above 450 and 380 nm (Figure 6c), respectively. 
Contrary to 1, the FeIV complex 1+ shows two LMCT bands. 
The transitions are around five times more intense (ε791nm = 
0.24 104 M-1 cm-1 and ε496nm = 0.26 104 M-1 cm-1) than the 
LMCT transition in 1 (ε585nm = 0.05 104 M-1 cm-1).27 MLCT 
transitions can be observed in all three oxidation states be-
tween 320 and 430 nm and for 1+ even above 500 nm.  

However, in the FeIV compound 1+, the MLCT shows up just 
as a shoulder at 330 nm. The intensities of the MLCT band 
decrease with increasing oxidation state, as it is expected. 
The MLCT absorption of FeII 1- shows a molar extinction of 
ε404nm = 1.43 104 M-1 cm-1, FeIII as reported27 ε351nm = 0.60 104 
M-1 cm-1 and FeIV ε333nm = 0.48 104 M-1 cm-1. Besides, a shift 
of the maximum towards higher energies is observed for in-
creasing oxidation states.  This is supported by the observa-
tion of a stabilization of the metal-orbitals relative to the lig-
and orbitals (Figure 4 b) in the VtC-spectra. Below 310 nm, 
ligand-based transitions are observed in all three com-
pounds. Contrary to 1, which exhibits a unique emission be-
havior with luminescence from both MLCT and LMCT states, 
no emission from 1- and 1+ could be observed. Thus, the ex-
cited state dynamics could only be investigated with transi-
ent absorption spectroscopy (TA). 

The transient absorption measurements of the [Fe(ImP)2]0 

complex 1- (Figure 7) show a negative signal in the range 
below 450 nm with a minimum beyond the UV edge of 400 
nm of the detection window. At wavelengths longer than 

450 nm, the signal is positive with a maximum at about 
535 nm, which can be attributed to excited state absorption 
(ESA) 

 

Figure 7: Transient absorption spectra (top) of 1- in MeCN with 
polarizations set to magic angle at the given delay times after 
optical excitation at 400 nm and the obtained decay associated 
spectra (bottom) labelled by the corresponding time constants 
and compared to the bleach (negative, scaled absorption spec-
trum) for complex 1-. 
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A global fit of the transient absorption spectra reveals a 
biexponential decay with time components of 5.1 ps and 
10.8 ps. The contribution of the ESA at longer wavelengths 
than 550 nm decays with the short time constant of 5.1 ps. 
At shorter wavelengths than 550 nm, the two decay associ-
ated spectra (DAS) obtained by the fit show a certain mirror 
symmetry. This may indicate that from the optically excited 
state an energetically lower intermediate state is populated 
with the short time constant. It is responsible for the ESA 
components between 400 and 550 nm and it subsequently 
relaxes to the ground state within the slower decay time of 
10.8 ps. The bleach is clearly imprinted on the TA spectra at 
short times but is masked by the new ESA at longer delay 
times. The short decay time of 5.1 ps can be attributed to a 
3MLCT state, as the ESA red to the MLCT absorption (Figure 
7) originates from the LMCT absorption of the oxidized 
metal center in the charge-separated state and is compara-
ble to what is seen in the absorption spectrum of 1 (Figure 
6). In contrast, the longer lifetime of 10.8 ps can be at-
tributed to an MC state, most likely a 3MC state. This is de-
duced from the absence of ESA components indicative for 
charge transfer character. 

 

Figure 8: Transient absorption spectra (top) of complex 1+ in 
MeCN at different delay times after optical excitation at 490 nm 
and with polarizations set to magic angle and the decay associ-
ated spectrum (bottom) compared to the bleach (negative, 
scaled absorption spectrum). 

In the transient absorption measurements of [Fe(ImP)2]2+ 
complex 1+ (Figure 8), a negative signal was observed in the 
range of 470-530 nm with a minimum at 500 nm. At this 
point, the bleach also shows a minimum. At shorter as well 
as longer wavelengths, the signal is positive with maxima at 
about 355 and 560 nm. The transient absorption decays ra-
ther fast and monoexponentially with a time constant of 
1.4 ps. The spectrally narrow negative signal component at 
500 nm is possibly related to scattered light, since the spec-

tral position and band width match the excitation pulses. Ig-
noring the narrowband component, the impression arises 
that there is a broad ESA that spans the entire visible spec-
tral range and on which the overlapping bleach is im-
printed. The shape of the DAS obtained by the monoexpo-
nential fit indicates that it belongs to a 3LMCT state, since 
the ESA fits well the absorption profile of 1 (cf. Figure 6). 
This is expected for an excited LMCT state of 1+, since it in-
volves a reduction of the metal center (FeIV → FeIII) resulting 
in an absorption spectrum similar to that of 1. 

These results become even more interesting when com-
pared to known compounds in different oxidation states. 
The FeII/FeIII pair [Fe(btz)3]2/3+ is an ideal reference.29,66 The 
MLCT lifetime of [Fe(btz)3]2+ with 0.5 ns is much longer than 
the LMCT lifetime in the FeIII congener (0.1 ns), which is a 
diametrical behavior to the present results. [Fe(ImP)2]+ 1 
shows an LMCT lifetime of 0.2 ns,27 whereas the MLCT life-
time of the FeII compound is only 5.1 ps. This is also about 
half of the MLCT lifetime of the FeII complex from which 1- 
is derived ([Fe(bimp)2]2+ with 9 ps MLCT lifetime).26 A pos-
sible explanation is the destabilization of the MLCT states 
by the π-donor character of the cyclometalating moieties, 
which outweighs the σ-donor strength of the C^C^C donor-
set, enabling energetically low MC-states. This can be fur-
ther supported by the symmetry of the complex, since the 
cyclometalating moieties are in trans position. This enables 
an energetically low MC-state where the Fe-carbene bonds 
can be elongated. This is analogous to the calculations Dixon 
made on an [Fe(NCN)2] complex,67 predicting exactly this 
behavior, even though Fe-carbene bonds should be harder 
to elongate than Fe-pyridine bonds presented in the work. 
Overall, an interplay of these two effects is believed to be 
the main cause for the short MLCT lifetime and a pro-
nounced MC lifetime. The lifetime of the 3LMCT state in the 
FeIV complex on the other hand is slightly longer than the 
only other known FeIV 3LMCT lifetime (0.8 ps),30  but still far 
from a region where most photophysical applications are 
possible. 

 

Conclusions 

The iron compound [Fe(ImP)2]0/+/2+ with the ImP = 1,1’-
(1,3-phenylene)bis(3-methyl-1-imidazol-2-ylidene) ligand 
was fully characterized in three different oxidation states. 
With a multitude of spectroscopic and theoretical methods 
it could be unequivocally proven that the redox processes 
take exclusively place at the metal center and the ImP ligand 
is fully innocent. All complexes exhibit low-spin configura-
tions of d6 to d4. Therefore, this is one of the very few 
isostructural series, showing solely metal-centered redox 
events and, to the best of our knowledge, the first isostruc-
tural series of homoleptic iron-carbene complexes. DFT cal-
culations and NBO analysis suggest that charge-redistribu-
tion within the strong donor-ligand is responsible for ef-
fects which can be mistaken as ligand non-innocence. Nev-
ertheless, based on the population of the d-orbitals, the ex-
perimental results of metal-centered redox events are sup-
ported. Optical characterization shows a panchromatic ab-
sorption of 1+ with the absorption ranging up until 900 nm. 
The excited states of 1+ and 1- were investigated using tran-
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sient absorption measurements. 1+ exhibits a 3LMCT life-
time of around a picosecond, which is slightly longer than 
the observed 3LMCT lifetime in a comparable low-spin FeIV 
complex as previously reported. 1- on the other hand shows 
a very short-lived 3MLCT state, contrary to the expectations 
from the strong donor ligands. This can be explained by an 
energetically more favorable MC state, which is caused by 
the destabilization of the MLCT state by the strong π-donat-
ing cyclometalating functions, outweighing the σ-donating 
capabilities. While this results in a dual-emissive compound 
with ns-lifetime in the +III oxidation state,27 the effects on 
the +II and +IV oxidation states are not sufficient to lead to 
photoactive complexes. 

Nevertheless, the metal-centered redox processes take 
place very fast due to structural similarity. Therefore, an ap-
plication of 1- as a reductant with an oxidation potential 
close to cobaltocene (-1.16 V vs. -1.33 V)27,68 can be envi-
sioned, especially catalytically obtained via photoreduction 
of 1. 1+ on the other hand can act as a mild oxidant, with a 
reduction potential in the range of 2,3-Dichloro-5,6-dicy-
ano-1,4-benzoquinone (DDQ, 0.08 V vs. 0.13 V).68 Conse-
quently, this series of compounds shows the versatility of 
the compound class based on the (ImP) ligand framework, 
which allows the complexes to exist isostructural and stable 
in three different oxidation states. 
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DETECTION AND CHARACTERIZATION OF HYDRIDE

LIGANDS IN COPPER COMPLEXES BY HARD X-RAY

SPECTROSCOPY

H ydrides play an important role in various catalytic processes. Cu-hydrides are

potential candidates as catalysts for CO2 hydrogenation reactions. For the investiga-

tion of the working principles, insights into the geometric and electronic properties

are indispensable. In this study two Cu-hydride complexes and one non-hydride complex

are investigated by HERFD-XANES and VtC-XES to uncover the potential of X-ray spec-

troscopic methods for answering corresponding questions. It could be shown that VtC-XES

provides a direct instrument to detect hydride ligands, whereas XANES is very sensitive

to the coordination geometry and thus can provide additional indirect information about a

hydride coordination.
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Abstract: Transition metal complexes, particularly copper 

hydrides, play an important role in various catalytic processes and 

molecular inorganic chemistry. This study employs synchrotron 

hard X-ray spectroscopy to gain insights into the geometric and 

electronic properties of copper hydrides as potential catalysts for 

CO2 hydrogenation. The potential of high energy resolution X-ray 

absorption near-edge structure (HERFD-XANES) and valence-to-

core X-ray emission (VtC-XES) is demonstrated with 

measurement on Stryker's reagent (Cu6H6) and 

[Cu3(μ3-H)(dpmppe)2](PF6)2 (Cu3H), alongside a non-hydride 

copper compound ICu(dtbppOH)  (Cu-I). The XANES analysis 

reveals that coordination geometries strongly influence the 

spectra, providing only indirect details about hydride coordination. 

The VtC-XES analysis exhibits a distinct signal around 8975 eV, 

offering a diagnostic tool to identify hydride ligands. Theoretical 

calculations support and extend these findings by comparing 

hydride-containing complexes with their hydride-free counterparts.  

Introduction 

Metal hydrides are essential components in a variety of chemical 

processes, including organometallic catalysis, energy conversion 

or hydrogen storage.[1] In catalytic hydrogenation reactions, for 

instance, C-H bond activation and functionalization processes, 

transfer hydrogenation and olefin isomerization, they play key 

roles as intermediates to transfer hydrides to unsaturated 

substrates.[2] Also, in energy conversion, electrochemical 

reduction and protonation of catalysts can generate metal 

hydrides that can undergo hydride transfer reactions with proton 

or carbon dioxide sources to generate H2 or carbon-based fuels.[3] 

In particular CO2 hydrogenation could play a crucial role to 

decelerate global warming by CO2 removal from the atmosphere 

and valorization. While such reactions in solution are well known 

and can be studied mainly by NMR which also allows a precise 

identification of hydride species[4], heterogeneous gas-solid 

reactions are much less explored and require other spectroscopic 

approaches. 

To understand the mechanistic principles of heterogenized 

molecular catalysts, it is crucial to have experimental methods 

available that can access geometric and electronic information of 

formed and involved hydride species under rather harsh in situ 

environments and reaction conditions. Vibrational spectroscopy is 

a powerful tool to access both types of information, however often 

the investigated vibrations in case of metal hydrides are usually 

too weak and often overlap with ligand, solvent, or co-reactant 

frequencies.[5] While NMR spectroscopy is sensitive to hydride 

ligands, it is often difficult to access 1H NMR data for solid state 

catalysts under harsh conditions. Neutron diffraction requires 

selective deuteration and X-ray scattering is typically not 

applicable for immobilized molecular complexes. It could be 

recently shown by our group that X-ray absorption (XAS)[6] and X-

ray emission spectroscopy (XES)[7] using hard X-rays are well-

suited to detect hydride coordination in iron complexes, to 

investigate the HOMO and LUMO details of hydride complexes, 

and to follow the fate of the hydride in the course of catalytic 

reactions.[8] Hard X-ray radiation has several beneficial properties 

such as complete penetration of radiation into the sample so that 

metal centers can be examined independently of surface effects 

or the matrix, which makes the use of various measurement cells 

for solid, liquid or gas phase samples possible.[9]  

XAS can be divided into the XANES (X-ray absorption near-edge 

structure) region, including the pre-peak signal, and the EXAFS 

Cua 
Cub,c 

Figure 1: Top: Structures of complexes under investigation (black fond: 

experimental, grey fond: hypothetical). Bottom: For a better representation 

of the coordination geometry, the (different) copper centers of the 

optimized structures are shown only with their direct neighbor atoms. Cu 

(orange, investigated/different ones marked with a yellow grid), P (dark 

yellow), I (purple), H (white). 

b c 

a 
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(extended X-ray absorption fine structure) region. While K-edge 

XANES investigates the excitation of the 1s electron of a specific 

atom, usually a metal center, into unoccupied bound states, 

EXAFS measures the absorption probability oscillating due to the 

influence of different backscattering neighbor atoms.[6a] However, 

in EXAFS, the signal of hydride ligands suffers from minimal 

backscattering amplitude, which makes it hard to detect hydride 

contributions. XES splits up into the Core-to-Core (CtC) and 

Valence-to-Core (VtC) transitions where the emission process of 

core states (e.g.: 2p or 3p, in the case of a 3d transition metal) 

and valence states (VtC) into the 1s orbital as a relaxation after 

the absorption process are studied. CtC-XES reflects the spin 

state and covalency at the metal center caused by the p-d 

exchange interaction. The splitting of the Kβ1,3 and Kβ′ feature 

becomes larger with increasing 3p−3d exchange interactions and 

thus the region is suitable for oxidation state investigations. The 

signals in the VtC region are assigned to those from the valence 

orbitals which have mainly ligand np and ns character with metal 

3d mixing. Thus, VtC is a powerful tool to track ligand effects in 

the highest occupied molecular orbitals (HOMOs) since it is 

sensitive to ligand type, distance, and their coordination geometry. 

With the combination of XANES and VtC, both HOMO and LUMO 

levels can be investigated in combination with (TD)-DFT (time-

dependent density functional theory) methods allowing 

conclusions to be drawn about the ligand environment of a central 

atom.[7c]  

However, Kβ-XES and HERFD-XANES studies at Cu centers are 

relatively rare compared to other 3d transition metal sites like Fe. 

Typical studies investigate monovalent complexes with respect to 

their chemical signatures, or use the methodic combination for 

oxidation state, electronic structure determinations or catalytic 

investigations.[10] So far it was not used to investigate Cu-H 

species.[10a,11] Here, we measured and analyzed experimental 

and (TD-)DFT calculated X-ray spectroscopy data of two Cu 

hydrides (Stryker’s reagent (Cu6H6) and 

[Cu3(μ3-H)(dpmppe)2](PF6)2 with dpmppe= 

Ph2PCH2P(Ph)(CH2)2P(Ph)CH2PPh2 (Cu3H)) and one non-

hydride Cu compound ICu(dtbppOH) with dtbppOH = 

(tBu)2PCH2CH(OH)CH2P(tBu)2  (Cu-I) which are shown in 

Figure 1. To be able to compare corresponding (non)-hydride 

references of those three complexes with a similar coordination 

environment, three further model compounds were considered on 

a purely theoretical basis to verify the conclusions on the analysis 

of the experimental data (see Figure 1, grey). For this purpose, 

theoretical XANES and VtC calculations for Cu6, Cu3 and Cu-H 

were carried out and compared with the three main complexes. 

Results and Discussion 

Experimental Results  

Figure 1 shows the structures of compounds under investigation. 

Stryker’s reagent Cu6H6 is a hexameric copper complex with one 

PPh3 ligand on each Cu center in which six of the eight faces were 

originally thought to be covered by hydride ligands.[12] However, a 

revision in 2014 could show that there are six short and six long 

Cu-Cu edges and the hydrides bridge the short edges.[13] Thus, 

the approximated geometry of a distorted capped trigonal prism 

is obtained around one Cu center. Overall, the copper centers all 

exhibit a very similar coordination environment, with an average 

of one hydride ligand per copper. In the case of Cu3H, this ratio is 

reduced to 1:3 since there is only one hydride ligand in the center 

of a trinuclear cuprous cluster. In addition, two different types of 

copper centers are found here, which is evident from the 

coordination of three phosphine ligands in the case for two copper 

centers (Cub,c) and the coordination of only two phosphine ligands 

for the third one (Cua). For those different Cu centers also a 

varying hydride bond length of 1.86 Å in the first case and only 

1.48 Å in the second case is observed.[14] Not considering a 

possible metal-metal bond (average distance of 2.88 Å) the 

symmetry can be approximated by a tetrahedral coordination in 

the first case and a trigonal planar one in the second case. The 

Figure 2: a) Comparison of experimental conventional XANES and HERFD-XANES spectra of C6H6, Cu3H and Cu-I. b) Experimental (black, normalized) 

and TD-DFT calculated (grey) first 500 transitions as sticks and broadened as a spectrum of C6H6, Cu3H and Cu-I. 

a)  b)  
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iodide complex Cu-I serves as experimentally accessible hydride-

free reference. It was chosen as halides can be considered as 

valence-isoelectronic to hydride ligands, both carrying a single 

negative charge. Investigation of Cu-X vs. Cu-H thus allows a 

more precise assignment of spectral signatures and avoids 

misinterpretations. In Cu-I the employed bidentate phosphine 

ligand results in the formation of a trigonal planar coordination 

geometry. All complexes are characterized by a formal oxidation 

state of +I, which is reflected by the identical edge position in the 

XANES spectra and the equal shape of K CtC-XES spectra 

(Figure 2 and Figure S1). All CuI compounds under investigation 

show a similar spectral shape in the K CtC-XES, while CuII 

species like CuCl2 and CuO show a shift for the K1,3 signal to 

lower energies and a higher intensity for the K' satellite due to 

the different p-d exchange interaction resulting from the unpaired 

d-electron.[7a,15] 

HERFD-XANES 

To investigate the impact of hydride ligands on the LUMO states, 

first the spectroscopic signatures of the experimental XANES 

spectra will be discussed. Figure 2a compares conventional 

XANES and HERFD-XANES spectra. It should be emphasized 

here that due to the used concentration slight self-absorption 

effects in the conventional XANES spectra might occur and 

additionally the normalization procedure for HERFD-XANES is 

not unambiguous due to the short energy range. However, in 

HERFD-XANES self-absorption can be excluded and the fine 

structure is visible due to the improved resolution, which allows 

for more thorough analysis of the contributing sites. When 

comparing the experimental HERFD-XANES spectra of Cu6H6 

with a Cu:Hydride ratio of 1:1 with Cu3H characterized by the ratio 

of 3:1 and Cu-I containing no Hydrides, the edge energy remains 

the same, but differences become particularly apparent in the 

intensity of the two signals at 8983 eV (I) and 8985 eV (II). While 

the intensity of the second signal remains almost the same at 

around 0.5, the first signal varies in intensity. For Cu6H6, the 

intensity of I and II is approximately the same, whereas for Cu3H 

the signal intensity of I increases by around one third. For Cu-I 

this effect becomes even more pronounced. Here, the intensity of 

I is more than three times higher than II. Transitions in this region 

are typically assigned to have 1s→ 4p character whereas the two 

signals might arise from degenerated 4p orbitals with variable 

ligand mixing.[16] Thus, also mixing with hydride ligand orbitals 

might play a role here.   

However, in literature reports of CuI complexes it was also noted 

that the intensity of this signal region depends on the coordination 

geometry and number. For planar geometry in general a higher 

intensity is found than for tetrahedral coordination.[11a,17] This can 

be explained by a ligand field picture with molecular orbital 

considerations. In a trigonal-planar complex, the 4px orbital is 

stabilized in contrast to the 4py,z leading to one low energy p 

orbital. In the tetrahedral case all 4p orbitals are degenerate and 

energetically slightly lower than the 4py,z of the trigonal planar 

case (Figure 3).[17] This leads to a low energy signal with a high 

intensity for trigonal planar complexes and a slight shift to higher 

energies of this signal for tetrahedral complexes. Since the 

investigated complexes also show different coordination 

geometries and numbers of the Cu centers either, this 

consideration also applies and is evident here. For the complexes 

with (partially) planar geometry a higher intensity of the signal in 

general can be observed due to a low-lying p orbital. Thus, the 

differences in intensity of signal I of the three complexes 

mentioned above can be explained by their geometry, since Cu-I 

shows the highest intensity (1.7 a.u.) of signal I and has pure 

trigonal planar geometry, Cu3H shows a decrease in intensity 

(0.9 a.u.) and has 1/3 of approximate trigonal planar geometry 

and 2/3 of approximate tetrahedral geometry. Cu6H6 has the 

lowest intensity (0.5 a.u.) and no planar geometry. Even if not the 

hydride coordination itself, but more the complex geometry plays 

a role for this feature, it could be used to track changes in 

coordination geometry during catalytic reactions. 

VtC-XES 

For hydride complexes of iron it has been shown that a typical 

hydride signature can be observed in VtC XES while geometric 

factors are less dominating and thus the probed HOMO states of 

a higher chemical specificity towards hydride ligands.[8] The 

experimental spectra of Cu6H6, Cu3H and Cu-I in Figure 4a show 

an intense signal A at around 8979 eV and a very weak cross-

over area C below 8972 eV. Additionally, a shoulder B at around 

8976 eV is observed for the two Hydride containing complexes. 

The higher energy features above 8983 eV are found in all 

published Cu VtC-XES spectra collected well above the edge and 

can be ascribed to double ionization features.[11b,11c,18] Literature 

suggests that signal A could be assigned to transitions from 

bonding combinations of copper 3d with ligand p to the copper 1s 

orbital.[11a] The energy of this band is almost the same for all 

complexes, with a slight shift of +0.3 eV for Cu-I in contrast to the 

hydride containing complexes. The crossover signals C typically 

are caused by transitions from ligand s-orbitals without significant 

metal contribution to the copper 1s orbital which explains the low 

transition probability. Signal B reflects transitions from ligand p-

orbitals with increasing metal contribution. This distinct shoulder 

is usually not present in covalent CuI complex compounds like  

Cu-I.[11a,16] However, a similar signal can be found in ionic CuI 

compounds like Cu2O, CuI and CuH at the same energy or CuII 

peroxo complexes, here as a sign of an of a O−O group at 8971 

eV.[11c,19] Moreover, in the case of iron hydrides, the hydride signal 

was found at the same position, about 3 eV below the Fe 3d signal. 

This suggests that in the case of copper, a hydride signal might 

be also present in region B, which is supported by the increasing 

intensity for Cu3H and Cu6H6 with higher hydride ligand 

contribution in the complexes. Theoretical calculations in the 

following section will be used to substantiate the interpretation of 

this signal.  
Figure 3: Schematic representation of the ligand field splitting of the Cu 

4p orbitals in trigonal planar and tetrahedral geometry. 
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Theoretical Results  

So far, the HERFD and VtC-XES spectra were only analyzed 

quantitatively based on literature reports of related compounds, 

either copper complexes or hydride complexes of other metals. 

For a more detailed analysis and understanding of the molecular 

orbital origins of observed transitions, (TD-)DFT calculations are 

applied. Geometry optimizations of all three complexes were 

performed using the PBEh-3c composite method serving as an 

input for theoretical calculations in the following section.[20] The 

obtained structures (theo) show a good agreement with crystal 

structures and neutron diffraction (exp) and the edge-bridging 

hydride binding mode in Cu6H6 is reproduced. This is shown by 

the six short Cu-Cu edges (dØ,exp  2.52 Å; dØ,theo  2.57 Å ) and six 

long Cu-Cu edges (dØ,exp 2.68 Å; dØ,theo 2.65 Å ).[12,13] Also the 

binding mode of the Cu to the Hydride ligands is reproduced 

showing a short bond length to two hydride ligands (dØ,exp 1.67 Å; 

dØ,theo 1.69 Å) and one significantly longer to the third one (dexp 

1.99 Å; d,theo 2.30 Å). The trinuclear copper hydride complex Cu3H 

shows average experimental Cu-Cu bond lengths of dØ,exp 2.95 Å 

and slightly shorter bonds in the theory with dØ,theo 2.88 Å whereas  

also one shorter Cua-H (dØ,exp  1.56 Å; dØtheo 1.62 Å)  and the 

longer Cub,c-H  bond length is reproduced (dØ,exp 1.79 Å; Øtheo  

1.70 Å).[14] In Cu-I the Cu-I bond length of dexp
 2.50 Å is 

reproduced with dtheo 2.51 Å . Based on these geometries a very 

good agreement between theoretical and experimental HERFD-

XANES and VtC-XES spectra is achieved which is shown in 

Figures 2b and 4a.  

 

HERFD-XANES 

The first 500 XANES transitions were calculated by TD-DFT using 

the TPSSh functional. (Figure 2b)  The intensity ratio of the 

signals I and II is well reproduced and the calculated transitions 

are even able to model the quasi-continuum at higher energies, 

which are typically hard to reproduce due to the localized 

character of DFT.[11a,11d] This is also why only the first two signals 

are analyzed.  In all cases the signal I is based on a single 

transition where the acceptor orbital is built from mainly Cu p-, P 

d- and C p-orbitals with different fractions (see Table S1). It is 

noticeable that with increasing transition probability from Cu6H6 to 

Cu3H to Cu-I, the proportion of Cu p-orbitals in the acceptor 

orbitals of signal I also increases (18.5 %, 22.8 % and 29.4 % 

respectively) whereas the C p-proportion decreases (40.6 %, 

27.9 % and 25.2 % respectively). A participation of the Hydride s-

orbitals cannot be observed here. Thus, although the direct 

informative value about the hydride is limited here, information 

about geometric changes can be also obtained and modeled by 

TD-DFT calculations to obtain indirect information about hydride 

and ligand coordination in general.  

This gets especially visible when calculating the XANES spectrum 

of the two different Cu centers (Cua and Cub.c) in Cu3H (Figure 

S2). While for Cua with a trigonal planar structure signal I at 

8983 eV is particularly intense and signal II only gets visible as a 

weak shoulder at 8985 eV, for the more tetrahedrally coordinated 

Cub,c solely signal II is present at 8985 eV with only a slightly 

higher intensity as the shoulder mentioned before (Figure S1). 

The higher intensity of I for planar coordination geometry fits to 

the reported literature findings and represents the p-orbital 

splitting shown in Figure 3.[11a,17] Furthermore, it appears that 

signal II is less dependent on the coordination geometry since the 

intensity hardly varies here. This signal results from several 

transitions where the Cu p-orbital fraction is lower than for signal 

I. Especially Cu3H and Cu-I have a Cu p-orbital contribution of 

less than 10 % explaining the lower dependence from geometry-

based p-orbital splitting (see Table S1). 

 

 

 

Figure 4: a) Experimental (top, not normalized) and DFT calculated (bottom) VtC spectra of C6H6, Cu3H and Cu-I. More detailed analysis of the transitions can 

be found in Fig. S1. In the top spectrum two selected transitions with high Hydride contribution are shown for Cu6H6 and Cu3H, respectively which are marked in 

Tab. S1.  b) Spatial distribution of specific donor orbitals from transitions marked in Fig. 4a, top with high hydride contribution (Cu6H6 orbital 398/429, Cu3H orbital 

278/282) causing signal B. 

a)  b)  
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VtC-XES 

Also, DFT calculated VtC transitions represent the spectra and 

especially the prominent shoulder at 8976 eV very well (Figure 

4a). The lowest energy and very weak signals in area C at about 

8964 eV originate from C s- to the metal 1s-orbital transitions for 

all three complexes, but for Cu-I a slight increased intensity at 

8969 eV gets visible due to transitions from the I s-orbital (Table 

S1). From 8970 eV onwards, the signal is dominated by C p-

orbitals for all complexes. These transitions also contain a small 

contribution from H s-orbitals of organic ligands, but not those of 

the hydride ligands. Since the signal at 8975 eV in area B 

increases with increasing number of hydride ligands, this was 

assumed to be a signature of hydride ligands. In fact, the 

calculations for this signal show a strong proportion of hydride H 

s-orbitals in combination with C p-orbitals. With Cu6H6 there are 

two transitions at 8975.2 eV and 8976.2 eV (Figure 4a, Table S1) 

which have a high hydride portion. The spatial distribution of the 

donor orbitals of those transitions are shown in Fig. 4b, where it 

can also be seen that the hydrides have a major influence on the 

orbitals. In the case of Cu6H6, the hydride contribution of up to 

21 % for the signal at 8975.2 eV is twice as large as for Cu3H 

(12 % at 8974.4 eV) which agrees well with the experimental 

signal intensity. For Cu3H there are two very close transitions with 

a high hydride content at 8974.3 and 8974.4 eV. The spatial 

distribution of the donor orbitals is also shown in Figure 4b. Even 

if there are differences between the copper centers in Cu3H, both 

transitions exist for all three centers, although the transition 

probability for Cua as the acceptor orbital is slightly increased in 

contrast to Cub,c.  Cu-I does not show any noticeable transitions 

in this region, which underlines the dependence of the signal 

intensity on the presence of hydride ligands. The intense signal at 

8979 eV in area A originates mainly from Cu d-orbitals with 

admixture of Cu and ligand p-orbitals. The experimentally 

observed intensity decrease from Cu-I to Cu3H to Cu6H6 is well 

reproduced by DFT-calculations. 

 

Further theoretical spectroscopy  

While the results obtained by analysis of experimental data with 

theoretical calculations are already convincing, purely theoretical 

considerations are used in the following to further substantiate 

these results by comparison of the spectra of the investigated 

complexes with the hypothetical non-hydride and hydride 

counterpart complexes. This means that on the one hand, Cu6H6 

and Cu3H are compared with structures Cu6 and Cu3, respectively, 

in which only the hydrides have been removed and replaced by 

(six or three, respectively) positive charges to account for a similar 

geometry and oxidation state at the Cu centers. Furthermore, Cu-I 

is compared with the potential Cu-Hydride (Cu-H) in which the 

iodine is exchanged by a hydride (cf. Figure 1). In all cases the 

oxidation state is CuI. As such the purely theoretical spectra 

generated here can be compared to the experimental data.  

In case of HERFD-XANES spectra the geometry modification by 

removal of hydride ligands is observed (Figure 5). The theoretical 

spectrum of Cu6 obviously differs from the experimental data for 

Cu6H6 in the intensity ratio of the white line and continuum signals. 

In the experiment and the calculation for Cu6H6 the ratio is 1:2 

while in the case of Cu6 it is about 1. This can be attributed to the 

change in geometry here. Cu6H6 corresponds to a distorted 

capped trigonal prism whereas Cu6 corresponds more to a 

distorted square pyramid, increasing the whiteline intensity. For 

Cu3 a very intense signal at 8981 eV gets visible in contrast to the 

experimental spectrum of Cu3H. Analysis of this signal (Fig. S3) 

Figure 5: Comparison of calculated XANES (top) and VtC (bottom) spectra of the experimentally and theoretically investigated hydride (light blue), non-hydride 

(dark blue) and halide (purple) complexes.  
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shows that this is also a 1s→ 4p transition with high Cu p-orbital 

portion. The change in geometry and the reduction in the number 

of ligands results in a change in p orbital splitting which leads to 

the low-energetic signal. Since for Cu-I and Cu-H no geometry 

change is present, the first signal at 8983 eV overlaps. In the 

further course only minor differences are observed. 

In the VtC spectra, signals with significant hydride contributions 

were found around 8975 eV. This is supported by consideration 

of the respective hypothetical reference in Figure 5. In case of 

Cu6H6 the intense signal at 8976 eV is immediately noticeable, 

where a high hydride content was detected in the previous 

chapter. Accordingly, the signal for the hydride-free reference Cu6 

is completely absent. As expected, Cu6H6 reproduces the 

experiment significantly better than Cu6. The same effect is also 

found with Cu3H and Cu3, albeit significantly weaker, which can 

be attributed to the low hydride content of the complex. The 

hydride signal is also relatively weak for Cu-H, but there are also 

differences to Cu-I visible. In particular, a transition at 8977.8 eV 

(see Table S1, marked) with a hydride content of 23 % is 

responsible for the additional shoulder of the hydride containing 

complex. This hypothetical observation further supports the 

experimental and theoretical results, that VtC offers a possibility 

to clearly identify hydride coordination in copper complexes. 

Conclusion 

In this study, we have employed hard X-ray spectroscopy 

techniques in the form of high energy resolution fluorescence 

detected X-ray absorption near-edge structure (HERFD-XANES) 

and valence-to-core X-ray emission spectroscopy (VtC-XES), to 

investigate the electronic structure of three different Cu hydrides. 

It was shown that the HERFD-XANES spectra of the differently 

coordinated species do not provide direct information about the 

hydride ligands but are very sensitive to coordination geometries 

which was particularly evident from the intensity of a pre-edge 

signal at 8983 eV and can provide indirect details about the 

presence of hydride coordination. Furthermore, the VtC-XES 

analysis provided valuable information on the HOMO states, with 

a focus on the presence and contribution of hydride ligands. A 

distinct signal at around 8975 eV observed in the VtC-XES 

spectra demonstrated the potential of this technique to identify 

hydride ligands in those complexes. Theoretical considerations 

were also employed to support and extend our findings by 

comparing the hydride-containing complexes with their hydride-

free counterparts. 

In conclusion, the potential of hard X-ray spectroscopy to detect 

and characterize hydride ligands in copper complexes could be 

demonstrated and a protocol for this purpose could be established, 

which includes simulation of hypothetical structures as well. 

Especially the complementarity of both VtC-XES and HERFD-

XANES allows the identification of changes in geometry and 

ligand type, which is extremely important for mechanistic studies 

on catalytic systems under operando conditions. The combination 

of experimental and theoretical approaches could provide a 

comprehensive understanding of the electronic and structural 

properties of the studied copper hydride complexes. These 

findings not only contribute to the broader knowledge of transition 

metal chemistry but also pave the way for the development of 

advanced catalysts with tailored reactivity for various chemical 

transformations by in-situ and operando studies using hard X-rays. 

Experimental Section  

Materials 

Strykers reagent Cu6H6 was bought from Sigma-Aldrich.  

Synthesis of [Cu3(μ3-H)(dpmppe)2](PF6)2: Cu3H was 

synthesized according to reported procedures[14]:  To a solution of 

meso-dpmppe (200 mg, 0.311 mmol) and CuCl (46.2 mg, 0.467 

mmol) in DCM (8.3 ml) and methanol (8.3 ml) was added NH4PF6 

(77.1 mg, 0.473 mmol) and NaBH4 (60 mg, 1.59 mmol) and the 

reaction mixture was stirred for 3 h under argon at room 

temperature. The solvent was removed under reduced pressure, 

and the residue was extracted with DCM (30 ml). This solution 

was passed through a membrane filter (0.2 µm) and the solvent 

was removed again. This residue was extracted with MeCN (10 

ml) and passed again through a membrane filter (0,2 µm) before 

removing the solvent under reduced pressure. 1H-NMR (700 MHz, 

MeCN-d6): δ 7.90-6.85 (m, 68H), 3.64 (d, JHH = 14.7 Hz, 2H), 3.31 

(d, JHH = 14.2 Hz, 2H), 2.65 (m, 4H), 2.51 (m, 2H), 2.07 (d, JHH = 

13.8 Hz, 2H), 1.75 (t, JHH = 13.7 Hz, 2H), 1.65 (td, JHH = 14.2 Hz, 

JHH = 3.8 Hz, 2H), -0.59 (s, 1H, hydride). 31P-NMR (150 MHz, 

MeCN-d6): 4.1 (s, 6P), -3.0 (s, 2P), -144.5 (sept, 2P). ESI-MS (in 

MeCN): m/z 738.091 (z2, [Cu3H(dpmppe)2]2+ (738.091)). 

Synthesis of (tBu2P)2C3H5OH (1): The P-ligand for Cu-I was 

synthesized based on a similar literature procedure for the PPh2 

derivative.[21] 1.027 g of HPtBu2 (7.02 mmol, 2 eq) was diluted in 

distilled THF (9 mL) under argon. 4.9 mL of nBuLi (7.02 mmol, 2 

eq) in hexane was added dropwise to this solution at room 

temperature resulting in a color change to bright yellow. After 

stirring for 1h, this solution was added dropwise (up to 30 min) to 

a solution of rac-epichlorhydrin (0.324 g, 3.51 mmol, 1 eq) in 

distilled THF (6 mL) at 0 °C. The yellow color of the phosphide 

solution was quickly lost upon addition to the epichlorhydrin until 

1 eq had been added, after which the yellow color remained and 

intensified with addition of the rest of the solution. The solution 

was stirred for a further 2 h at room temperature until the solution 

was fully colorless. The solution was quenched with degassed 

water (12 mL), the water removed under Ar by syringe, and the 

solvent removed under vacuum, giving an off white solid. This was 

dissolved in CH2Cl2 (6 mL), the remaining solid filtered away by 

cannula filtration, washed with a further 3 mL CH2Cl2, 

concentrated in vacuum to roughly 1/3 the volume, and 

crystallized overnight at -25 °C, yielding 1.015 g of off-white 

crystals with a total yield (83%). 1H NMR (, C6D6, 400 MHz) 3.95 

(m,1H), 3.12 (m, 1H), 2.06 (dd, J = 4.1, 5.6 Hz, 1H), 2.02 (dd, J = 

4.1, 5.6 Hz, 1H), 1.77 (ddd, J = 1.9, 3.4, 7.6 Hz, 1H), 1.73 (ddd, J 

= 1.9, 3.4, 7.6, 1H), 1.13 (d, J = 3.35 Hz, 18H), 1.10 (d, J = 3.5 

Hz, 18H). 31P NMR (, C6D6, 161.9 MHz) 16.96 (s). 13C NMR (, 

C6D6, 161.9 MHz) 71.67 (t, J = 25 Hz), 31.90 (d, J = 7.7 Hz), 31.71 
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(d, J = 7.7 Hz), 31.26 (d, J = 20.8 Hz), 30.87 (d, J = 20.2 Hz), 

29.52 (d, J = 7.7 Hz), 29.38 (d, J = 7.7 Hz). 

Synthesis of ICu(dtbppOH) (2): For Synthesis of Cu-I, ligand 1 

(207 mg, 0.594 mmol) was added to a solution of CuI (113.1 mg, 

0.594 mmol) in DMF (1 mL) and the mixture stirred for 1 h over 

which time the solution became transparent with no insoluble 

material. After this time, 20 mL of acetonitrile was added resulting 

in a white precipitate. This was stored at -35 °C overnight. The 

remaining liquid was removed by filtration and the solid dried in 

vacuo to yield complex 2 as a white solid (230 mg, 71 % yield). 1H 

NMR (, thf-d8, 400 MHz) 4.11 ppm (m, 1H), 4.04 ppm (m, 1H), 

2.12 ppm (m, 2H), 1.63 ppm (m, 2H, overlapping with solvent 

peak), 1.22 ppm (m, 18H), 1.17 ppm (m, 18H). 31P {1H} NMR (, 

thf-d8, 161.9 MHz) 10.14 ppm (s). 13C {1H} NMR (, thf-d8, 100.6 

MHz) 69.40 ppm (vt, J = 10.95 Hz), 34.15 ppm (vt, J = 5.13 Hz), 

33.36 ppm (vt, J = 6.6 Hz), 30.45 ppm (s), 29.41 ppm (vt, J = 4.00 

Hz), 28.50 ppm (vt, J = 4.05 Hz). IR (KBr): 3427, 2945, 1474, 

1368, 1282, 1179. EA: anal. calc. for C19H42CuIOP2 C 42.34, H 

7.86 found: C 42.11 H 7.79. 

X-ray crystal structure of (2) 

A single X-ray structure of 2 obtained from crystal grown by slow 

evaporation of a solution of 2 in DMF, chloroform, and THF under 

argon at room temperature. O: red, P: light yellow, Cu: orange, I: 

purple.  

Single crystal X-ray diffraction was measured on a Bruker Kappa 

APEXII Duo diffractometer with Mo Kα-radiation at 145 K and 

refined with the software SHELXL-2014-7. 

 

Hard X-ray spectroscopy 

For (HERFD)-XANES and XES measurements, the investigated 

compound powders were diluted with dry BN, pressed to wafers, 

and sealed with Kapton tape. For the HERFD XANES the 

concentration was calculated according to an edge jump of 0.3 to 

avoid self-absorption and for XES and conventional XANES  the 

concentration was chosen according to an edge jump of 1.2.  

Handling of all samples was performed under an inert atmosphere 

in a glovebox. X-ray spectroscopic measurements were 

conducted at Beamline P64 at DESY (Deutsches Elektronen 

Synchrotron) with a von Hamos type X-ray emission 

spectrometer.[22] The incident energy was selected using the 

⟨311⟩ reflection from a double Si crystal monochromator and had 

a flux of 1*10^12 photons/s. HERFD spectra were obtained by 

scanning the incident energy and for XES measurements a fixed 

incident energy of 9300 eV was used. The emission energy was 

selected using the Si⟨444⟩ reflection of ten crystals. Calibration of 

the position sensitive detector was performed using the elastic 

scattering lines. The conventional XANES was recorded by 

monitoring the total fluorescence yield. The energy resolution of 

the monochromator is 0.3 eV whereas the spectrometer 

resolution is 1 eV. The lifetime broadening of the Cu 1s hole in the 

conventional XANES amounts to 1.78 eV whereas the 2p hole in 

the HERFD-XANES has typically a reduced lifetime-broadening 

of around 0.5 eV.[23] All measurements were carried out with the 

sample placed at around 90 K in a N2 cryostat and short XANES 

spectra were conducted to check for radiation damage. 1.9 mm 

glassy carbon filters and the measurement time of 90 s for Cu6H6, 

180 s for Cu3H and 30 s for Cu-I were adjusted so that no changes 

in the K-edge could be detected during measurement time. 

DFT calculations 

All density functional theory (DFT) calculations were carried out 

using ORCA version 5.0.3.[24] Geometries of Cu6H6, Cu3H, Cu-I 

and Cu-H were optimized using the PBEh-3c composite 

scheme.[20] In order to check whether the structure is a minimum 

structure, a frequency calculation was performed and checked for 

the absence of negative frequencies. For hypothetical complexes 

Cu6 and Cu3 no separate optimization was done to maintain the 

same geometry except for the hydrides. For this purpose, the 

hydride ligands were removed from the optimized original 

complexes Cu6H6 and Cu3H. In order to model the same oxidation 

state as before, the corresponding number of charges was added 

for the spectra calculations. Since different copper centers are 

only present in the case of Cu3H and Cu3, all centers were 

included in the spectra calculation. In the case of Cu6H6 and Cu6, 

the spectra calculation was limited to the transitions from one Cu 

center due to the equality. All XANES spectra were calculated 

using the time-dependent DFT (TD-DFT) approach as 

implemented in ORCA.[25] The calculations utilized all electron 

scalar relativistic basis sets of triple-ζ quality[26]. The functional of 

choice for all XANES-TD-DFT calculations was the TPSSh 

functional and for VtC-DFT calculations the TPSS functional 

along with the def2-TZVP basis set[26a,27]. The core properties of 

the Cu centers were described by triple-ζ basis set CP(PPP).[28] 

The tight convergence criterion was imposed on all calculations 

and the D4 dispersion correction was employed.[29] The single-

energy transitions of the calculated XANES spectra have been 

subjected to Gaussian broadening, linearly rising with increasing 

excitation energy. The calculated VtC transitions are broadened 

with constantly 2.5 eV. The calculated spectra have been shifted 

to match the copper K-edge. For that a shift of 202 eV was 

required for XANES and 219 eV for VtC spectra. Furthermore, all 

spectra have been adjusted in intensity to match the experimental 

spectrum. Spatial distributions of orbitals were visualized using 

IboView.[30] The analysis of the individual fractions of the 

molecular orbitals is based on the Löwdin population analysis, 

which was extracted from the ORCA output file using MOAnalyzer 

(version 1.3).[31] 
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Supporting Information  

Additional information theoretical calculated XANES and VtC-

XES spectra can be found in the supporting information.  
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FINAL CONCLUSION & OUTLOOK

The combination of experimental electron spectroscopy and theoretical calculations

has been shown to be a versatile tool for many different questions in the investigation

of TM complexes and the aim of getting deep insight into the different systems was

reached. The focus here was particularly on X-ray spectroscopy which, in combination with

theoretical calculations, allowed conclusions to be drawn about the geometric and electronic

structure of different complexes used for sustainable chemistry applications. Furthermore,

the analysis of UV-Vis and photoluminescence spectroscopy, as well as cyclic voltammetry,

was substantiated and elucidated through theoretical calculations.

The effects of backbone amine functionalization in three homoleptic CˆNˆC type RuII com-

plexes bearing a tridentate bis-imidazole-2-ylidene pyridine ligand framework were analyzed.

Cyclic voltammetry, optical spectroscopy and transient absorption spectroscopy revealed

that functionalization by dimethylamine groups at the 4-position on the pyridine backbone

led to a decrease in photoluminescence quantum yield and a shortened excited state lifetime,

while improving photostability and increasing the molar absorption coefficient of the MLCT

bands. Ab initio DFT calculations were able to attribute these effects to the different orbital

levels and excited state energies enabling the population of a dark relaxation pathway at

room temperature.

Furthermore, different backbone functionalizations of photophysically challenging homolep-

tic bidentate FeIII complexes using the phenyl-1H-pyrazole as a ligand motive were examined.

In addition to cyclic voltammetry and UV-Vis-spectroscopy, X-ray absorption and emission

spectroscopy were also used here to get insights into the electronic structure. The good

π-acceptor properties of a trifluoromethyl substituted ligand or the more electron-donating

properties of the methoxy substitution were demonstrated. Also here, the spectra were

analyzed using DFT calculations, which additionally enabled structural predictions to be

made about the facial or meridional conformation of the possible isomers of the bidentate
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species.

Moreover, it could be shown that the strong donor ligand ImP (1,1’-(1,3-phenylene)bis(3-

methyl-1-imidazol-2-ylidene) using a combination of four N-heterocyclic carbenes (NHCs)

and two cyclometalating functions is able to not only build the stable literature known

FeIII complex but is also able to stabilize the FeII and FeIV species. With the help of X-ray

spectroscopy, the spin and the oxidation state could be clearly assigned to substantiate that

the ligand is able to stabilize all three oxidation states of iron.

Lastly, it was demonstrated that X-ray spectroscopy can serve as a suitable tool for de-

tecting hydride ligands in Cu complexes which are known for their catalytic activity in CO2

hydrogenation. The potential of high energy resolution X-ray absorption near-edge structure

(HERFD-XANES) and valence-to-core X-ray emission (VtC-XES) could be demonstrated to

probe geometric factors and a specific hydride signal to contribute indirectly and directly

as a diagnostic tool to identify hydride ligands. DFT calculations also play a major role

here, which were indispensable for determining the character of the specific signal. The

measurements shown were stationary measurements in solid state. A further step would

be to use the shown methods for in-situ measurements. Additionally, pursuing pump-probe

experiments represents the next step in understanding electron transfer reactions, including

those in photocatalytic processes.

Overall, this work has shown how transition metal complexes can be understood by sophisti-

cated experimental and theoretical techniques in order to derive a correlation between the

structure and the properties. This knowledge should help to design optimal properties for

certain processes. Furthermore, the potential and good agreement between the experiments

and quantum chemical calculations were demonstrated in the work. In the future such cal-

culations might be used even more as a predictive tool for stability and properties prognoses

of potential complexes.
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1. General Remarks  
 

General Procedures: All reactions and subsequent manipulations were performed under 

argon atmosphere using standard Schlenk techniques. The used solvents were dried and 

degassed prior to use. All chemicals were purchased from Sigma Aldrich, TCI, Fischer 

Scientific or abcr. NMR spectra were recorded with a Bruker Avance 500 (1H, 500.1 MHz; 
13C, 125.8 MHz) and Bruker Avance 700 (1H, 700.1 MHz; 13C, 176.0 MHz), using different 

solvents purchased by Deutero. The NMR signals were referenced to residual solvents 

measured relative to TMS as internal standard. ESI-Mass spectra were recorded by a Waters 

Synapt 2G (QTOF). UV/Vis spectra were recorded with a Varian Cary 50, IR with a Bruker 

Vertex 70 and Cyclovoltammmograms with the PAR101 Potentiostat from Metrohm. 

Elemental analyses were performed with a vario MICRO Cube Elementar.  

 

2. Synthesis 
The preparation of the tridentate ligand structures was achieved by the reaction protocol shown 

in scheme S1. Precursor 1 was established following a reaction protocol reported by 

BREIVOGEL et al.[1] For further functionalization of product 1 a modified instruction by 

VIRICEL et al.[2] was followed. This reaction step was followed by the nucleophilic substitution 

of the diazole derivates. Therefore, we modified a reaction sequence reported by BROWN et 

al.[3] Further alkylation of the ligand precursor with methyl iodide in MeCN leads to the 

ligands L1-L3.  

 

Scheme S1: Reaction pathway to for tridentate ligand structures L1-L3. 

 

Synthesis of 2 

 

2,6-Dichloropyridine-4-amine (1 eq.; 12.02 mmol) was added to a cooled solution of NaH 

(3 eq.; 36.06 mmol) in a mixture of DMF/THF (1:1; 30:30 ml) under argon atmosphere and 

was stirred at this temperature for 1 h. After addition of MeI (3 eq., 36.06 mmol) the mixture 

was heated at 80 °C for 5 h. Then the mixture is cooled to r.t. and quenched with a saturated 

aqueous solution of K2CO3. The obtained solution is extracted three times with hexane 
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(3x100 mL). The collected hexane phases are dried over Na2SO4 and the solvent is evaporated 

under vacuum. The raw product is purfied by column chromatographie on silica using 

DCM:Hexan 2:1 as eluent. Yield: 70-80%  

1H-NMR (500 MHz, 30 °C, CDCl3, δ [ppm]): 6.39 (s, 2H, CH); 2.99 (s, 6H; CH3). 13C-NMR 

(500 MHz, 30 °C, CDCl3, δ [ppm]): 157.6 (Cq); 151.0 (Cq); 108.0 (CH); 39.8 (CH3). ESI-MS 

(m/z (%)) (MeOH): 191.0 (100) [M+H+]; 212.9 (28) [M+Na+]. 

 

Synthesis of L1 

 

Under argon atmosphere imidazole (2.8 eq., 16.4 mmol) was slowly added to an ice-cold 

solution of NaH (3 eq., 17.5 mmol) in DMF (50 mL). The reaction mixture was stirred at 0 °C 

for 1 h and was then allowed to warm to r.t. 2,6-Dichloropyridine-4-dimethylamine (1 eq., 

8 mmol) was added portion wise and the solution was heated to 130 °C for 72 h. After cooling 

to r.t. the reaction mixture was given to an ice/water mixture (500 mL) and stirred for 

additional 10 minutes. The precipitate is filtered, washed with diethylether (300 mL) and dried 

under vacuum. Yield: 65 %.  

1H-NMR (500 MHz, 30 °C, DMSO, δ [ppm]): 8.65 (t, 2H, CH); 8.06 (t, 2H, CH); 7.09 (s, 2H, 

CH); 6.83 (s, 2H, CH); 3.12 (s, 6H, CH3). 13C-NMR (500 MHz, 30 °C, DMSO, δ [ppm]): 

158.6 (Cq); 148.6 (Cq); 135.6 (CH); 129.7 (CH); 117.0 (CH); 92.5 (CH); 39.6 (CH3). ESI-

MS (m/z (%))(MeCN): 255.13 (100) [M+H+]  

Under argon atmosphere 2,6-bisimidazol-1-yl-N,N-dimethylpyridin-4-amine (1 eq.; 

3.8 mmol) was dissolved in dry MeCN (40 mL). To the solution methyl iodide (4 eq.; 

15.2 mmol) was added and the reaction mixture was heated to reflux for 16 h. After cooling 

to r.t. the solvent was removed under vacuum and the residual solid was dissolved in a 

minimum amount of water and added dropwise to a saturated aqueous solution of KPF6. The 

resulting white precipitate was filtered and dried under vacuum. Yield: 79 % 

1H-NMR (500 MHz, 30 °C, DMSO, δ [ppm]): 10.13 (s, 2H, CH); 8.68 (t, 2H, CH); 7.98 (t, 

2H, CH); 7.22 (s, 2H, CH); 3.99(s, 6H, CH3); 3.21 (s, 6H, CH3). 13C-NMR (125 MHz, 30 °C, 

DMSO, δ [ppm]): 158.8 (Cq); 146.1 (Cq); 135.9 (CH); 124.7 (CH); 119.2 (CH); 95.1 (CH); 

39.9 (CH3); 36.5 (CH3).ESI-MS (m/z (%))(MeCN): 142.08 (100) [M2+]. 

 

A.1. SUPPORTING INFORMATION OF "CHEMICAL AND PHOTOPHYSICAL
PROPERTIES OF AMINE FUNCTIONALIZED BIS-NHC-PYRIDINE RUII COMPLEXES"

105



Synthesis of L2 

 

Under argon atmosphere 4,5-dimethylimidazole (3.4 eq., 18.2 mmol) was slowly added to an 

ice-cold solution of NaH (3.5 eq., 18.7 mmol) in DMF (40 mL). The reaction mixture was 

stirred at 0 °C for 1 h and was then allowed to warm to r.t. 2,6-Dichloropyridine-4-

dimethylamine (1 eq., 5.3 mmol) was added portion wise and the solution was heated to 130 

°C for 72 h. After cooling to r.t. the reaction mixture was given to an ice/water mixture (500 

mL) and stirred for additional 10 minutes. The precipitate is filtered, washed with diethylether 

(300 mL) and dried under vacuum. Yield: 76 %.  

1H-NMR (500 MHz, 30 °C, CDCl3, δ [ppm]): 7.82 (s, 2H, CH); 6.42 (s, 2H, CH); 3.12 (s, 6H, 

CH3); (s, 6H, CH3). 2.22 (s, 6H, CH3). 13C-NMR (500 MHz, 30 °C, CDCl3, δ [ppm]): 158.0 

(Cq); 150.4 (Cq); 135.3 (Cq); 134.9 (CH); 122.06 (Cq); 98.2 (CH); 39.9 (CH3); 12.7 (CH3); 

10.5 (CH3). ESI-MS (m/z (%))(MeCN): 311.13 (100) [M+H+]  

Under argon atmosphere 2,6-bis(4,5-dimethylimidazol-1-yl)-N,N-dimethylpyridin-4-amine 

(1 eq.; 4 mmol) was dissolved in dry MeCN (40 mL). Methyl iodide (3.5 eq.; 14 mmol) was 

added to the solution and the reaction mixture was heated to reflux for 24 h. After cooling to 

r.t. the solvent was removed under vacuum and the residual solid was dissolved in a minimum 

amount of water and added dropwise to a saturated aqueous solution of KPF6. The resulting 

white precipitate was filtered and dried under vacuum. Yield: 83 % 

1H-NMR (500 MHz, 30 °C, DMSO, δ [ppm]): 9.75 (s, 2H, CH); 7.28 (s, 2H, CH); 4.02 (s, 

6H, CH3); 3.47 (s, 2H, CH); 3.32 (s, 6H, CH3); 2.65 (s, 3H, CH3). 13C-NMR (125 MHz, 30 °C, 

DMSO, δ [ppm]): 158.0 (Cq); 146.7 (Cq); 135.6 (CH); 127.9 (Cq); 125.9 (Cq); 102.6 (CH); 

39.67 (CH3); 33.9 (CH3); 9.4 (CH3); 7.8 (CH3) ESI-MS (m/z (%))(MeCN): 170.20 (100) 

[M2+]. 

 

Synthesis of L3 
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Under argon atmosphere benzimidazole (3.2 eq., 16 mmol) was slowly added to an ice-cold 

solution of NaH (3.5 eq., 17.5 mmol) in DMF (50 mL). The reaction mixture was stirred at 

0 °C for 1 h and was then allowed to warm to r.t.. 2,6-Dichloropyridine-4-dimethylamine (1 

eq., 5 mmol) was added portion wise and the solution was heated to 130 °C for 72 h. After 

cooling to r.t. the reaction mixture was given to an ice/water mixture (500 mL) and stirred for 

10 minutes. The precipitate is filtered, washed with diethyl ether (300 mL) and dried under 

vacuum. Yield: 75 %.  

1H-NMR (500 MHz, 30 °C, DMSO, δ [ppm]): 9.03 (s, 2H, CH); 8.20 (dd, 2H, CH); 7.79 (dd, 

2H, CH); 7.34 (m; 4H; CH); 7.03 (s, 2H, CH); 3.21 (s, 6H, CH3).13C-NMR (125 MHz, 30 °C, 

DMSO, δ [ppm]): 158.6 (Cq); 149.9 (Cq); 144.7 (Cq), 143.1 (Cq), 132.6 (CH), 124.3 (CH), 

123.4 (CH), 120.4 (CH), 114.2 (CH), 95.6 (CH), 39.8 (CH3).ESI-MS (m/z (%)) (MeCN): 

355.1 (100) [M+H+]. 

Under argon atmosphere 2,6-bis-benzimidazol-1-yl-N,N-dimethylpyridin-4-amine (1 eq.; 2 

mmol) was dissolved in dry MeCN (20 mL). Methyl iodide (4 eq.; 8 mmol) was added to the 

solution and the reaction mixture was heated to reflux for 16 h. After cooling to r.t. the solvent 

was removed under vacuum and the residual solid was dissolved in a minimum amount of 

water and added dropwise to a saturated aqueous solution of KPF6. The resulting white 

precipitate was filtered and dried under vacuum. Yield: 60 % 

1H-NMR (500 MHz, 30 °C DMSO, δ [ppm]): 10.49 (s, 2H, CH); 8.39 (d, 2H, CH); 8.17 (d, 

2H, CH); 7.81 (t, 2H; CH); 7.73 (t, 2H, CH); 7.36 (s, 2H; CH); 4.25 (s, 6H; CH3); 3.28 (s, 6H; 

CH3). 13C-NMR (125 MHz, 30 °C DMSO, δ [ppm]):158.8 (Cq); 147.6 (Cq); 143.4 (CH); 

132.6 (Cq); 130.0 (Cq); 128.1 (CH); 127.6 (CH); 116.1 (CH); 114.4 (CH); 100.2 (CH); 39.99 

(CH3); 34.2 (CH3). ESI-MS (m/z (%))(MeCN): 192.1 [M2+] (100); 401.2 [M++OH] (22); 

383.2 [M+] (4). 
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3. Details of single crystal structure analysis  
 

[Ru(bipNMe2)2] [PF6]2 (C1) 

(C30H36N12Ru) 2(PF6) 3(C2H3N), Mr = 1078.88 Da, yellow block, size 0.48 x 0.40 x 0.30 mm³, monoclinic space 

group C2/c with Z = 8, a = 28.6848(15) Å, b = 11.6015(6) Å, c = 27.7843(14) Å, β = 108.0270(10)°, 

V = 8792.4(8) Å³, Dc = 1.630 mg/m³, µ = 0.529 mm-1, F(000) = 4384, θmax = 31.173°, reflections collected: 

51128, independent reflections: 13349, Rint = 0.0353, refinement converged at R1 = 0.0451 [I>2σ(I)], 

wR2 = 0.1171 [all data], min./max. ΔF = -0.73 eÅ³ (0.44 Å from F111) / 1.05 eÅ³ (0.57 Å from F112). 

Table S1.  Crystal data and structure refinement for [Ru(bipNMe2)2] [PF6]2 (C1): 

CCDC code  2039995 

Empirical formula  C36 H45 F12 N15 P2 Ru 

Formula weight  1078.88 

Temperature  130(2) K 

Wavelength  0.71073 Å 

Crystal system  Monoclinic 

Space group  C2/c 

Unit cell dimensions a = 28.6848(15) Å α= 90°. 

 b = 11.6015(6) Å β = 108.0270(10)°. 

 c = 27.7843(14) Å γ = 90°. 

Volume 8792.4(8) Å3 

Z 8 

Density (calculated) 1.630 Mg/m3 

Absorption coefficient 0.529 mm-1 

F(000) 4384 

Crystal size 0.480 x 0.400 x 0.300 mm3 

Theta range for data collection 1.493 to 31.173°. 

Index ranges -40<=h<=39, -16<=k<=16, -39<=l<=37 

Reflections collected 51128 

Independent reflections 13349 [R(int) = 0.0353] 

Completeness to theta = 25.242° 99.9 %  

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 13349 / 37 / 638 

Goodness-of-fit on F2 1.039 

Final R indices [I>2sigma(I)] R1 = 0.0451, wR2 = 0.1061 

R indices (all data) R1 = 0.0604, wR2 = 0.1171 

Extinction coefficient n/a 

Largest diff. peak and hole 1.048 and -0.726 e.Å-3 
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Figure S1: Single crystal structure of C1 drawn with anisotropic displacement ellipsoids at a 50% probability 

level. Hydrogen atoms and counterions are omitted for clarity. 
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[Ru(bdmipNMe2)2] [PF6]2 (C2) 

(C38H52N12Ru) 2(PF6) 1(C2H3N), Mr = 1108.88 Da, yellow block, size 0.48 x 0.40 x 0.30 mm³, monoclinic space 

group C2/c with Z = 8, a = 9.8309(5) Å, b = 14.1968(8) Å, c = 17.9474(10) Å, β = 108.0270(10)°, 

V = 8792.4(8) Å³, Dc = 1.630 mg/m³, µ = 0.529 mm-1, F(000) = 4384, θmax = 31.173°, reflections collected: 

28348, independent reflections: 13959, Rint = 0.0294, refinement converged at R1 = 0.0391 [I>2σ(I)], 

wR2 = 0.0947 [all data], min./max. ΔF = -0.73 eÅ³ (0.72 Å from F111) / 1.05 eÅ³ (0.57 Å from F112). 

Table S2.  Crystal data and structure refinement for [Ru(bdmipNMe2)2] [PF6]2 (C2): 

 

Identification code  2237754 

Empirical formula  C40 H55 F12 N13 P2 Ru 

Formula weight  1108.98 

Temperature  130(2) K 

Wavelength  0.71073 Å 

Crystal system  Triclinic 

Space group  P-1 

Unit cell dimensions a = 9.8309(5) Å a= 73.0170(10)°. 

 b = 14.1968(8) Å b= 84.8800(10)°. 

 c = 17.9474(10) Å g = 85.1250(10)°. 

Volume 2381.5(2) Å3 

Z 2 

Density (calculated) 1.546 Mg/m3 

Absorption coefficient 0.489 mm-1 

F(000) 1136 

Crystal size 0.440 x 0.260 x 0.220 mm3 

Theta range for data collection 1.503 to 31.083°. 

Index ranges -14<=h<=13, -20<=k<=20, -26<=l<=25 

Reflections collected 28348 

Independent reflections 13959 [R(int) = 0.0294] 

Completeness to theta = 25.242° 100.0 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 13959 / 0 / 630 

Goodness-of-fit on F2 1.041 

Final R indices [I>2sigma(I)] R1 = 0.0391, wR2 = 0.0871 

R indices (all data) R1 = 0.0503, wR2 = 0.0947 

Extinction coefficient n/a 

Largest diff. peak and hole 0.721 and -0.508 e.Å-3 
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Figure S2: Single crystal structure of C2 drawn with anisotropic displacement ellipsoids at a 50% probability 

level. Hydrogen atoms, counterions and solvent molecule are omitted for clarity. 
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[Ru(bbpNMe2)2] [PF6]2 (C3) 

(C46H44N12Ru) 2(PF6) 2(C2H3N) , Mr = 1238.05 Da, yellow plate, size 0.28 x 0.24 x 0.08 mm³, triclinic space 

group 𝑃1̅ with Z = 2, a = 12.963(7) Å, b = 14.714(8) Å, c = 16.481(9) Å, α = 80.219(18)°, β = 68.341(17)°, 

γ = 71.591(18)°, V = 2767(3) Å³, Dc = 1.486 mg/m³, µ = 0.431 mm-1, F(000) = 1260, θmax = 31.971°, reflections 

collected: 303983, independent reflections: 19002, Rint = 0.0809, refinement converged at R1 = 0.0489 [I>2σ(I)], 

wR2 = 0.1374 [all data], min./max. ΔF = -1.36 eÅ³ (0.69 Å from Ru1) / 1.38 eÅ³ (0.57 Å from F241). 

Table S3.  Crystal data and structure refinement for [Ru(bbpNMe2)2] [PF6]2 (C2): 

CCDC code  2039996 

Empirical formula  C50 H50 F12 N14 P2 Ru 

Formula weight  1238.05 

Temperature  120(2) K 

Wavelength  0.71073 Å 

Crystal system  Triclinic 

Space group  P-1 

Unit cell dimensions a = 12.963(7) Å α= 80.219(18)°. 

 b = 14.714(8) Å β = 68.341(17)°. 

 c = 16.481(9) Å γ = 71.591(18)°. 

Volume 2767(3) Å3 

Z 2 

Density (calculated) 1.486 Mg/m3 

Absorption coefficient 0.431 mm-1 

F(000) 1260 

Crystal size 0.280 x 0.240 x 0.080 mm3 

Theta range for data collection 2.540 to 31.971°. 

Index ranges -19<=h<=19, -21<=k<=21, -24<=l<=24 

Reflections collected 303983 

Independent reflections 19002 [R(int) = 0.0809] 

Completeness to theta = 25.242° 99.9 %  

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 19002 / 0 / 759 

Goodness-of-fit on F2 1.089 

Final R indices [I>2sigma(I)] R1 = 0.0489, wR2 = 0.1163 

R indices (all data) R1 = 0.0743, wR2 = 0.1374 

Extinction coefficient n/a 

Largest diff. peak and hole 1.376 and -1.361 e.Å-3 
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Figure S3: Single crystal structure of C3 drawn with anisotropic displacement ellipsoids at a 50% probability 

level. Hydrogen atoms and counterions are omitted for clarity. 
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4. Electrochemistry  
 

Cyclic- and square wave voltammograms at r.t. were performed in deoxygenated MeCN using 

a PGSTAT 101 potentiostat from Metrohm-Autolab. An analyte concentration of 10-3 M and 

a [nBu4N][PF6] concentration of 0.1 M as inert electrolyte were used with a three electrode 

arrangement: A Pt working electrode (1 mm diameter), Ag/ 0.01 M AgNO3, 0.1 M Bu4NPF6 

in MeCN as reference and a Pt wire as counter electrode. Ferrocene was added as internal 

standard after the measurement and all potentials are referenced relative to the Fc/Fc+ couple. 

The cyclic and square wave voltammograms were analyzed with the software NOVA Version 

2.1.3 from Metrohm.  

 

 

Figure S4: Cyclic voltammograms of C1 (a), C2 (b) and C3 (c) with different scan rates and total cyclic 

voltammogram of C1-C3 and Ref. 1 + Ref. 3 (d). 
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Figure S5: Linear increase of the peak current with the square root of the scan rate of C1-C3, indicating an 

electrochemically reversible electron transfer process according to the Randles-Sevcik-equation.[4] 

 

Table S4: Electrochemical data for the reversible oxidation (E0
1/2 vs. Fc/Fc+) for complex C1-C3. 

C1 

V [mV s-1] 50 100 200 400 600 800 

Epc [V] 0.265 0.265 0.262 0.265 - 0.265 

Epa [V] 0.194 0.196 0.196 0.194 - 0.194 

E1/2 [V] 0.229 0.231 0.229 0.229 - 0.229 

ΔE [mV] 71 68 66 71 - 71 

Ipa [10-6 A] 1.10 1.55 2.15 3.02 - 4.29 

Ipa/Ipc 1.15 1.14 1.14 1.13 - 1.14 

Ipa/v0.5 4.93E-06 4.89E-06 4.81E-06 4.78E-06 - 4.79E-06 

C2 

V [mV s-1] 50 100 200 400 600 800 

Epc [V] 0.142 0.142 0.139 0.142 0.142 0.144 

Epa [V] 0.071 0.078 0.076 0.076 0.078 0.074 

E1/2 [V] 0.106 0.110 0.107 0.109 0.110 0.109 

ΔE [mV] 71 63 63 66 64 70 

Ipa [10-6 A] 1.06 1.66 2.51 3.60 4.38 4.98 

|Ipa|/Ipc 1.10 1.19 1.19 1.23 1.24 1.26 

Ipa/v0.5 4.73E-06 5.24E-06 5.62E-06 5.69E-06 5.66E-06 5,57E-06 

C3 

V [mV s-1] 50 100 200 400 600 800 

Epc [V] 0.406 0.404 0.409 0.409 - 0.411 

Epa [V] 0.326 0.326 0.326 0.326 - 0.319 

E1/2 [V] 0.366 0.365 0.367 0.367 - 0.365 

ΔE [mV] 81 78 83 83 - 93 

Ipa [10-6 A] 1.20 1.67 2.30 3.21 - 4.25 

Ipa/Ipc 1.09 1.09 1.08 1.08 - 1.05 

Ipa/v0.5 5.37E-06 5.27E-06 5.14E-06 5.08E-06 - 4.75E-06 
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Figure S6: Chronoamperometric absorption spectra of C1 (a), C2 (b) and C3 (c) in acetonitrile at r.t. with an 

applied potential of 0.47 V (C1), 0.8 V (C2) and 0.66 V (C3). 
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5. Emission spectroscopy 
 

Singlet Oxygen Emission: 

  

Figure S7: Characteristic 1O2 emission at 1270 nm resulting from a sample of complexes C1-C3 in deuterated 

acetonitrile (excitation at 380, 385 and 390 nm for C1, C3 and C2, respectively).  

 

R.t. emission spectra: 

 

Figure S8: Emission spectra of C1-C3 and obtained in a degassed MeCN solution under argon (darker colour) 

and a non-degassed MeCN solution (lighter colour) at r.t. with an excitation wavelength of 380 nm (not 

normalized to illustrate the overlap of two bands) in comparison to normalized emission spectra of Ref.1 and 

Ref. 3. 
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Figure S9: Emission intensity of C1-C3 at low temperature (77K) to room temperature (293 K) in MeOH:EtOH 

(40/60 v/v) with an excitation wavelength of 390 nm. 

 

 

Figure S10: Normalized Emission spectra of C1-C3 at low temperature (77K) to (260 K) in MeOH:EtOH (40/60 

v/v) with an excitation wavelength of 390 nm. 
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Excitation spectra: 

 

Figure S11: Excitation spectra of C1-C3 in a purged MeCN solution at r.t. at two different emission energies. 
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6. Time resolved spectroscopy 

Figure S12 shows the decay associated difference spectra (DADS) of the Ruthenium complexes C1, 

C2 and C3 measured in magic angle polarization. The decay dynamics of all three complexes can be 

described with a monoexponential decay. Figure S13 shows the DADS for parallel and perpendicular 

polarizations exemplarily for C3. Here a component with a lifetime in the range of tens of picoseconds 

arises. It can clearly be seen that this component is mirrored for the perpendicular polarization 

compared to the parallel polarization and vanishes completely for the magic angle polarization. This 

is a clear indication that this component is due to rotational diffusion of the excited molecules and can 

therefore be neglected in our considerations.   

Figure S12: Decay associated difference spectra (DADS) obtained from a global fit of the transient absorption 

data of complexes C1-C3 and labelled by the corresponding time constants. The experiments were conducted 

with magic angle between the polarizations of the pump and probe beam. The cyan colored spectrum is the 

bleach, i.e., the scaled negative ground state absorption.  
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Figure S13: DADS of C3 for parallel (left) and perpendicular (right) polarizations. The component with the 

short time constant (loss of anisotropy due to parallel or perpendicular polarization) is depicted in black and 

depends on the relative angle of the polarizations of the pump and probe beam.  
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For comparison, time resolved absorption spectra were also measured for the reference complex Ref. 3 

(Figure S14). The transient absorption measurement shows that the excited state lifetime exceeds by 

far the time window of the experiment. Therefor a time constant significantly longer than 1 ns can be 

expected. At shorter times an additional dynamic with a lifetime of several ps is visible. This can be 

ascribed to vibrational relaxation processes. In time resolved luminescence experiments the lifetime 

was determined to be 920 ns (Figure S15).  

Figure S14: Transient absorption of Ref. 3. Left: Spectra at different delay times. Right: Time evolution at 

characteristic wavelengths. The lifetime exceeds the experimental time window. 

Figure S15: Time resolved emission of Ref. 3 obtained from streak camera experiments. The emission lifetime 

is ca. 920 ns. 

Ref. 3 
fit 
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To exclude that an interaction between the Ru-complexes, which could act as a photobase, and residual 

free ligands, that act as an acid and could therefore quench the excited state very efficiently, might 

influence the observed dynamics, the transient absorption of the complex C2 was again measured in 

the presence of the respective pro-ligand L2 in a proportion of 2:1. The samples were degassed under 

Argon for 15 min prior to the experiment. The time evolution shows clearly that there is no influence 

of the pro-ligand on the excited state dynamics (Figure S16 right). This is also reflected in the analysis 

of the data. The data is again essentially monoexponential. The lifetimes of the two solutions do not 

differ within the uncertainty of the experiment.  

 

  

Figure S17: Transient absorption spectra at selected delay times of the pure complex C2 (left) and the mixture 

C2-L2 (right).  

Figure S16: Left: Absorption spectra of the complex C2, a mixture of C2 and L2 (C2-L2), the pure pro-

ligand L2 and the added absorption spectra of C2 and L2 (C2+L2). Right: Time evolution of the excited 

state signal, observed at ca. 600 nm. 

C2+L2 (2:1) 

C2 
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7. Computational chemistry 
 

Geometry Optimization: 

Table S5: Bond lengths and angles of the B97-3c geometry optimized and crystal structures. 

Complex Ru-Nexp 

ava 

Ru-Ncal 

avb 

Ru-Cexp 

ava 

Ru-Ccal 

avb 

N-Ru-Nexp
c N-Ru-Ncal

d C-Ru-Cexp
c C-Ru-Ccal

d 

C1 2.020(2) 2.028 2.044(2) 2.042 178.70(7) 180.0 153.51(9) 153.2 

C2 2.018(2) 2.025 2.042(2) 2.034 178.85(6) 179.9 153.20(8) 153.2 

C3 2.031(1) 2.026 2.044(3) 2.033 179.21(7) 179.7 153.855(7) 153.6 

Ref. 1 2.019(2) 2.023 2.051(2) 2.046 175.78(6) 179.9 153.69(8) 153.8 

Ref. 2e - 2.021 - 2.037 - 179.9 - 154.3 
a Average of all bonding sites. b Average of all bonding sites of the geometric optimized structure.c Trans 

angle. d Trans angle of the geometric optimized structure. e No crystal structure available. 
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Frontier orbital analysis 

Table S6: Contribution of the metal and ligand fragments to the frontier orbitals [%]. PBE0 / ZORA-def2-

TZVP based TD-DFT calculations. 

 Orbital Energy / eV Ru  Pyridine + 

NMe2 

NMe2 NHC 

C1 HOMO (170) -5.65 44.6 (xz) 26.3 11.8 11.6 

-1 -5.66 44.4 (yz) 26.3 11.8 11.6 

-2 -5.77 41.5 (xy) 6.6 0.0 35.0 

-X -7.01 (X= 5) 0 30.2 0 53.8 

-X -7.40 (X=-6) 3.2 47.2 0 31.4 

LUMO (171) -1.20 0.0 47.5 0.8 25.4 

+1 -1.14 4.4 46 0.8 23.1 

+2 -1.12 6.6 42.7 5.9 25.9 

+3 -1.12 6.6 49.5 5.9 23.9 

C2 HOMO (202) -5.45 35.9 (xy) 5.6 0.1 39.3 

-1 -5.47 43.9 (yz) 23.3 10.3 14.3 

-2 -5.47 43.7(xz) 33.1 10.1 14.3 

-X -7.05 (X=-7) 16.8 35.0 23.3 29.0 

-X -7.34 (X=-9) 0.0 38.3 0.0 42.2 

LUMO (203) -1.03 6.7 43.5 0.1 23.1 

+1 -1.02 6.8 43.7 6.0 22.8 

+2 -0.96 0.0 50.3 6.0 21.3 

+3 -0.89 4.4 49.3 0.2 18.9 

C3 HOMO (222) -5.85 39.8 (yz) 30.5 14.0 11.0 

-1 -5.85 39.8 (xz) 30.9 14.2 10.9 

-2 -6.13 35.2 (xy) 6.8 0.0 40.4 

-X -7.01 (X=-6) 1.6 22.7 0.0 55.7 

-X -8.15 (X=-12) 0.2 29.5 0.0 54.1 

LUMO (223) -1.37 6.3 21.7 2.7 47.1 

+1 -1.37 6.3 21.8 2.7 47.2 

+2 -1.28 0.0 39.3 0.3 33.1 

+3 -1.20 4.8 40.4 0.2 27.1 

Ref. 

1 

HOMO (146) -5.98 40.3 6.8 - 36.6 

-1 -6.23 54.0 11.8 - 19.0 

-2 -6.26 54.5 11.5 - 18.9 

LUMO (147) -1.83 7.0 55.2 - 12.6 

+1 -1.80 7.6 55.4 - 11.9 

+2 -1.38 0.0 47.9 - 24.6 

Ref. 

3 

HOMO (198) -6.29 32.1 7.0 - 41.4 

-1 -6.46 47.4 10.5 - 26.0 

-2 -6.50 49.9 10.1 - 23.7 

LUMO (199) -2.03 6.3 52.8 - 14.9 

+1 -1.95 7.8 52.6 - 13.9 

+2 -1.41 0.1 42.7 - 29.9 
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 Figure S18: Spatial distribution of the first three HOMO and LUMO orbitals of C1-C3. PBE0 / ZORA-

def2-TZVP based TD-DFT calculations. 
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Calculated UV/Vis spectra: 

 

Figure S19: Experimental spectra together with the PBE0 (25 % HF) and B3LYP (20 % HF) / ZORA-def2-

TZVP calculated UV/Vis transitions (first 150 singlet-singlet transitions) for the optimized geometries of 

complex C1-C3 with the CPCM model for acetonitrile. Sticks shifted by -3000 cm-1(PBE0) and -

2000 cm-1(B3LYP) to fit the spectrum. 

 

Calculated state energies 

Table S7: Main theoretical (PBE0) electronic singlet-singlet transition energies (ΔE) with corresponding 

oscillator strengths (f) and assignment to the ligand fragments of the two Ligands L1 and L2 (%). 

C1 

State 
ΔE  

(nm) f 
Donor Acceptor 

Ru 
Pyr 

L1 

NHC

L1 
Pyr 

L2 
NHC

L2 
Ru Pyr 

L1 
NHC

L1 
Pyr 

L2 
NHC

L2 
S1 361.1 0.00001 45 13 6 13 6 7 22 12 22 12 

S2 354.7 0.00001 45 13 6 13 6 7 22 12 22 12 

S3 350.1 0.04878 42 3 18 3 18 7 18 11 25 14 

S5 347.9 0.01486 45 13 6 14 6 4 23 12 23 12 

S9 341.2 0.21752 44 10 10 10 10 5 22 12 22 13 

S11 327.2 0.92484 42 3 18 3 18 0 24 13 24 13 

S14 272.6 0.00306 45 13 6 14 6 45 8 9 8 9 

S15 259.8 0.00436 10 25 10 25 11 2 23 12 23 12 

C2 

State 
ΔE  

(nm) f 
Donor Acceptor 

Ru 
Pyr 

L1 

NHC

L1 
Pyr 

L2 
NHC

L2 
Ru Pyr 

L1 
NHC

L1 
Pyr 

L2 
NHC

L2 
S1 370.4 0.00034 44 12 7 12 7 7 22 12 22 12 

S2 369.1 0.01638 36 3 20 3 20 7 2 4 42 19 

S5 348.7 0.23082 36 3 20 3 20 0 24 10 27 12 

S7 344.1 0.04103 44 7 8 17 7 4 26 10 23 9 

S11 334.2 0.90323 36 3 19 3 20 0 24 10 27 12 

S16 273.7 0.00263 0 6 34 6 34 7 42 19 2 4 
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C3 

State 
ΔE  

(nm) f 
Donor Acceptor 

Ru 
Pyr 

L1 

NHC

L1 
Pyr 

L2 
NHC

L2 Ru Pyr 

L1 
NHC

L1 
Pyr 

L2 
NHC

L2 
S1 366.5 0.00012 40 15 5 15 5 6 11 34 11 24 

S3 343.9 0.47515 40 15 5 15 5 6 11 34 11 24 

S5 336.1 0.10576 40 11 6 20 5 5 20 14 20 14 

S7 335.0 0.03777 37 11 10 11 10 4 15 15 15 21 

S11 306.9 0.12245 35 3 20 3 20 0 20 17 20 16 

S25 268.0 0.00321 40 19 5 11 6 30 8 19 8 19 

 

 

Table S8: PBE0 TD-DFT calculated state energies [eV] for complex C1-C3, Ref. 1and Ref. 3 performed on 

PBE0 / ZORA-def-2-TZVP level on the ground state optimized geometry (S0). (H=HOMO, L= LUMO) 

TDDFT states 
Energy (eV) 

 main acceptor orbital – main donor orbital 

state C1 C2 C3 Ref. 1 Ref. 3 

1MLCT (1) 
3.433  

H-1→L+2 

3.347 

H→2-L 

3.383 

H→L 

3.081 

H→L 

3.285 

H→L 

1MLCT (“state”) 
highest oscillator strength 

3.790 (11) 

H-2→L+1 

3.634 (9) 

H-2→L+1 

3.710 (11) 

H→L+2 

3.556 (5) 

H-1→L 

3.605 (3) 

H-1→L+1 

3.689 (4) 

H→L+3 

3.751 (9) 

H-2→L 

 

3.836 (7) 

H→L+2 

3.542 (5) 

H-1→L+1 

 

3.625 (5) 

H-1→L 

4.120 (10) 

H→L+2 

3MLCT (1) 
2.943 

H-1→L+2 

2.863 

H-1→L 

2.955 

H-1→L 

2.770 

H-1→L+1 

2.856 

H-1→L 

First 3MC (“state”) 
4.106 (14) 

H→L+12 

4.129 (16) 

H-1→L+16 

4.201 (25) 

H-1→L+16 

4.297 (19) 

H-1→L+11 

4.344 (29) 

H-1→L+12 
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8. Nanosecond laser laser flash photolysis (ns-LFP) and 

photostability 

 

Photostability of the complexes: 

 

 

 

 

  

Figure S20: UV/Vis spectra of Ref. 1 (upper left, after ~135 pulses), C1 (upper right after ~515 pulses), C2 

(lower left, after ~135 pulses), and C3 (lower right, after ~210 pulses) before (straight) and after (dashed) the ns-

LFP measurement using 10 mJ 355 nm pulses of ~5 ns duration. 
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The UV/Vis spectra of complexes Ref. 1, C1, C2 and C3 were recorded during ns-LFP measurements 

(Figure S20). Complexes Ref. 1 and C1 remained essentially stable and no significant changes in the 

absorption bands were observed comparing the spectra before and after the LFP measurements. The 

spectra of complexes C2 and C3 clearly differ before and after the laser measurement, and this fast 

decomposition did not allow us to generate reproducible transient absorption data sets for these two 

complexes. 

 

Ns-LFP for Ref. 1: 

 

Figure S21: Ns-LFP data for complex Ref. 1 in MeCN at 20 °C, using a 355 nm pulsed laser for excitation. 

Upper left: TA spectra of Ref. 1 after purging with Ar (black) or under air (gray), with a time delay of 10 ns 

after the laser pulse and integrated over 100 ns. Lower left: Emission spectra of Ref. 1 after purging with Ar 

(red) or under air (light red), with a time delay of 10 ns after the laser pulse and integrated over 20 µs. Right: 

Kinetic traces of Ref. 1 (wavelengths for the detection are color-coded and indicated in the corresponding 

spectra in the left part of the figure), under air (with light coloring) or after degassing with argon together with 

the corresponding lifetimes.  

The TA spectrum of Ref.1 shows a GSB (below 400 nm) and a broad ESA in the visible region of the 

spectrum. The transient absorption signals and the ³MLCT emission at 530 nm decay with an average 

lifetime of 2.4 s. Even though the maximum of the emission is located at 530 nm, which agrees well 

with the literature, the lifetime measured here exceeds that of Son et al.[5] by a factor of ~3. Quenching 

of the excited state with oxygen was investigated with solutions under air and the rate constant was 

determined using the Stern-Volmer equation comparing lifetimes in air- and Ar-saturated solutions 

(with 1.9 mM of dissolved oxygen in MeCN at 20°C).[6] The estimated quenching rate constant 

amounts to 8 × 109 M1 s1 from the three independent measurements shown in Fig. S21. 
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Comparative ns-LFP for C1 and Ref. 1: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S22 shows the TA spectra of C1 (magenta) and Ref. 1 (black, scaled by 0.02) under essentially 

identical excitation and detection conditions, allowing conclusions about the triplet excited states of 

the two complexes. The solutions of C1 and Ref. 1 in MeCN were prepared and measured under 

identical conditions, except for the delay time after the laser pulse, which was 10 ns for C1 and 20 ns 

for Ref. 1 (identical spectra are expected for Ref. 1 for both delay times due to its long lifetime). The 

DOD was averaged between 375 nm and 385 nm to avoid inaccuracies originating from noise effects. 

Including the scaling factor of 0.02 for Ref. 1 the final DOD values for comparison are -0.0014 for C1 

and -0.0017 for Ref. 1. The ~sixty-fold signal increase from C1 to Ref. 1 is a further indicator for the 

much more efficient excited-state deactivation in C1 (via the 3MC), compared to the reference 

complex. However, the very weak signals observed for C1 could be due to impurities. Assuming 

similar extinction coefficients for the excited states, the remaining signal for the C1 sample in ns-LFP 

experiments might originate from photoactive impurities with a similar structure as Ref. 1.  

 

  

Figure S22: Comparison of the DOD spectra for C1 (magenta, time delay 10 ns) and Ref. 1 (black, time delay 

20 ns) after 355 nm laser excitation. The general conditions for the measurement were almost identical (laser 

intensity ~10 mJ, same absorption at the excitation wavelength 355 nm, argon-saturated). On the left side are the 

original TA spectra. On the right side, the TA spectrum for Ref. 1 has been multiplied by 0.002 as a scaling 

factor. The gray box indicates the window, which was used to average the DOD values (gray lines). 
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Ns-LFP data for C1: 

 

Figure S23: Ns-LFP data for complex C1, using a 355 nm pulsed laser for excitation. Left: TA spectra after 

50 ns (black) and 5.0 µs (gray) integrated over 100 ns (after 5 min degassing with argon); Inset: Kinetic trace 

detected at 375 nm for the same solution (gray corresponds to original data, the pink data set was additionally 

averaged). Right: Emission spectrum after 50 ns delay and integrated over 10 µs; Inset: Kinetic trace of the 

emission detected at 565 nm under inert conditions (blue) and under air (light blue) together with the 

corresponding lifetimes. 

The complex C1 (see main part, section Luminescence Properties for more details) allowed acquisition 

of ns-LFP only under highly optimized conditions. The TA-spectra show a weak GSB below 430 nm 

(left part of Figure S23). The emission (right part of Figure S23) is clearly quenched if the solution is 

not degassed as also evidenced by the spectral data of C1 in Figure S9. The time delay (50 ns) does 

not allow the observation of the short-lived species around 500 nm (see also Figure S9).   
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Photostability under LED (390 nm) conditions:  

 

Figure S24:  Left: UV/Vis spectra of the complexes Ref. 1 (black) and C1 (dark red) in acetonitrile and of the 

same solutions after 6 minutes of irradiation (gray for Ref. 1 and dashed red for C1) with a 390 nm LED (violet 

spectrum, scaled intensity). Right: Concentrations of complexes Ref. 1 (upper panel, blue) and C1 (lower panel, 

green) plotted vs. the irradiation time, together with linear fits for the decomposition and the corresponding 

slopes.  

The photostability of complexes Ref. 1 and C1 was investigated by irradiating the complexes, 

dissolved in MeCN (2.5 mL, degassed with argon for 5 min) with a 390 nm LED (100 %, see left part 

of Figure 5) under standardized conditions (very similar OD at peak LED wavelength). Both solutions 

were irradiated for 6 × 10 s, 6 × 20 s, and 6 × 30 s and the decomposition was monitored by UV/Vis 

spectroscopy. The concentrations of the complexes after the different irradiation times were calculated 

using the extinction coefficients (see Table 2 of the main paper). The linear fits are limited to a time 

frame such that > 90% of the initial concentration of Ref. 1 are still present, assuming only minor 

contributions to the UV/Vis absorption of decomposition species.[7] Under these conditions, Ref. 1 

decomposes faster compared to C1 by over one order of magnitude (see Figure S24 right part). This 

finding is in line with the low emission quantum yield of C1 (compared to Ref. 1, see main part), which 

prohibits the decomposition of the complex via a dark state 3MC. 
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9. NMR Spectra 
NMR-spectra of C1 

Figure S25: 1H- (top) and 13C-NMR spectra (bottom) of [Ru(bipNMe2)2][PF6]2 (C1) in CD3CN at 303 K. 
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NMR-spectra of C2 

 

 

FigureS26: 1H- (top) and 13C-NMR spectra (bottom) of [Ru(bdmipNMe2)2][PF6]2 (C2) in CD3CN at 303 K. 
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NMR-spectra of C3 

 

 

FigureS27: 1H- (top) and 13C-NMR spectra (bottom) of [Ru(bbpNMe2)2][PF6]2 (C3) in CD3CN at 303 K. 
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1H-NMR-spectrum of Ref.1 

 

 

FigureS28: 1H-NMR spectrum of [Ru(bip)2][PF6]2 (Ref.1) in CD3CN at 303 K.  
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NMR-spectra of Ref.3 

 

 

 

FigureS29: 1H- (top) and 13C-NMR spectra (bottom) of [Ru(bbp)2][PF6]2 (Ref.3) in CD3CN at 303 K. 
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General procedure  
Synthesis of ligands and complexes were carried out under standard Schlenk conditions, under inert 

and anhydrous conditions. Inert and pre-dried argon was used, and all applied glass wear was heated 

and re-filled with argon at least three times. Water free solvents were provided by a solvent drying-

plant by MBraun (MB SPS 800) and purged with argon prior use. Used chemicals for all synthesis were 

commercially purchased by the following providers: Fischer Scientific, Merck, Abcr, and TCI, and used 

without further purification. Ligand synthesis has been reported in literature.1,2 

NMR spectra were recorded on a BRUKER Avance 700 (1H, 700.1 MHz) using deuterated solvents by 

Deutero without further purification. NMR signals were referred to residual solvent signals relative to 

TMS. Mass spectrometry was measured with a quadrupol time-of-flight mass spectrometer (MS) 

Synapt 2G by the company WATERS. Elemental analysis measurements were performed with a Micro 

Cube by ELEMENTAR and were compared with the theoretical calculated mass. A PerkinElmer Lambda 

465 single beam spectrophotometer was used for Uv-Vis spectra. Concentrations contained a 10-5 M 

complex solution in BuCN, and were filled in a Hellma quartz cuvette with a pathlength of 1 cm. For IR 

spectroscopy a Bruker Vertex 70, with the sample as solid powder and the ATR-technique, was applied. 

Cylovoltamogramms were measured with a 10-3 M analyte and 0.1 M [n-Bu4N](PF6) concentration on 
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a PGSTAT 101 potentiostat from Metrohm-Autolab. Emission spectra were recorded on a FLS1000 

from Edinburgh Instruments at room-temperature. 

 

General procedure of complex synthesis 
Under Argon atmosphere respective ligand (3 equiv) was suspended in tetrahydrofuran (THF) 

(10 mL). Ethylmagnesium bromide (4 equiv, 0.9 M in THF) was added dropwise and refluxed 

overnight. In a second round button flask, iron powder (12 equiv) was added to THF solution of 

iron(II) bromide (1.5 equiv) (40 mL) and refluxed overnight. After refluxing, the flask was cooled to 

room-temperature and the ligand-solution was cooled in an ethanol-nitrogen bath to -80°C. The 

iron(II) bromide solution was added dropwise and slowly warmed to room temperature under an 

argon atmosphere. To the reaction mixture a solution of NH4Cl (100 mL, 15 g/L) was added, and 

extracted with dichloromethane (DCM) (3x100 mL). The combined organic portions were dried with 

MgSO4 and concentrated under reduced pressure. Column chromatography with silica as solid phase 

and DCM as eluent was applied. The combined fractions were concentrated under reduced pressure 

and crystallized with slow diffusion of cyclopentane into the DCM-analyte solution. After removing 

the crystalline product and drying at 50°C at high vacuum, the compound was received as elemental 

analysis pure product. 

 

Fe(ppz)3 

 The complex was obtained as yellow powder (7.5%) 

1H-NMR (700.0 MHz, CD3CN): δ = -75.20 ( s, 1H, 2-H), -9.27 (s, 1H, 9-H), -5.25 (s, 1H, 4-H), -3.35 (s, 1H,8-

H), -1.15 (s, 1H, 5-H), 7.90 (s, 1H, 3-H), 13.04 (s, 1H, 7-H) ppm. 

 13C-NMR (176.1 MHz, CD3CN): δ = -92.7 (1C, 3-C), -74.8 (1C, 5-C), 100.2 (1C, 7-C), 117.0 (1C, 8-C), 122.9 

(1C, 9-C), 239.9 (1C, 4-C), 389.1 (1C, 2-C), 396.6 (1C, 6-C) ppm.  

15N-NMR (70.96 MHz, CD3CN): 70.4 ppm. (ESI in MECN): m/z 485.1160 (for C27H21FeN6 calc. 485.1177)  

Elemental analysis: calc. for C27H21FeN6 C: 66.82%, H: 4.36%, N: 17.32%, found: C: 66.77%, H: 4.56%, 

N: 17.25%.  

IR (ATR, 𝜐̃ [cm-1]): 3139w, 3041w, 1573w, 1506w, 1461m, 1434m, 1417m, 1398m, 1328w, 1270m, 

1236w, 1193w, 1153w, 1099w, 1064m, 1043m, 1012m, 960m, 918w, 871w, 825w, 742s, 715m, 698m, 

661w, 644w, 609m. 
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Figure S1: 1H-NMR spectrum of complex Fe(ppz)3 in CD3CN 

 

 

Figure S2: 13C-NMR spectrum of complex Fe(ppz)3 in CD3CN 
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Figure S3: 15N-HMBC spectrum of Fe(ppz)3 in CD3CN, second signal is the folded signal of non-deuterated solvent CH3CN 

 

 

Figure S4: ESI-MS spectrum of complex Fe(ppz)3 in CH3CN 
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Figure S5: Complete cyclovoltammetry spectra for complex Fe(ppz)3  in CH3CN 

 

 

 

Table S1: Cyclovoltammetry data for Fe(ppz)3 at different scan rates, first redox step 

 

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -1,835 -1,828 -1,833 -1,835 -1,835 -1,840 -1,838 

EPA [V] -1,762 -1,765 -1,759 -1,762 -1,760 -1,760 -1,762 

E1/2 [V] -1,80 -1,80 -1,80 -1,80 -1,80 -1,80 -1,80 

ΔE [V] 0,073 0,063 0,074 0,073 0,076 0,081 0,076 

IPA [µA] -1,68 -2,73 -4,11 -5,76 -7,11 -8,17 -9,07 

IPC [µA] 1,64 2,78 4,11 5,87 7,14 8,24 9,14 

IPA/IPC  -0,98 -1,02 -1,00 -1,02 -1,00 -1,01 -1,01 
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Figure S6: Plotted data of Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, first redox step 

 

 Table S2: Cyclovoltammetry data for Fe(ppz)3 at different scan rates, second redox step 

 

 

Figure S7: Plotted data of Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, second redox step 
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v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -0,296 -0,286 -0,289 -0,289 -0,289 -0,294 -0,291 

EPA [V] -0,223 -0,225 -0,223 -0,223 -0,225 -0,223 -0,223 

E1/2 [V] -0,26 -0,26 -0,26 -0,26 -0,26 -0,26 -0,26 

ΔE [V] 0,073 0,061 0,066 0,066 0,063 0,071 0,068 

IPA [µA] -1,88 -2,65 -3,80 -5,43 -6,88 -8,00 -9,00 

IPC [µA] 1,55 2,41 3,80 5,53 6,69 7,79 8,72 

IPA/IPC  -0,83 -0,91 -1,00 -1,02 -0,97 -0,97 -0,97 
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Table S3: Cyclovoltammetry data for Fe(ppz)3 at different scan rates, third redox step 

 

 

 

Figure S8: Plotted data of Randles-Sevcik-Equation Fe(ppz)3 at different scan rates, third redox step 

 

Figure S9: ATR-IR spectrum for complex Fe(ppz)3 
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]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] 1,126 1,131 1,123 1,128 1,128 1,128 1,126 

EPA [V] 1,211 1,209 1,209 1,216 1,216 1,221 1,226 

E1/2 [V] 1,17 1,17 1,17 1,17 1,17 1,17 1,18 

ΔE [V] 0,085 0,078 0,085 0,088 0,088 0,093 0,100 

IPA [µA] -1,70 -1,88 -2,77 -3,77 -4,57 -5,17 -5,73 

IPC [µA] 1,35 2,02 2,92 3,97 4,64 5,12 5,52 

IPA/IPC  -0,80 -1,08 -1,06 -1,05 -1,01 -0,99 -0,96 
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Figure S10: Change in the absorptive behaviour of Fe(ppz)3 with an applied potential of 0.5-2 V in CH3CN 

 

Figure S11: Change in the absorptive behaviour of Fe(ppz)3 with an applied potential of -0.5 V in CH3CN 
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Figure S12: Change in the absorptive behaviour of Fe(ppz)3 with an applied potential of -2.0-2.5 V in CH3CN 

 

 

Fe(bppz)3 

The complex was obtained as red powder (3.9%). 

1H-NMR (700 MHz, CD3CN): δ = -77.61 (1s, 1H, 2-H) -10.18 (s, 1H, 13-H), -4.64 (s, 1H, 8-H), -3.21 (s, 1H, 

12-H), -1.74 (s, 1H, 9-H), 5.39 (d, 3JHH = 8.19 Hz, 2H, 5,5 -́H), 5.75 (t, 3JHH = 7.60 Hz, 2H, 6,6 -́H), 7.10 (t, 
3JHH = 7.14 Hz, 1H, 6-H) 11.84 (s, 1H, 11-H) ppm. ).  

13C-NMR (176.1 MHz, CD3CN): δ = -79.6 (1C, 152.5 Hz, 9-C), -77.9 (1C, 3-C), 105.4 (1C, 185.7 Hz, 11-C), 

114.4 (1C, 62.3 Hz, 12-C), 115.3 (2C, 89.03 Hz, 5,5 -́C), 123.1 (1C, 162.9 Hz, 7-C), 130.9 (2C, 160.4 Hz, 

6,6 -́C), 131.9 (1C, 183.3 Hz, 13-C), 154.1 (1C, 4-C), 241.4 (1C, 158.8 Hz, 8-C), 370.5 (1C, 133.9 Hz, 2-C), 

396.7 (1C, 10-C) ppm.  

15N-NMR (70.96 MHz, CD3CN): 71.0 ppm.  

MS (ESI in MECN): m/z 713.2150 (for C45H33FeN6 calc. 713.6460).  

Elemental analysis: calc. for C45H33FeN6 C: 75.74%, H: 4.66%, N: 11.78%, found: C: 71.15%, H: 4.84%, 

N: 10.78%.  

IR (ATR, 𝜐̃  [cm-1]): 3108w, 3056w, 3020w, 1598w, 1564w, 1502w, 1465m, 1400m, 1373w, 1330w, 

1261m, 1112w, 1064m, 1047m, 1016w, 958w, 916w, 894w, 808s, 757s, 734s, 694s, 663w, 649w, 607w. 
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Figure S13: 1H-NMR spectrum of complex Fe(bppz)3 in CD3CN 

 

 

Figure S14: 13C-NMR spectrum of complex Fe(bppz)3 in CD3CN 
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Figure S15: 15N-HMBC spectrum of Fe(bppz)3 in CD3CN 

 

 

 

Figure S16: ESI-MS spectrum of complex Fe(bppz)3 in CH3CN 
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Figure S17: Cyclovoltammetry spectra of Fe(bppz)3 in CH3CN 

 

Table S4: Cyclovoltammetry data for Fe(bppz)3 at different scan rates, first redox step 

 

 

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -1,774 -1,777 -1,772 -1,777 -1,777 -1,779 -1,777 

EPA [V] -1,699 -1,699 -1,696 -1,694 -1,699 -1,696 -1,696 

E1/2 [V] -1,74 -1,74 -1,73 -1,74 -1,74 -1,74 -1,74 

ΔE [V] 0,076 0,078 0,076 0,083 0,078 0,083 0,081 

IPC [µA] -1,12 -1,58 -2,24 -3,10 -3,76 -4,27 -4,75 

IPA [µA] 1,36 1,67 2,19 2,95 3,54 4,01 4,43 

IPA/IPC  -1,21 -1,06 -0,98 -0,95 -0,94 -0,94 -0,93 

A.2. SUPPORTING INFORMATION OF "IRON(III)-COMPLEXES WITH
N-PHENYLPYRAZOLE-BASED LIGANDS"

151



13 
 

  

Figure S18: Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates, first redox step 

 

Table S5: Cyclovoltammetry data for Fe(bppz)3 at different scan rates, second redox step 

 

 

Figure S19: Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates, second redox step 
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v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -0,241 -0,241 -0,246 -0,241 -0,241 -0,249 -0,244 

EPA [V] -0,175 -0,175 -0,180 -0,180 -0,175 -0,183 -0,173 

E1/2 [V] -0,21 -0,21 -0,21 -0,21 -0,21 -0,22 -0,21 

ΔE [V] 0,066 0,066 0,066 0,061 0,066 0,066 0,071 

IPC [µA] -0,75 -1,09 -1,55 -2,18 -2,62 -3,04 -3,41 

IPA [µA] 0,87 1,14 1,60 2,21 2,69 3,08 3,43 

IPA/IPC  -1,17 -1,05 -1,04 -1,01 -1,03 -1,01 -1,01 
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Table S6: Cyclovoltammetry data for Fe(bppz)3 at different scan rates, third redox step 

 

 

Figure S20: Plotted data of Randles-Sevcik-Equation Fe(bppz)3 at different scan rates,third redox step 

 

 

Figure S21: ATR-IR- spectrum of complex Fe(bppz)3  

y = 0.085x + 0.015
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I [
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]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] 1,129 1,127 1,134 1,132 1,124 1,122 1,110 

EPA [V] 1,217 1,222 1,232 1,239 1,244 1,246 1,261 

E1/2 [V] 1,17 1,17 1,18 1,19 1,18 1,18 1,19 

ΔE [V] 0,088 0,095 0,098 0,107 0,120 0,125 0,151 

IPC [µA] -0,49 -0,58 -0,71 -0,95 -1,21 -1,33 -1,44 

IPA [µA] 0,53 0,64 0,76 0,88 1,02 1,08 1,13 

IPA/IPC  -1,08 -1,10 -1,07 -0,92 -0,84 -0,82 -0,78 
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Fe(CF3ppz)3 

The complex was obtained as yellow powder (17.2%). 

1H-NMR (700.0 MHz, CD3CN): δ = -75.17 (s, 1H, 2-H), -10.47 (s, 1H, 10-H), -3.39 (s, 1H, 9-H), -3.17 (s, 

1H, 5-H), 0.27 (s, 1H, 6-H), 11.23 (s, 1H, 8-H) ppm.  

13C-NMR (176.1 MHz, CD3CN): δ = -93.4 (1C, 3-C), -68.6 (1C, 6-C), 108.9 (1C, 8-C), 112.6 (1C, 9-C), 126.5 

(1C, dd, 1JCF = 272.85 Hz 275.09 Hz, 4-C), 132.8 (1C, 10-C), 229.9 (1C, 5-C), 361.9 (1C, 2-C), 382.0 (1C, 7-

C) ppm.  

15N-NMR (70.96 MHz, CD3CN): 84.0 ppm.  

19F-NMR (659.0 MHz, CD3CN): δ = -71.5 (s, 3F) ppm. 

MS (ESI in MECN): m/z 689.0800 (for C30H18F9FeN6 calc. 689.0799).   

Elemental analysis: calc. for C30H18F9FeN6: C: 52.27%, H: 2.63%, N: 12.19%, found: C: 51.90%, H: 2.81%, 

N: 12.12%.  

IR (ATR, 𝜐̃  [cm-1]): 3155w, 3033w, 2360w, 2335w, 1585w, 1508w, 1477w, 1396m, 1315s, 1272s, 

1249m, 1159m, 1110s, 1066s, 1045s, 960m, 900m, 838w, 821w, 804m, 746s, 702m, 661m, 607w. 

 

 

Figure S22:1H-NMR spectra of complex Fe(CF3ppz)3 in CD3CN 
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Figure S23: 13C-NMR spectra of complex Fe(CF3ppz)3 in CD3CN 

 

 

Figure S24: 15N-HMBC spectrum of the complex Fe(CF3ppz)3 in CD3CN 
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Figure S25:19F-HMBC spectrum of the complex Fe(CF3ppz)3 in CD3CN 

 

Figure S26: ESI-MS of complex Fe(CF3ppz)3 in CH3CN 
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Figure S27: Cyclovoltammetry spectra of Fe(CF3ppz)3 in CH3CN 

 

 

Table S7: Cyclovoltammetry data for Fe(CF3ppz)3 at different scan rates, first redox step 

 

 

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -1,522 -1,524 -1,531 -1,539 -1,541 -1,544 -1,541 

EPA [V] -1,448 -1,443 -1,441 -1,439 -1,436 -1,439 -1,434 

E1/2 [V] -1,48 -1,48 -1,49 -1,49 -1,49 -1,49 -1,49 

ΔE [V] 0,073 0,081 0,090 0,100 0,105 0,105 0,107 

IPC [µA] -1,13 -1,59 -2,25 -2,99 -3,50 -3,95 -4,24 

IPA [µA] 1,10 1,48 2,02 2,63 3,03 3,35 3,63 

IPA/IPC  -0,97 -0,93 -0,90 -0,88 -0,86 -0,85 -0,86 
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Figure S28: Plotted data of Randles-Sevcik-Equation Fe(CF3ppz)3 at different scan rates, first redox step 

 

Table S8: Cyclovoltammetry data for Fe(CF3ppz)3 at different scan rates, second redox step 

 

 

 

Figure  29: Plotted data of Randles-Sevcik-Equation Fe(CF3ppz)3 at different scan rates, first redox step 
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0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00I [
µ

A
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v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] 0,045 0,040 0,037 0,037 0,035 0,037 0,033 

EPA [V] 0,113 0,113 0,118 0,120 0,123 0,118 0,118 

E1/2 [V] 0,08 0,08 0,08 0,08 0,08 0,08 0,08 

ΔE [V] 0,068 0,073 0,081 0,083 0,088 0,081 0,085 

IPC [µA] -1,11 -1,55 -2,22 -3,02 -3,63 -4,11 -4,54 

IPA [µA] 1,03 1,47 2,04 2,79 3,33 3,77 4,13 

IPA/IPC  -0,93 -0,95 -0,92 -0,92 -0,92 -0,92 -0,91 
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Figure S30: ATR-IR-spectrum of complex Fe(CF3ppz)3  

Fe(naphpz)3 

The complex was obtained as red powder (5.3%). 

1H-NMR (700 MHz, DMSO-d6): δ = -85.19 (s, 1H, 2-H), -12.51 (s, 1H, 13-H), -1.68 (d, 3JHH = 6.3 Hz, 1H, 

4-H), -1.31 (s, 1H, 12-H), 1.10 (s, 1H, 9-H), 1.25 (t, 3JHH = 7.10 Hz, 1H, 6-H), 8.12 (t, 3JHH = 6.30 Hz, 1H, 5-

H), 11.15 (s, 1H, 11-H), 12.83 (d, 3JHH = 8.50 Hz, 1H, 7-H) ppm.  

13C-NMR* (176.1 MHz, DMSO-d6): δ = -97.6 (1C, 3-C), -56.79 (1C, 150.66 Hz, 9-C), 80.3 (1C, 150.66 

Hz, 7-C), 81.6 (1C, 160.34 Hz, 5-C), 99.4 (1C, 180.91 Hz, 12-C), 124.3 (2C, 188.74 Hz, 11-C), 126.6 (1C, 

188.74 Hz, 13-C), 172.1 (2C, 157.98 Hz, 6-C), 180.5 (1C, 157.98 Hz, 4-C), 216.3 (1C, 8-C), 365.3 (1C, 2-

C), 413.9 (1C, 10-C) ppm.  

MS (ESI in MECN): m/z 635.1640 (for C39H27FeN6 calc. 635.1647).  

Elemental analysis: calc. for C39H27FeN6: C: 73.71%, H: 4.28%, N: 13.22%, found: C: 74.29%, H: 5.10%, 

N: 12.42%. IR (ATR, 𝜐̃ [cm-1]): 3126w, 6047w, 2917w, 2854w, 1585w, 1593w, 1560w, 1510w, 1486w, 
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1459m, 1405m, 1332w, 1313w, 1251w, 1197w, 1134w, 1107w, 1062m, 1037w, 977w, 935w, 889w, 

856m, 831w, 736s, 682w, 651w. 

*not decoupled 

 

 

Figure S31: 1H-NMR spectrum of complex Fe(naphpz)3 in DMSO-d6 

 

 

Figure S32: 13C-NMR spectrum of complex Fe(naphpz)3 in DMSO-d6 
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Figure S33: ESI-MS spectrum of complex Fe(naphpz)3 in CH3CN 

 

 

Figure S34: Cyclovoltammetry spectra of complex Fe(naphpz)3 in CH3CN 
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Table S9: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, first redox step 

 

 

Figure S35: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3 at different scan rates, first redox step 

 

 Table S10: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, second redox step 

 

 

y = 0.0275x - 0.0185
R² = 0.9924

y = -0.0265x + 0.017
R² = 0.9852-1.00
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µ

A
]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -1,712 -1,712 -1,712 -1,717 -1,714 -1,709 -1,714 

EPA [V] -1,638 -1,641 -1,648 -1,643 -1,648 -1,648 -1,643 

E1/2 [V] -1,68 -1,68 -1,68 -1,68 -1,68 -1,68 -1,68 

ΔE [V] 0,073 0,071 0,064 0,073 0,066 0,061 0,071 

IPC [µA] -0,18 -0,21 -0,39 -0,53 -0,59 -0,77 -0,81 

IPA [µA] 0,18 0,25 0,37 0,56 0,62 0,75 0,88 

IPA/IPC  -1,02 -1,18 -0,95 -1,05 -1,04 -0,98 -1,08 

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -0,248 -0,251 -0,246 -0,251 -0,257 -0,243 -0,253 

EPA [V] -0,177 -0,182 -0,182 -0,192 -0,191 -0,190 -0,185 

E1/2 [V] -0,21 -0,22 -0,21 -0,22 -0,22 -0,22 -0,22 

ΔE [V] 0,071 0,068 0,063 0,059 0,066 0,054 0,068 

IPC [µA] -0,15 -0,22 -0,35 -0,65 -0,83 -0,71 -0,79 

IPA [µA] 0,17 0,19 0,32 0,52 0,65 0,55 0,60 

IPA/IPC  -1,10 -0,86 -0,91 -0,80 -0,79 -0,76 -0,76 
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Figure S36: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3 at different scan rates, second redox step 

 

Table S11: Cyclovoltammetry data for Fe(naphpz)3 at different scan rates, second redox step 

 

 

 

Figure S37: Plotted data of Randles-Sevcik-Equation Fe(naphpz)3 at different scan rates, first redox step 
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0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00I [
µ

A
]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] 1,037 1,035 1,057 1,049 1,057 1,059 1,062 

EPA [V] 1,125 1,130 1,127 1,140 1,130 1,127 1,125 

E1/2 [V] 1,08 1,08 1,09 1,09 1,09 1,09 1,09 

ΔE [V] 0,088 0,095 0,071 0,090 0,073 0,068 0,063 

IPC [µA] -0,18 -0,30 -0,37 -0,44 -0,51 -0,54 -0,61 

IPA [µA] 0,20 0,25 0,35 0,43 0,46 0,50 0,52 

IPA/IPC  -1,07 -0,84 -0,94 -0,98 -0,90 -0,92 -0,86 
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Figure S38: ATR-IR-spectrum of complex Fe(naphpz)3 in CH3CN 

 

Figure S39: Change in the absorptive behaviour of (Fe(naphpz)3 with an applied potential of 0.8-2 V in CH3CN 

APPENDIX A. APPENDIX

164



26 
 

 

Figure S40: Change in the absorptive behaviour of (Fe(naphpz)3 with an applied potential of -0.5-(-1.5) V in CH3CN 

 

Figure S41: Change in the absorptive behaviour of (Fe(naphpz)3 with an applied potential of -2.5 V in CH3CN 
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Fe(MeOppz)3 

The complex was obtained as red powder (2.6%). 

1H-NMR (700 MHz, CD3CN): δ = -79.93 (s, 1H, 2-H), -10.34 (s, 1H, 10-H), -5.36 (s, 1H, 6-H)), -5.12 (s, 1H, 

5-H), -3.19 (s, 1H, 9-H), 1.44 (s, 3H, 4-H), 12.06 (s, 1H, 8-H) ppm.  

13C-NMR* (176.1 MHz, CD3CN): δ = -106.1 (1C, 156.6 Hz, 6-C), -93.0 (1C, 3-C), 49.1 (1C, 139.07 Hz, 4-C), 

103.9 (1C, 182.9 Hz, 8-C), 114.1 (1C, 191.7 Hz, 9-C) 130.1 (1C, 182.9 Hz, 10-C), 232.4 (1C, 159.9 Hz, 5-

C), 360.8 (1C, 129.6 Hz, 2-C), 403.2 (1C, 7-C) ppm.  

15N-NMR (70.96 MHz, CD3CN): 80.2 ppm.  

MS (ESI in MECN): m/z 575.1530 (for C30H27FeN6O3 calc. 575.1494). 

Elemental analysis: calc. for C30H27FeN6O3: C: 62.62%, H: 4.73%, N: 14.61%, found: C:62.49%, H: 5.19%, 

N: 14.35%.  

IR (ATR, 𝜐̃ [cm-1]): 3122w, 3039w, 3006w, 2952w, 2931w, 2902w, 2829w, 1583w, 1560s, 1506w, 1469s, 

1417s, 1315m, 1276s, 1249m, 1209s, 1174s, 1116m, 1031s, 958m, 879m, 811w, 784s, 744s, 661w, 

621m, 609m. 

*not decoupled 

 

 

Figure S42: 1H-NMR spectrum of complex Fe(MeOppz)3 in CD3CN 

APPENDIX A. APPENDIX

166



28 
 

 

Figure S43: 13C-NMR spectrum of complex Fe(MeOppz)3 in CD3CN 

 

Figure S44: 15N-HMBC spectrum of Fe(MeOppz)3 in CD3CN 
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Figure S45: ESI-MS spectrum of complex Fe(MeOppz)3 in CH3CN 

 

 

Figure S46: Cyclovoltammetry spectra of complex Fe(MeOppz)3 in CH3CN 
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 Table S12: Cyclovoltammetry data for Fe(MeOppz)3 at different scan rates, first redox step 

 

 

Figure S47: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at different scan rates, first redox step 

 

Table S13: Cyclovoltammetry data for Fe(MeOppz)3 at different scan rates, second redox step 

 

 

y = 0.176x + 0.0388
R² = 0.9998

y = -0.1698x + 0.0578
R² = 0.9997

-6.00

-4.00

-2.00

0.00

2.00

4.00

6.00

8.00

0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00

I [
µ

A
]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -1,746 -1,753 -1,751 -1,748 -1,751 -1,748 -1,751 

EPA [V] -1,814 -1,812 -1,814 -1,812 -1,817 -1,814 -1,819 

E1/2 [V] -1,78 -1,78 -1,78 -1,78 -1,78 -1,78 -1,78 

ΔE [V] -0,068 -0,059 -0,063 -0,063 -0,066 -0,066 -0,068 

IPC [µA] -1,18 -1,61 -2,34 -3,35 -4,11 -4,71 -5,33 

IPA [µA] 1,27 1,80 2,52 3,59 4,37 5,03 5,57 

IPA/IPC  -1,08 -1,12 -1,08 -1,07 -1,06 -1,07 -1,04 

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] -0,268 -0,265 -0,265 -0,275 -0,268 -0,265 -0,265 

EPA [V] -0,207 -0,204 -0,197 -0,199 -0,197 -0,199 -0,207 

E1/2 [V] -0,24 -0,23 -0,23 -0,24 -0,23 -0,23 -0,24 

ΔE [V] 0,061 0,061 0,068 0,076 0,071 0,066 0,059 

IPC [µA] -1,28 -1,72 -2,54 -3,62 -4,41 -5,05 -5,62 

IPA [µA] 1,27 1,82 2,56 3,52 4,35 5,06 5,61 

IPA/IPC  -0,99 -1,06 -1,01 -0,97 -0,99 -1,00 -1,00 
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Figure S48: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at different scan rates, second redox step 

 

Table S14: Cyclovoltammetry data for Fe(MeOppz)3 at different scan rates, second redox step 

 

 

 

Figure S49: Plotted data of Randles-Sevcik-Equation Fe(MeOppz)3 at different scan rates, third redox step 

y = 0.1764x + 0.0365
R² = 0.9997

y = -0.1789x + 0.0042
R² = 0.9995

-8.00

-6.00

-4.00

-2.00

0.00

2.00

4.00

6.00

8.00

0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00I [
µ

A
]

v1/2 [(mV/s)1/2]

y = 0.1269x + 0.1024
R² = 0.9981

y = -0.1433x - 0.2573
R² = 0.9943-6.00

-4.00

-2.00

0.00

2.00

4.00

6.00

0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00I [
µ

A
]

v1/2 [(mV/s)1/2]

SCANRATE [MV/S] 50 100 200 400 600 800 1000 

EPC [V] 1,023 1,023 1,027 1,018 1,018 1,013 1,013 

EPA [V] 1,091 1,088 1,096 1,093 1,103 1,103 1,106 

E1/2 [V] 1,06 1,06 1,06 1,06 1,06 1,06 1,06 

ΔE [V] 0,068 0,066 0,068 0,076 0,086 0,090 0,093 

IPC [µA] -1,29 -1,73 -2,10 -3,24 -3,84 -4,31 -4,72 

IPA [µA] 0,94 1,38 1,90 2,71 3,27 3,67 4,05 

IPA/IPC  -0,73 -0,80 -0,91 -0,84 -0,85 -0,85 -0,86 
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Figure S50: ATR-IR spectrum of complex Fe(MeOppz)3 

 

Illumination Experiments 

 

Figure S51: Experiments on complex stability in acetonitrile solution: before illumination of Fe(ppz)3 (blue), after 
illumination of 24 h: Fe(ppz)3 (red), Fe(CF3ppz)3 (green), Fe(MeOppz)3 (purple), Fe(bppz)3 (yellow), Fe)naphpz)3 (orange, 
pure solubility decreases signal intensity) 
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Figure S52: Experiments on complex stability exemplarily for Fe(ppz)3, bottom blue: before illumination in toluene (blue), 
from there upwards after illumination: toluene (red), THF (green), DMSO (pruple), DCM (yellow), BuCN (orange), benzene 
(grey), acetone (red), 2Me-THF (blue). 

 

Figure S53: Decomposition of Fe(ppz)3, with different filters. Blue: before irradiation; red: 320 nm bandwidth filter, green: 
360 nm bandwidth filter, purple: 390 bandwidth filter; yellow: 400 longpass filter, orang: 495 longpassfilter. At 7.90 ppm 
complex signal, additional diamagnetic species in yellow spectra is the product of the reductive elimination. 
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Figure S54: Calculated slope of the decomposition of Fe(ppz)3, based on the relative intensities of TMS, the product of the 
reductive illumination at 6.21 ppm and the complex resonance at 7.90 ppm. 

Computational 
Table S15: Differential Gibbs free energy of PbEh-3c optimized structures excluding and including the SMD model for MeCN 
and BuCN implemented in ORCA. Negative values account for higher stability. 

  Gibbs free energy [kcal/mol] 

solvent none MeCN BuCN 

fac-Co(ppz)3 0 -30.67 -32.05 

fac-Fe(ppz)3 0 -31.35 -32.73 

Co(II) species 0 -58.16 -59.10 

Fe(II) species  0 -58.9 -59.91 
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Table S16: Absolute an differential Gibbs free energy of PbEh-3c optimized structures of fac- and mer- isomers.  
 

 

Table S17: Comparison of the bond length and binding angles for the single crystal structure analysis and PBEh-3c geometry 
optimized fac-complexes. 

 Experimental data Computational data 

complex Ø  Fe-N [Å] Ø  Fe-C [Å]  ∢ C-Fe-N [°] Ø  Fe-N [Å] Ø  Fe-C [Å] ∢ C-Fe-N(ax) [°] 

Fe(naphpz)
3
 2.0134(12) 1.9530(17) 169.99(7) 2.019 1.952 174.5 

Fe(bppz)
3
 2.0122(7) 1.9536(7) 172.90(1) 2.018 1.952 174.8 

Fe(MeOppz)
3
 2.0129(15) 1.9512(13) 170.89(5) 2.020 1.956 174.3 

Fe(CF
3
ppz)

3
 2.0075(15) 1.9520(16) 170.46(6) 2.015 1.956 174.5 

Fe(ppz)
3
 2.0030(15) 1.9508(13) 171.54(7) 2.020 1.954 173.7 

 

Figure S55: PBEh-3c optimized lowest quartet state of fac-Fe(ppz)3. Left: Spin density plot. Right: Depicted Fe-ligand bond 
lengths. 

 

 Gibbs energy [kcal∙mol-1] 

 fac-isomer mer-isomer (fac-mer) 

Fe(naphpz)
3
 -1946262.77 -1946262.19 -0.58 

Fe(bppz)
3
 -2092187.62 -2092186.16 -1.46 

Fe(MeOppz)
3
 -1872534.07 -1872536.20 2.13 

Fe(CF
3
ppz)

3
 -2292413.78 -2292412.94 -0.84 

Fe(ppz)
3
 -1656600.74 -1656600.11 -0.63 
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Figure S56: TPSSh/def2-TZVP calculated spatial distribution of the frontier orbitals of the respective complexes. 
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Table S18: Analysis of the main acceptor and donor orbital contribution to the TD-DFT calculated vertical transitions (Fig. 5) 
of fac-Fe(ppz)3. The lettering of the transitions a-h refers to the assigned transitions in Fig. 5. Additionally, the calculated 

wavelength  and oscillator strength f is given for the selected transitions. 

Transition 

 

Main Donor Orbitals Main Acceptor Orbitals Contribution 
to the 

transition 

a 
 = 451 nm, 
f = 0.0022 

 HOMO   LUMO+8  13% 

 HOMO-1   LUMO+7  11% 

HOMO  LUMO+5  10% 

b 
 = 449 nm 
f = 0.0022 

 HOMO   LUMO+7  13% 

 HOMO-1   LUMO+8  11% 

  HOMO   LUMO+3  10% 

c 
 = 400 nm 
f = 0.0085 

 HOMO   LUMO+1  84% 

d 
 = 388 nm 
f = 0.0128 

 HOMO-1   LUMO+3  30% 

 HOMO   LUMO+2  30% 
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d’ 
 = 389 nm 
f = 0.0108 

 HOMO-2   LUMO  58% 

e 
 = 351 nm 
f = 0.0159 

 HOMO   LUMO+3  15% 

 HOMO-1   LUMO+1  12% 

HOMO-1  LUMO  10% 

f 
 = 346 nm 
f = 0.0251 

 HOMO   LUMO  68% 

g 
 = 281 nm 
f = 0.0328 

 HOMO-2   LUMO+1  26% 

 HOMO   LUMO+5  16% 

 HOMO-2   LUMO+3  7% 

h 
 = 264 nm 
f = 0.2085 

 HOMO-4   LUMO+2  10% 

HOMO-3  LUMO+1  9% 
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HOMO-4  LUMO+3  7% 

HOMO-3  LUMO+2  7% 

HOM-5   LUMO  6% 

 

 

X-ray emission spectroscopy 
 

 

Figure S57: Experimental CtC spectra of Fe(ppz)3 , Fe(bppz)3, Fe(CF3ppz)3 with different substituents. 
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Figure S58: Comparison of experimental and calculated XANES (a, b) and VtC (c,d) spectra with main character of acceptor 
(a,b) and donor (c,d) orbitals orbital components for Pyrazol (Py) and Phenyl (Ph) accountable for the peak. 

 

Single Crystal X-Ray Diffraction 
The presented X-ray single crystal data were collected on a Bruker Venture D8 three-cycle 

diffractometer equipped with a Mo Kα µ-source (λ=0.71073 Å). Monochromatization of the radiation 

was obtained using Incoatec multilayer Montel optics and a Photon III area detector was used for data 

acquisition. All crystals were kept at 120 K during measurement. 

Data processing was carried out using the Bruker APEX 4 software package: This includes SAINT for 

data integration and SADABS for a multi-scan absorption correction. Structure solution was obtained 

by direct methods and the refinement of the structures using full-matrix least squares method based 

on F2 were achieved in SHELX.3,4 All non-hydrogen-atoms were refined anisotropically and the 

hydrogen atom positions were refined at idealized positions riding on the carbon atoms with isotropic 

displacement parameters Uiso(H)=1.2 Ueq(C) resp. 1.5 Ueq(-CH3) and C-H bond lengths of 0.93-0.96 Å. 

All CH3 hydrogen atoms were allowed to rotate but not to tip. 

Crystallographic data have been deposited at the Cambridge Crystallographic Data Centre assigned 

to the deposition numbers 2191100-2191104. Copies are available free of charge via 

www.ccdc.cam.ac.uk. 
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Crystallographic data 

Tris(2-phenylpyrazolato-N,C2)iron(III) Fe(ppz)3 

CCDC number 2191100 

Empirical formula  C55 H44 Cl2 Fe2 N12 

Moiety formula C27 H21 N6 Fe 

Formula weight  1055.62 Da 

Color brown 

Shape needle 

Temperature  119(2) K 

Wavelength  0.71073 Å 

Crystal system  Orthorhombic 

Space group  P212121 

Unit cell dimensions a = 13.6656(7) Å 

 b = 15.4759(8) Å 

 c = 22.6671(11) Å 

Volume 4793.8(4) Å3 

Z 4 

Density (calculated) 1.463 mg/m3 

Absorption coefficient 0.770 mm-1 

F(000) 2176 

Crystal size 0.300 x 0.060 x 0.020 mm3 

Theta range for data collection 2.182 to 30.524° 

Index ranges -19≤h≤19, -22≤k≤22, -32≤l≤32 

Reflections collected 144195 

Independent reflections 14658 [R(int) = 0.0379] 

Completeness to theta = 25.242° 99.8 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 14658 / 0 / 641 

Goodness-of-fit on F2 1.075 

Final R indices [I>2σ(I)] R1 = 0.0270, wR2 = 0.0694 

R indices (all data) R1 = 0.0321, wR2 = 0.0737 

Absolute structure parameter 0.397(10) 

Largest diff. peak and hole 0.499 e/Å3 (0.51 Å from H223) and -0.367 e/Å3 (0.52 Å from Fe1) 

The structure was refined as an inversion twin (BASF=0.39746) 
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Tris(1-(([1,1'-biphenyl])-4-yl)phenyl)pyrazolato-N,C²)iron(III) Fe(bppz)3 

CCDC number  2191101 

Empirical formula  C46.20 H35.40 Cl2.40 Fe N6 

Moiety formula C45 H33 Fe N6 

Formula weight  815.53 Da 

Color red 

Shape prism 

Temperature  120(2) K 

Wavelength  0.71073 Å 

Crystal system  Trigonal 

Space group  R-3 

Unit cell dimensions a = 14.3819(5) Å 

 b = 14.3819(5) Å 

 c = 32.0647(16) Å 

Volume 5743.7(5) Å3 

Z 6 

Density (calculated) 1.415 mg/m3 

Absorption coefficient 0.605 mm-1 

F(000) 2528 

Crystal size 0.200 x 0.200 x 0.180 mm3 

Theta range for data collection 2.833 to 36.372° 

Index ranges -23≤h≤24, -24≤k≤23, -53≤l≤53 

Reflections collected 198137 

Independent reflections 6215 [R(int) = 0.0423] 

Completeness to theta = 25.242° 99.7 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 6215 / 0 / 157 

Goodness-of-fit on F2 1.046 

Final R indices [I>2σ(I)] R1 = 0.0332, wR2 = 0.0909 

R indices (all data) R1 = 0.0368, wR2 = 0.0940 

Largest diff. peak and hole 0.538 e/Å3 (0.65 Å from C4) and -0.355 e/Å3 (0.53 Å from Fe1) 

For refinement, two partially occupied dichloromethane molecules were treated with 

SQUEEZE from the PLATON software package.5 
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Tris(1-(4-(trifluoromethyl)phenyl)pyrazolato-N,C²)iron(III) Fe(CF3ppz)3 

CCDC number  2191102 

Empirical formula  C67 H44 F18 Fe2 N12 

Moiety formula C30 H18 F9 Fe N6 

Formula weight  1470.84 Da 

Color yellow 

Shape plate 

Temperature  120(2) K 

Wavelength  0.71073 Å 

Crystal system  Triclinic 

Space group  P-1 

Unit cell dimensions a = 13.5555(9) Å 

 b = 16.6300(10) Å 

 c = 16.8788(10) Å 

 α= 104.514(2)° 

 β= 108.952(2)° 

 γ = 109.287(2)° 

Volume 3111.8(3) Å3 

Z 2 

Density (calculated) 1.570 mg/m3 

Absorption coefficient 0.575 mm-1 

F(000) 1488 

Crystal size 0.100 x 0.100 x 0.020 mm3 

Theta range for data collection 2.339 to 32.121° 

Index ranges -20≤h≤20, -24≤k≤24, -25≤l≤25 

Reflections collected 314702 

Independent reflections 21751 [R(int) = 0.0566] 

Completeness to theta = 25.242° 99.9 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 21751 / 163 / 987 

Goodness-of-fit on F2 1.080 

Final R indices [I>2σ(I)] R1 = 0.0447, wR2 = 0.1024 

R indices (all data) R1 = 0.0694, wR2 = 0.1226 

Largest diff. peak and hole 1.147 e/Å3 (0.77 from F21D) and -0.789 e/Å3 (0.49 Å from F12I) 

The asymmetric unit of the structure contains two complex molecules. Four CF3-groups tend 

to rotate and could be refined splitted in two positions, a fifth one in three positions. Due to 

this disorder, not all splitted atom groups could be refined anisotropically. 
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Tris(1-(naphthalen-2-yl)pyrazolato-N,C²)iron(III) Fe(naphpz)3 

CCDC number  2191103 

Empirical formula  C52 H37 Fe N8 

Moiety formula C39 H27 Fe N6 

Formula weight  829.74 Da 

Color orange 

Shape plate 

Temperature  120(2) K 

Wavelength  0.71073 Å 

Crystal system  Monoclinic 

Space group  P21/n 

Unit cell dimensions a = 11.3521(10) Å 

 b = 30.655(3) Å 

 c = 12.3313(11) Å 

 β= 110.723(2)° 

Volume 4013.7(6) Å3 

Z 4 

Density (calculated) 1.373 mg/m3 

Absorption coefficient 0.425 mm-1 

F(000) 1724 

Crystal size 0.280 x 0.180 x 0.100 mm3 

Theta range for data collection 2.030 to 30.546° 

Index ranges -16≤h≤16, -43≤k≤43, -17≤l≤17 

Reflections collected 190973 

Independent reflections 12271 [R(int) = 0.0682] 

Completeness to theta = 25.242° 99.9 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 12271 / 0 / 550 

Goodness-of-fit on F2 1.131 

Final R indices [I>2σ(I)] R1 = 0.0455, wR2 = 0.1075 

R indices (all data) R1 = 0.0734, wR2 = 0.1274 

Largest diff. peak and hole 1.196 e/Å3 (0.63 Å from H405) and -0.698 e/Å3 (0.69 Å from Fe1) 
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Tris(1-(4-methoxyphenyl)pyrazolato-N,C²)iron(III) Fe(MeOppz)3 

CCDC number  2191104 

Empirical formula  C30 H27 Fe N6 O3 

Moiety formula C30 H27 Fe N6 O3 

Formula weight  575.42 Da 

Color red 

Shape block 

Temperature  120(2) K 

Wavelength  0.71073 Å 

Crystal system  Trigonal 

Space group  R-3 

Unit cell dimensions a = 19.9138(11) Å 

 b = 19.9138(11) Å 

 c = 48.704(4) Å 

Volume 16727(2) Å3 

Z 24 

Density (calculated) 1.371 mg/m3 

Absorption coefficient 0.584 mm-1 

F(000) 7176 

Crystal size 0.18 x 0.18 x 0.10 mm3 

Theta range for data collection 2.400 to 32.048° 

Index ranges -29≤h≤29, -29≤k≤29, -72≤l≤72 

Reflections collected 660843 

Independent reflections 12775 [R(int) = 0.0674] 

Completeness to theta = 25.242° 96.8 %  

Absorption correction Semi-empirical from equivalents 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 12775 / 0 / 505 

Goodness-of-fit on F2 1.143 

Final R indices [I>2σ(I)] R1 = 0.0350, wR2 = 0.0834 

R indices (all data) R1 = 0.0530, wR2 = 0.0997 

Largest diff. peak and hole 0.701 e/Å3 (2.28 Å from H13D) and -0.556 e/Å3 (0.64 Å from Fe1) 

One methoxy group of the structure is disordered over two positions and could be refined 

anisotropically. Furthermore, two water molecules are only partially occupied (SOF<0.2), 

could not be refined and were therefore treated using SQUEEZE from the PLATON software 

package.5 
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Synthesis 
All reactions under inert conditions were either performed under standard schlenk techniques using argon 

as inert gas or in an argon filled glovebox. Dry and degassed solvents were obtained by dynamic drying of 

the respective solvent over molar sieves in an MBraun SPS solvent purifying system, subsequent degassing 

by bubbling argon through it and storage over molar sieves. The solvent for the reduction was additionally 

degassed using three freeze-pump-thaw cycles. All chemicals were used without further purification. NMR 

spectra were recorded on a Bruker Ascent 700 spectrometer. Assignments were done using 2D spectra. 

Mass spectra were recorded on a Waters Synapt G2 quadrupole TOF spectrometer with Acetonitrile as 

solvent. Elemental Analysis was performed on a vario MicroCube by elementar. [Fe(ImP)2]PF6 1 was 

synthesized according to literature procedures.1 

 

[Fe(ImP)2] (1-) 

 

Scheme S1: Synthesis of 1-. 

The synthesis of 1- started with the preparation of the BPh4- salt of 1, 1 BPh4. For this, the starting compound 

(100 mg, 0.148 mmol) was dissolved in a minimal amount of methanol. NaBPh4 (101 mg, 0.296 mmol, 2 eq.) 

was added to the dark blue solution and stirred. The dark suspension was filtered, the solids were washed 

with cold methanol and then washed out of the filter using dichloromethane. After removal of the solvent 

and thoroughly drying, 1 BPh4 was obtained as a dark blue powder (109 mg, 0.128 mmol, 87 %) and used 

without further purification. 

1 BPh4 (102 mg, 0.12 mmol) was dissolved in dry and degassed THF (15 mL in total) and then transferred 

to Sodium Amalgam (1.3 %, 849 mg, 0.48 mmol, 4 eq.) under THF (3 mL) in a schlenk flask while stirring. 

The solution quickly turned green and then slowly orange. After 2h of vigorous stirring, no further change 

in color was noticeable and the solvent of the orange solution was evaporated off under vacuum. The flask 

was transferred into a glovebox for further purification. There, the solids were washed with toluene and 

filtered to obtain an orange solution. The solvent was evaporated off to obtain 3 as fine orange crystals (45 

mg, 0.085 mmol, 72 %). Crystals suitable for single crystal analysis were obtained by diffusion of pentane 

into a solution of 1- in dichloromethane, where the orange crystals could be easily separated from residues 

of 1 which formed due to deterioration of the solution. 

Note on the NMR-data: The coordinating carbon atoms were not observed in the 13C-NMR. 

1H-NMR: (700 MHz, THF-d8) δ (ppm) =7.40 (d, J = 7.3 Hz, 4H, 5-H), 7.39 (d, J = 2.0 Hz, 4H, 3-H), 6.44 (d, J = 

1.9 Hz, 4H, 2-H), 6.32 (t, J = 7.8 Hz, 2H, 6-H), 2.36 (s, 12H, 1-H). 

13C-NMR: (700 MHz, Acetonitrile-d3) δ (ppm) =154.72 (4-C), 121.96 (5-C), 121.27 (2-C), 112.35 (3-C), 98.66 

(6-C), 35.07(1-C). 
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[Fe(ImP)2](PF6)2 (1+) 

 

Scheme S2: Synthesis of 1+. 

 

In a Schlenk flask, 1 (71.5 mg, 0.106 mmol) was first degassed thoroughly under a vacuum (10-3 mbar) for 

1 h and then dissolved in dry and degassed acetonitrile (5 mL). To the blue solution, NOPF6 (20 mg, 0.114 

mmol, 1.08 eq.) was added. The solution was stirred under argon overnight, before 1 mL of methanol was 

added to quench the reaction. The solution was stirred for another 15 minutes under atmosphere. The 

volatiles were removed at the rotary evaporator. The dark solid was washed thoroughly with chloroform 

until the blue color disappeared. The purple solid was purified by diffusion of chloroform into a solution of 

1+  in acetone to yield fine purple needles (70 mg, 0.085 mmol, 81 %). Crystals suitable for single crystal X-

Ray analysis were obtained by diffusion of diethyl ether into a solution of 1+ in methanol, which were also 

used for Mössbauer spectroscopy and magnetic measurements. 

1H-NMR: (700 MHz, Acetonitrile-d3) δ (ppm) = 38.91 (12H), 26.74 (4H), 8.53 (4H), -35.56 (4H). 

ESI-MS: (m/z) [M-2PF6]2+ 265.0813 (calculated for C28H26FeN82+: 265.0809), [M-2PF6]+ 530.1635 

(calculated for C28H26FeN8+: 530.1630), [M-PF6]+ 675.1281 (calculated for C28H26F6FeN8P+: 675.1272). 

Elemental Analysis: (%) Found (calculated for C28H26F12FeN8P2): C: 40.93 (41.00) H: 3.42 (3.19) N: 13.50 

(13.66). 

Single Crystal X-Ray Analysis 
X-ray single crystal data of 1- and 1+ were recorded using a Bruker SMART CCD area-detector diffractometer 

equipped with a graphite monochromator at 120 K. The data were integrated with SAINT and afterwards a 

multi-scan absorption correction was applied using SADABS.2 Structure solution was achieved by direct 

methods in SHELXT3 and structure refinement was conducted using full-matrix least squares refinement 

based on F².3 All non-hydrogen-atoms were refined anisotropically and the hydrogen atom positions were 

refined at idealized positions riding on the carbon atoms with isotropic displacement parameters 

Uiso(H)=1.2 Ueq(C) and C-H bond lengths of 0.93-0.96 Å. In the case of 1- one dichloromethane and of 1+ one 

methanol molecule could not be modelled due to significant disorders and therefore were treated using 

SQUEEZE from the Platon software package.4,5 The crystal structure of 1 is already published in Steube et 

al.1 

The Cambridge Crystallographic Data Centre provides the presented structures free of charge via 

www.ccdc.cam.ac.uk assigned to the deposition numbers 2002774 (1), 2108627 (1-) and 2108628 (1+). 

1-: (C28H26N8Fe), Mr = 530.42 Da, orange plate, size 0.30 x 0.16 x 0.02 mm³, tetragonal space group 𝐼4 with 

Z=2, a=8.327(2) Å, b=8.327(2) Å, c=17.946(3) Å, V=1244.4(6) Å³, Dc=1.416 mg/m³, µ=0.640 mm-1, 

F(000)=552, θmax=33.721°, reflections collected: 85875, independent reflections: 2474, Rint=0.0553, 

refinement converged at R1=0.0312 [I>2σ(I)], wR2=0.0655 [all data], min./max. ΔF: -0.450 eÅ³ (0.75 Å 

from C1A) / 0.474 eÅ³ (0.75 Å from Fe1), CCDC No.: 2108627. 
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Figure S1: Molecular structure of 1-. determined by scXRD. Thermal ellipsoids are drawn at the 50 % 

probability level. Hydrogen atoms omitted for clarity. 

1+: (C28H26N8Fe)(PF6)2 [CH4O], Mr = 852.40 Da, black needle, size 0.48 x 0.18 x 0.14 mm³, trigonal space 

group P3221 with Z=3, a=b=10.869(3) Å, c=25.087(7) Å, V=2566.4(15) Å³, Dc=1.655 mg/m³, µ=0.639 mm-

1, F(000)=1296, θmax=27.110°, reflections collected: 9276, independent reflections: 3765, Rint=0.0476, 

refinement converged at R1=0.0662 [I>2σ(I)], wR2=0.1391 [all data], min./max. ΔF: -0.476 eÅ³ (1.07 Å 

from F2) / 0.623 eÅ³ (1.04 Å from C114), CCDC No.: 2108628. 

 

Figure S2: Molecular structure of 1+. determined by scXRD. Thermal ellipsoids are drawn at the 50 % 

probability level. Hydrogen atoms and counter ions omitted for clarity. 
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Mössbauer Spectroscopy 
Mössbauer spectra were recorded with a 57Co source in a Rh matrix using an alternating constant 

acceleration Wissel Mössbauer spectrometer operated in the transmission mode and equipped with a Janis 

closed-cycle helium cryostat. Isomer shifts are given relative to iron metal at ambient temperature. 

Simulation of the experimental data was performed with the Mfit program using Lorentzian line doublets: 

E. Bill, Max-Planck Institute for Chemical Energy Conversion, Mülheim/Ruhr, Germany. 

 

Magnetic Measurements 
Temperature-dependent magnetic susceptibility measurements for 1- and 1+ were carried out with a 

Quantum-Design MPMS3 SQUID magnetometer equipped with a 7 Tesla magnet in the range from 295 to 

2.0 K at a magnetic field of 0.5 T. The powdered samples were contained in a polycarbonate capsule and 

fixed in a non-magnetic sample holder. Each raw data file for the measured magnetic moment was corrected 

for the diamagnetic contribution of the sample holder and the polycarbonate capsule. The molar 

susceptibility data were corrected for the diamagnetic contribution.  

Experimental temperature dependent and VTVH (variable temperature – variable field) data for 1+ were 

simultaneously modelled by using a fitting procedure to the spin Hamiltonian for Zeeman splitting and zero-

field splitting, equation (1). 

𝐻̂ = 𝑔𝜇𝐵𝐵⃗ 𝑆 + 𝐷 [𝑆̂𝑧
2 −

1

3
𝑆(𝑆 + 1)]     (1) 

For 1-, the simulation was done for a diamagnetic S =0 spin state assuming 0.1 % impurity with S = 5/2. 

Simulations of the experimental magnetic data was performed with the julX_2s program: E. Bill, Max-Planck 

Institute for Chemical Energy Conversion, Mülheim/Ruhr, Germany. Temperature-independent 

paramagnetism (TIP) was included according to χcalc = χ + TIP (TIP = 300∙10–6 cm3mol–1). 
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Figure S3: Plot of variable temperature – variable field magnetization measurements for 1+ at 1 T (blue 

circles), 4 T (red circles) and 7 T (black circles). The corresponding solid lines represent the global fit with 

the best parameters g = 2.32 and D = +39.5 cm–1 for S = 1. 

XANES and Kβ emission data collection, processing, and analysis 
All XANES and XES spectra were collected at Beamline P64 of Petra III at DESY (Hamburg, Germany).6,7 The 

electron energy of the storage-ring was 6.0 GeV, the ring current was 100 mA. The incident energy was 

selected using the (311) reflection from a Si double-crystal monochromator using Fe foil for energy 

calibration. The samples were measured as pure powder at room temperature sealed with Kapton tape 

against air contact. XANES spectra were recorded in fluorescence mode for 60 s. To obtain reasonable data, 

12 spectra, each on a new sample spot, were collected. XES spectra were recorded off-resonant at an 

excitation energy of 7300 eV in the range of 6930 to 7120 eV with the von Hamos spectrometer of P64, 

using six Si crystals in the (440) reflection. Also 12 spectra (300 s per scan) were recorded, using a different 

sample spot for each scan. Comparing XANES spectra before and after irradiation of 300 s no radiation 

damage can be observed (no change in the spectrum). The VtC-XES spectra are super-imposed by the high-

energy slope of the Kβ1,3 emission line and were background-corrected by fitting the slope and subtracted 

it from the raw spectrum. All spectra were area normalized. Values for the peak maxima of Fe(CN)6 are 

measured in the same way as for complex row 1 in case of K1,3. For K2,5 and the pre-peak literature values 

were used.8 
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Table S1: Parameters of the linear regression between the peak maxima of Kβ1,3, Kβ2,5 and the 1s→eg pre-

peak respectively shown in Fig.4. 

Line complex row function R2 corrected R2 
Kβ1,3 1 f(x) = 1.29 x - 9129.2 1 1 

Kβ1,3 Fe(CN)6 f(x) = 1.11 x - 7859.1 - - 

Kβ2,5 1 f(x) = 0.52 x - 3670.5 0.988 0.976 

Kβ2,5 Fe(CN)6 f(x) = 0.35 x - 2537.4 - - 

Pre-peak 1 f(x) = 1.42 x - 10094.4 0.993 0.987 
Pre-peak Fe(CN)6 f(x) = 0.83 x - 5927.5 - - 

 

 
Figure S4: Experimental K1,3 spectra of the Fe(CN)63+/4+ references. 

Computational details 
Due to the quite rigid structure, the computed geometries only slightly depend on the applied computational 

protocol within the variety of tested functionals. All minima computed with (U)DFT for differently charged 

species have been checked for the absence of negative frequencies. Computation of VtC-XES and XANES 

spectra were performed with ORCA 4.2.1 quantum chemistry package9, whereas TDDFT calculations of 

absorption spectra and NBO analysis were done using Gaussian software.10,11 

VtC-XES and XANES. For the unconstrained geometry optimization the B97-3c method was used.12 For 

calculation of VtC-XES spectra, TPSS13/def2-TZVP14 has been chosen. The TPSSh13/def2-TZVP was used to 

calculate the XANES spectra. Auxiliary basis set def2/J14 and RIJCOSX approximation15 for the Hartree-Fock 

component were used. In all cases, the D3BJ dispersion correction16 and CP(PPP) basis set17 for iron were 

applied. TPPS(h) functionals were previously shown to deliver good performance for XES/XANES 

spectra.18–21 

XES spectra were plotted with ORCA Mapspc, using the uniform broadening of 2.5 eV. For the XANES 

spectra, a linearly increasing broadening to higher energies was chosen, starting from 0.6 (fwhm) at the 

prepeak.  The calculated spectra were shifted to match the prepeak (XANES) or the Kβ2,5 peak (VtC-XES) 

and were normalized to these maxima. The analysis of the individual fractions of the molecular orbitals is 

based on the Löwdin population analysis, which was extracted from the ORCA output file using MOAnalyzer 

(version 1.3).22 Using this, only orbitals with a significant fraction (>10%) were selected for fragment 

projections of the XES spectra. 

7020 7030 7040 7050 7060 7070

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

in
te

n
s
it
y
 /
 a

.u
.

energy / eV

 Fe(CN)6
4+

 Fe(CN)6
3+

A.3. SUPPORTING INFORMATION OF "ISOSTRUCTURAL SERIES OF A
CYCLOMETALATED IRON COMPLEX IN THREE OXIDATION STATES"

193



 

8 
 

For plotting the d-orbital splitting (Fig. 4), the Löwdin population analysis was performed. The energy was 

chosen from the molecular orbital with the highest contribution of a certain d-orbital around the HOMO-

LUMO gap, whereas for open shell systems α and β orbitals are averaged. The Kohn-Sham orbitals were 

visualized with IboView (vers. 20150427).23 

 

 

Figure S5: Comparison of experimental and calculated XANES spectra of 1-,1 and 1+. Single transitions are 

potted as sticks, whereas the acceptor orbital of the main peaks (a,b,c) are analyzed in Table S2 

Table S2: Calculated fractions of the individual atomic contributions of the acceptor orbitals (XANES) of the 

most intense transitions. Indication of the orbital fractions in %. 

 Peak acceptor 
orbital 

C H N Fe 

s p s p s p p d 

1- (Fe2+) a 152 10 17 28 3 0 0 1 28 
 b 160 6 27 42 5 0 1 8 0 
 c 186 15 26 17 4 0 5 0 0 
  191 0 59 3 3 0 3 0 1 

1 (Fe3+) a 137 β 0 17 0 0 0 15 0 50 
 b 142 α 10 20 1 0 1 2 0 50 
  142 β 9 20 1 0 1 3 0 50 
 c 186 α 9 42 12 2 1 4 1 0 
  186 β 10 43 13 2 1 4 1 0 

1+ (Fe4+) a 136 β 0 19 0 0 0 4 1 61 
  137 β 0 18 0 0 0 4 1 62 
 b 140 β 5 38 0 0 0 6 0 29 
  142 β 6 32 1 0 0 5 0 36 
 c 159 α 5 25 40 6 2 1 1 0 
  159 β 6 24 43 7 2 1 1 0 
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Figure S6: Calculated spatial contribution of the acceptor orbitals (XANES, Table S2) of the transitions of 

the prepeaks (a,b). 
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Figure S7: Experimental and calculated VtC spectra of 1-,1 and 1+ including the analysis of the peak 

contributions (threshold 10%, rounded on 5%). 
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Table S3: Calculated fractions of the individual atomic contributions of donor orbitals (VtC) of the most 

intense transitions. Indication of the orbital fractions in %. 

 signal 
/ eV 

donor orbital C H N Fe 

s p s p s p p d 

1- (Fe2+) 7095 59 39 12 11 0 0 26 1 0 
  60 39 13 11 2 0 25 1 0 
  63 37 26 10 2 2 10 3 0 
 7099 72 17 44 11 2 3 16 1 0 
  75 12 46 13 2 2 19 1 0 
  76 12 45 13 2 2 19 1 0 
 7103 84 3 51 27 0 1 6 1 0 
  91 6 40 20 0 0 20 1 0 
 7106 123 (a) 8 52 1 0 1 11 12 1 
  124 (b) 8 52 1 0 1 12 12 1 
 7109 134 (c) 5 56 1 0 1 3 12 4 

1 (Fe3+) 7096 59 β 39 11 10 1 0 27 1 0 
  60 β 39 11 10 2 0 27 1 0 
  63 β 38 25 11 2 2 10 1 0 
 7100 72 β 17 43 11 1 4 16 1 0 
  75 β 13 46 12 2 2 18 2 0 
  76 β 13 46 12 2 2 18 2 0 
 7103 81 β 8 52 19 0 1 9 0 0 
  82 α 8 53 19 0 1 9 0 0 
  91 α 6 38 20 0 0 21 1 0 
 7107 121 α (a) 8 52 1 0 0 12 13 2 
  121 β (b) 8 52 1 0 0 11 13 1 
  122 α (c) 7 57 1 1 0 8 11 1 
  122 β (d) 8 58 0 1 0 8 11 1 
 7109 131 β (e) 4 60 1 1 0 3 10 2 
  134 α (f) 3 60 1 1 0 5 8 3 

1+ (Fe4+) 7097 59 β 40 13 9 2 0 26 1 0 
  60 β 40 12 9 2 0 26 1 0 
  63 β 34 23 14 3 3 12 1 0 
 7102 71 β 16 43 12 2 3 17 1 0 
  75 β 13 46 11 2 2 17 1 0 
  76 β 13 46 11 2 3 17 1 0 
 7104 81 α 8 52 19 2 1 9 0 0 
  82 α 8 52 19 2 1 10 0 0 
  89 β 8 37 20 1 0 19 1 0 
 7108 123 α (a) 5 37 2 0 0 7 8 24 
  122 β (b) 8 52 1 0 1 9 13 4 
  123 β (c) 9 53 1 0 1 8 13 4 
 7110 129 α (d) 4 58 2 0 1 3 12 3 
  129 β (e) 4 58 2 0 0 2 12 4 
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Figure S8: Spatial contribution of the donor orbitals (VtC, Table S3) of most intense transitions (a-f) marked 

in the spectrum Figure S7. 
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Figure S9: Ligand/ligand torsion angle of the gas phase geometry optimized molecular structures of 1 - 

(89.56°), 1 (86.21°) and 1+ (87.99°). 

 
NBO, localized orbitals, and bond order analyses. Analysis of the bonding structure and charge 

distribution in the three complexes was performed using natural bond orbitals (NBO)24,25 version 3.1 as 

implemented in Gaussian 16.10,26 The geometries of the complexes were optimized with the TPSSh 

functional and def2-TZVP basis set, and the NBO analysis was performed on the optimized geometries with 

the same functional and basis set. Table S4 lists the important geometric parameters in the three complexes. 

 

Table S4: Geometric parameters of the optimized geometries of the three complexes. The numbers between 

brackets indicate the range of the obtained values (maximum minus minimum). Values reported without a 

range have a span of less than 1 ppm. 

 1- 1 1+ 
Fe-CCM  1.932 1.943 1.953 (0.054) 
Fe-CNHC  1.970 2.013 2.062 (0.006) 
Bite angle 155.2 155.4 156.6 (4.3) 

 
Characterization of the oxidation state by projection of the wave function.27  

 
Figure S10: Schematic depiction of the negative feedback charge self-regulation.28 

 
For a free ion the assignment of the oxidation state is trivial, and the occupation numbers of the orbitals are 

either 1 or 0. Here, we take the free Fe atom, with its 5 d-orbitals (𝜙𝑚), as a reference to facilitate the 

identification of the oxidation states of the complexes. We now construct a 5 x 5 occupation matrix (𝑛𝑚,𝑚′
𝜎 ), 
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obtained by projecting the occupied Kohn-Sham orbitals of the complex (𝜓𝑖
𝜎) onto the atomic d-orbitals of 

the reference free atom, where the label 𝜎 accounts for spin in spin-polarized (open shell) cases: 

𝑛𝑚,𝑚′
𝜎 = ∑⟨𝜓𝑖

𝜎|

𝑖

𝜙𝑚′⟩⟨𝜙𝑚|𝜓𝑖
𝜎⟩ 

The 5 occupation numbers of the d-orbitals in the complex are then obtained as the eigenvalues of the 

occupation matrix. This procedure is obviously not sensitive to the choice of the basis set, unlike many of 

the population analysis methods. As long as the overlap of the d-orbitals with the ligand orbitals is not very 

strong, only those d-orbitals that would be initially occupied in our reference free ion remain fully occupied 

(n≈1), all other d-orbital occupations are due to ligand donation to previously empty d-orbitals and are 

expected to be very low (n≈0). Thus, like in the case of a free atom, only the fully occupied d-orbitals are 

relevant for determining the oxidation state of the TM in the complex. The oxidation state can be found by 

simply counting the fully occupied d-orbitals.  

 
NBO analysis results. NBO methods represent chemical structures in a manner that is usually very close 

to Lewis structures and thus amenable to intuitive chemical reasoning.25,29,30 Natural bond orbitals are high-

occupancy (n≈2) orbitals localized on one center (lone pairs) or two centers (chemical bonds) in the 

molecule, in a manner that is very similar to Lewis dot-diagrams. The basic idea is to construct a set of 

orthogonal natural atomic orbitals NAOs (unlike the atomic orbital basis functions, which are generally not 

orthogonal). The occupancy of these NAOs is the basis of natural population analysis and natural atomic 

charges. After constructing the NAOs, a search is performed over all possible bonding patterns for these 

high-occupancy Lewis-type orbitals, leading to the optimal natural Lewis structure pattern and associated 

natural bond orbitals (NBOs) that optimally describe the total electron density ρ l. The error of the natural 

Lewis structure description is quantified by the occupancy (ρnl) of residual non-Lewis orbitals, which 

complement the dominant contribution of Lewis orbitals. The higher this error, the less “perfect” is the 

description of the molecule in terms of a single Lewis structure, for example due to the molecule have other 

important resonance structures that need to be accounted for. 

Natural electron configuration. 

Table S5: Natural electron configuration. 

 Natural electron configuration 

1-  [core] 4S0.33 3d7.78 4p1.29 

1 

 Total  [core] 4S0.35 3d7.32 4p1.27 

 Spin up  [core] 4S0.18 3d4.14 4p0.64  

Spin down [core] 4S0.17 3d3.18 4p0.63 

1+ 

 Total  [core] 4S0.37 3d6.96 4p1.26 

 Spin up  [core] 4S0.19 3d4.35 4p0.65 

Spin down [core] 4S0.18 3d2.60 4p0.62 

 
Contribution of non-Lewis energy. For a simple covalently-bonded molecule, the occupied NBOs often 

account for more than 99.9% of the total energy of the molecule. As observable in Table S6, 1 and 1+ have a 

Lewis energy around 96%, due to extensive donor-acceptor interactions between bonding and antibonding 

NBOs and back-donation from the ligand to the metal. 
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Table S6: The percentage contribution of Lewis energy to the total energy of each complex. 

Molecule  %E (Lewis) 
1- 99.320 % 
1 96.284 % 
1+ 96.167 % 

 

Contribution of the Fe atom to the six hybrid metal-ligand bonding orbitals. 

Table S7: The percentage contribution of the iron to the metal-ligand bonding orbitals. 

Complex 
Fe-CCM Fe-CNHC 

Fe % Ligand C % Fe % Ligand C % 

1+  

23% 
4s(30%) 
4p(3%) 
3d(67%) 

77% 
 2s(38%) 
2p(62%) 

24% 
 4s(38%) 
4p(2%) 
3d(58%) 

76% 
 2s(54%) 
2p(46%) 

1 

Spin up 
35.0% 
4s(33%) 
3d(67%) 

65.0% 
2s(32%) 
2p(68%) 

31% 
4s(33%) 
 3d(67%) 

69% 
2s(46%) 
2p(54%) 

Spin down 
31% 
 4s(33%)  
3d(67%) 

69% 
2s(38%) 
2p(62%) 

28% 
4s(33%) 
3d(67%) 

72% 
2s(45%) 
2p(55%) 

1- 

Spin up 

40% 
4s(34%) 
 3d(66%) 

60% 
2s(28%) 
2p(72%) 
 

32% 
4s(33%) 
 3d(67%) 

68% 
2s(39%) 
2p(61%) 

Spin down 
33% 
 4s(28%)  
3d(72%) 

67% 
2s(30%) 
2p(70%) 

32.19% 
 4s(31%)  
3d(69%) 

67.81% 
2s(42%) 
2p(58%) 

 

Localized orbital bonding analysis (LOBA):31 

The LOBA method is a population analysis projected on localized molecular orbitals (LMOs). One defines a 

threshold value, typically ~50%. The oxidation state of an atom is then simply calculated from the number 

of electrons sufficiently localized on that atom, i.e. above the given threshold. 

The results of the analysis are presented in the following table: 

Table S8: Results from the LOBA-method. 

Complex LOBA Oxidation state* 

1- 2 

1 6 

1+ 7 

*Based on a threshold of 60%.  

 

LOBA correctly gives the oxidation state of Fe in 1-, and the value is stable over a wide range of threshold 

values. However the method drastically overestimates the oxidation state in the 1 and 1+ complexes. No 

common value for the threshold was found that would simultaneously yield the correct oxidation state for 

all the three complexes. For 1+ an oxidation state of 4 could be obtained, but only for a threshold < 40%, 

while for 1, a threshold between 42%-48% is required to give an oxidation state of 3. 
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Bond order analysis 

For the six bonds between the Fe and its nearest neighbors, the bond orders were computed using the 

Mulliken32 and the Mayer33 methods. The results are presented in the following table. All values are 

averages over all the equivalent bonds. 

Table S9: Results from bond order analysis. 

Method Bond 1- 1 1+ 

Mulliken 
Fe-CCM 1.22 -0.37 -0.55 

Fe-CNHC -4.70 0.24 0.16 

Mayer 
Fe-CCM 0.29 0.44 0.57 

Fe-CNHC 0.49 0.68 0.65 

 

No correlation was found between the oxidation state and the bond orders. As is well known, the Mulliken 

method does not give bond orders strictly in the range between 0 and 2. Here negative bond orders have 

no physical meaning and should be interpreted as essentially a bond order of zero. 

 
Figure S11: Percentage contribution of the Fe d-orbitals in different complexes to hybrid metal-ligand 

orbitals. Left: the two Fe-CCM bonds, right: the four Fe-CNHC bonds. 

 
TDDFT absorption spectra. As reliable description of long-range MLCT and LMCT transitions represents 

a challenge for conventional DFT,34,35 the non-empirical system-dependent tuning of functional was applied 

to recover the fundamental properties of exchange-correlation functional and to improve the description of 

these states. The two-parameter optimal tuning of LC-BLYP was done via the ΔSCF method,36–38 the details 
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of the present setup can be found in the previous studies.1,39 The range separation parameters α=0.0 and 

ω=0.15 Bohr-1 were taken for all charged species.  

Absorption spectra were computed with the linear-response time-dependent density functional theory 

(TDDFT) using the optimally-tuned LC-BLYP functional with the solvent effects (acetonitrile) modeled by 

the polarizable continuum model (PCM)40. The 6-31G(d) basis set was used for tuning procedure, while a 

larger basis set (def2-TZVP on iron and 6-311G(d,p) on other atoms) was employed for calculations of 

absorption spectra. The broadening of resulting stick spectra was done with Gaussians of FWHM 0.20 eV. 

Excited state analysis was done using the TheoDORE package,41 which enables automatic quantitative 

wavefunction analysis and localization of excitations at predefined molecular moieties. Pre- and post-

processing of data was done with homemade programs. 

UV-Vis spectroscopy 
UV-Vis spectra were recorded at around 10-5 M (1+) and around 10-4 M (1-) on a PerkinElmer Lambda 465 

single-beam spectrophotometer. Acetonitrile used for 3 was of HPLC quality from fisher, which was passed 

over activated neutral alumina and subsequently degassed using three freeze-pump-thaw cycles.  The 

acetonitrile used for 1+ was of spectroscopic quality from VWR. 

 

Transient Absorption Spectroscopy 
Transient absorption measurements were realized using a titanium sapphire laser system (CPA-2001, Clark 

MXR for 1+ or Spitfire® ACE™ PA, Spectra-Physics® for 1-) with a fundamental wavelength of 800 nm and 

a repetition rate of 1 kHz. For complex 1+ a noncollinear parametric amplifier (NOPA) was applied to obtain 

the excitation wavelength of 490 nm. The dispersion of the NOPA pulses was minimized by a compressor 

based on fused silica prisms. The excitation wavelength of 400 nm for complex 1- was reached by frequency 

doubling the fundamental wavelength with a BBO-crystal. For probing, a white light continuum was 

generated with a CaF2-crystal. To avoid effects caused by orientational relaxation, the polarizations of the 

pump and probe pulses were set to magic angle with respect to each other. Pump and probe beam were 

focused onto the sample to overlapping spots with diameters of 530 µm and 120 µm, respectively. Behind 

the sample, the white light continuum was dispersed by a prism and the changes in the sample were 

spectrally resolved recorded by an array detector. The compounds were dissolved in MeCN under argon 

and the sample solution was filled into a fused silica cuvette with a thickness of 1 mm. For complex 1- a 

glovebox was used to transfer the complex into the cuvette. 
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Spectra 

 

Figure S12: 1H-NMR Spectrum of 1- in THF-d8 

 

Figure S13: 13C-NMR Spectrum of 1- in THF-d8 
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Figure S14: 1H-NMR Spectrum of 1+ in MeCN-d3.  

 

Figure S15: ESI-MS spectrum of 1+.  
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Table S1: Analysis of atomic contribution to selected acceptor orbitals of TD-DFT calculated XANES transitions and donor orbitals of DFT 
calculated VtC-transitions. Ha is the Cu bound Hydride, Hb refers to the C bound H. In case of Cu-I where no H is present, column is replaced by 
I p-orbital contribution. (Grey marked: High Hydride contribution) 

Compound Transition no. / 
Energy (eV) 

Acceptor orbital / % 

No.  

(donor) 
Cu p Has 

(I p) 
Hb s P p P d Cp 

Cu6H6 01/ 8982.8  504 18.5 0 0 3.4 8.9 40.6 

 38/ 8984.7  541 16.5 2.9 16.3 6.6 8.0 14.6 

 39/ 8984.9 542 18.0 2.4 13.8 7.4 10.9 16.1 

Cu3H 01/ 3983.2 389(0) 22.8 0 2.1 7.2 15.3 27.9 

 63/ 8984.7 411(0) 6.6 0 1.2 1.1 2.6 55.8 

 68/ 8984.7 414(2) 9.4 0.1 2.0 9.0 13.5 33.9 

 71/ 8984.8 415(1) 6.0 0.5 4.4 13.1 17.3 25.2 

Cu-I 01/ 8983.1 124 29.4 2.8 6.0 9.8 18.8 11.6 

 02/ 8984.1 125 1.5 1.1 40.8 7.7 9.2 10.8 

Compound Transition no. / 
Energy (eV) 

Donor orbital / % 

No. 

(acc.) 

Cu p 
 

Cu d Has  
(I p) 

Hb s P s P p Cs Cp 

Cu6H6 193/ 8961.9 193 0.5 0 0 6.9 2.3 0.8 67.5 13.9 

 210/ 8964.3 210 0.8 0 0 5.8 7.7 0.9 43.4 31.7 

 246/8967.5 246 0.8 0 0 1.2 13.9 0.2 20.1 48.4 

 282/ 8969.9 282 0.3 0 0 16.4 5.5 0 10.5 57.8 

 300/ 8971.5 300 0.1 0 0 26.3 4.5 0.3 7.5 45.7 

 362/ 8973.8 362 4.5 0.2 5.9 14.7 0 5.9 0 47.9 

 398/8975.2 398 15.6 10.3 21.3 5.6 0.1 2.4 0 25.3 

 429/ 8976.2 429 8.6 24.3 17.5 4.8 0 6.9 0 24.3 

 432/ 8976.5 432 5.8 22.1 5.7 1.3 1.1 21.3 0.1 27.7 

 480/ 8978.5 480 11.3 54.1 0.7 0 0.8 21.3 0 25.6 

 499/ 8979.9 499 19.4 56.1  0.2 0.2 1.8 0 1.1 

 502/8980.3 502 13.7 56.0 7.8 0 1.5 7.6 0 2.7 

Cu3H 482/ 8964.2 162(b) 2.6 0 0 17.9 6.7 3.4 49.5 10.4 

 489/ 8964.7 164(a) 2.6 0 0 10.7 13.4 4.0 39.2 21.6 

 575/ 8968.3 194(c) 1.1 0 0 7.7 16.7 0.4 18.8 45.5 

 657/ 8970.6 220(a) 0.5 0 0 14.8 6.9 0.3 11.9 56.1 

 667/ 8970.9 224(c) 1.4 0 0 20.4 7.6 1.7 8.5 50.8 

 694/ 8972.0 232(a) 0.9 0 0 24.3 3.0 5.2 2.8 51.9 

 829-831/ 8974.3 278 

(a,b,c) 
4.4 3.5 8.0 18.3 0.6 2.4 0 46.9 

 841-843/ 8974.4 282 

(a,b,c) 
4.1 7.1 12.5 16.3 0.0 2.8 0.3 39.9 

 1036/ 8977.3 347(c) 2.7 45.7 0 5.0 1.1. 19.2 0 14.5 

 1040/ 8977.3 348(b) 3.0 43.4 0 5.3 1.1 19.1 0.1 15.7 

 1148/ 8979.4 384(b) 15.0 37.9 0 2.5 2.1 18.9 0.9 9.6 

 1152/ 8979.5 385(a) 13.1 40.2 0 1.3 2.0 16.8 0.6 14.3 

 1160/ 8980.1 388(b) 5.9 48.2 0 0.6 4.6 21.9 0 7.4 

Cu-I 50/8963.4 50 1.9 0 0 17.0 5.1 1.7 54.9 13.7 

 66/8969.5 66 9.3 0.8 83 (Is) 0.5 0.1 0.3 0.5 0.5 

 70/8971.7 70 1.4 0.3 0 20.5 5.4 0.8 11.8 52.1 

 79/8973.4 79 0.6 0.1 0 22.8 0.2 3.2 0.4 65.0 

 114/8977.7 114 3.6 43.4 0.3 3.3 1.0 24.4 0 13.7 

 116/8978.3 116 3.1 52.1 35.1 0.3 0.2 2.9 0 2.0 

 120/8979.4 120 9.3 20.0 52.8 1.2 0.6 7.5 0.3 3.5 

 121/8979.8 121 9.3 36.8 38.4 0.9 0.4 4.0 0.5 2.8 

Cu-H 104/8977.2 104 3.6 26.8 0 2.3 1.1 23.8 0 14.2 

 106/8977.8 106 7.1 57.6 22.5 0.4 0.3 5.5 0 3.0 
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Figure S3: TD-DFT calculated XANES transitions (sticks) and resulting broadened spectrum of Cu3. The analysis of the atomic orbital 

contribution is given for transitions at 8981 eV and 8983 eV. 

Figure S1: Experimental CtC spectra of CuI species Cu6H6, Cu3H and Cu-I in comparison to CuII references CuCl2 and CuO. 

Figure S2: TD-DFT calculated XANES spectra of different Cu centers in Cu3H in comparison to all Cu centers combined in one calculation (left) 

and the respective spectra with individual analyzed transitions (right). 
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