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SUMMARY OF THE DISSERTATION:

The crucial problem of testing as a validation technique is that it usu-
ally shows the presence of faults but not their absence. In 1975, Good-
enough and Gerhart (GG) showed that adequately structured tests
could demonstrate the absence of errors in a program. The phrase
properly entails precisely defined criteria for selecting test cases. How-
ever, GG focus on the implementation (source code) of a program
rather than its specification as a model, thus considerably limiting
the scope of their approach to program codes only.

The present approach proposes to extend GG’s concept to model-
based analysis and testing sequential systems in toto (hardware and
software), based on their formal specification, using the concepts of
holistic testing and mutation testing, enriched with knowledge and
results from the theory of finite state machines and regular expres-
sions. Holistic testing, in this context, comprises positive testing to
show that the system under test functions the way the user desires
and negative testing to show that the system under test does not do
anything the user would not desire.

On the other hand, mutation testing can be used to modify the
system under test to generate its faulty versions to model undesirable
situations to be checked against the corresponding implementation
when the mutant system under test fails. Thus, the proposed model-
based ideal testing (MBIT) enables us to show both the presence and
the absence of the faults in the scope of the specification of the system
under test.

The approach is limited to sequential systems because of the theo-
retical features of the techniques used. These techniques are demon-
strated and evaluated analytically and experimentally in various case
studies: traffic light controllers, graphical user interfaces, and sequen-
tial circuits. The results will be critically discussed concerning the
advantages and shortcomings of the proposed approach.



ZUSAMMENFASSUNG DER DISSERTATION:

Das entscheidende Problem des Testens als Validierungstechnik be-
steht darin, dass es normalerweise das Vorhandensein von Fehlern
zeigt, aber nicht deren Abwesenheit. 1975 zeigten Goodenough und
Gerhart (GG), dass angemessen strukturierte Tests die Fehlerfreiheit
eines Programms nachweisen konnen. Ihr Ansatz beinhaltet prazise
Kriterien fiir die Auswahl von Testfdllen. GG konzentrieren sich je-
doch eher auf die Implementierung (Quellcode) eines Programms
als auf seine Spezifikation als Modell, wodurch der Umfang ihres
Ansatzes erheblich auf Programmcodes beschrankt wird.

Der vorliegende Ansatz schldagt vor, das Konzept von GG auf die
modellbasierte Analyse und das Testen sequentieller Systeme in toto
(Hardware und Software) zu erweitern, basierend auf ihrer formalen
Spezifikation, unter Verwendung der Konzepte des ganzheitlichen
Testens und des Mutationstests, angereichert mit Erkenntnissen und
Ergebnissen aus der Theorie der endlichen Automaten und reguldren
Ausdriicke.

Ganzheitliches Testen umfasst in diesem Zusammenhang positives
Testen, um zu zeigen, dass das getestete System so funktioniert, wie
es der Benutzer wiinscht, und negatives Testen, um zu zeigen, das
getestete System nichts tut, was der Benutzer nicht wiinscht.

Techniken von Mutationstests werden verwendet, um den das ge-
testete System so zu modifizieren, dass seine fehlerhaften Versionen
generiert werden, um unerwiinschte Situationen zu modellieren. So-
mit ermoglicht uns das vorgeschlagene modellbasierte ideale Testen
(MBIT), sowohl das Vorhandensein als auch das Abwesenheit der
Fehler im Rahmen der Spezifikation des getesteten Systems zu zeigen.

Der Ansatz ist aufgrund der theoretischen Merkmale der verwen-
deten Techniken auf sequentielle Systeme beschréankt und wurde an-
hand verschiedener Fallstudien analytisch und experimentell demon-
striert und bewertet: Verkehrsampel, grafische Benutzerschnittstellen
und sequentielle Schaltkreise. Ihre Ergebnisse werden hinsichtlich der
Vor- und Nachteile des vorgeschlagenen Ansatzes kritisch diskutiert.

Vi
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FOUNDATIONS AND RELATED WORK






CHAPTER 1

INTRODUCTION

In 1970, Dijkstra stated that program testing could be used to show
the presence of bugs, but not to show their absence [1]. To find all
program bugs, an exhaustive test of all possible test cases/scenarios
is required, which is very costly (computationally and memory-wise)
and sometimes even not feasible. However, in 1975, Goodenough and
Gerhart proved a fundamental theorem showing that properly struc-
tured tests can demonstrate the presence and absence of faults in a
program [2]. This theorem focuses on satisfying two testing require-
ments, namely the reliability requirement that implies consistency of
the test results produced, while the second, validity requirement, im-
plies competence of the test results. According to this theorem, a test
method holding these requirements is called ideal test that enables to
show presence and absence of faults.

Furthermore, Goodenough and Gerhart indicate that exhaustive
testing with termination criterion could satisfy reliability and validity
requirements [2]. The main difficulties preventing the application of
the ideal test can be 1) selecting the entire domain in exhaustive test-
ing and 2) independence of the goodness of a test set from individual
programs [3]. However, Chow [4] recommended using specifications
rather than program codes to achieve the ideal test because finding a
test data selection strategy that is both valid and reliable is not solv-
able in general [2, 5] for any program. Therefore, these difficulties
can be handled using a higher-level of abstraction, such as system
specification or model, instead of the actual program.

A clear and comprehensive definition of the sequential system (SE)
is not given in the literature. This concept has different meanings ac-
cording to its application areas (for example, circuit theory [6]). The
sequential systems discussed in the thesis are similar to the sequential
circuit definition given in circuit theory [6]. However, this definition
may cause the scope of this concept to be restricted to circuits. There-
fore, to give a clear definition, the sequential system defined in this
thesis is a deterministic system that can be represented by a finite
state machine. In addition, in this system, which consists of consec-
utive events, an event can affect the results of the event that follows
it, and a transition can be made from one event to more than one
event. To this end, behavioral-level hardware description language
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(HDL) and graphical user interface (GUI) programs are considered
sequential systems within the scope of this thesis.

Nowadays, the Hardware Description Language (HDL) is one of
the widely used methods for designing digital hardware systems
(such as embedded systems). HDL design paves the way for specify-
ing the hardware using a software program. Therefore, it is possible
to utilize software-testing techniques such as the ideal test on HDL
designs.

In this thesis, an approach is proposed for validating both the pres-
ence and the absence of a set of faults in the model of a hardware
design, that is, the specification of the HDL program, using the well-
known software testing methods Holistic testing [7, 8] and Mutation
testing [9—11].

The proposed approach introduces the necessary steps to apply
the ideal testing for the (pre-silicon) validation of the HDL programs
and addresses the following common fault types in HDL [12, 13]:
single output bit stuck-at o/1, case bit stuck-at 0/1, condition stuck-
at True/False, their combinations. However, the approach does not
address conventional gate-level faults such as stuck-at and bridging.

The current approach differs from the manufacturing testing (for
example, Automatic Test Pattern Generation (ATPG)) that targets these
manufacturing faults. The similarity between the names of the fault
models may lead to misunderstanding. The single output bit stuck-at
o/1 for pre-silicon validation refers to the output bit(s) at the behav-
ioral level HDL either stuck at o or 1. The stuck-at-fault model for
manufacturing testing refers to a functional fault on a Boolean Logic
and the corresponding logic that becomes stuck-at either 1 or o.

Graphical User Interface (GUI) testing is an evaluation process for
the correctness of the GUI that is considered a sequential system in
this thesis. GUI testing is a very significant section of software engi-
neering and a crucial part of the software development life cycle. It
must be a section of the development process from the beginning of
application development. In general, the correctness and usability of
software applications are essential and may constitute a significant
reason to choose one software over another. To attract users, software
developers must consider the user experience and GUI of their appli-
cations and their correctness. Flaws or faults in GUIs will result in
dissatisfaction among the customers. Because of this, catching flaws
and hidden faults in an application GUI is critical before deploying
the software.

GUI testing is a process of testing the visual elements and their
design to limit the probable problems. Component type, size, color,
and font are just a few examples of those elements that one can test in
an application. More importantly, the business logic of an application
can be tested with GUI testing via automation. GUI testing can detect
faults in an application with the help of automation tools. Manual
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GUI testing is a prolonged and costly process. With test automation,
a significant reduction in test time and cost could be achieved.

As with other software testing methods, GUI testing approaches
have been suggested to indicate the presence of an fault. However,
functional faults are mostly caused by GUI components.

Definition 1.1. Functional fault is an event-based fault in which the system
achieves the final event without providing the expected output.

An example of the functional fault category is called the "Action"
fault in the literature [14], which is frequently encountered in these
components and can be given when a GUI user presses a button and
there is no action or a faulty action. When the user presses a save
button for saving reservations in a hotel management system, but the
button does not respond as expected and does not save the reserva-
tions, that defines no action. Instead of detecting the presence of such
faults, showing their absence will make it easier for the tester and
prevent the GUI user from experiencing such a fault. This thesis sug-
gests a method that shows both the presence and absence of the fault
in this respect (see details on Chapter 7.2 on page 77, paragraph 4).

Along with introducing a toolchain for automated GUI testing, this
thesis introduces a methodology for GUI testing by addressing func-
tional faults. It uses Holistic Testing (HT) [7, 8] and Mutation Testing
(MT) [9, 10] to achieve ideal testing of the specification (model) of a
GUI instead of its program code.

The proposed approach is called Model-based Ideal Testing (MBIT).
This methodology is rather general and can be adapted to other ap-
plication domains. In this thesis, other approaches are proposed on
applying MBIT to the validation of hardware design and GUI testing
as they are considered sequential systems. The thesis adopted the HT
because it is an integrated and complementary view that uses neg-
ative testing (NT) aside from positive testing (PT). The HT acquires
the legal (expected) test inputs using the fault-free model, which is
applied to the GUI under test for the PT.

In positive testing, the system is validated against legal (correct,
regular) inputs that are expected data generated from the original
(supposedly fault-free) model, which is the conventional way of test-
ing. In negative testing, the system is validated against illegal (faulty,
irregular) inputs that are unexpected data generated from a faulty
(mutant) model.

Conventionally, the HT offers an integrated perspective as a joint
test of expected and unexpected functions. For example, for a hotel
reservation system, it is a function that the user is expected to be able
to reverse a hotel room using the system by providing requested in-
formation successfully. An unexpected function on a hotel reservation
website could be a feature that randomly changes the selected dates
for a reservation without notifying the user. The HT integrates this
bi-directional perspective into its test methods. The present method
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applies the necessary steps for HT to a model-based testing approach.
It uses different and specific models that contain expected and unex-
pected functions. While the conventional HT uses models that use ex-
pected functions to test unexpected functions in certain studies, this
thesis uses a separate model for each unexpected function. In this
way, it is possible to obtain test suites specific to each unexpected
function. While advocating testing all certain unexpected functions
with a single set of tests, this thesis argues that different sets of tests
are required for each different function.

Mutation testing, a well-known method for test evaluation [11, 15],
is a fault-oriented validation method which uses mutants obtained
by injecting faults using mutation operators into the system and/or
its model. Tests can then detect (kill) mutants, and the effectiveness
of a given test set can be determined by the mutation score, that is,
the percentage of the killed mutants [16]. Mutation testing has been
extended to the model level, leading to model-based mutation testing
[8, 17, 18].

This thesis employs the code-based mutation test (CBMT) for as-
sessment and the model-based mutation test (MBMT) to produce
model-based mutants. In contrast to traditional MBMT, mutant mod-
els are used in this thesis for test generation. Furthermore, conven-
tional CBMT methods produce mutants at random using suitable mu-
tation operators. There are a lot of duplicate mutations that have little
to do with real faults. Furthermore, certain mutations may be iden-
tical to the system being tested. One of the most difficult aspects of
mutation testing involves excluding equivalent mutations. Although
related scenarios arise in MBMT methods, randomly generated mu-
tant models in MBMT also lead to non-determinism. As a result,
defining analogous and non-deterministic mutant models in MBMT
is a difficult task. This thesis takes a more comprehensive and novel
approach to the problems that exist in CBMT and MBMT by using
model-based mutants and code-based mutants that are unique to the
system’s faults.

Fault, error, and failure terms can cause misunderstandings. A fault
is simply a static change in the system under test, an error is an
incorrect internal state caused by some fault, and failure is an external
incorrect behavior of the system [19—21]. This thesis generally uses the
term fault as a root event and sometimes uses errors caused by these
faults.

This thesis focuses on the following research questions (HDL-RQs)
for behavioral level HDL programs:

HDL-RQ 1. Is it possible to apply the code-based ideal testing ap-
proach (proposed by Goodenough and Gerhart [2]) to model-based
testing and exemplary to HDL programs that will be viewed as hard-
ware specifications?
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e HDL-RQ 1.1 What kinds of HDL systems can be addressed?
Sequential, combinational, cyber-physical systems, embedded
systems? What are the borders?

e HDL-RQ 1.2 What kinds of HDL faults can be targeted?

¢ HDL-RQ 1.3 What are the outcomes of applying the ideal test-
ing?

HDL-RQ 2. What are the costs of applying ideal testing in terms of
time and size of test suites (a set of test sequences), and is this ap-
proach scalable?

e HDL-RQ 2.1 How does this cost affect the scalability of applying
ideal testing?

e HDL-RQ 2.2 What are the complexities of the algorithms used?

A final discussion of these research questions is included in Section
7.4.1.3, also indicating to what extent they have satisfactorily been
answered.

This thesis provides the following contributions, considering the
current state of the literature for MBIT of behavioral level HDL pro-
grams:

1. Unlike conventional usages of the HT and MT, they are adapted
to achieve a novel validation approach proposed to target the
HDL faults at the behavioral HDL design.

e The HT is adapted to provide different test suites for each
different HDL fault.

® The MT is tailored by acquiring mutants for test genera-
tion.

* A methodology is provided to test the presence and ab-
sence of real faults in the HDL designs.

2. This thesis showed formally that the proposed approach satis-
fies the requirements of the ideal testing.

3. An experimental evaluation for the current methodology is pro-
vided.

® Three HDL case studies are experimented on to evaluate
the methodology.

* Five different test generation approaches and tools are adapted
and used in the experimental study.
4. Tool support is created and made available.

* The MBIT is partially automated for HDL validation.
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¢ The toolchain including examples and details are provided
in a bundle .

The proposed method is far more general than only considering
the validation of the HDL program to show both the presence and
absence of HDL faults. The MBIT proposed by this work can be eas-
ily adaptable and applicable to any software and systems domain
that employs model-based testing. This generality of the MBIT comes
from the methods (the HT and MT) adapted to achieve ideal testing.
Also, any model-based test generation method can be easily adapted
to the current methodology as this thesis employs several of these
methods for evaluation. Finally, this thesis selects a coverage-guided
test generation method that is based on an analysis of the model of
the HDL.

For GUI testing, the experimental and theoretical studies carried
out within the scope of this study are designed to answer the research
questions (GUI-RQs) given below:

1. GUI-RQ 1. Is it practically and theoretically possible to offer an
ideal testing [2] approach for GUI testing?

¢ GUI-RQ 1.1 What types of systems can be tested in this
way?

e GUI-RQ 1.2 What types of faults can be targeted with the
proposed approach?

2. GUI-RQ 2. What is the cost of applying this approach to GUI
testing?

3. GUI-RQ 3. How is scalability affected?

Considering the experimental and theoretical studies carried out in
this work, the above-mentioned research questions are examined in
detail in Section 7.4.2.2.

In this thesis, MBIT is adapted and extended to GUI testing for
targeting GUI-related functional faults and evaluating MBIT on case
studies, including comparison with three different approaches. The
thesis uses two selection criteria for the algorithmic correctness of the
models. To this end, the thesis provides the following contributions:

1. Different than conventional usages of the HT and MT, they are
adapted to achieve the ideal test suites for GUI testing for the
presence and absence of faults.

* The HT is adapted by offering different test suites for each
different faults

* The MT is customized by acquiring mutants for test gener-
ation.

1 MBIT4HW, https://github.com/kilincceker/MBIT4HW
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1.1 OVERVIEW OF PUBLICATIONS

* A methodology is provided to target functional faults for
GUI testing, including an informal proof for being MBIT.

2. An experimental evaluation of the current methodology is pre-
sented.

e Two GUI case studies are used to evaluate MBIT.

¢ Three different test generation approaches are utilized for
comparison.

3. A tool support is developed and provided
* The MBIT is partially automated for GUI testing.

¢ The toolchain, including examples and details, are provided
in a bundle .

A model represents abstracted functionalities of a system under
test. However, the correctness of the model that represents the system
needs to be addressed and assumed within its construct. Therefore,
an assumption given below needs to be presented to address this.
Otherwise, a wrong model may threaten the validity of the proposed
methodology.

Assumption 1.1. Model correctness in MBIT is a requirement to ensure
the model used for test generation complies with the system modeled.

This assumption is also addressed in Section 6.2.3, and some possi-
ble mitigation methods will be presented in Section 7.4.2.3.

1.1 OVERVIEW OF PUBLICATIONS

Various articles have been published in peer-reviewed workshops,
conferences, and journals within the scope of this thesis. Published
articles are grouped under the titles of foundations, test generation,
and model-based ideal testing (MBIT). Details and related articles
about these titles are given in Figure 1.1.1

Foundations consist of modeling, coverage criteria, and scalability
sub-categories. The modeling category includes algorithms required
for modeling sequential systems in general, transformations between
models, and complexity analysis of these algorithms. Coverage Crite-
ria are structural metrics for the utilized models, which are essential
for the next category, test generation, and enable the generated test
sequences to be produced more effectively and faster. Various publica-
tions have been made for a regular expression and contextual regular
expression models in this context. Scalability is a challenging problem
that model-based testing methods often encounter. Thus, to mitigate

2 MBIT4SW, https://kilincceker.github.io/MBIT4SW/
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Figure 1.1.1: Overview of the Publications Related to This Thesis

this problem, an approach has been proposed that automatically iden-
tifies sub-models within models and thus enables more effective test
generation.

Test generation algorithms differ according to the model used and
coverage criteria to assess adequacy as a termination criterion. In this
thesis, a test generation approach is proposed for regular expression
and contextual regular expression models. This category is divided
into two groups HDL validation and GUI Testing. The test suites gen-
erated using random, and optimization algorithms for GUI Testing
were executed on GUI systems during the test execution step. The
results obtained with the help of different algorithms were compared
with the proposed method. A similar approach has been taken for the
HDL validation.

Different articles have been published for MBIT, which is the most
significant contribution to this thesis. GUI systems (web application
and mobile application) and HDL systems are presented for this cat-
egory. All of the approaches put forward in the foundations and test
generation categories for GUI and HDL systems have been used and
implemented in this category. The studies given in this category form
the basis of the thesis. Some ideas and figures have appeared previ-
ously in the following publications:

¢ O.Kilinccceker, E. Turk, F. Belli and M. Challenger, (2021). "Model-
based ideal testing of hardware description language (HDL)
programs," Software and Systems Modeling, vol. 21, pp. 1-32.

¢ O. Kilincceker, A. Silistre, F. Belli and M. Challenger, "Model-
Based Ideal Testing of GUI Programs—Approach and Case Stud-
ies," IEEE Access, 2021, vol. 9, pp. 68966-68984.



1.1 OVERVIEW OF PUBLICATIONS

* A. Silistre, O. Kilincceker, E. Belli, M. Challenger and G. Kardas,
(2022). "Grafiksel Kullanic1 Arayiizii Testi Igin Bir Ugtan Uca
Model Tabanli Yaklasim (End-to-End Model-based Testing for
Graphical User Interface),"” EMO Bilimsel Dergi, vol. 12(1), pp.

7-19.

O. Kilincceker and F. Belli, "An Approach to Extending Sequen-
tial Systems for Achieving Fault Tolerance," 2024 (under prepa-
ration).

A. Silistre, O. Kilincceker, F. Belli, M. Challenger, and G. Kar-
das, "Models in Graphical User Interface Testing: Study De-

sign," 2020 Turkish National Software Engineering Symposium
(UYMS), 2020, pp. 1-6.

A. Silistre, O. Kilincceker, E. Belli, M. Challenger, and G. Kardas,
"Community Detection in Model-based Testing to Address Scal-
ability: Study Design," 15th Conference on Computer Science
and Information Systems (FedCSIS), 2020, pp. 657-660.

O. Kilincceker and F. Belli, "Towards Uniform Modeling and
Holistic Testing of Hardware and Software," 2019 1st Interna-
tional Informatics and Software Engineering Conference (UB-
MYK), 2019, pp. 1-6.

O. Kilincceker, A. Silistre, M. Challenger and F. Belli, "Random
Test Generation from Regular Expressions for Graphical User
Interface (GUI) Testing," 2019 IEEE 19th International Confer-
ence on Software Quality, Reliability and Security Companion
(QRS-C), 2019, pp. 170-176.

O. Kilinccceker, E. Turk, M. Challenger, and E. Belli, "Regular Ex-
pression Based Test Sequence Generation for HDL Program Val-
idation," 2018 IEEE International Conference on Software Qual-
ity, Reliability and Security Companion (QRS-C), 2018, pp. 585-
592.

O. Kilincceker, E. Turk, M. Challenger, and E. Belli, "Applying

the Ideal Testing Framework to HDL Programs," ARCS Work-

shop 2018; 31st International Conference on Architecture of Com-
puting Systems, 2018, pp. 1-6.

G., Mercan, E., Akgiindiiz, O., Kilincceker, M. Challenger and
E. Belli, "Android uygulamasi testi igin ideal test 6n ¢aligmasi
(A Preliminary Study on Ideal Testing of Mobile Applications),"
2018 Turkish National Software Engineering Symposium (UYMS),

2018, pp. 36-42.

O., Kilincceker, and F., Belli, (2017). Grafiksel Kullanici Arayuz-
leri icin Duzenli Ifade Bazli Test Kapsama Kriterleri (Coverage
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Criteria For Testing Graphical User Interfaces Based On Regu-
lar Expressions). 2017 Turkish National Software Engineering
Symposium (UYMS), 2017, pp. 332-343.

1.2 STRUCTURE OF THESIS

This thesis consists of three main parts. Part I summarizes the foun-
dations, related work, and background information. Then, Part II in-
troduces and evaluates new approaches within various case studies.
Part III presents further perspectives, conclusions, and future direc-
tions. Details on these general main parts are presented below.

In Part I, Chapter 1 summarizes the motivations of the thesis, in-
cluding research questions. Then, it presents an overview of the pub-
lications within the scope of the thesis and provides information on
the thesis’s structure. Chapter 2 summarizes related work on vali-
dation of written in hardware description language, graphical user
interface testing, holistic testing, and ideal testing. In Chapter 3, the
background information is presented concerning notions used, cover-
age criteria, and analysis method on utilized models.

In Part II, namely approaches, two test generation approaches based
on regular expression and contextual regular expression are presented
in Chapter 4 and Chapter 5, respectively. Then, Chapter 6 introduces
model-based ideal testing approaches for hardware description lan-
guage and graphical user interface programs. Case studies, results
based on experimental evaluation, and tool support are summarized
in Chapter 7.

Finally, in Part III, Chapter 8 introduces an approach for fault toler-
ance of sequential systems based on extending their models. Chapter
9 concludes this thesis by presenting its important aspects. Chapter
10 finalizes this thesis with possible follow-on projects and future di-
rections.



CHAPTER 2

RELATED WORK

This chapter presents related work and background information for
this thesis. Holistic testing (HT), code-based mutation testing, model-
based mutation testing, graphical user interface testing, and ideal test-
ing are given in the following sections.

2.1 VALIDATION OF PROGRAMS WRITTEN IN HDL

The purpose of conducting functional testing of software is to find
variations or differences between the program and the specification
that may cause errors. The specification is an external and accurate de-
scription of the software program’s behavior. There are test sequences
generated from the external specification and executed in the pro-
gram that are designed to expose the errors that are caused by the
discrepancy between the program and specification.

Testing hardware, on the other side, can be done at various abstrac-
tion levels, mainly at structural level (gate level), register transfer level
(RTL) or behavioral level. At the structural level, the process of gen-
erating test sequences is called ATPG, which strictly uses a netlist
(schematic) representation of the circuit under test [22]. Manufactur-
ing defects, represented by fault models, such as stuck-at, open, bridg-
ing, and delay, can be targeted less expensively at higher levels of
abstraction, for example, at the behavioral level or at RTL.

Validation of VLSI is carried out in pre-silicon or post-silicon stages
of the development flow [23, 24]. The development starts with a spec-
ification provided by the customer and then a designer implements
a behavioral level design that is specifically used for pre-silicon vali-
dation or verification using simulation. After fixing design errors, the
designer converts the verified specification to an RTL design which
can be used for pre-silicon validation against the specification. RTL
can be also used for functional test generation. In post-silicon valida-
tion, a silicon die, a chip not packaged yet, is validated against the
specification to detect errors missed during the pre-silicon validation
stage [23].

Pre-silicon validation is an activity performed on a simulation or
emulation of a design to detect errors or bugs in that design. One
approach used to realize the design validation is to generate test se-
quences from the specification of the system and execute them on

13
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a simulation or an emulation of the design to detect design errors
or bugs. Some errors can escape from the pre-silicon validation pro-
cess, for which the post-silicon validation is performed to increase
product quality. However, detecting and fixing errors in post-silicon
validation are expensive and time-consuming. Therefore, detecting as
many errors as possible in pre-silicon validation is desirable.

Test generation or testing at the behavioral level for hardware can
be done in a similar manner to software testing and requires well-
selected fault models to target physical and manufacturing defects
[25]. Jervan et al. presented fault models and test generation at the
behavioral level [26]. Moreover, it is reported by Lajolo et al. that
‘stuck-at fault’ models at the gate and behavioral levels are correlated
with each other [27]. The study concluded that the test generation
performed at the behavioral level is faster and simpler than at the
gate level [12].

Validation of HDL programs to detect design faults has been pop-
ular since the 1990s. Stumptner and Wotawa propose a model-based
approach for the validation of HDL programs to address design faults
[28]. The method is called model-based diagnoses (MBD) and at-
tempts to identify behavioral changes in the HDL program. In MBD, a
discrepancy between the implementation waveform and the specifica-
tion waveform addresses the existence of a fault. The method parses
specifications implemented in an HDL language and compares execu-
tion results obtained from running the implementation to find differ-
ences. The MBD is also used to localize faults [29] through the verifi-
cation of HDL programs. Rather than using the waveform of the spec-
ification and implementation by Stumptner and Wotawa [28], Bloem
and Wotawa employ a state-transition diagram of the specification
and utilize a model-checker to find a counter-example that addresses
the design faults [29]. Then, they employ the MBD using the infor-
mation from the counter-example to localize the detected faults. The
thesis employs a similar model used by Bloem and Wotawa [29] for
test generation and mutant generation to address specific HDL faults.
Different from Stumptner and Wotawa [28] and Bloem and Wotawa
[29], this thesis focuses on proposing an ideal testing methodology
that addresses both the presence and absence of HDL faults at the
behavioral level.

Jervan et al. analyze existing coverage metrics at the behavioral
level with the correlation of gate-level stuck-at faults [26]. The anal-
ysis results show that the combination of bit and condition coverage
can be effectively utilized to evaluate the quality of a test set at the
behavioral level. Furthermore, the proposed method by Jervan et al.
use the Random Mutation Hill Climber (RMHC) algorithm for test
sequence generation [26].

Shin et al. propose a model-based testing approach and a coverage
criterion for programmable logic controller (PLC) programs based
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on its modeling language called Function Block Diagram (FBD) [30].
They use mutation testing to generate mutants of the model to mea-
sure the effectiveness of the approach and the coverage criterion. The
evaluation is carried out on six FBD models for three test criteria by
comparison with random testing. The generated test suites are exe-
cuted on the models rather than on the actual programs, for which
the authors define a future work to use model-driven development
techniques to convert the models into executable C programs.

Mens et al. present a validation and test approach for executable
state charts for which they developed Sismic, an open-source research
prototype tool [31]. They employ a semi-formal natural language to
develop executable test scripts for functional testing of specific scenar-
ios using the state charts. They also propose two run-time verification
techniques for the state charts, which are based on applying the de-
sign by contract (DbC) and specifying behavioral properties. They
conduct a controlled experiment to evaluate their approaches with
thirteen participants.

In the verification of an HDL design, there is a detailed method-
ology called Open Verification Methodology (OVM) that is "the first
truly open, interoperable, and proven verification methodology" [32]. The
Universal Verification Methodology (UVM) is a standardized HDL
verification methodology derived from the OVM. Unlike previous
methodologies from different vendors, UVM and OVM class libraries
are used to automate the verification procedures for SystemVerilog
HDL.

Adir et al. propose a unified methodology for pre and post-silicon
validation that aims to detect design faults that escape detection by
pre-silicon validation [33]. The methodology applies the coverage-
driven verification (CDV) methodology to the post-silicon validation
problem domain. They implement the methodology in a tool called
Threadmill [33], which is used for pre-and post-silicon validation of
IBM’s POWER7 processor. Kannavara presents a unified pre-silicon
validation method, including security validation [34]. The paper uses
the existing tools used in pre-silicon validation and defines the uni-
fied method, which is generally based on developing common col-
lateral between project development and validation teams. Moreover,
other methods are proposed by August [35], and Lotfy et al. [36] for
pre-silicon validation of mixed-signal circuits and a System-Verilog
behavioral model of the phase-locked loops (PLLs).

Pre-silicon validation of a VLSI circuit with an HDL program is
similar to functional testing of software. Each attempts to find dis-
crepancies between the product and specification that may be caused
by errors or bugs. To this end, this thesis exploits the methods used
in software testing for pre-silicon validation of VLSI circuit design to
address design faults for both positive and negative testing.

15
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To sum up, this thesis proposes a pre-silicon validation methodol-
ogy at the behavioral level that is supported by a toolchain to automa-
tize the approach for application of the ideal testing to the given HDL
program, targeting faults such as single output bit stuck-at 0/1, case
bit stuck-at 0/1, condition stuck-at True/False, their combinations.

2.2 GRAPHICAL USER INTERFACE TESTING

The process of testing the GUI of a software application, that is, one
that has a GUI front-end and there are available events("enter a text",
"click on a button", "select an item from a dropdown") that can be
applied on GUI widgets (for example, "text-field", "button"”, "drop-
down") to perform actions in the system, is called GUI testing. The
GUI testing process can be carried out effectively through a well-
selected model, that is, Finite State Machine (FSM) [37], Event Flow
Graph (EFG) [38, 39], Event Sequence Graph (ESG) [7]. The FSM, EFG,
and ESG are graph-based models. Optimization and traversal algo-
rithms need to be applied to them to produce test sequences.

Shehady and Siewiorek implemented a formal way to describe a
GUI called a Variable Finite State Machine (VFSM) [37]. The VFSM is
then transformed into an FSM to be used in test generation by using
a well-known W-Method, which was originally introduced by Chow
[4]. The W-Method requires a completely defined FSM, so there could
be many NULL transitions within the model. Although the VFSM
requires fewer states than the FSM, the proposed algorithm runs on
many states of the FSM.

ESG is proposed by Belli et al. [7, 42] to be used in modeling the
GUL A testing method is also proposed for use in this novel model.
The ESG describes the events at the vertexes and the relationship of
the events at the edges of the given GUI. Testing methods merge the
PT and NT to obtain a holistic viewpoint [7]. The system is tested
against illegal inputs (incorrect behavior) in the NT. In the PT, it is
tested against legal inputs (correct behavior) in compliance with user
expectations. The suggested approach is thus generic, describing all
correct and incorrect behaviors.

Memon et al. presented a test generation algorithm based on artifi-
cial intelligence-based planning using the EFG model [38]. They also
propose generating a hierarchical model from the given GUI struc-
ture. The EFG model is constructed, and then the planning algorithm
is implemented, which involves specifying a collection of operators,
an initial state, and a target state. Then, by considering GUI events
and interactions, the algorithm produces test sequences between the
initial and target states. They are also using GUI model decomposi-
tion to deal with the issue of scalability.

Memon recast the existing idea of event-based GUI testing via
model-based techniques called event-space exploration strategies (ESES)
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Table 2.2.1: Comparison of GUI testing methods
Model Pros Cons

Coverage Crite-
ria

[37]]| Variable
Finite State

N-switch set
cover

Covers nearly
all prede-

Results exces-
sive number

Machine fined faults of redundant
(VESM) test cases
[40]| Finite State Complete in-| N/A N/A
Machine teraction se-
(FSM) quences (CIS)
[7] | Event Se- Complete in- | Testing GUI | N/A
quence teraction se- | with the PT
Graph (ESG) quences (CIS) and NT
[38]| GUI Tasks N/A Intuitively Tasks are cho-

and  easily
scalable  for
larger GUIs

sen by test
designer that
may yield in-
adequate cov-
erage

[39]| Event Flow N/A Quickly gen-| N/A
Graph (EFG) erate test
cases without
scalability
problem
[41]| Event Inter- Genetic al- | Increase the | N/A
action Graph gorithm—CIT feasible cov-
(EIG) coverage erage of these

suites

*N/ A refers to "Not Available"
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[39]. He decreases the cost and effort of event-flow techniques and au-
tomates the procedure to enable extensive experiments and simplify
the model creation step.

Xie and Memon presented a new concept called Minimal Effective
Event Context (MEEC) and used this in an empirical way for fault
detection [41]. Generally, GUIs are implemented as a collective of
widgets with their event handlers and responses to event handlers.
Generating long test cases becomes expensive. The purpose of mod-
eling MEEC is to create an abstract model of GUIs and then generate
the shortest "potentially” problematic event sequences for test case
generation.

Huang et al. developed a method to repair GUI test suites, which
suffer from in-feasibility because graphs are generally used to acquire
test cases, and they are created from all possible sequences of events
[43]. There is a possibility that an event inside these kinds of test se-
quences may not be available for execution and terminate early. They
used a genetic algorithm to fix these problematic test suites and in-
crease test coverage.

Belli et al. examined current software reliability models and seeked
to obtain an experimental understanding of this issue [44]. In the
provided work, they indicate that selecting an appropriate modeling
technique for GUI testing affects the quality of the assessment process
and, hence, the software.

Banerjee et al. researched GUI testing articles and studies and matched

them with a systematic mapping technique [45]. They defined selec-
tion criteria for studies about GUI testing from the pool of 230 articles
written between 1991 and 2011. They classified studies, provided an
overview of existing approaches, and spotted areas that require more
study and research.

Belli et al. presented a study about reviewing and summarizing ex-
isting works on model-based GUI testing [46]. They also provide the
PT and NT examples from realistic GUI projects. They gave examples
from conventional and modern techniques for model-based GUI test-
ing. They also covered test-case construction and optimization of the
process.

Alegroth and Feldt provided a case study, including a comprehen-
sive qualitative study for visual GUI testing (VGT) in industrial prac-
tice [47]. The study is conducted on a well-known music streaming
application, Spotify. They attempt to answer three research questions
about problems, challenges, and limitations for adaptation of auto-
mated VGT on the company using the Sikuli [48] test automation tool
and Graphwalker [49] model-based testing tool at the industrial level.
They also explain why the VGT was abandoned in the company due
to organizational changes based on experiences. Finally, they present
an automated GUI testing solution for Spotify.
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Besides automated methods based on test automation tools, some
works utilize machine learning methods, especially deep reinforce-
ment learning [50, 51] for automatically traversing the GUIL Eskonen
et al. presented an image-based deep reinforcement learning method
for exploring GUI structure [50]. The introduced method mainly fo-
cuses on learning GUI behaviors by feeding screenshots of the GUI
to the neural network and letting the learning method explore the
GUI events. They also compare the exploration efficiency of the al-
gorithm with Q-learning and random exploration methods. However,
they do not provide an appropriate experimental evaluation of how
the method effectively catches faults. Similar to Eskonen et al. [50],
Adamo et al. present a reinforcement learning method for automated
GUI testing based on exploration [51]. They utilize a Q-learning al-
gorithm that outperforms the random exploration approach based
on experimental evaluation concerning only code coverage efficiency.
They also do not provide any information regarding fault coverage.

Table 2.2.1 presents a comparison among the studies related to GUI
testing, focusing on each approach’s advantages and disadvantages.
It also gives the models used in each study and the coverage criteria
for the study. In this table, the N-switch set cover is a generalization
of a switch cover and refers to the covering switch statement in the
software program graph, introduced by Chow [4].

In this thesis, the GUI under test is modelled as given by Silistre et
al. [52] and partially by Shehady and Siewiorek [37]. Then, the FSM
model is used for mutant generation. However, the FSM models are
converted to the RE model for test generation that is different from
Silistre et al. [52], and Shehady and Siewiorek [37]. This modeling ap-
proach is more similar to the method proposed by Belli [7] in which
the author does not offer a test generation approach in contrast to
this thesis. In the methods proposed by Memon [39] and Xie and
Memon [41], the authors used a very different modeling methodol-
ogy than the thesis by using various node types for different GUI
events. The advantages and disadvantages of these different models
for GUI testing are elaborated by Silistre et al. [52]. The main bot-
tlenecks of the exploration-based solutions proposed by Eskonen et
al. [50] and Adamo et al. [51] are unnecessary test inputs and auto-
matic exploration of GUI events without knowing the correct input(s)
of this event to trigger errors. However, the exploration-based meth-
ods are valuable for automatic extraction of the GUI model (called
GUI ripping) accompanied by static analysis methods to eliminate
low-quality and redundant test suites. Therefore, this thesis focuses
on the model-based testing approaches due to their robustness and
determinism.
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2.3 HOLISTIC TESTING

Belli presented a holistic strategy for modeling and testing, which
considers the behavior of the system under both desirable (legal, ex-
pected) and undesirable (illegal, unexpected) situations, forming pos-
itive testing and negative testing, respectively [7]. Belli also proposed
finite-state automata and regular expression, having equivalent ex-
pressive power and test generation capability, for modeling and test-
ing graphical user interfaces using positive testing and negative testing
[7]. The holistic strategy is then applied to graphical user interfaces by
Belli [7], web service composition by Belli et al. [53], web application
by Belli et al. [54], interactive systems by Belli et al. [55], hardware
designs by Kilincceker et al. [56], and android applications by Mer-
can et al. [57] for both modeling and testing. Kilincceker and Belli
introduced uniform modeling and testing for hardware and software
design using a holistic strategy [58].

Fraser and Wotawa introduced a test case generation method based
on the property relevance of test cases to determine property viola-
tions [59]. The proposed method uses model-checkers that employ
the Kripke structure as a model formalism to generate these test cases.
To assess adequacy, they also propose new coverage criteria for the
test generation method by using structural coverage and property rel-
evance. This thesis defines positive and negative test cases, including
their test execution results in contrast to the approach by Fraser and
Wotawa [59]. The negative test cases are used to show property vio-
lations if they pass on the system. The positive test cases, however,
are used to show property relevance if it fails on the system. The
empirical study concludes that the proposed method is encouraging
and provides several advantages, such as the effectiveness of the test
cases based on the proposed coverage criteria. However, this method
results in a large number of test cases that have a higher execution
time. This work differs from the thesis concerning the type of model
used, that is, this work uses the Kripke structure as a model, and the
current study uses the FSM and RE.

The approach introduced in this thesis assumes that positive testing
addresses the presence of faults, whereas negative testing targets the
absence of faults.

* Positive Testing: Test sequences generated from the fault-free
(original model) are applied to the faulty/mutant program.

* Negative Testing: Test sequences generated from the faulty (mu-
tant model) are applied to fault-free/original programs.

A holistic testing strategy is a major component of the approach
introduced in this thesis. The thesis refers to a supposedly fault-free
system as an original HDL program, a supposedly fault-free system
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model as an original model, a faulty system as a mutant HDL pro-
gram, and a faulty model as a mutant model.

2.4 MUTATION TESTING

DeMillo et al. [9] and Hamlet [10] proposed the MT in their seminal
paper. The MT is a fault-oriented technique that uses a given soft-
ware program’s mutation. A mutation contains a simple fault caused
by making small changes in the original software program. A gener-
ated test data is executed on each mutant, and the results are com-
pared with the result of the original program’s test execution results.
If the result of the test data differs from the result of the original test
data, then the corresponding mutant becomes dead; otherwise, it is
still alive because the test data result does not make any difference.
Therefore, the two cases could occur. The test data does not contain
enough sensitivity to distinguish between the mutant and the corre-
sponding programs, so the mutant is live; thus, there is no test data
to detect the fault. Or it is an equivalent mutant; thus, it behaves as
equivalent to the corresponding program. A mutant is equivalent to
the corresponding program only when there exists no test case (not
just any test data) that distinguishes the two. Mutation testing can be
used to assess the effectiveness of a given test set using a testing cri-
terion, namely mutation score [60]. Depending on the programming
languages, there are several types of mutation operators for generat-
ing the mutants [16]. A test set, which is measured for effectiveness,
is then executed on the generated syntactic mutants to calculate the
mutation score. Once the result of the execution of the test set on
the mutant program differs from the result of the execution on the
original program, the mutant becomes killed. If any mutant does not
differ from the original program, those mutants stay undetected and
live. Thus, the mutation score is the ratio of the number of killed mu-
tants over the total number of mutants.
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Figure 2.4.1: Code-based and Model-based Mutation Testing
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Mutation testing, see Figure 2.4.1, can be applied to the software
model: Offutt [11]. This model can be an FSM [17], Event Sequence
Graph [8], or Function block diagram [30]. This thesis uses the FSM
for mutation testing. Mutation testing offers an adequate artifact to
qualify the test suite, in which test cases are executed on the mutants.

This thesis uses the mutation operators to insert, omit, or replace
transition(s)/state(s) in the FSM mutation. The combinations of those
operators are utilized to materialize faults in the model domain.

DeMillo et al. emphasized the power of the coupling effect that
states the test data that distinguish only simple faults could also be
sensitive to cover more complex faults [9]. The MT method is a pow-
erful and elegant method that is applied to both software and hard-
ware testing [56, 61]. The only consideration is the cost of this method,
which increases very quickly due to the program’s size and directly
affects the number of mutants. A comprehensive literature review in
the form of a "mini-handbook"-style road-map for the MT is given by
Papadakis et al. [62].

King and Offutt presented an MT framework with the 22 mutation
operators for the Fortran 77 version of the Mothra system, a software
testing environment [63]. The Mothra achieves the highest mutation
(adequacy) score for the set of test cases executed on mutant and orig-
inal programs. The Mothra system generates 970 mutants for a 27-line
program. These results are computationally and spatially expensive
due to the excessive number of mutants. Therefore, the Mothra han-
dles this problem by utilizing incremental compilation.

Wong and Mathur presented an empirical study to reduce unac-
ceptable computational expenses due to the number of mutants [64].
One of the proposed solutions is randomly selected from a subset of
all mutants (x). Earlier investigation shows that a random selection
of 10 to 100 of all mutants makes dramatic reductions in requiring ef-
forts while keeping the MT’s effectiveness. They increase x by 5 up to
40 to examine the cost and power of the MT. Another offered solution
is constrained mutation that requires selecting a few specific types of
mutants and neglecting the others. They state that proper selection of
a small set of mutant types significantly lessens the MT’s complexity
and still keeps nearly the same fault detection ability of the MT.

Ma et al. introduced the MuJaVa tool for the MT, including the GUI
of the Java programming language for both method and class-level
mutation with related levels of mutation operators [65]. The method-
level mutation operators change the expressions by replacing, delet-
ing, and inserting operators. The class-level mutation operators are
responsible for object-oriented attributes: inheritance, polymorphism,
and dynamic binding. The MuJava contains the mutant generator, in-
cluding an engine to detect equivalent mutants, the mutant executor,
and the mutant viewer components. However, it is reported that the
Mu]Java is still very slow for a large set of mutants.
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Jia and Harman presented a comprehensive analysis and survey
for the MT [60]. It is also mentioned that the new trend in the MT
will be the semantic effects of mutants rather than syntactic effects.

Fabbri et al. provided an MT technique to validate state chart-based
specifications [66]. The technique uses a set of mutation operators: the
finite state machine, extended finite state machine, and state charts-
feature-based operators [66]. The set contains 37 mutation operators.
They also utilize an abstraction strategy, namely the Hierarchical In-
cremental Testing Strategy (HITS), to make the technique more feasi-
ble for conducting a modular and incremental testing activity. How-
ever, they also state that tool support becomes mandatory for testing
large-size statecharts.

Belli and Beyazit compared the event-based and state-based ap-
proaches for MBMT [67]. The event-based approach uses the event
sequence graphs (ESG), whereas the state-based approach uses the
finite state machine (FSM) [67]. The comparison criteria are mutation
operators, coverage criterion, and test generation method. The muta-
tion operators are sequence insertion, sequence omission, event inser-
tion, and event omission for the ESG model. In contrast, transition
insertion, transition omission, state insertion, and state omission are
used for the FSM model. The coverage criterion is event pair coverage
for ESG and transition coverage for FSM. However, the test generation
method for specific coverage criteria roughly requires solving a well-
known problem, namely the Chinese Postman Problem (CPP). They
report that the FSM-based test sequences comprise more redundancy
and cover 40 to 100 more failures. However, the cost becomes roughly
52 to 122 times higher. The ESG covers 29 to 50 fewer failures while it
costs roughly 30 to 55 less due to event sequences clustering. Experi-
ments conclude that the FSM-based test results are more effective for
covering more failures because of the redundancy.

Belli et al. proposed an MBMT method providing novel mutation
operators, namely omission and insertion operators, evaluated fault
detection ability of the test set acquired using the mutated model and
surveyed the literature on the MBMT [8]. They validate the effective-
ness of three examples, which are industrial and commercial systems.
Experiments show that the insertion operator is more efficient than
the omission operator because it reveals more faults.

Kilincceker et al. proposed a hybrid MT approach that combines
code-based mutation testing and MBMT to validate the hardware de-
sign [56]. They used code-based mutation for test execution. They
selected the regular expression (RE) model for test generation due to
its algebraic and declarative power. They also theoretically and exper-
imentally proved that the proposed method satisfies the conditions
of Goodenough and Gerhart’s ideal testing [2].

To summarize the available studies in the scope of code and model-
based mutation testing, this thesis presents a comparison table, Table
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2.4.1, in which the mutation operators and effectiveness of each ap-
proach have been elaborated.

Table 2.4.1: Comparison of Mutation Testing Methods

Method

Code and Model

Mutation Operator

Effectiveness

Code-Based Mutation

[9]
[9]
[63]
[65]

Fortran-like programs
VHDL programs
Fortran Programs

Java programs

Logical Expression replaces
10 mutation operators
22 mutation operators

40 operators

Simple change

Not Specified
Automation environment
Not Specified

Model-Based Mutation

[66]
[671
[8]

Statecharts

Event Sequence Graph (ESG)
Event Sequence Graph (ESG)

19 operators
3 operators

3 operators

Automation environment
Comparison of models
MBMT approach

Hybrid

[56]

Finite State machine (FSM)

Semantic mutants operators

MBIT approach

The Mutation testing concept has originally been applied to pro-
gram codes. During the last decade, this concept has also been ap-
plied at the design level to models, leading to model-based mutation
testing; Belli et al. [8], and Aichernig et al. [18] (See Table. 2.4.1). For a
systematic utilization, appropriate mutation operators have been sug-
gested, for example, for mutating finite-state machines Fabbri et al.
[17] and event sequence graphs Belli et al. [8].

Fraser et al. provided a survey on testing based on model-checkers
that is normally employed to find counterexamples violating checked
properties [68]. The survey also presents details on mutation-based
test generation that is first introduced by Ammann and Black [69]
based on model-checkers.

Aichernig et al. introduced an automation tool for Model-based
mutation testing (MBMT) [18]. The tool called MoMuT:UML (pro-
nounced "MoMuT for UML") automatically generates test suites from
the UML model of a system and then executes them on generated
mutants to check their conformance relation.

Fellner et al. presented a novel test generation method for model-
based mutation testing by using a model checking method [70]. They
use hyper properties to generate test cases to address strong muta-
tion analysis. Their approach utilizes a logic called HyperLTL for hy-
perproperties and offers a solution to generate test cases from non-
deterministic models. The solution provided for non-determinism is
not feasible in practice, thus, they changed the solution to the well-
known method by converting a non-deterministic model to a deter-
ministic one. The authors automate the mutant generation for Verilog
models via the utilization of some mutant operators. Normally, the
mutants are used to measure the mutation scores by executing gener-
ated test cases on these mutants. Even though the details are provided
for the mutant generation, the authors do not provide enough detail
for test execution that is automatically carried out by a model-based
mutation testing tool called MoMuT.

Fellner et al. offered a test generation approach based on a heuristic-
guided branching search algorithm for model-based mutation testing
[71]. The approach employs asynchronous parallel processing to ex-
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plore non-deterministic models. They integrate the approach to the
MoMuT tool to cope with the huge state space of the models. The
algorithm can achieve over 2,300 concurrent objects. They use 10 dif-
ferent industrial scale case studies defined in UML, Event-B, and a
textual domain-specific language (DSL) modeling language. The Mo-
Mut tool can automatically convert these models to action systems.
However, the mutation score for some of the case studies is low due
to the random search algorithm utilized.

Prasetya and Klomp proposed a model-based testing approach to
cope with non-deterministic models [72]. The non-determinism in the
models causes the execution of multiple paths that lead to the impos-
sibility of the calculation of test coverage. The authors employ a prob-
abilistic approach to calculate aggregate coverage for non-deterministic
cases produced by Labelled Transition System (LTS), Markov Deci-
sion Process (MDP), and Markov Chain. They model the system un-
der test using LTS and then extended it to MDP that is a probabilistic
version of the LTS. This work provides two experiments that are a
non-deterministic model not linked to any system and a model of
the backoff mechanism of the IEEE 802.11 WLAN protocol. Their ap-
proach suffers from a combinatoric explosion of the possible combi-
nations of words for the usage of the coverage metrics proposed.

Besides using model-based testing for specific programs, there is
a special type of MBT called checking experiment or finite state ma-
chine testing that requires special assumptions on the model. The as-
sumptions need a specification (Mealy machine) required for them to
be reduced, deterministic, and completely specified. Petrenko intro-
duced an approach for this type of MBT that utilizes Mealy machines
with symbolic inputs and outputs to remove these assumptions [73].
Petrenko also addressed detecting assignment/output faults and tran-
sition faults [73].

Mutation testing of hardware generally addresses design faults, but
it is experimentally shown that they can also detect manufacturing
faults; Nguyen et al. [61], Robach et al. [74]. Mutation testing is also
used as a functional qualification system for HDL design verification;
Hampton et al. [75], Rahkonen [15]. The proposed method by Hamp-
ton et al. [75] has been implemented and is available as a commercial
tool called Certitude *. Certitude is used to measure the quality of a
verification method using mutation testing.

In this thesis, the code-based mutation testing approach is adapted
from DeMillo et al. [9], King and Offutt [63], Ma et al. [65], and Fabbri
et al. [66] to obtain code-based mutants from the original program by
using mutation operators. The authors by Fabbri et al. [66], Belli and
Beyazit [67] and Belli et al. [8] offered model-based mutation testing
that this thesis utilizes to construct model-based mutants from the

Certitude Tool, https://www.synopsys.com/verification/simulation/certitude.
html
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original (fault-free) model by using model mutation operators pre-
sented by Kilincceker and Belli [76] for the FSM model. It uses the
similar idea proposed by Kilincceker et al. [56] as being a hybrid ap-
proach applying code-based and model-based mutation testing meth-
ods simultaneously.

2.5 IDEAL TESTING

Goodenough and Gerhart define the ideal test based on its principal
conditions [2]. The theorem states that in the case of test data satis-
fying these conditions, namely reliability and validity, this test data
enables testing in the absence of faults. They also provided proof of
this fundamental theorem. Howden introduced a testing method for
the analysis of paths, namely P-Testing, and evaluated the ideal test in
terms of reliability condition [5]. The reliability of P-testing is checked
against different types of common faults. However, Howden stated
that P-testing is reliable or almost reliable for subset faults, not cov-
ering all faults. Bouge extended the ideal test’s current conditions by
offering additional features, namely bias and acceptability [77]. Bouge
also detailed the relationship between program testing and program
proving for bias and acceptability conditions. Langmaack presented
sufficient and readable proof for compiler verification, considering
the ideal test for verification and software testing [78]. The main in-
spiration of the thesis is based on the seminal work of Goodenough
and Gerhart [2].

To briefly describe the ideal test, the following informal definitions
given by Naik and Tripathy [3] are used. The formalization of an ideal
test starts from the definition of a program as follows:

Definition 2.1. Program (3 is a function that maps domain (D) to range (R).
B :D — R(B C DxR) with a set P of properties that are main attributes
of the program 3, such as concurrency, sequence, specific computation, pro-
gram state, timing behavior.

The domain and range, including selected attributes of a program,
can be limited to a model to eliminate irrelevant details such as timing
and concurrency. Considering these details requires utilizing a model
at higher expressive power that measures how well modeling can
convey the details and relationships inherent in a particular problem,
which is out of the scope of the thesis. This limited program can
be represented by a model for which a formal definition is given as
follows.

Definition 2.2. Let 3 be a program as defined in Definition 2.1. Model pp,
is a function that maps Dp__ to Rp, of the program {3 for a set P of specific
properties. up_ : Dp_ — Rp_, where up, C 3, Dp, € D, Rp,, TR, Py
CP
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Model pp, as being subset of P,, represents the same behavior
as the program P,,. However, the behavior of pp  is limited to its
domain Dp, to range Rp, meaning that up, contains only some
pairs of inputs and outputs. Therefore, the nonexistent pairs in Py,
also do not exist in pp, .

Definition 2.3. Let (3 be a program as defined in Definition 2.1. A test 3(t)
is a predicate, which is assigned to an execution of a program {3 resulting
successful if it is passed or unsuccessful.

The passing or failing values on a program 3 constitute a test case
that is obtained from a model executed on the program. In execution,
a test predicate is measured by checking whether the test output and
execution output match or not.

Definition 2.4. Test case (t) is a pair of input (i) and expected output (o).
t ={(i, 0)} where i € Dp,_ and o € Rp_ . For example, t1 ={ 0100, 110011}.

Definition 2.5. Let (t) be a test case as defined in Definition 2.4. The test
suite (T) is a set of test cases (t)). For example, T ={ t1,12,t3... }

Definition 2.6. Test sequence (ts) is an ordering of test cases, which starts
and ends with a specific test case. For example, ts = (t3t1tatsts tste).

The test suite may cover the entire input and output domain of
the model, as using exhaustive testing, which results in excessive test
effort. To decrease this effort in a more practical way, a test suite can
be selected from the entire domain by using some criteria. In this
way, more efficient test sequences satisfying test selection criteria are
collected to assess test adequacy.

Definition 2.7. Let (t) be a test case as defined in Definition 2.4. Test
selection criterion (o) is a rule to choose specific test cases for certain reasons,
such as fault detection. Satisfy(t, o) is a predicate to define fulfillment of t
with respect to o. Satisfy(t, o) = true iff t satisfies o, otherwise, Satisfy(t, o)
= false.

Definitions 2.1-2.7 are to support and clarify the background of
an ideal test. Test predicate ((t) is either successful or unsuccessful
depending on execution results. However, it is necessary to define
another predicate to check its acceptability, as follows:

Definition 2.8. Let 3(t) be a test as defined in Definition 2.3. OK(d) is
a predicate referring to the acceptability of the result of 3(t). OK(d) = true
iff B(t) is an acceptable output 0. OK(d) = false iff 3(t) is an unacceptable
output o.

The predicate OK(d) checks the acceptability of only a test case in
a test suite. If all test cases in a test suite T are acceptable, T becomes
successful by means of the following definition.
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Definition 2.9. Successful(T) is a predicate that defines the success of a set
of ts € T. T'is a successful test iff Vts € T | OK(ts). Successful (T) = true iff
V't € T| OK(t). Otherwise, T is an unsuccessful test iff V.t € T | =OK(ts).
Thus, Fail(T) = true iff vV t € T | ~OK(#).

The predicates OK(d), Successful(T), Fail(T), Satisfy(t, o) are used
to define reliable and valid criteria to achieve an ideal test.

Definition 2.10. Reliable Criterion is related to the consistency of a selected
test suite with respect to o, represented by Reliable(c). ¥V o | Reliable(o) iff
Vts € T A\ Satisfy(ts, o) | Successful(T) \/ Fail(T).

Definition 2.11. Valid Criterion is related to the ability of a test suite to
produce meaningful results, represented by Valid(c). ¥ o | Valid(c) iff 3t €
T A Satisfy(t, o) | ~OK(t) then Vt € T /\ Satisfy(t, o) | ~OK(t).

The following definition presents an ideal test concerning the relia-
bility and validity of test selection criteria.

Definition 2.12. A test () is an ideal test iff V ts € T /\ Satisfy(ts, o) |
Reliable(o) N Valid(o).



CHAPTER 3

BACKGROUND

In this chapter, the terminology used in this thesis, the coverage crite-
ria and an analysis method are presented. The notations and models
used in the thesis, including Finite State Machine (FSM), Regular Ex-
pression (RE), Extended Regular Expression (ERE), Syntax Tree (ST),
and Contextual RE (CRE) are elaborated in Section 3.1. The coverage
criteria for the defined models are presented in Section 3.2. Lastly, the
regular expression analysis method, PQ-Analysis, is also presented
with complementary algorithms and their complexity analysis.

3.1 USED NOTIONS

The FSM models behavioral level HDL and graphical user interface
programs as considered sequential systems. The following formal def-
inition is presented for the FSM notion, which will follow other no-
tions.

Definition 3.1. Finite State Machine: An FSM [79] is defined by 5-tuples
(Q, >, 6, qo, F) where the tuples are;

* Q: A finite set of states;

>_: A finite set of input symbols (alphabet);

d: A state transition function, mostly represented by a table;

* qo: An initial (starting) state is an element of Q;

F: A finite set of final states is a subset of Q.

Example 3.1. An example FSM M is given by ({so,s1}{a,b,c,d},d,{s0}{s1}),
where & = { 8(so, a) = so, d(so,b) = s1, d(s1, ¢) = s1, 8(s1, d) =so } is a
transition function. Figure 3.1.1 represents the M graphically.

The following chapters will use the RE model converted from the
FSM model to generate test suites. The formal definition of the RE
model is below.

Definition 3.2. Regular Expression: An RE [79] contains the symbols
(a,b.c, ...) connected by operators that are defined as follows;

* Sequence (usually no operator to represent), for example, “ab” refers
to "b"” follows "a”,
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Figure 3.1.1: An example FSM M

" ._n

e Selection (represented by "+" operator), for example, "a+b" refers to
/’a ” Or /Ib I’/

Y %1

e [teration (mostly represented by "*” (star) operator), for example, "a
refers to "a” repeats zero or more times.. Also, "a™" refers to one or

more times.

Example 3.2. An example of a reqular expression is given below;

[(ab(c+d)*)] (1)

The example RE (in (1)) means symbol "a" is followed by symbol
"b" that is followed by zero or more iterations of symbol "c" or "d".

The ERE model will also be used to generate test suites as one
of the model-based test generation notions. The following definition

presents it formally.

Definition 3.3. Extended Regular Expression (ERE) [8o]: The regular ex-
pression given above is extended using the following range operator applied
to Kleene’s Star operator

Range - is represented by "n~m" instead of "™*" operator. For ex-
" "

ample, "a™ ™" means that "a" can occur a minimum of "n" and a
maximum of (m-n+1) times.

Example 3.3. The reqular expression given in Example 3.2 can be extended
as follows:

[(ab(c+d)'~2)] (2)

The CRE model is obtained after the regular expression analysis
that will be mentioned in Section 3.3 and will be used to generate
test suites in Section 6.1. It can be defined as follows:

Definition 3.4. Contextual Reqular Expression (CRE) [81]: It is a tabular
representation of a reqular expression and contains backward and forward
contextual information of it, which is obtained after contextual analysis (see
Section 3.3 for details) of a RE. Figure 3.1.2 shows the ERE of Example 3.3.
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®'L | symbal | ®'R L,x | symbal | R,x
——————————————— e e B s B e
| 1'[ | 2'a a,t | by2 1.1 + c,3 + d,4
——————————————— L e B e e T
1'[ | 2'a | 3'b by2 + C,3 + dyd]| 1,1 |
——————————————— R el Bl e T
2'a | 3'b |4'c +5'd + 68']b,2 + c,2 + d,4] c,2 [].1 4+ cC,3 + d,4
——————————————— e e B s B e
E'b + 4'c + 8'd|] 4'c |4'c + 8'd + 6']|b,2 + c,3 + d,4| d,4 |],1 + c,3 + d,4
——————————————— R el Bl e T
E'b + 4'c + 58'd|] 8'd |4'c + 5'd + &8'] [.6 | a,& | b,2
——————————————— R el Bl e T
E'b + 4'c + 5'd| '] | | [.6 | a,5

Figure 3.1.2: Contextual Regular Expression

The syntax tree will be used to represent a RE model and to gener-
ate test suites using the tree traversal algorithm, which will be intro-
duced in the following chapter.

Definition 3.5. Syntax Tree (ST): A syntax tree is basically a tree to repre-
sent a regular expression. It can be either right-to-left or left-to-right associa-
tive. Root and internal nodes store operators, and leaves store symbols of the
reqular expression. The ST representation, left-to-right associative, of RE in
Example 3.2 is shown in Figure 3.1.3.

ROOT
Concatenation

v

Concatenation

A 4
STAR
Union Null
Figure 3.1.3: The ST Representation, Left-to-right Associative, of RE in the
Example

Using the approach proposed in this study, the set of test sequences
generated from the ST model constitutes a test suite. Depending on
the selection of consecutive Kleene star operators, the length of any
test sequence can be infinite. A solution requires using the range op-
erator based on the ERE model to tackle the problem, and the range
operator can be defined using any specific values.
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3.2 COVERAGE CRITERIA

There are several coverage criteria to assess the adequacy of the test.
They define how the system is tested thoroughly and whether the
generated test sequences are good enough. From a software testing
perspective, "thorough", "good enough", and "adequate" refer to the
same meaning [82]. Coverage criteria are used to achieve these qual-
ity measurements. A test set is adequate when it satisfies particular
coverage criteria.

The bit coverage defined for HDL program validation at the behav-
ioral level is used in this thesis.

Definition 3.6. Bit coverage [13]: It is satisfied if, for each bit of a variable,
signal, and port in the behavioral design, there is at least a test sequence that
exercises bit stuck-at o/1 assignments of these bits.

The alphabet and operator coverage criteria are defined for test
sequence generation based on RE in the literature [83].

Definition 3.7. Alphabet coverage [83]: It is satisfied if, for each symbol ‘a’
in the alphabet, there is at least a test sequence, including symbol ‘a’, in the
test suite. For instance, the test suite abcd satisfies this criterion for the RE
given in Example 3.2

Definition 3.8. Operator coverage [83]: It is satisfied if, for each union op-
erator, the test suite includes a test case containing the first operand and
another test case containing the second operand of the union operator.

For each Kleene’s star operator, the test suite includes a test se-
quence containing no iteration, precisely one iteration, and more than
one iteration of the operand of Kleen’s star operator. For instance, the
test suite ab, abc, abd, abcc, abcd, abdd satisfies this criterion for the
RE given in Example 3.2

Definition 3.9. Context Coverage Criterium: It is defined as the generated
test suite that includes all cases by the Context Table. This is formally;

VineT=th=ceC ()

Definition 3.10. Left Context Coverage Criterium: It includes all states of
the generated test suite by the left indexed symbols of the Context Table. This
is formally;

Vin €T = tn =c € Clfliert (4)
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The Right Context Coverage Criterium is defined similarly to the
Left Context Coverage Criterium.

Definition 3.11. Forward Context Coverage Criterium: It includes all states
of the generated test suite by the Forward Context Table. Thus, formally,

VineT=ty=ce (5)

The Backward Context Coverage Criterium is defined similarly to
the Forward Context Coverage Criterium.

Definition 3.12. Compatibility Coverage Criterium: It is defined as the full
compliance of all cases of the produced test suite with the indices given in
the Compatibility Table. This is formally;

Vin€eT=th=uecl (6)

The coverage criteria are determined by the tables obtained as a
result of the analysis of a RE. As mentioned, state information is lost
in conversions from FSM to RE, and the indexing process recreates
the lost state information. In this context, with the coverage criteria
put forward, state coverage and transition coverage are frequently
used in the literature.

The coverage criteria can sometimes be confused with metrics for
evaluating the performance of test generation algorithms. They are
used to measure the adequacy of the test. For evaluation performance
and comparisons between test generation algorithms, the commonly
used metrics are test suite size, test generation time, test execution
time for efficiency, fault coverage, and mutation score for effective-
ness. The test suite size is about the length of the generated test set,
and the test generation time is a measurement of the total time for
test generation, similar to the test execution time. On the other hand,
the fault coverage is the ratio between the number of detected faults
and the total number of faults injected in the experiment. The muta-
tion score is the ratio between the number of killed mutants over the
total number of mutants, as mentioned in Section 2.4.

3.3 FINITE STATE MACHINE AND REGULAR EXPRESSION ANALY-
SIS

The regular expression analysis is carried out by PQ-Analysis method
and it is proposed by Eggers and Belli [81, 84] indexes the provided
RE to obtain missing state information during conversion from the
FSM. Reader can refer to Section 3.1 for definitions of RE and FSM.
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Moreover, the context of the RE elements can cause ambiguity due
to the same symbol appearing in different positions, which is copied
after PQ-Analysis using indexing of the symbols. The primary pur-
pose is to extract information regarding the analyzed system’s fault
tolerance capability using indexing and context tables (CTs). In the
thesis, it is utilized to increase the ability of test sequences acquired
from CTs. The PQ-Analysis is adopted as a base of test generation ap-
proach using tables resulting from the PQ-Analysis. Test generation
from these tables results in more efficient test suites than from the
others based on different models, such as FSM, due to the usage of
redundancy provided by the PQ-Analysis.

Eggers and Belli [81, 84] propose an approach to detecting, localiz-
ing, and correcting faults based on regular expression, originally to
be deployed in compiler construction. Belli extended this approach
to a general theory of fault tolerance and its applications to sequen-
tial systems, for example, faults in system-user interactions [7] and
hardware [85]. The idea is to analyze the checking self-detection and
self-correction capabilities of a system under test. If this system does
not possess these capabilities, the approach suggests extending the
system by inserting a minimized amount of functional redundancy
[81].

The approach is syntax-based and assumes that the system under
test is strictly sequential and, thus, can be specified by a regular ex-
pression (RE). The symbols of this RE can be interpreted differently,
for example, as events, such as user inputs and system outputs. A set
of hypotheses is defined for insertion (I), replacing (R), and deletion
(D) of the symbol(s) for context-based handling of faults, for example,
"a symbol between two symbols is to be inserted/deleted /replaced
to correct a fault detected". For an unambiguous self-correction of a
fault, the pairwise, mutual exclusion of the application of hypotheses
is necessary; that is, two hypotheses, P and Q out of LLR,D are sup-
posed not simultaneously to be applied to a fault. In the course of
several master’s and Ph.D. theses on this subject, the approach has
been coined "PQ-Analysis" by the students.

This thesis uses the PQ-Analysis as the basis of the test generation
approach. Test sequences generated from the context table (see Figure
3.1.1) resulted from PQ-Analysis in the current methodology.

A given regular expression T can be expanded to generate sequences
(strings or words) of symbols that build up a regular (type 3) lan-
guage L(T). The core idea of PQ-Analysis stems from extracting the
context relations of the symbols from T, storing them in lookup tables,
and then using these tables to check whether a word belongs to the
language L(T) or not.

The approach comprises the seven steps that are depicted in Figure
3.3.1. The details of these steps are given below.
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/ Algorithm 2 Algorithm 3 \

> Step 2 . Step 3
Determine T' Construct Tforw ;,
Algorithm 1 Step 6
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Figure 3.3.1: Steps of the PQ-Analysis and the Corresponding Algorithms

* Step 1: Index the given RE T for tracing the contextual positions
of symbols leading to the indexed T".

e Step 2: Transfer T’ to an equivalent FSM Ef°™ [86, 87].

* Step 3 (forward indexing): Scan T through Ef°™, that is, input
the symbols of T to Ef°™, note (trace) the transferred states as
superscripts on T.

* Step 4: Reverse (mirror) T’ leading to T™'"™ and transfer T™""
to an equivalent FSM EPack,

e Step 5: Scan T™!'™ through EP9¢k, that is, input the symbols of
TMT to EPAck note (trace) the transferred states as subscripts
on Tmirr,

e Step 6 (backward indexing): Reverse (mirror) Tf“;;x and sub-
scribe to the indices and construct of Tg?l*cv]f (Coding) by com-
bining Tfo™ and Tpqck.

e Step 7 (coding): Simultaneously forward and backward index-
ing of T to determine its characteristic relations (tables).

To make the concept clear, the above-mentioned steps are demon-
strated in a simple example. Note that State Transition Table of Efo™
and State Transition Diagram of Ef°™ in Figure 3.3.2 and Compat-
ibility and Context Tables in Figure 3.3.3 are borrowed from Belli [81].

Example 3.4. Given the following regular expression:

T =[(ba(b+c")*(a+b)7] 7)
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The related PQ-Analysis tables can be provided by following Steps
1-7.

Step 1: Index the given T:

Tl — [1 (b1a1 (bZ Jrcl)*)*(az +b3)*]] (8)

Step 2: Transfer T’ to an equivalent FSM Ef°™ Determination of cor-
responding states of an equivalent automaton, notated by

(a)i=;j (input a transfers the state i into state j) initial state = o, ([)o
=(Mo=1=0",(@1=(a?)1=22=aa?, (b)1=(b' +b3)1=3=0b" +
b3, (Di=(0N1=124=1",(@)2=(a?)2=:2=d? (b)2=(b3)2=:5= b3,
M1=(1"2=:4=1", (a)3 = ... etc. Final State = 4.

State Transition Table of Ef°™ and State Transition Diagram of
Ef°™ is given in Figure 3.3.2.

zl[|a|bf|c]]
- o1
* 1 2 4
a’ 2 2 4
b'+b?® |3 6|5
I’ 4
b 5 2|5 4
at+a? |6 2|7 4
b'+b’+b’| 7 6|7 4
! 8 217 4 ‘
(b)
(a)

Figure 3.3.2: (a) State Transition Table and (b) Diagram for Eforw [81]

Step 3: Scan T through Ef°™ - Forwards scanning the expression:

Tforw — [1 (b3+7a6(b7 + CS)*)*(a2+6 +b3+5+7)*]4 (9)

Step 4: Reverse (mirror) The "mirrored" (reverse) expression

Tmiﬂ“ :]1(a2+b3)*((c1 +b2)*a1b1)*[1 (10)

Construction of the corresponding automata Epqcx in analogy to
constructing of Efe™.
Step 5: Scan T™" through Ey,qcx backwards scanning of the expres-
sion Eback

Tmirr+forw :]1 ((12 + b3)*((c4 + b3+7)*a2+6b3+8)*[5 (11)
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Step 6: Reverse (mirror) T HfO™ repeated reversing ("Mirroring")
of the expression, lower indexing

TmirTEfoTwHEMATT _ [(b3,gaz46(b3 47 +ca)*) (a2 +b3)* ] = Tpack

(12)
Coding, that is, concurrent forward and backward scanning
Tooek = [5(b315a8 (03,7 + ) ) (a3 0+ 037277 (13)

Step 7: Determine the characteristic relations (tables) of T given in

this section with Figure 3.3.3.

i[jliaj|ibjlicj|i]j " s’ r S, I
1 2,3 4
i[52a23b38c44]i SN U B b aathetbety
[+a™+a +b+c a’ | a+b+] |[startbytce| a2 axtbat]s
6a23b8 3,7 62,7, 8.4
b™+b a |a"th+c4] bs as br+bg+cs
6a65b3 [ b a*+b™]' |[srartbstcs| by artbat]s
7b3 al+b+b’ b’ az*‘bﬁ*‘]4 astbr+cs | by br+bs+cs
a+blec’ b’ [a®+b"+c*+]'| [s+as+brrca| bs as
b7 a*+b'+c’ ¢’ |a™b'+c*+'| agtbrics | ca| artbatbrtbytoet]:
708 [+a+a’+b +b+b+c® | 1 — |srastbates| 1
(a) (b)

Figure 3.3.3: (a) Compatibility and (b) Context Tables [81]

The context table contains two sub-tables (Figure 3.3.3-(b)). The left
side is for forward indexing, and the right side is for backward index-
ing (see Step 3 and Step 6, respectively). For each sub-table (forward
and backward), the right context of each symbol (s) is given on the
right column (function r), and the left context is on the left column
(function 1).

Another important table is the compatibility table (Figure 3.3.3-(a)).
It consists of all pairs (i, j) of a forward index i and a backward in-
dex j existing in a coded symbol s} of T{TY given in (13). This is
described by the notation C} of s)1 The latter means that states i and
j are compatible via the symbol s.

The context table will be used for test generation in Chapter 5, and
later, it will also be used together with the compatibility table for
extending the sequential system, that is, determining the redundancy
for achieving fault tolerance in Chapter 8.

Algorithms

The algorithms mentioned in Figure 3.3.1 are given below with their
pseudo-codes. Also, their computational complexity analysis is pro-
vided.
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Listing 1: Algorithm 1: Indexing the T

Input: T, an RE
Output: T’, a basic indexed RE
T :=T
For each sym in T”: symcount [sym] = o \\symcount is symbol count
For each sym in T”
currsym = sym \\currsym is current symbol
if (symcount[currsym] = o) symcount[currsym] = 1
else symcount[currsym] = symcount [currsym)] + 1
currsym in T” := currsymsymcount(currsym)
sym := currsym
End for

Algorithm 1, shown in Listing 1, runs in [T(sym)| time, which equals
to the number of symbols in T because the "for" loop in the algorithm
processes the ‘number of the symbol’ times. Therefore, the complexity
of Algorithm 1 is linear, solely depending on the number of symbols
in the RET.

Listing 2: Algorithm 2: States and transitions determination of FSM Eforw

N

O 0N o U~ W

10
11
12
13
14

1
2
3
4
5
6
7
8

that accepts T

Input: T’, basic indexed T
Output: ST;(sym), state transition table of T’; i is a state (row) and
sym is a corresponding column in the table
currsym = MinT
1: = currsym
currstate = 1 \\currstate is current state
For each sym in T
Feurrstate(sym) = the set of sequent symbols after sym
If Feurrstate(sym) # 0
For each sym in Feurrstate
new_state = Feurrstate (Sym)
STeurrsym(sym)=new_state
End for
End if
End for

Listing 3: Algorithm 3: Constructing TfoT™W

Input: T" and STi(sym)

Output: TT°™, forward indexed T

A = sym set of ST

For each sym in T’
if sym € A for each set of i(I)

sym in Tfo™ = sym!

End if

End for

The complexity of Algorithm 2, shown in Listing 2, equals to square
power of the complexity of Algorithm 1 because the number of sym-
bols in T and T” are equal. Hence, algorithm 2 runs in quadratic time
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in the worst-case scenario depending on the number of symbols in
RET.

Listing 4: Algorithm 4: States and transitions determination of FSM Eyqck
that accepts T™'""

1 Input: T™" , basic backward indexed T
2 Output: ST™""(sym), state transition table of T™'""; i is state (row)
and sym is corresponding column in table

In the worst case, the complexity of Algorithm 3, shown in Listing 3,
is |(|I/|.|T/ (sym)|)| where I" is the set of i for each symbol representing
the indices of the symbols. The sum of the cardinality of the set i
equals to I’ and it increases in a linear manner depending on the
indexes.

Algorithm 4, shown in Listing 4, is the same as Algorithm 2, having
the same complexity and it is | [| T (sym) (12 |

The complexity of Algorithm 5, shown in Listing 5, is where | [T
x [T™ T (sym)| | where ™™ is the family of set i for each symbol rep-
resenting the indexes of the symbols of T™". The total complexity
of the PQ-Analysis for Algorithms 1 to 5 is of quadratic order. The
context table is used to generate test sequences from the given RE for
negative and positive testing.

Listing 5: Algorithm 5: Constructing T?ack

Input: T™'™ and ST™T (sym)
Output: TPk backward indexed T
B = sym set of ST™""(sym)
For each sym in T™™
if sym € B for each set of i(I)
sym in TPack = sym!
End if
End for

X oUW N R
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CHAPTER 4

TEST GENERATION BASED ON REGULAR
EXPRESSION APPLIED TO HDL PROGRAMS

This chapter presents an approach for test generation based on an
HDL program’s regular expression (RE). The following sections present
motivation and the proposed approach for regular expression.

4.1 MOTIVATION FOR HDL TESTING

According to the well-known Moore’s Law, the number of transistors
or components on a Very Large-Scale Integration (VLSI) chip doubles
approximately every 18 months [88]. Therefore, the testing and val-
idation of hardware become increasingly critical and overwhelming.
As a result, the emergence of new methods to handle this problem
efficiently becomes a necessity.

The validation of hardware in the early stages of the design flow
not only reduces the cost, due to low complexity considering the ab-
straction level but also provides reusability of test sequences at lower
design levels. Generally, test sequences or test patterns are generated
for two purposes: testing to target design faults and structural test-
ing to address manufacturing faults. The first one can be applied at
the early stage of the design flow, that is, behavioral design, and the
generated test sequences can be reused at lower levels, for example,
register transfer level or gate level. The second one, structural testing,
is applied at the gate level and requires extensive analysis. Thus, it
demands a high cost for test pattern generation. On the other hand,
structural testing provides appropriate and effective coverage of tar-
geted manufacturing faults that are commonly stuck-at o/1. In these
faults, signals or pins are assumed to be stuck at logical '1” or "0’. It is
reported by Lajolo et al. that there is a direct correlation between de-
sign faults at the behavioral level and manufacturing faults at the gate
level [277]. Therefore, the test sequence generation approach discussed
in this study can be useful for targeting design and manufacturing
faults.

A method for test sequence generation is proposed to validate a
given HDL program (as a Finite State Machine (FSM)) and target de-
sign faults at the behavioral level. The FSM model is automatically
extracted from the HDL program by scanning the code to find the
state and transition patterns. Then, this FSM is converted into a RE,
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which offers more abstraction, compactness, and conformity to alge-
braic operations based on Kleene Algebra [89]. This RE is represented
by a Syntax Tree (ST). Operators and symbols of RE are represented
in the external and internal nodes of the ST, respectively and, note
that symbols are interpreted as events in this thesis. As a result, the

procedure of the test sequence generation is carried on by traversing
this ST.

4.2 THE APPROACH BASED ON REGULAR EXPRESSION

The proposed approach includes the following steps: extraction of
FSM from the given HDL program, conversion of FSM to RE, ST
construction from RE, and traversal of ST to generate test sequences
satisfying the alphabet and operator coverage criteria. Figure 4.2.1
depicts these steps.

An HDL program is analyzed to generate an FSM in the FSM ex-
traction step. The HDL programs, which satisfy specific patterns, can
be considered. The patterns relate to implementing the HDL program
where states and transitions are defined to construct the FSM model.
The patterns represent these states, transitions, and their relations. A
relation between states represents a transition that is triggered by an
event that labels this transition. The FSM Extraction program reads
the HDL program to determine states and transitions.

In the FSM to RE conversion step, the well-known Brzozowski al-
gorithm [90] is used, which requires constructing an equation sys-
tem from the state transition table of FSM. This equation system de-
fines the transition relations of states. The system is represented by a
square matrix on which an elimination algorithm, for example, Gaus-
sian elimination algorithm, is run to generate the RE. Arden’s rule
[91] is applied to this equation system to eliminate redundant transi-
tions and shorten the system. The application of this elimination con-
tinues until one column and one row for the equation are obtained,
which represents the expected RE.

Based on the proposed approach, the FSM to RE conversion can
be done using PQ-Analysis tool *. However, this conversion may re-
sult in a longer RE. Therefore, the JFLAP tool [92] can be used to
shorten this RE as depicted in Figure 4.2.1. This approach provides a
compacted RE model to reduce the computation in the further steps.

Note that in some systems, the HDL program is not already avail-
able. So, the model extraction step of the proposed approach is not
useful in these cases. However, the hardware specification of the sys-
tem, such as state machine diagram, activity diagram, and sequence
diagram, may be available and provide the behavior model for the
system. As these specifications imply dynamics of the system, the

1 PQ-Analysis tool, https://github.com/kilincceker/MBIT4HW
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Figure 4.2.1: General Overview For The Approach Based on RE

designer can create the FSM for the system using tools such as PQ-
Analysis or JFLAP [92].

As a result, the proposed approach supports both creating the FSM
from the system specification and extracting it from the given HDL
program.

For the ST construction, a tool called dk.brics.automaton 2 is used.
This tool provides an open-source implementation of an antichain
algorithm called forward subset. In this study, this tool has been ex-
tended in a way that it is to get rid of infinite sequences generated by
Kleene’s Star operator.

Based on the proposed approach, the test sequence generation from
RE requires traversing the ST. For example, the following test se-
quences can be generated from the given RE in Example 3.2 in Section
3.1 by traversing the corresponding ST.

ab, abc, abd, abce, abdd, abced, ... (14)

According to Kleene’s Star operator, the length of the test sequences
can be infinite (see (15)). This may cause the generation of infinite se-
quences, and it can be resolved by the utilization of the ERE model.
For example, the ERE given in Example 3.3 in Section 3.1 can be used
for (14). In this example, the iteration of Kleene’s star is bounded
to 1-2 by utilizing a range operator. Therefore, the following test se-
quences can be generated;

ab, abc, abd, abec, abdd, abed (15)

The algorithm given in Listing 6 defines the procedure of test se-
quence generation in this section. The input of the algorithm is the

2 dk.brics.automaton toolchain, http://www.brics.dk/automaton/
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ST of the RE model. The output is the resulting set of test sequences
by traversing the ST.

Listing 6: Test sequence generation based on ST of RE Input: S S is syntax

tree of given RE Output: ti € T, i=1,...,n T is the resulting test
suite

1 node = ST.root
2 Set RegExTestGeneration (SyntaxTree node) {
3 CASE (node.data) OF

4 (symbol) return {node.data}

5 (union) return RegExTestGeneration(node.left) U

6 RegExTestGeneration (node.right)

7 (Star) return RegExTestGeneration (node.left) U Epsilon
8 (Plus) return RegExTestGeneration (node.left)

9 (Concatenation) return Concatenation(

10 RegExTestGeneration(node. left),
11 RegExTestGeneration (node.right))
12 ('n~m’) {Set s = RegExTestGeneration (node.left)

13 for (i=o to n)
14 Set p = Concatenation (p, s)
15 return p}
16 EndCASE
17}

18 Set Concatenation (Set s1, Set s2){
19 Set result = empty
20 for each item1 in s1

21

22

23

for each item2 in s2
result = result U item1.item2

}

This algorithm starts with the root node of the ST and traverses
the left and right nodes based on the given procedure. The following
values can be encountered in each node during traversal of the ST;

* A Symbol: The symbol is added to the current test sequence

because it is a leaf node.

A Disjunction (Union) operator: The test sequences from the
left and right nodes of the union operator are combined and
returned as a result.

A Kleene Star operator: As is already discussed, o and 1 itera-
tions are considered for star operator to satisfy the operator and
alphabet coverage criteria. Therefore, test sequences including
empty words and the string set from the left node of the current
node are combined as the result of this operator.

A Kleene Plus operator: The same procedure of the star operator
is applied for the plus operator, excluding empty words, as it
only contains 1 iteration.
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¢ A Concatenation operator: This operator concatenates each string
of the left node with each string of the right node.

* A Range operator: In this operator, the lower bound of the
rage is considered to cover the criteria, and extra iterations are
avoided. Therefore, the concatenation of the operand for n times
is the result of this operator.

After executing one of the above-mentioned conditions for each
node, based on the node’s data, the traversal continues with the pre-
decessor operator node using the test sequence set already generated.

A tool called RETestGen is developed by implementing the pro-
posed test generation algorithm. The RETestGen takes the RE and
constructs the ST from which test sequences are generated. This tool
will be utilized in case studies for HDL in Section 7.1, and results in
comparison with other similar tools will be presented in Section 7.3.1.






CHAPTER 5

TEST GENERATION BASED ON CONTEXTUAL
REGULAR EXPRESSION APPLIED GRAPHICAL
USER INTERFACE TESTING

This chapter introduces a method for test generation based on the
contextual regular expression (CRE) for a GUI program. The follow-
ing sections present the motivation and the proposed approach based
on contextual regular expression.

5.1 MOTIVATION FOR GRAPHICAL USER INTERFACE TESTING

It is very important to catch unnoticed bugs and flaws in GUI and
the project before their designs go into production. GUI testing is
the process of testing the visual elements of an application, and it’s
designed to prevent the problems mentioned above before any user
can perceive them. Those elements that influence the attractiveness
can be color, font, size, etc., of the visual elements on the screen, and
business policy can be checked with the help of automated Ul testing.
Any undesirable event, such as a design flaw, that will occur during
the automated GUI testing will reveal the problems at the core of the
application. Manual GUI testing is a cumbersome process of checking
the application before it goes to the market. This process tends to be
sloppy because of the difficulties of manual testing.

New techniques and processes have emerged to improve testing as-
pects of the software development life cycle. GUI testing is no longer
considered a job to be done by a tester manually. Nowadays, software
projects are becoming larger and larger, and thus, the required labor
for testing every part of their GUI by hand increases excessively so
that it almost becomes infeasible.

Random tests are, in general, not an effective way to validate prod-
ucts. However, random testing plays a crucial role in testing activity
[93] due to its simplicity, which explains its popularity to be used as a
yardstick to compare a novel, suggested method with existing testing
techniques and to evaluate its efficiency.

An approach to random generation of test sequences for GUI test-
ing is proposed to address sequencing and functional faults in the
following section. In case of sequencing faults, GUI cannot reach the
final event, which might cause a system crash. In case of functional
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faults, the GUI cannot provide the desired functionality even if it
reaches the final event.

Modeling the GUI by a finite state machine is suggested, and it
is automatically converted to a regular expression (RE) using a tool.
The RE has the same expressive power as the corresponding FSM as
both can be represented by a type-3 grammar, generating the same
regular language. The tester can also model the GUI directly with a
RE if he/she is familiar with working with RE.

There are several reasons why working with RE is preferred to
working with FSM. First, RE form algebra (event algebra, see [89])
allows algebraic operations that are considerably easier and more ef-
ficient to handle than graph-based operations on FSM. Secondly, a
RE model is mostly less spacious than a graph model. Last but not
least, analyzing contextual relations can be carried out more easily
and efficiently by RE than with graph models.

Therefore, a tool to make up the missing context information, such
as the position of a symbol within its neighbors that cannot directly
be determined in the original model, that is, FSM, will analyze the
RE. Reader can refer to Section 3.1 for the details of the contextual
regular expression as a result of this analysis and represented by the
context table. As a next step, the context table representing will be tra-
versed to generate the test sequences. To do this, a symbol in the table
is repeatedly selected, starting from the initial symbol, in a random
manner until reaching a special, finalizing symbol for constructing a
test sequence. The selected symbol will be excluded from the further
iterations and included in the list of covered symbols. Thus, the ap-
proach uses a symbol coverage criterion to assess the adequacy of the
test generation. Once the required symbol coverage ratio is achieved,
the test generation terminates to exclude redundant test sequences.
For example, setting symbol coverage to 100% requires covering all
of the different symbols in the table. Once a predefined coverage ra-
tio is achieved, test generation terminates and excludes redundant
test sequences that are incomplete.

The approach comprises test preparation and testing steps. In the
test preparation step, the tester models the GUI by an FSM using
the tool JFLAP and also converts the FSM into a corresponding RE.
A tool analyzes the RE to construct the context table that contains
contextual information about the symbols contained in the RE. In the
testing step, the developed tool applies to the context table to generate
test sequences.

A mutation testing technique is used to validate the approach (in
Section 7.2). This technique entails the generation of mutants of the
GUI as its faulty versions [8, 9] to model functional and sequenc-
ing faults. Mutants are obtained by applying mutation operators to
the source code of the GUI. These mutation operators form slight
changes in the code, such as manipulating an assignment. The test
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sequences generated from the RE and its context table will then be
applied to these mutants. If they reveal a fault, the mutant is said to
be “killed”; that is, the test sequence was successful. Otherwise, a be-
havioral equivalent mutant of the GUI is needed. A test automation
tool will be used to run the tests.

5.2 THE APPROACH BASED ON CONTEXTUAL REGULAR EXPRES-
SION

The proposed approach comprises two steps: Test preparation and
testing. In the test preparation step, the GUI behavior is modeled
using an FSM using the JFLAP tool that also converts the FSM to RE
and finally analyzes the RE to construct a context table.

A random test generation approach is employed in the testing step
in this thesis. Figure 5.2.1 depicts the concept of the proposed ap-
proach.

Test Preparation

A GUI program is the input of this step. A tester models the GUI
manually to obtain an appropriate finite state machine (FSM) repre-
sentation. The tester can also draw the FSM model from GUI using
the JFLAP tool that is then utilized to convert FSM into the RE model.
RE contains missing context information that is necessary for random
test generation. Context refers to the location of a symbol in RE and
its relations with other symbols. For example, “[(xy (t+z) *)]” is a RE
(based on Definition 3.2 in Section 3.1). The right side of the symbol

“_rmn

x” is only “y” and the left side is the symbol “[”. Thus, the right
side of the “x” symbol in the context table contains the symbol “y,”
and the left side is “[”. The terms right context and left context of
a symbol are used. The context table contains all symbols of the RE
and their right and left context. The definition of the context table,
including an example, is already given in Section 3.3.

Moreover, PQ-Analysis uses indexing the RE to remove ambigui-
ties in the RE that might cause missing context-based faults. Consider
the same symbol in different locations in the RE; covering a symbol
means addressing only one symbol in one location and missing oth-

ers. Thus, PQ-Analysis uses indexing to overcome these problems.

Testing

The output of the PQ-Analysis tool [81, 94] is the input of the test-
ing step. The approach randomly traverses the context table from the
initial to the end symbol.

A symbol coverage criterion is used to assess the adequacy of the
test generation. The symbol coverage criterion is a predefined ratio to
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Figure 5.2.1: General Overview For the Approach Based on Contextual RE

terminate test generation when it is achieved. For example, 8o cover-
age ratios refer to 80% of all the different symbols in the context table
required to be contained in the already generated test sequences for
test generation termination.

When the predefined symbol coverage ratio is achieved, the test
generation process is terminated by s. Then, the generated test se-
quences are saved together into a test suite. Finally, a test automation
tool, such as Selenium, automatically executes this test suite on the
GUL The test report from the testing step finishes the procedure.

A tool called PQRTestGen is developed by implementing the pro-
posed test generation algorithm based on contextual RE to automate
the steps defined in Figure 5.2.1. The tool takes the analysis output
and generates the test sequences using the context table from the anal-
ysis result. This tool will be utilized in case studies for GUI programs
in Section 7.2, and results in comparison with other similar tools will
be presented in Section 7.3.2.



CHAPTER 6

MODEL-BASED IDEAL TESTING (MBIT)

In this chapter, a model-based ideal testing approach (MBIT) is pro-
posed to show the presence and absence of faults in the sequential sys-
tems. These sequential systems are HDL or GUI programs in the the-
sis, and the following sections present the MBIT approach for them.

6.1 MODEL-BASED IDEAL TESTING FOR HDL PROGRAMS

This section provides the general idea on HDL programs of the pro-
posed approach and shows that it results in MBIT suites. In addition,
this section elaborates on the main steps to be undertaken.

. . Legend
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(1) SUTfault-free et w D Model
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Figure 6.1.1: Test Composition For MBIT

6.1.1  Model-based Ideal Testing (MBIT) and Its Proof

The proposed approach consists of two main steps: test preparation
and test composition. These steps contain some fundamental con-
cepts and definitions, which are explained as follows:

Test Preparation

* It is assumed that a model of the HDL program is available. If
not, a model will be extracted from the reference HDL program
that is called the original (supposedly fault-free) program. Fur-

53



54

MODEL-BASED IDEAL TESTING FOR HDL PROGRAMS

ther, it is assumed that the generated/provided FSM model is
deterministic.

¢ The model is mutated using mutation operators to develop faulty
models.

* Supposedly fault-free and faulty models are converted to reg-
ular expressions and to their corresponding context tables that
are used to construct all combinations of legal and illegal se-
quences of transitions. This is more powerful than transition
coverage, which can be achieved by using FSMs.

* Using a test generation method, adequate test cases for positive
and negative testing are generated.

Test Composition

The set of legal test sequences is executed on (supposedly) fault-free
design under test (HDL programs) for positive testing. (See Figure
6.1.1)

Then, the "passed" test sequences are composed into a test suite
TS¢s—¢f, called a test suite generated from a (supposedly) fault-free
model (M¢quit—free) and executed on the (supposedly) fault-free
SUT (SUTfaultffree)-

Criterion 6.1. (Cq): Vti (Mtquit—free) | SUTrautt—rfree (ti) /A OK(ty)
(Definition 2.8).

The model extracted from the original program is expected to be
correct. It is also assumed that the starting point is this supposedly
correct program as a reference that represents the (formal) specifica-
tion (normally) provided by a customer. The correctness of the model
using criterion Cj is checked by executing a generated test from the
original model (M¢qq1t—free) On the original program (SUT¢qy1t—free)-

The set of legal test sequences is executed on faulty systems for
positive testing.

Then, the “failed” test sequences are composed into a test suite
(TS¢¢—¢), called a test suite generated from a (supposedly) fault-free
model (Mtquit—free) and executed on the original SUT (SUT¢qu1ty)

Criterion 6.2. (C2): Vt; (Mtautt—free) | SUTrautty(t;) A — OK(t;) us-
ing Definition 2.8.

The set of illegal test sequences for each mutant model is executed
on faulty systems.

Then, the "failed" test sequences are composed into a test suite
(TSt_¢¢), called a test set generated from a faulty model (M¢quity)
and executed on the (supposedly) fault-free SUT (SUT¢qv1t—free)-

Criterion 6‘3' (C3): Vtm (Mfaulty) | Squault—free(tm) A\ —OK(tm)
using Definition 2.8.
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The set of illegal test sequences for each mutant model is executed
on the (supposedly) fault-free system. (See Figure 6.1.1 )

Then, the “passed” test sequences are composed into a test suite
(TS¢_¢), called a test set generated from a faulty model (M¢qyity)
and executed on faulty SUT (SUT¢qu1ty)-

Criterion 6.4. (C4): VYt (Mtquity) | SUTraquiey(ti) A\ OK(ty) using
Definition 2.8.

Definition 6.1. Model-based Ideal Test (MBIT) suite: T is an MBIT suite
iff Vt(M) € T /\ Satisfy(t, (o)) | (Reliable(c) N\ Valid(c). (See the definition
of Reliable and Valid in Section 2.5 in Definitions 2.10 and 2.11)

Test sets were composed using Cq,C;, C3,andC4 are TSy, TS, TS3,
and TS4, respectively. A test suite T equals to a set of these test sets
TZZTSff,ff, TSff,f, TSf,ff, TSf,f with respect to CIZC] P CZ, Cg, ClTldC4.

To show that these test sets constitute an ideal test, the three re-
quirements of an ideal test, namely acceptability, reliability/consis-
tency, and validity /effectiveness, are examined in three lemmas and
their proofs as follows;

(i) The test sequences generated from (supposedly) fault-free
(Mfautt—free) and faulty ((Mfquity)) models either pass or fail on
the (supposedly) fault-free system (SUT¢qy1t—free) and faulty system
(SUT¢quity) (Acceptability).

Lemma 6.1. : Vt; € TS¢r_s1, Vt]' € TSer_g, Vi € TSe_¢f, VEtm € TS¢_¢
C T = Successful(T) \/ Fail(T)?

Proof:

Vti €T | (OK(tl) A SUTfaultffree(ti)) V th €T | (_'OK(t]') A
Squaulty (tj ))

Vtk eT | (OK(tk) N Squault—free(tk)) ViVt eT | (_‘OK(tm A
Squaulty(tm))

Thus, test sequences t;, tj, ti, and t,, are either Successful(T) or
Fail(T) as defined in Definition 2.9 (Section 2.5).

(ii) All test sequences satisfying corresponding selection criteria
and generated from (supposedly) fault-free and faulty models either
pass altogether or fail altogether on the faulty and (supposedly) fault-
free systems (Reliability /Consistency).

Lemma 6.2. : Vt; € TS¢r_+t, Vt] € TSee—¢, Vi € TSt_s¢,VEtm € TS¢_¢ C
D | (Satisfy(tivjvivm, C)) = Reliable (C)?

Proof:

Positive Testing:

Vti € T, Satisfy(ti, C1)="Successful(t;) thus Reliable(C7) as defined
in Definition 2.10.

Any ti belonging to T acquired from criterion Cj is Successful t;.
Thus, C; is reliable as defined in Definition 2.10.
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Vt; €T, Satisfy(t;, C2)=-Fail(t;) thus Reliable(C) as defined in Def-
inition 2.10.

Any t; belonging to T acquired from criterion C; is Fail t;. Thus,
C; is reliable as defined in Definition 2.10.

Negative Testing:

vtk €T, Satisfy(ty, C3)=-Fail(ty) thus Reliable(C3) as defined in Def-
inition 2.10.

Any ty belonging to T acquired from criterion C3 is Fail ty. Thus,
C3 is reliable as defined in Definition 2.10.

V tm €T, Satisfy(tm, C4) = Fail(ty,) thus Reliable(C4) as defined in
Definition 2.10.

Any t; belonging to T acquired from criterion C4 is Successful t;.
Thus, C4 is reliable as defined in Definition 2.10.

(iii) There are some criteria from which the test sequences satis-
fying these criteria and generated from (supposedly) fault-free and
faulty models reveal the faults or testify their absence (Validity /Effec-
tiveness).

Lemma 6.3. : Vt; € TSff_ff,Vt]' € TS¢r—_g, Vi € TSe_s, VEtm € TSe_¢ C
D | (Satisfy(ti\/ijVm, C)) = Valid (C)?

Proof:

Cqi:Vt €T Satisfy(ti, COASUTrqurt—free (t1)=0K(t;) thus —Valid(C1)

as defined in Definition 2.11.

C2: Vt; €T | Satisfy(t;, C2)/\ SUTrquity (tj)= —OK(t;) thus Valid(C3)
as defined in Definition 2.11.

C3: Vi €T Satisfy(tk, C3) A\ SUTsquit—free (tx)= —OK(ty) thus
Valid(C3) as defined in Definition 2.11.

Cyq: V tm €T | Satisfy(tm, C4) A SUTtquity (tm)=OK(tm) thus
—Valid(C4) as defined in Definition 2.11.

Theorem 6.1. The test suite Tiqeq1, which is constructed using criteria C,
and C3z, forms an MBIT suite as defined in Definition 2.12 (Section 2.5).

Proof: It is shown in Lemma 6.1, Lemma 6.2, and Lemma 6.3 that
Tidea1 selected by using reliable and valid criteria C; and C3 consti-
tutes MBIT suites.

6.1.2 Application

As discussed in Section 6.1, the test selection criteria Cq, C5, C3, and
C4 can be used for creating ideal test suites using the (supposedly)
fault-free and faulty models of an HDL program. C; can be used to
check the acceptability of the original program. As the specification
or the model is assumed to be correct, the test sequences generated by
applying C; can be used to check if the given original program com-
plies with this model. If any of the test sequences fail, the program
does not comply with the model, and the procedure of applying the
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ideal test is terminated. Otherwise, the test sequence is acceptable,
and the procedure can continue. To this end, the criterion C; is con-
sidered as the pre-condition of the proposed approach.

Criterion C4 can be used to check if each mutant model and cor-
responding mutant HDL program are consistent and if the test se-
quences generated from the mutant model are acceptable. For this
purpose, all of the generated test sequences from a mutant model
should be successful when it is executed on the corresponding mu-
tant HDL program. Otherwise, the mutant model and related mutant
HDL program are not consistent, and the generated test sequences
are not acceptable. The tester can either re-do the injection or termi-
nate the whole procedure. As the mutant model and its mutant HDL
program represent a fault, the accepted test sequences will be used in
this approach.

Also, according to the MBIT approach discussed in Section 6.1.1,
the C, and C3 criteria can be used to select the test sequences that
are used to check the presence and absence of the pre-defined faults.
To this end, the criterion C; selects the test sequences generated from
the original model (the result of C7) and fails on the mutant HDL
program. This test suite (which is a subset of C;) includes the test
sequences that can detect the very specific fault (represented by the
faulty HDL program) and is called a positive test suite for that fault.
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Figure 6.1.2: General Overview of MBIT For HDL

On the other hand, the criterion C3 selects the test sequences gener-
ated from a mutant model (the result of C4) and fails on the original
HDL program. As these test sequences represent the fault (which is
related to the mutant model), they can be used to check the absence
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of that fault in any new HDL program. These test sequences (which
are a subset of C4) constitute a negative test suite for that fault.

To summarize the use of criteria for MBIT, it can be stated C; and
C4 are used as the pre-condition of the ideal testing and generate the
initial test sequences. Also, criteria C; and C3 are used to select the
positive and negative test suites for MBIT to check the presence and
absence of faults.

Figure 6.1.2 shows a general overview of the proposed approach,
including test preparation and test composition steps. In this figure,
the straight lines represent the path preferred in this thesis, while
dashed lines are other possible options. The curved rectangle cover-
ing the HDL program represents source code that can be input to the
FSM-Extractor tool. Regular rectangles display utilized processes and
tools within the thesis.

The test preparation step starts with the extraction of an FSM model
automatically from the HDL program by means of the FSM extractor
tool, for which more details are provided in Section 7.5. The FSM ex-
traction is useful when the HDL program is available. However, the
test engineer can obtain the FSM model manually from the system
specification. Then, the generation of the mutants of the FSM is done
using the insertion, omission, and replacement mutation operators
[58]. The resulting FSM models can be given to a RE Generator tool
to convert the models to RE. Once a compact RE has been obtained
for the FSM, the PQ-Analysis tool is used to construct a context ta-
ble with the algorithms explained in Section 3.3 for PQ-Analysis. The
proposed approach proceeds through a straight line given in Figure
6.1.2. The result of the PQ-Analysis tool is given to the PQTestGen
tool for test generation, which is the final part of the test preparation
step.

The testing step contains the execution of test sequences on the
corresponding HDL programs for positive and negative testing and
then the selection of test sequences that fail or pass. The selection step
results in ideal test suites that satisfy the requirements of the ideal test.
Therefore, the proposed methodology holds these requirements. The
details of the test preparation and test composition are defined in the
following sections.

6.1.3 Test Preparation

The test preparation step comprises model construction, mutation,
conversion, and test generation sub-steps, see Figure 6.1.3. The fol-
lowing sections give the details of these sub-steps. HDL programs
are considered as a design under test.
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Model Construction

In model construction, the FSM-Extractor tool parses the HDL pro-
gram and extracts the states and transitions from the "case" state-
ments in the code. This gives us the FSM model of the HDL program.
Also, the test engineer can create the FSM model manually using the
specification. In any case, the proposed methodology requires a be-
havioral model of the system to be prepared.

Therefore, the proposed approach is applicable for any sequential
circuit given at the behavioral level by means of a Verilog HDL pro-
gram, embedded system, and/or cyber-physical system. However,
the borders are limited to the systems that an FSM-like model can
model. An FSM model cannot model the combinational circuits and
is therefore excluded from the scope of the thesis. This partially ad-
dresses HDL-RQ1 of the thesis.

Model Mutation

The mutation operators are applied to the original FSM to acquire the
mutants. Note that applying the omission (O) and insertion (I) oper-
ators consecutively (for the state (S) and/or transition (T) replace)
can realize the replace (R) operator. Moreover, the state omission op-
erator requires the transition omission (TO) to delete the dangling
transition(s), which will be created after removing a state at one end
of the transition. This step uses mutation testing, as it is defined in
Section 2.4.

The sequence of the mutation operators must be selected carefully
because inattentive selection can result in non-determinism that can-
not be used for the proposed approach.

It is possible to obtain mutant regular expressions from the orig-
inal one using specific RE-mutation operators [95]. This thesis uses
FSM mutation operators rather than RE mutation operators. How-
ever, utilization of RE mutation operators decreases the conversion
cost because only the original FSM is converted to RE, and mutant RE
models can be obtained from the original RE model. This advantage
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is only possible for transition mutation operators. The state mutation
operators require extensive analysis, as the states are unavailable in
the REs. Consequently, this thesis selects only FSM mutation opera-
tors for a mutant generation.

Listing 7: Pseudocode of the test generation algorithm

1 Open PQ Result File;
2 while ((read line by line PQ Result File) {

3

O 00 N o Ul h

10
11
12
13
14
15

16
17
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19
20
21
22
23
24
25
26
27
28
29

30
31

32
33
34

35
36
37
38
39

if (find "Right—Context — Table:" line) {
get next line;
matrix++;
while (read next line and line is not equal null) {
if (matrix equal o (forward analysis)) {
add line to forward array}
else if (matrix equal 1 (backward analysis)) {
add line to backward array}}}}
close file
create adj matrix for forward right
for (each elementi in forward right array)
for (each element j in forward right array)
copy adjmatris_right [1][j] = forward array right[i ][
jl
t[i][j] = new TestSuite();
Set all nodes to "not visited";
q = new Queue();
q.enqueue(initial node);
while ( q is not equal empty ) do
{
x = q.dequeue();
if ( x has not been visited ) {
visited [x] = true; // Visit node x
if (x is initial symbol){ //This defines initial case
for (all reachable symbols y from x){
for (each symboliin y)
t[i]lo]=x //x is openning symbol "["
tl[il[1]=y}}//y is the symbol reachable from
wpe
for (each edge (x, y)) //using all edges
t.addSymbol(y) //new symbol is added to t[i][]]
with proper index
if ( y has not been visited )
q.enqueue(y);}} // Use the edge (x,y)
while(all last symbolsin t[i][j] is not equal "]" ){ // t[i
1[j] is a test suite
if (last symbol in t[i][j] is "]"){
opt(t[illj-1]) = t[il[j])
elseif (t[i][j] is equal to opt[i][j—1]){
t[i][] ]. addsymbols(opt(t[i][j—1]))
opt(t[i1[j-1]) = t[i1[j 1)}
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Model Conversion

In the model conversion step, the original and mutant FSM models
provided in the previous steps can be converted to the corresponding
REs by means of different algorithms, such as state elimination [9o] or
the Brzozowski method [96]. The proposed methodology uses JFLAP
[92] for converting FSM to RE due to the fact that it produces more
compact RE models.

Test Generation

The input of the test generation step is the converted RE given in the
previous step. Then, the original and mutant REs are given to the
PQ-Analysis tool for indexing and constructing the context tables.

To generate test sequences, the PQTestGen tool uses the result of
the PQ-Analysis tool. The PQTestGen tool implements the breadth-
first search (BFS) algorithm on the context tables. Listing 7 shows the
pseudo-code of the test generation algorithm. In this pseudo-code,
lines 1-11 define the parsing of the resulting file from the PQ-Analysis
tool (including CT). Lines 12-16 show the construction of an adja-
cency matrix from the parsed file, and lines 17-33 define the DFS
algorithm used on the adjacency matrix to construct a set of test se-
quences based on the symbol coverage criterion. Finally, lines 34-39
complete the construction of test sequences.

A symbol coverage criterion terminates the DFS algorithm if the
desired coverage ratio is achieved. This criterion defines the amount
of the symbol covered by the CT. However, in this thesis, the symbol
coverage criterion is set to 100%, which leads to the covering of all
symbols of CT in the test sequences.

6.1.4 Test Composition

The test composition step contains pre-selection and test suite con-
struction sub-steps, see Figure 6.1.4, in which original and mutant
HDL programs are considered as SUT and mutant SUTs, respectively.
The following sections define the details of these sub-steps.

Pre-Selection

In the test composition step, the test sequences generated from ana-
lyzed RE models are executed on the corresponding original and mu-
tant HDL programs. To this end, four different testing scenarios are
used to do holistic testing, as it is defined in Section 2.3;
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Figure 6.1.4: Test Composition For HDL

1. Positive Testing with original HDL program: Execution of test
sequences generated from the original model on the correspond-
ing original program.

2. Positive Testing with mutant HDL program: Execution of test
sequences generated from the original model on the correspond-
ing mutant programs.

3. Negative Testing with original HDL program: Execution of test
sequences generated from the mutant models on the correspond-
ing original program.

4. Negative Testing with mutant HDL program: Execution of test
sequences generated from the mutant models on the correspond-
ing mutant programs.

Test execution scripts are written in Verilog using Xilinx Design
Suite. These scripts execute the generated test sequences in the cor-
responding HDL program using the test bench will be defined in
Section 7.5. There are positive and negative testing steps for differen-
tiating the execution processes. In positive testing, the test sequences
generated from the original ((supposedly) fault-free) model are ex-
ecuted on the corresponding mutant designs that are derived from
mutant FSM models using code-level mutation operators. Thus, there
is a one-to-one correspondence between mutant models and mutant
(faulty) designs.

Regarding the fault coverage aspect (considering the HDL-RQ1),
the mutants generated from the FSM address the following HDL
faults: single-output bit stuck-at o/1, case bit stuck-at o/1, condition
stuck-at True/False, and their combinations.

Test Suite Construction

The test sequences resulting from the above-mentioned scenarios are
selected based on the requirements, which are called test selection cri-
teria, defined in Table 6.1.1. There are two execution steps for each of
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the positive and negative tests. These executions are based on the test
sequences generated from the original analyzed RE and the mutant
models. The results of these executions are either passed or failed,
from which successfully passed tests are selected when the test se-
quences from the original model are applied to the original HDL pro-
gram and the test sequences from mutant models are applied to the
mutant HDL program. Moreover, the failed tests are selected when
the test sequences from the original model are applied to the mutant
HDL and the test sequences from mutant models are applied to the
original HDL.

Table 6.1.1: Test Selection Criteria

Test Execution | Original HDL Program | Mutant HDL Program
(1) Positive Test passed! -

(2) Positive - Test failed!

(3) Negative Test failed! -

(4) Negative - Test passed!

In a similar manner, the test sequences generated from the mutant
models can be applied to the mutant HDL programs. Therefore, an ar-
bitrarily faulty design would often return a test result of failed using
any other faulty version.

This can verify the presence and absence of defined faults by the
positive and negative test suites (as part of the ideal test). This can be
considered as the main outcome of applying the ideal test procedure
(which addresses a part of HDL-RQ1).

There are three fundamental requirements of the ideal testing de-
fined in Section 2.5. The first one is regarding the results of the test
execution that can be either successful (pass) or unsuccessful (fail).
The second one is the reliability (consistent) of each test criterion for
the test generation, which is successful if the criterion is satisfied OR
if all tests that satisfy the criterion are not successful (fail). The last re-
quirement is the validity (effectiveness) of the test criterion for the test
execution to check whether the test sequences satisfying the criterion
are revealing the fault(s) or not.

For test suites given in Table 6.1.1, the test selection criteria are reli-
able because the test execution results are either successful (pass) or
unsuccessful (fail). The "failed" test sequences satisfy validity as they
reveal the fault(s). Thus, the resulting test suites satisfy the require-
ments of the ideal test.

63



64

MODEL-BASED IDEAL TESTING FOR GRAPHICAL USER INTER-
FACE

6.2 MODEL-BASED IDEAL TESTING FOR GRAPHICAL USER INTER-
FACE

In this section, test preparation and testing steps are provided in Sec-
tion 6.2.1 and 6.2.2, being two main MBIT stages, offer necessary infor-
mation supporting sub-steps. The FSM and the RE models are used
as defined by Hopcroft et al. [79] in this thesis.

In Figure 6.2.1, the general flow of the current methodology is
shown. The test preparation step contains the model and test gen-
eration sub-steps. The testing step contains test selection and test exe-
cution sub-steps. The straight lines perform the paths that are utilized
by the thesis. The dashed lines show other options can be employed.
For example, the FSM of the GUI program can be obtained from the
specification by the designer and then given to the PQ-Analysis tool.
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Figure 6.2.1: General Overview of MBIT For GUI

The formal definitions and corresponding proofs for MBIT are pro-
vided in Section 6.1.1, and these explanations extend their applica-
bility to GUI programs. For a comprehensive understanding of the
sophistication involved, the reader can consult Section 6.1.1 for de-
tailed exposition and rigorous explanation of the concepts therein.

6.2.1 Test Preparation

An FSM represents the GUI under test and is then converted to a
corresponding RE by the JFLAP tool. Artificial faults are seeded into
the FSM to acquire mutants. Each mutant can contain one or more
faults.

An FSM model can be automatically generated from the GUI speci-
fication, or one of the GUI ripping methods [97, 98] automatically gen-
erates the proper model by using reverse engineering techniques. It is
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assumed that the specification is missing, and the model of the GUI
under test is generated manually using the JFLAP *. The pseudo-code
is provided for generating a model from a GUI of a web page in the
listing 8. The algorithm given the listing 8 starts opening the system
under test (SUT). Then, it proceeds by checking all elements of the
current page of the SUT. These elements can be "radio button", "edit
field", "text box", "combo box", or "button”. Once selecting the current
element (event), the corresponding entry is added to the model with
its input and output response. After finishing all elements on the cur-
rent page, the algorithm proceeds to the next page. This procedure
continues until all the elements for all pages of the SUT are explored.
While exploration carries on, the corresponding responses are added
to the model. Once the exploration is finished, the model generation
is also finished.

Listing 8: Pseudocode of the model generation algorithm

1 Open the SUT (GUI of a web page);
2 while (check all events of the SUT for all pages) {
3 for (each elements (events) at the currentPage){

4 if (event==radio button){

5 click=radio button;

6 Model=AddEvent(click);

7 Jelse if (event== edit field){
8 click=edit field ;

9 Model=AddEvent(click);

10 Jelse if (event== text box){

11 click=text box (addRandomText);
12 Model=AddEvent(click);

13 Jelse if (event== combo box){
14 click=text box;

15 Model=AddEvent(click);

16 Jelse if (event== button){

17 click=text box;

18 Model=AddEvent(click);

19 }

20 }

21 currentPage = nextPage;}

For example, SUT is Gmail login page *. Once the user clicks this
page, he/she has several options, such as a textbox for the user’s
email or telephone number. The user must enter his/her email ac-
count into this text box to proceed to the next step, or he/she can
create a new account by clicking the "create account" button. Let us
again suppose that the tester (the person responsible for the model
generation) enters the correct email address into the textbox. He/she
needs to add this event to the model with the email entry and the
corresponding response of the SUT to this action. This procedure is

1 An open-source modeling tool, Available online at http://www.jflap.org/
2 Gmail Login Page, Available online at https://gmail.com/
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applied to all elements of the current login page by the tester and
added to the model with corresponding responses. Finally, the tester
constructs the Gmail login page model once he/she finishes all ele-
ments of this web page. The manual construction is straightforward
and easy for this kind of login page, which is the main bottleneck of
automatic model generation approaches due to missing correct infor-
mation on user accounts. Therefore, the automatic model generation
approach requires user intervention to cope with this kind of problem.
Another advantage of manual construction is to decide the model’s
capacity by neglecting unnecessary features.
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Figure 6.2.2: Test Preparation For GUI

The FSM’s insertion, omission, or replacement of the state(s) or
transition(s) to acquire mutants are utilized. The following definitions
and examples are presented to elaborate on acquiring mutant FSM
models.

* The insertion operator (I0) adds an extra transition(s) or state(s)
into the FSM.
Example: I0O(so, z, s1) refers to adding an extra "z" transition
from so to s1, or IO(so, z, s2, x, s1) refers to adding an extra

n_n non

state s2 between so and s1 with "z" and "x" transitions.

* Omission operator (OP) deletes a transition(s) or state(s) from
the FSM.
Example: OP(so, x, so) refers to deleting the transition "x", or
OP(s1) refers to deleting the state s1 with corresponding transi-
tions.

* Replace operator (RO) substitutes a transition(s) or state(s) from
the FSM.
Example: RO(so, x, so, z) refers to replacing the transition "x"
with "z", or RO(s1, s2) refers to replacing the state s1 with s2.
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To model semantic faults, the mutants require higher-order muta-
tion; in contrast, insert a single fault in the model or code to create
first-order mutants. In this higher-order, mutation applies the muta-
tion operator more than once [99].

Once mutants are acquired, they are transformed the resulting FSM
model into the RE models using the JFLAP tool that provides a more
compact RE than the PQ-Analysis. The procedure of the FSM to RE
conversion for the PQ-Analysis tool is presented in Section 3.3, in-
cluding the pseudo-code for the conversion. The PQ-Analysis tool
generates CTs that accommodate forward and backward information.
This information is useful for generating more efficient test suites to
increase the possibility of covering the faults because covering the
only symbol without its right and left context does not guarantee the
coverage of the modeled fault(s).

The PQTestGen [56] tool is used for test generation. The CT con-
tains two different and independent tables, namely forward right and
left CT. Therefore, two sets of test sequences from the forward right
and left tables are collected. The forward right table, considering any
overlapping between the two tables, is selected.

PQTestGen [56] parses the table and then traverses, starting from
the initial symbol in a depth-first search manner in the first step. The
traversing finishes once the final symbol is reached to construct com-
plete test sequences. However, some sequences can be incomplete be-
cause of a different symbol in the final test suite by reaching coverage
criteria to assess adequacy. For those partial sequences, the algorithm
uses already complete sequences to complete them in the second step.
The algorithm utilizes a compaction procedure to eliminate redun-
dant sequences in the final step while keeping the coverage criteria
in a predefined ratio.

PQTestGen [56] initiates from the opening symbol "[" and selects
the next symbol from its forward right context. Test generation con-
tinues until the assessing coverage criterion is satisfied when all dif-
ferent symbols are in the resulting test suite. Kilincceker and Belli
define the coverage criteria depending on the CT and extensively an-
alyze their effectiveness for GUI testing [100].

6.2.2 Testing

The test execution and then test composition are the sub-steps of the
testing stage. In the test execution, the test suites are run automati-
cally on the corresponding GUI programs, and then these sequences
are collected into MBIT test suites in the test composition step.

The test suites are run on the (supposedly) fault-free (original) and
faulty (mutant) GUI programs in this step (see Figure 6.1.4). Note
that this step is similar to the test composition step in applying MBIT
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on HDL programs. Hence, two different testing scenarios happen as
follows;

Test selection criteria are a filtering mechanism to select satisfying
test cases. It is important to note that the coverage criteria and selec-
tion criteria are not to be mixed. Coverage criteria are termination
criteria utilized for the test generation procedure. However, test se-
lection criteria (also called test criteria) are a filtering mechanism to
accomplish the conditions of the ideal test. There is no intention or
attempt in the current methodology for code-level or function-level
coverage at the program level. The main intention of the coverage cri-
teria used in the thesis is to assess the adequacy of GUI testing at the
functional level with respect to events captured by test sequences.

Based on the test criteria, "failed" test sequences are collected into
ideal test suites with respect to the PT and NT. To test the presence
and absence of predefined faults, these test suites are utilized by us-
ing the PT and NT, respectively.

6.2.3 Model Correctness

The test generation algorithm from the model under analysis checks
the model’s correctness. Therefore, the suite generated from the model
is executed on the system modeled. The entire test suite must be
"passed" on the system modeled to satisfy model correctness. The test
generation algorithm must be deterministic to avoid different results
in each generation.

Criteria 6.1 and 6.4 (defined in Section 6.1.1) are used to satisfy
model correctness. Hence, the original model is checked by execut-
ing the test suite generated from the original model on the original
system under test concerning Criterion 6.1. Any mutant model is
checked by executing the test suite generated from the correspond-
ing mutant model on the mutant system under test. To this end, it
can be satisfied that all the models hold model correctness.

Moreover, an assumption for the model’s correctness is also made
and presented in Chapter 1 to address this concern.



CHAPTER 7

CASE STUDIES, RESULTS, AND EVALUATION

This chapter presents case studies, results, and evaluations, includ-
ing threats to the validity of the MBIT approach for HDL and GUI
programs.

7.1 HDL-BASED CASE STUDIES

This section discusses the case study, namely a simplified Traffic Light
Controller (TLC), implemented in Verilog HDL and modeled by an
FSM. As shown in Figure 7.1.1, four traffic signals and four lanes are
present. Every lane has a separate traffic light with Red, Yellow, and
Green lights. The position of the lane and the corresponding light are
specified using the input variables and previous state information.
For security reasons, jumping between specific lane positions is not
permitted to avoid a possible crash. This security mechanism is im-
plemented into the HDL program. Any faults may cause severe car
crashes.

The results on the sequence detector (SD) and the RISC-V proces-
sor ' case studies are presented. The RISC-V processor [101] case
study is called "CORE-V CV32E40P RISC-V IP" and was developed by
OpenHW Group 2. It is a 32-bit RISC-V core with a 4-stage pipeline.
It provides higher code density, performance, and energy efficiency.
The SD is a sequential HDL design to detect specific input patterns.
HDL implementation of the SD, TLC, and RISC-V processor is real-
ized by using a Xilinx Basys 3 Artix-7 FPGA development board and
the Vivado 2017.4 design suite.

7.1.1  Test Preparation for HDL Programs

The preparation step comprises four sub-steps. These steps are model
construction, model mutation, model conversion, and test generation.
Briefly, an FSM model, defined formally in Section 3.1, is constructed
from the HDL program (the construction approach is discussed in
Section 7.5). Moreover, the selected mutation operators are applied to
the FSM model to construct mutant models. Then, the original and

1 OpenHW Group CORE-V CV32E40P RISC-V, https://github.com/openhwgroup/
cv32e40p
2 OpenHW Group, https://github.com/openhwgroup/cv32e40p
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Figure 7.1.1: Block Diagram of the TLC
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mutant FSMs are converted to RE. Finally, these models are analyzed
to construct context tables from which test sequences are generated
for positive and negative testing in the test generation step.

Model Construction

In the model construction step, the FSM model is extracted from the
HDL of TLC automatically by means of the FSM-Extractor tool. This
FSM is modeling the behavior of TLC. Then, it is converted to an
RE, with an encoding of input/output combinations as the symbols,
given in Table 2.2.1. The FSM model of the TLC, which is called the
original model, is given in Figure 7.1.2. The FSM contains 9 states and
18 transitions.

Figure 7.1.2: FSM of the TLC

The colors of the TLC are labeled as "g" for Green, "y" for Yellow,
and "r" for Red, which are represented in the circuit by "oo1", "o10",
and "100" in binary format, respectively. Of course, this labeling with
symbols and binary numbers is simply a design choice.

Table 7.1.1 presents the symbols, which are used for different tran-

sitions in the original FSM model, encoded with "input/output” com-
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Table 7.1.1: Encoding of Transitions

Symbol | Combination | Symbol Combination Symbol Combination
a grrr o / yrrr g rrrg o / rrry n XXXX b - rrgr o / rrrr
b yrrr o / rgrr i rrrg o / rrry o Xxxx b - rryr o / rrrr
c rgrr o / ryrr j XXxx b - grrr o / rrrr ) XXXX b - rrrg o / rrrr
d ryrr o / rrgr k xxxx b - yrrr o / rrrr r XXxx b - rrry o / rrrr
e rrgr o / rryr 1 Xxxx b - rgrr o / rrrr S XXXX 1 / rrrr
f rryr o / rrrg m xxxx b - ryrr o / rrrr h XXXX 0 / grrr

binations. For example, the symbol "a" is encoded with "grrro/yrrr"
in which "grrro" is a 13-bit input (3 bits for each color and 1 bit for
reset signal) and "yrrr" is a 12-bit output. In this FSM, "x" represents
the "don’t care" condition. For example, in Table 2.2.1, the combina-
tion "xxxxb - grrr 0" refers to a set of all 12-bit "don’t care" followed by
1-bit "b" for the reset signal. In this combination, "-" refers to the ex-
clusion operator for "grrr 0", which means the "don’t care" condition

cannot be "grrr 0".

Model Mutation

In this step, the supposedly fault-free model is used to generate faulty
models by using mutation operators. For example, two faults are in-
jected into the FSM by a combination of insertion/omission opera-
tors to realize the model mutation. Then, the related faults are also
injected into the HDL program to realize the code-based mutation.

The first mutant, depicted in Figure 7.1.3, represents the combina-
tion of "missing state" and "transition fault" in the model. Therefore,
state q3 and corresponding transitions are omitted in the model of
this fault. In addition, an excerpt of the HDL codes of the first mu-
tant and the original TLC is given in Fig 7.1.4. The code level fault in
this figure represents stuck-at-bit fault in which bit(s) of the signals
are stuck-at either 1 or o. In order to represent the model-level faults
at the code level, a higher-level mutation is required.

The second mutant, depicted in Figure 7.1.5, represents "extra state"
and "transition fault" in the model. The state nine and corresponding
transitions are inserted into the original FSM. Extra transitions are
u, v, and y that are encoded with "ryrr o/rrgg", "rrgg o/ rrgr”, and
"Xxxxx — rrgg o/ rrrr", respectively.

Model Conversion

In this step, the FSMs (the original and mutants) are converted to
the corresponding REs. The JFLAP tool [92] is used to carry out the
conversion. As a result, the RE (16) is obtained from the original FSM
model. The same conversion steps are applied to the mutant models,
and the corresponding mutant RE models are obtained.
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Figure 7.1.3: FSM of the Mutant One
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Figure 7.1.4: The Code-Based Difference of Original and Mutant HDL

Figure 7.1.5: FSM of the Mutant Two
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Test Generation

The test generation step starts by constructing the context table after
analyzing the RE (for example, RE in (16)) using the PQ-Analysis
tool. Then, test sequences are generated from the context table that
represents RE in (16). These procedures are applied to the original RE
and the mutant REs.

[((h(abcdefgi)*(abcdefgr + abcdefp + abcdeo + abcdn+

(16)
abcm+ abl+ ak +j) +s)*]

To exemplify the procedure, the test sequences t; in (17) and t; in
(18) are selected from the test suite generated from the context table
of RE in (16).

ty = xxx0, grrr0, yrrr0, rgrr0, ryrr0, xxxxx — rrgr0 (17)

ty = xxx0, grrr0, yrrr0, rgrr0, ryrr0, rrgr0, xxxxx — rryr0 (18)

The exemplary test sequences, t3 in (19) and t4 in (20) are gener-
ated from the first and second mutants respectively.

t3 = xxxx0, grrr0, yrrr0, rgrr0, rrgr0 (19)

tq = xxxx0, grrr0, yrrr0, rgrr0, ryrr0, rrgg0 (20)

These test sequences are members of the test suites generated from
the original and mutant context tables. These test suites are an input
of the composition step. The test suite obtained from the original
model is used in positive testing, and the test suites obtained from
the mutant models are used in negative testing for the composition
step.

7.1.2 Composition

The composition step comprises pre-selection and test suite construc-
tion sub-steps. In the pre-selection step, the test suite generated from
the original model is executed on the mutant HDL programs. In con-
trast, test suites generated from the mutant models are executed on
the original HDL program for positive and negative testing, respec-
tively. In the test suite construction step, the results of test execution
are collected and analyzed to construct the test suites that satisfy the
requirements of the ideal test, defined in Section 2.5.
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Pre-Selection

The generated test sequences are executed on the corresponding HDL
programs for positive and negative testing. The test bench executes
these test sequences on the HDL programs. The results shown in Ta-
ble 7.1.2 are collected from the execution of test sequences t; in (17),
t, in (18), t3 in (19), and t4 in (20).

Table 7.1.2: Results From the Negative and Positive Testing

Test sequence | Original HDL | Mutant One | Mutant Two
t - Test failed! Test failed!
ts - Test failed! Test failed!
t3 Test failed! - -
t4 Test failed! - -

Test Suite Construction

In this step, the results collected from the test execution step are used
to test sequences that give a "fail" result (see Table 7.1.2) for positive
and negative testing. The example test sequences t; and t; generated
from the original model are executed on the mutant HDL programs.
Both failed, meaning that the mutant gave a different output than the
original HDL program. So, the mutants are killed. Therefore, the test
sequences t; and t, satisfy the criterion C, defined in the proof of
the ideal test in Section 2.5. So, they become members of the ideal test
suite, which is used to test the presence of faults modeled by corre-
sponding mutants. t; and t, imply the presence of faults since they
are generated from the original model and executed on the mutant
models. Therefore, they used to show that the fault is present in the
system since they both failed, and they pointed out that the system
they failed is faulty.

The example test sequences t3 and t4 generated from mutant one
and mutant two models failed when they were executed on the orig-
inal HDL program, meaning that the original HDL gave a different
output than the mutant programs. Therefore, test sequences t3 and
t4 satisfy the criterion C4, see Table 7.1.2. These test sequences satisfy
corresponding criteria and fulfill the requirements of the ideal test. To
this end, the test sequences t3 and t4; become a member of the ideal
test suit, which tests the absence of faults modeled by corresponding
mutants. t3 and t4; imply the absence of faults since they are gen-
erated from the mutant model and executed on the original models.
They are pointing out that the system failed and used to show the
absence of faults. This means they represent the faulty behavior of
the system in the model scope. Therefore, if they pass on any system,
it can be concluded that the corresponding fault represented by the
mutant model where t3 and t4 is absent in this system.
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7.1.3 Experimental Setup For HDL Programs

Experimental studies were conducted on a Sequence Detector (SD),
a Traffic Light Controller (TLC), and a RISC-V processor [101] 3. In-
sert, replace, and delete mutation operators [58] were used to obtain
model and code-level mutants. Table 7.2.2 provides HDL code level
mutant profiles, including fault types and their quantities for TLC
and SD. 158 HDL faults (18 for SD, 82 for TLC, and 58 for RISC-V)
were studied with corresponding mutants. "Total" refers to the sum
of the respective fault type rows or case studies columns.

The experiments concerned fault coverage, mutation scores, test
suite sizes, test generation times, and test execution times for each
case study. These metrics are investigated for different model-based
test generation tools and algorithms. These tools and algorithms use
coverage criteria (defined in Section 3.2) to assess its adequacy as
a termination criterion of test generation. The symbols represent in-
put/output combinations for each case study at a specific clock time
corresponding to their sequential operating principle. These combi-
nations are stored in the transitions of each FSM model (for exam-
ple, see Table 2.2.1 for symbols and corresponding combinations for
TLC). Therefore, the tools and algorithms terminated when achieving
a specified coverage ratio.

The mutation score [102] is calculated as the ratio of the number of
mutants killed to the total number of mutants. Equivalent mutants are
subtracted from the total number of mutants to obtain more accurate
results. The equivalent mutants are models or programs that the test
suites cannot kill and exhibit the same behavior as the original model
or program (refer to Section 2.4 for more details). Fault coverage is
calculated as a percentage of detected faults different from mutation
score. While the maximum mutation score is 1, the maximum fault
coverage value is 100. If there is no equivalent mutant within the
scope of the experimental study, the fault coverage percentage can be
obtained by multiplying the mutation score by 100.

The strategy, explained in Section 6.2.3, is used to validate the orig-
inal program’s compliance with the extracted model for both original
and mutants. Based on this strategy, the test suites generated from the
original extracted model are executed on the corresponding original
program. Also, the test suites generated from the mutant models are
executed on the corresponding mutant programs. These original and
mutant models are utilized when all these test suites "passed" suc-
cessfully, meaning that the mutation scores for original and mutant
models over original and mutant programs equal one. These execu-
tion results from the experiments are excluded because they are the

OpenHW Group CORE-V CV32E40P RISC-V, https://github.com/openhwgroup/
cv32e40p
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Table 7.1.3: Mutant Profiles

Fault Types Quantities
SD | TLC | RISC-V | Total

Output Bit Stuck-at 0/1 6 24 22 31
Case Bit Stuck-at 0/1 4 20 13 24
Condition Stuck at True/False | 4 16 10 20
Higher Order 4 15 0 19
Hard to Detect 0 6 10 6
Total 18 | 82 58 158

starting point for selecting and utilizing the original and mutant mod-
els.

7.2 GRAPHICAL USER INTERFACE BASED CASE STUDIES

ISELTA is a commercial web portal for marketing tourist services and
an online reservation system for hotel providers. It is a cooperative
work between ISIK Touristic company and the University of Pader-
born. The "Special" module provides agents the ability to promote
special advertisements, such as the New Year event. The "Additional"
module offers other advertisements rather than regular events. For
each module, the GUI of ISELTA enables agents and providers to
use different attributes for specific events to catch the interest of cus-
tomers. It is written in PHP programming languages and contains
69323 lines of code for five different modules for each provider un-
der the "Hotels" branch. Readers can log in to ISELTA using demo
information given on the website as being a provider role.

7.2.1 est Preparation

This section presents the test preparation step for only the "Special”
module case study. However, a supplementary website for the "Ad-
ditional" module* is provided, which also introduces the required
information for reproduction.

Firstly, an FSM is manually constructed from the GUI program of
"Special" for the ISELTA website. This module is called GUIs Under
Test. An omission, insertion, and replace mutation operators [76] are
performed on these FSM(s) for a mutant generation. Then, further
steps are carried on as provided in Section 6.2.1 and 6.2.2.

There are many input areas and buttons in the main GUI of the
"Special" module, and it is redundant and tedious to test each case
of the module. Therefore, the thesis restricts the scope to a relatively

4 MBIT4SW, https://kilincceker.github.io/MBIT4SW/


https://kilincceker.github.io/MBIT4SW/

7.2 GRAPHICAL USER INTERFACE BASED CASE STUDIES

small module in the application for evaluation. In this step, the FSM
model is acquired by the GUI. To do this, the tester enters the ISELTA
web page and proceeds to the "Special" module. He/She has listed
all elements (events) of this module. These elements are given in Ta-
ble 7.2.1. Then he/she applies the algorithm given in Section 6.2.2
in the listing 7. First of all, he/she tries to set required input boxes
such as "price", "title", "number" elements. While the tester provides
this information to the SUT, he/she is also added this information,
including SUT’s responses to the FSM model. When the tester satis-
fies about covering all elements and their combinations in the FSM
model, he/she finishes the model construction procedure.

In the (supposedly) fault-free FSM of the "Special" module, a sym-
bol is assigned for each event that becomes a transition label in the
FSM. All symbols represent filling an input, clicking a button, or re-
moving a text from an input. These action symbols enable the imple-
mentation of the Selenium test script. All event symbols are listed in
Table 7.2.1.

In the case study, it is intended to catch functional faults (see the
definition in Chapter 1 on page 5, paragraph 2, line 5) that directly
affect the desired operation of the system based on user interaction
with the GUL

Example 7.1. Functional Fault: Mutant one given in Table 7.1.3 is a func-
tional fault in which the system does not add a new offer due to required
empty input boxes. However, it reaches the final event called "add” event.
Once the user clicks the "add” button, he/she might receive an error message
that is triggered by the fault. This type of fault is called functional fault.

Table 7.2.1: Symbols and Their Corresponding Events

Symbol Event Symbol Event
e Click Back k Click Edit
1 Click Save \% Click Add
u Set Title X Set Number
y Set Price z Set Description
r Remove All t Remove Title
P Remove Price n Remove Number

In total, 12 different types of mutants are acquired at code and
model levels. Table 7.1.3 gives the semantics of these mutants for the
"Special" module, including mutation operators utilized for the gen-
eration of these mutants. GUIs under test enable only this number of
faults at a model level based on experimentation for a mutant genera-
tion. The FSM model of the "Special" module permits only the faults
using "Add", "Update", "Edit", and "Save" events due to the function-
alities of these events. For example, "Add" and "Add" events permit
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"Add with empty input boxes" and "Update" permits "Update with
empty input boxes". Note that the number of possible mutants at the
code level can be more than the number of modeled mutants related
to the utilized mutation operators. The number of modeled mutants
is determined by the GUI under test and its model where each mu-
tant model needs to have a semantic as listed in Table 7.1.3. So, there
isn’t any correlation between the number of states or transitions in
the FSM model.

In this case study;, it is only focused on mutants that the FSM can
acquire. Hence, the mutant and test generation were carried out on
the FSM model, but the test execution and selection steps were carried
out on the code level in this study.

Table 7.2.2: Mutant Semantics for MBIT

Mutant Semantics Mutation Operator(s)

1 Add with empty input boxes OPIO

2 Update with empty input boxes OPIO

3 Add with empty Number of Packages OPRO

4 Add with empty price OPRO

5 Add with empty title OPRO

6 Update with empty title RO, OP

7 Update with empty price RO, OP

8 Update with empty number RO, OP

9 Add click does not respond OP, RO
10 Edit click does not respond Op, IP
11 Add and Edit click does not respond Op, IP
12 Save button move to initial state OP, IO, RO

In this step, the JFLAP tool is used to transform original and faulty
FSMs into REs. Then, the PQ-Analysis [81, 85] tool is applied to these
RE models to obtain CTs.

The original (supposedly fault-free) RE is provided below. The RE
in (21) is converted from the FSM model and contains symbols that
are embedded in the events provided in Table 7.1.2. The RE in (21) is
shortened to fit the page.

[(ve)*(knl(el)*exl + ...+ ky(xl+ 1) + kxl + kl)*] (21)

The PQTestGen [56] tool acquires test suites using each CT of both
original ((supposedly) fault-free) and mutant (faulty) RE models. Fi-
nally, the PQTestGen tool utilizes test compaction to obtain the final
form of the test suites by removing redundant sequences. Those se-
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quences are the ones for the test execution part of the study, which
operates on Selenium > test automation.

t1 = "klktleulkl", t2 = "klknlexlkl" (22)

t3 = "yxzveuvkl’, t4 = "yuzvexvkl" (23)

For instance, test sequences are given above in (22) and (23) are ac-
quired from RE given in (21) by means of the PQTestGen tool.

7.2.2 Testing

A Selenium test script is used for test execution. The Selenium script
runs all test sequences on each original and faulty GUIs that are "Spe-
cial" and "Additional" modules of the ISELTA. Then, test scripts result
in either "Pass" or "Fail" for each test sequence. They will then group
those to analyze them and decide the required set of test cases for
constructing the MBIT suites. These suites agree with the conditions
of the ideal testing.

In this thesis, 12 different mutants for the ISELTA website’s "Spe-
cial" and "Additional" modules are obtained, and 12 different test
suites from these mutants are acquired for the NT.

Selenium is used for test automation, which enables us to execute
test sequences automatically on the web-based software and collect
the test execution results. It contains two parts, which are the Web-
Driver and the IDE. The Web-Driver provides functionality with Java
and Python programming languages for automation of the test execu-
tion. The IDE contains an easy-to-use interface, including plugins for
specific internet browsers and simple record-and-playback of inter-
actions with the browser. Too many commercial or non-commercial
web or mobile test automation tools exist, especially for test execution.
Selenium is selected due to its robustness, simplicity, and popularity
among the scientific community. Besides Selenium, Sikuli ° is also an
open-source and robust solution. Sikuli is more useful for black-box
testing when there is no access to the system’s internal components
or source code of the system under test. Sikuli uses image recogni-
tion powered by OpenCV to capture GUI events. Both Selenium and
Sikuli can run various internet browsers from different vendors. Sele-
nium is more community-driven and supported among other testers.
Selenium can be easily adapted to MBIT methodology for test execu-
tion.

5 Selenium Test Automation, https://www.selenium.dev/
6 Sikuli Test Automation, http://sikulix.com/
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7.2.3 Experimental Setup For Graphical User Interface Programs

The proposed approach was evaluated through the ISELTA "Special”
and "Additional" modules with respect to experimental studies. For
this evaluation, 24 mutants of the ISELTA "Special" and "Additional"
modules (see Table 7.2.3) at code and model levels were obtained. The
list of these mutants is provided in Section 7.2.1 with details. To show
the presence and absence of the faults, the evaluation is carried out
in this section. Considering the presented general methodology, test
generation is only one of the stages. However, in the evaluation step,
test generation has become a priority.

For the FSM models used within the scope of experimental studies
to comply with the definition of model correctness proposed in Sec-
tion 6.2.2, the test suites obtained from the original model within the
scope of Criterion 6.1 were also run on the original GUI system, and
it was observed that all test sequences passed the test successfully.
Similarly, each test suite generated from mutant FSM models is exe-
cuted on the corresponding mutant GUI system based on Criterion
6.4 to avoid wrong model utilization.

Test generation is optional for the current methodology. Thus, the
general methodology can be realized by changing the test generation
stage. However, an approach that provides coverage of all modeled
faults has been proposed in this study. An approach that produces
random test generation has been developed and used for this evalua-
tion. Also, an industrial-level model-based testing tool called Graph-
walker is adapted to the methodology and utilized for evaluation.
Thus, the extent to which the overall approach is effective and ap-
propriate to test for the presence and absence of faults has also been
evaluated.

In the literature, the mutation score, fault coverage, test suite size,
test generation time, and test execution time metrics are utilized to
evaluate the approaches proposed for software testing (see Section
3.2). The most important and preferred of these is fault coverage.
Other important metrics are the time for test generation, test exe-
cution, and test suite size. All of these metrics were considered to
evaluate the current methodology.

By means of Selenium, an open-source test automation tool, the
test execution process is automated.

Table 7.2.3: Mutant Profiles for GUIs

Quantities
Special Module | Additional Module | Total

Functional Fault 12 12 24

Fault Type

For example, in mutant number 3 (Add with empty Number of
Packages input box) for the Special module, in the original system,
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the user cannot add a new form to the system if he/she does not
fill the "Number of Packages" input box. However, to create a mu-
tant and a test sequence for this mutant, the "Number of Packages"
input state from the FSM is removed in mutant number 3. Because
the "Number of Resource" input state is removed from the FSM, the
mutant test file does not contain the test sequence for adding the
"Number of Packages" action. When the test suite is executed on the
original GUI under test, the system fails in some test sequences for
adding the new special form action. This is because the original sys-
tem actually expects the "Number of Packages" input box to be filled
to save the form to the system database. These validation points in
the application lead to several failing test sequences in each mutant
because those parts from the mutant are deliberately removed. Later,
these failing sequences are used to assert the required parts of the
GUI under test.

7.3 RESULTS

The MBIT approach is proposed for HDL and GUI programs. The
results of the experimental evaluations for HDL and GUI programs
are presented in the following sections.

7.3.1 Results For HDL Programs

The results from the ideal test experiment are collected in Table 7.3.1
and Table 7.3.2 for the negative and positive testing with respect
to three methods and five techniques for SD and TLC, respectively.
The proposed method for MBIT is a context-based test generation
approach called PQTestGen utilizing context-related coverage criteria
[100]. The other approaches are regular expression-based test gener-
ation, RETestGen [103], and context-based random test generation,
PQRTestGen [104], for which users have the option to set a specific
symbol coverage ratio. Thanks to this option, the thesis sets coverage
ratio to 9o, 80, and 7o values to utilize three more techniques for ex-
perimental evaluation by using PQRTestGen [104]. It cannot provide
a practical result once the ratio is set to 100. Also, test suites were not
generated in some cases even when the coverage ratio was set to go.
These cases are not considered in the evaluation.

The reader can refer to Chapter 4 for the details of the approach
implemented in the RETestGen tool.

As seen in Table 7.3.1 and Table 7.3.2, PQTestGen has the highest
fault coverage. In addition, the mutation score of test sets produced
for positive testing with PQTestGen is 1. Therefore, it was possible to
generate an ideal test suite for all mutant models from the test suite
generated with PQTestGen for TLC and SD. For TLC, after removing
the equivalent mutants from the total set of 82 mutants, all remaining
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Table 7.3.1: Results of the Positive and Negative Testing for SD

PQTestGen RETestGen PQRTestGengo | PQRTestGen8o | PQRTestGenyo
Symbol Coverage 100 100 90 8o 70
Mutation Score 1 0,94 0,94 0,78 | 0,94 0,78 0,89 0,56 0,61 0,5
Fault Coverage (%) 100 | 94 94 78 94 78 89 56 61 50
Test Suite Size (Symbols) 64 52 66 51 68 35 28 18 21 14
Test Generation Time (ms) 7 7 21509 | 20445 | 9 6 4 4 4 4
Test Execution Time (ns) 116 | 156 130 156 | 175 108 97 64 107 73

mutants were killed. It is not possible to kill equivalent mutants by
the proposed or other compared methods. The reason for the fault
coverage value not being 100 is that equivalent mutants are included
in calculating the fault coverage. The method with the best fault cov-
erage and mutation score after PQTestGen is that of RETestGen with
TLC. For the PQRTestGen method, the fault coverage and mutation
score values decrease as the symbol coverage value decreases. A very
small difference that does not confirm this hypothesis is the value ob-
tained when the symbol coverage value is set to 8o and to 7o for the
positive testing.

As part of the experimental work for TLC, the equivalent mutant
models of TLC are deliberately seeded to see how the methodology
behaves. These equivalent mutants are artificially generated from the
FSM model of the TLC, and then their code-based mutant programs
can also be obtained. Then, the mutant models and programs are
integrated into the experimental study. However, the current method-
ology is not able to detect the equivalent mutants. To have a more ac-
curate mutation score, these deliberately seeded equivalent mutants
are isolated from the calculation of the mutation score.

Table 7.3.2: Results of the Positive and Negative Testing for TLC

PQTestGen RETestGen PQRTestGengo | PQRTestGen8o | PQRTestGenyo
Symbol Coverage 100 100 90 8o 70
Mutation Score 1 0,95 0,94 0,89 | 0,83 0,89 0,80 0,83 0,82 0,79
Fault Coverage (%) 90 90 84 79 73 79 71 73 72 70
Test Suite Size (Symbols) 157 | 199 169 195 99 104 90 84 67 68
Test Generation Time (ms) | 21 19 | 23501 | 33213 | 25 9 14 7 13 4
Test Execution Time (ns) 363 | 285 478 430 | 298 238 282 222 222 197

Based on the experimental study, PQTestGen and RETestGen can
kill mutants for "hard to detect faults", which is not the case with
the other techniques. However, RETestGen takes longer time for test
generation, see Table 7.3.1 and Table 7.3.2, and is unable to kill the
mutants that PQTestGen can kill. After "hard to detect faults", the
"condition stuck at true/false faults" are the most difficult to detect
faults. The "output bit stuck at o/1 faults" are easily detected if their
corresponding output behavior is included in the test suite.

For the RISC-V processor, the PQTestGen achieves the maximal
fault coverage and mutation score for both PT and NT. RE-TestGen
also has the maximal scores (fault coverage and mutation score) for
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Table 7.3.3: Results of the Positive and Negative Testing for RISC-V Proces-

SOor
PQTestGen RETestGen PQRTestGengo | PQRTestGen8o | PQRTestGenyo
Symbol Coverage 100 100 90 8o 70
Mutation Score 1* 1* 0,82 1* 0,74 0,89 0,67 0,83 0,58 0,79
Fault Coverage (%) 100* | 100* 82 100* 74 91 67 79 58 67

Test Suite Size (Symbols) 522 | 464 | 3405% | 3036* | 158 167 148 152 110 116

Test Generation Time (ms) 49 48 | 41928* | 26939* | 25 24 22 23 20 20
Test Execution Time (ns) 359 | 345 | 1831* | 3636% | 203 332 98 314 81 134

NT. The maximal scores are 100 for fault coverage and 1 for mutation
score. However, RE-TestGen results in more than 6 times larger test
suite and more than 100 times longer test generation time, leading to
more than 6 times longer test execution time. When the coverage cri-
terion was set to 100, PQR-TestGen could not generate the test suites
in any time interval that was set for about 1 hour. Even in 1 hour,
PQR-TestGen generates at least 500 MB of data containing mostly
redundant test cases in case of setting the coverage criterion to 100.
Therefore, the coverage criterion was set to 9o, 80, and 70 to gen-
erate different test suites for evaluation. The coverage criterion was
set to 100 for PQTestGen and RE-TestGen, directly affecting the fault
coverage and mutation scores. This explains why PQR-TestGen also
has a lower fault coverage and mutation score due to the effects of
the symbol coverage. However, PQR-TestGen utilizing a random test
generation algorithm is very effective for achieving a reasonable fault
coverage quickly.
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Figure 7.3.1: Fault Coverage and Test Execution Time Curve for SD (left dia-
gram is for positive and right diagram is for negative testing)

Figure 7.3.1 and Figure 7.3.2 show cumulative distribution curves
of the methods used for fault coverage with respect to test execution
time for positive and negative testing for TLC and SD cases, respec-
tively. All of the methods achieve at least 70% fault coverage in 400
nanoseconds for TLC. PQTestGen reaches maximum fault coverage in
about 1,300 nanoseconds (positive testing) and 700 nanoseconds (neg-
ative testing). For the SD case, it is about 300 nanoseconds in positive
and negative testing.

Figure 7.3.3 shows cumulative distribution curves of the methods
used for fault coverage concerning test execution time for positive
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and negative testing for the RISC-V processor. PQTestGen achieves
the highest scores in about 1000 ns for both PT and NT. RE-TestGen
has the second highest fault coverage. However, it requires a longer
test execution time to achieve its current scores.

The fault coverage and test suite size relation are presented in Fig-
ure 7.3.4 for SD, TLC, and RISC-V case studies in order from left
to right only for NT. Since the test suite is fixed, this relationship is
not provided for PT. Interestingly, the PQTestGen curves for SD and
TLC are very similar and achieve the highest fault coverage for about
400 and 600 test cases for SD and TLC, respectively. The curves for
RISC-V are very separated due to the different algorithms each tool
utilizes. RE-TestGen needs a larger test suite size to reach the same
fault coverage as PQTestGen.

The results are collected from the automatized processes. The man-
ual effort is neglected from the results, which takes more than the
total time for the test generation and execution. The mutant genera-
tion requires the highest manual effort.

Based on the results, the proposed methodology with PQTestGen is
effective in showing the presence and absence of faults using positive
and negative testing in the scope of the model. Finally, the Test Suite
Analyzer was utilized to collect MBIT test suites from the results of
PQTestGen for TLC and SD.

7.3.2  Results For Graphical User Interface

Together with the mutation score, fault coverage, test suite size, test
generation time, and test execution time metrics for evaluation, Ta-
ble 7.3.4 and Table 7.3.5 are provided with a comparison of two dif-
ferent configurations of PQRTestGen, namely, PQRTestGen100 [104]
and PQRTestGen6o [104], and Graphwalker [49]. The symbol cover-
age criterion is set to 100 and 60 for the random test generation tool,
PQRTestGen1oo and PQRTestGen6o. Using its visual editor, a new
FSM model is created to adapt the Graphwalker [49]. Then, Graph-
walker is run to generate test sequences by setting symbol coverage
to 100. After running Graphwalker for about one hour, it is termi-
nated due to excessive memory usage, which resulted in an enor-
mous output file. Experimentally, the coverage value was decreased,
and decided that 9o percent coverage was the optimum value. The
RETestGen [103] tool is utilized for test generation. However, RETest-
Gen resulted in excessive-size test suites, which could not execute on
the GUI under test at acceptable times. Therefore, RETestGen from
the experimentation is neglected. To eliminate randomness on evalu-
ated metrics, each tool ran using a random test generation algorithm
10 times and selected average test suite size among others with their
corresponding metrics.
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The reader can refer to Chapter 5 for the details of the approach
implemented in the PQRTestGen tool.

Table 7.3.4: Results of the PT and NT for Special Module
PQTestGen | PQRTestGen1oo | PQRTestGen6o | Grapwalker

Symbol Coverage 100 100 60 90
Mutation Score 1* | 0,92 | 0,75 0,75 0,58 0,75 0,92 | 0,92
Fault Coverage (%) 100* | 92 75 75 58 75 92 92

*

Test Suite Size (Symbols) 412 | 486 | 228 209* 193 154 767* | 594

Test Generation Time (ms) | 249 | 178 | 263 203 216 157 3870* | 3897*

Test Execution Time (s) 207 | 180 | 84 72 120 71 283% | 262*

PS: Positive Testing (left), NT: Negative Testing (right), ms:
milliseconds, s: seconds

Table 7.3.5: Results of the PT and NT for Additional Module
PQTestGen | PQRTestGen1oo | PQRTestGen6o | Graphwalker

Symbol Coverage 100 100 60 90
Mutation Score 1* 1* 0,58 0,75 0,5 0,58 0,92 0,83
Fault Coverage (%) 100* | 100* | 58 75 50 58 92 83

Test Suite Size (Symbols) 486 | 412 | 215 215 180 160 554% | 508*

Test Generation Time (ms) | 254 | 181 | 275 218 217 158 3856* | 3676

Test Execution Time (s) 104 88 47 47 40 40 133* | 132%

PS: Positive Testing (left), NT: Negative Testing (right), ms:
milliseconds, s: seconds

As provided in Table 7.3.4 and Table 7.3.5, PQTestGen attained the
highest coverage of faults. The details of the PQTestGen tool are elab-
orated in Section 7.5. Moreover, PQTestGen has the highest mutation
score for the PT, which is 1. Therefore, MBIT test suites are acquired
for Special and Additional GUI under test using PQTestGen for the
entire set of mutants. For the PQRTestGen method, the symbol cover-
age value also decreases while the fault coverage and mutation score
values decrease. However, the PQRTestGen method resulted in the
same coverage for the "Special" module in the NT.

Graphwalker resulted in a larger test suite than other techniques,
and its test generation time is about 15 times higher than others. The
reason for the larger test suite is the random test generation algorithm
utilized by Graphwalker. Graphwalker is run on the command-line
interface (CLI) and calculates test generation time using its jar file.
Execution of jar files may explain the excessive test generation time
of Graphwalker, among others. Except for Graphwalker, PQTestGen
yielded the largest test suite results among others. This is because
the test generation algorithm used by PQTestGen includes even each
repeating symbol in the coverage value as if it were a different symbol.
Thus, while some redundant symbols are included in the test suite,
this situation directly affects the fault detection capability.
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The cumulative distribution curves for fault coverage and normal-
ized test execution time is given in Figure 7.3.5 and in Figure 7.3.6 for
the "Special" and the "Additional" modules, respectively. All the tech-
niques have at least 58 fault coverage in around 225 seconds for both
GUIs under test. In about 207 seconds (PT) and 180 seconds (NT) for
the "Special" module, PQTestGen achieves the maximum fault cover-
age. It is around 104 seconds and 88 seconds in the PT and NT, re-
spectively, for the "Additional" module. To calculate normalized test
execution times, the minimum (min) and maximum (max) values of
all test execution times for the respective GUI were found. Then, the
normalized form of the x value as (x-min) / (max-min) was calculated.
The normalization process resulting from the proportional difference
between PQTestGen and PQRTestGen test execution times is needed.
Thus, Figure 7.3.5 and Figure 7.3.6 were obtained.
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Additional Module (left diagram is for positive and right dia-
gram is for negative testing)

These results are collected using automatized processes. The man-
ual effort is neglected. Usually, the manual effort requires more time
than the automatized process. The highest manual effort is the mu-
tant generation.

Based on the collected results, the proposed approach efficiently
shows the presence and absence of faults in the model’s scope. Fi-
nally, using a Selenium test script, MBIT test suites are automatically
collected for the "Special” and "Additional" modules.
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The Web-Driver part is integrated into the current framework. Se-
lenium is used for the test execution and selection steps performed
using the Web-Driver, which contains generic Java test scripts to exe-
cute test sequences from PQTestGen and PQRTestGen automatically.
Then, it collects the "pass” or "fail" results.

7.4 EVALUATION

The following sections present the evaluation results for the MBIT
concerning research questions for HDL and GUI programs.

7.4.1  HDL Programs

This section analyzes the results of the case studies and discusses
the aspects of the selection of test and mutant generation techniques
within the proposed methodology. Moreover, it discusses the evalu-
ation of the algorithms and procedures utilized in the methodology.
The research questions defined in Chapter 1 are examined to check
whether those questions have been answered satisfactorily. Finally,
the threats to the validity of the proposed methodology are discussed.

7.4.1.1 Test and Mutant Generation Techniques

This thesis uses the PQTestGen tool for test generation, as it is effec-
tive with respect to its fault detection ability by means of exploiting
the RE. This tool uses the context tables generated with PQ-Analysis
by analyzing the RE. The tool’s effectiveness comes from these context
tables, which enable to remove the ambiguity in the RE (see details in
Section 3.3). This improves the ability of the test sequences to detect
faults and increases the number of mutants killed. The reason is that
this thesis addresses showing the absence of HDL faults (as part of
the ideal test), and to show the absence of a fault, it should be mod-
eled in the mutants of the FSM. Therefore, it requires the application
of specific mutant operations to the original FSM. As a result, the au-
tomatic generation of mutants, which produces random mutants, is
not useful for this purpose.

7.4.1.2  Evaluation of The Proposed Methodology

The proposed approach is evaluated considering the computational
complexity of the different steps required for applying ideal testing,
including model construction, model mutation, model conversion,
test generation, pre-selection, and test suite construction. It is worth-
while to know that among these steps, the model mutation is done
manually (discussed in Section 6.1.3); the rest of the steps will auto-
matically be carried out by means of the available toolchain.
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According to the procedure described in Section 7.5, the model
construction step needs two iterations to extract an FSM out of an
HDL program. It is assumed that the HDL program has N states.
The first iteration of the model construction procedure is to list all
states (with the complexity of N), and the second iteration is to find
the transitions between the states, which have the complexity of N2
in case the FSM is complete. Therefore, the total complexity for the
whole procedure in the worst case is O(N+N?), which equals O(N?).

As discussed earlier, the model mutation is done manually for spe-
cific faults and is mapped to mutant HDL programs. Therefore, it
is not considered in the calculation of the computational complexity
of the proposed methodology. However, the number of mutants (let
this be M) that are provided manually for the faults is important in
the calculation for its effect on the complexity of further steps, as the
following steps will be repeated for each of the mutants.

The model conversion step can be implemented using different al-
gorithms, such as state elimination [9o] or the Brzozowski method
[96]. However, the best result can be achieved without considering
memory/space limitations with the state elimination algorithm in
polynomial time [105].

The test generation step includes 2 sub-steps, namely model analy-
sis using PQ-Analysis to create context tables and test sequence gen-
eration. The model analysis step can be done with a complexity of
O(N?). The test sequence generation is implemented based on the
context tables and using a breadth-first search algorithm, presented
in Section 6.1.3 with the algorithm in Listing 7, which results in a
complexity of O(N?).

Finally, pre-selection and test suite construction steps are applied
on all test sequences; let their number be K, each of which can have
at most N-1 test symbols, as the loops and circles of the FSM are not
considered while traversing it for test generation. So, the complexity
of the test execution will be O(KxN) in the worst case.

Table 7.4.1: The Complexity of the Used Algorithms

Automatic | Manual
Model Construction (FSM-Extractor) O(N?) N/A

Model Mutation N/A O(N) with respect to N states or O(M)
with respect to M transitions using mu-
tation operators

Model Conversion (JELAP) O(N3) N/A
Model Analysis (PQ-Analysis) O(N?) N/A
Test Execution (Test Bench) O(K*N) | N/A
Test Selection (Test Suite Analyzer) O(KxN) | N/A
Total OMNZ +M x (N3 + 2 x O(N?)+2xKxN)) = O(MxN3) + (MxKxN))

Table 7.4.1 summarizes the above-mentioned calculations. As it can
be seen in this table, the total complexity of the proposed approach
is OMMxN3+(MxKxN)) at the worst case (where M is the number
of mutants, N is the number of states and K is the total number of
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test sequences from each mutant), as the model conversion, model
generation, test execution, and test composition steps are applied for
each of the M mutants.

7.4.1.3 Checking The Research Questions

This section examines the research questions according to the results
achieved throughout this thesis.

HDL-RQ 1. Is it possible to apply the code-based ideal testing ap-
proach (proposed by Goodenough and Gerhart [2]) to model-based
testing and exemplary to HDL programs that will be viewed as hard-
ware specifications?

The proposed methodology, called MBIT, satisfies the requirements
of ideal testing [2] that is supported by the theoretical evidence pro-
vided in Section 6.1.1. The experiments conducted using the case stud-
ies support the claim of satisfying the requirements of ideal testing
with the HDL program. Thus, HDL-RQ1 can clearly be answered: Yes,
it is.

e HDL-RQ 1.1 What kinds of HDL system can be addressed?
Sequential, combinational, Cyber-Physical Systems, embedded
systems? What are the borders?

In the proposed methodology, Verilog HDL is addressed, which
models a sequential circuit at the behavioral level. However, the pro-
posed methodology can be adapted to any sequential system that
can be represented by behavioral models, such as user interfaces,
for cyber-physical, interactive, and /or embedded systems. Behavioral
models cannot represent the combinational circuits due to their state-
less nature.

¢ HDL-RQ 1.2 What kinds of HDL faults can be targeted?

The fault types [13] in HDL are single output bit stuck-at 0/1, case
bit stuck-at 0/1, condition stuck-at True/False faults, and their com-
binations.

e HDL-RQ 1.3 What are the outcomes of applying the ideal test-
ing?

The proposed model-based method satisfies the reliability and va-
lidity requirements of the Fundamental Test Theory of Goodenough
and Gerhart [2]. Also, it enables testing for the presence and absence
of fault(s) in the scope of the HDL model.

HDL-RQ 2. What are the costs of applying ideal testing in terms of
time and size of test suites (a set of test sequences), and is this ap-
proach scalable?
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The cost of the proposed methodology is O(M x N3+(MxKxN)) for
N states, M mutants, K is the total number of test sequences from each
mutant. Test time for positive and negative testing is given in Table
7.3.1, Table 7.3.2, and Table 7.3.3 for the SD, TLC, and RISC-V case
studies, including the size of the test suite. Based on these findings,
yes, the current methodology is scalable.

e HDL-RQ 2.1 How does this cost affect the scalability of the ap-
plication of ideal testing?

The main bottleneck of the approach is the PQ-Analysis-based test
sequence generation, which requires converting the models for analy-
sis. However, the main steps are automated by means of the tool sup-
port given in Section 7.5. Moreover, future directions are discussed to
cope with the scalability problems identified in Section 7.4.2.3.

e HDL-RQ 2.2 What are the complexities of the algorithms used?

The complexity of the used algorithms in the proposed methodol-
ogy is given in Table 7.4.1.

7.4.1.4 Threats to the Validity

In this section, the possible threats to the validity of the proposed
methodology are discussed with respect to the internal, external and
construct validities.

Internal Validity

A model-based ideal testing methodology is proposed to validate
HDL design by utilizing holistic [7] and mutation testing [9, 10]. To
verify this claim, the theoretical evidence is already given in Section
6.1.1, in which the requirements for being an ideal test are proven.
Moreover, the basic idea to support the proposed approach is given
in Section 6.1.2. More importantly, the experiments are conducted on
case studies in Section 7 for evaluation, which supports theoretical ev-
idence by resulting in ideal test suites. In experimentation, randomly
chosen faults are seeded into the model to address common faults in
practice in the HDL. Then, the ideal test suites are executed on both
original and mutant models. Results show that the ideal test suites
reveal the presence of those faults by means of positive testing. To
test the absence of the faults, the ideal test suites generated from the
mutants are executed on the original HDL in negative testing. To this
end, the experimental and theoretical evidence verify that the claim
is correct, showing no threats to internal validity.

A critical question can be asked about the model used in the ap-
proach: How do you show that the model is correct? A faulty model
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would lead to corrupted tests. This question can ruin all of the model-
based techniques developed over more than three decades and thus
has satisfactorily been answered: Use any support to validate the
model, for example, model checkers [106], and more importantly, in-
volve end users as early as possible to extensively assess the model,
long before you start with test generation and testing.

External Validity

To generalize the obtained results from this thesis, the proposed method
must be applied to different case studies.

The Verilog HDL is selected due to its availability for fault mod-
els and simplicity than the others [107]. However, the SystemVerilog
HDL is an industry-standard HDL, especially for verification. The
proposed methodology is also applicable and valid for the SystemVer-
ilog HDL appropriately defining and addressing design faults that
are nearly the same as Verilog HDL faults.

The number of states in the FSM model may cause a problem with
respect to scalability. The problem is already mentioned in Section
7.4.1.2, including complexity analysis that is N? in the worst-case
scenario for test sequence generation from the indexed regular ex-
pression. Experimental results related to HDL-RQ 2 show that the
problem is solved in 78 milliseconds for a case study with 10 states.
However, for larger problem sizes, the response time can be unrea-
sonable. To tackle this problem, scalability can be improved using the
available techniques in the literature [71, 108, 109].

The proposed method only applies at the behavioral level HDL
that implements a sequential circuit that an FSM can model. An
FSM model is required to be extracted from this behavioral level
HDL to proceed to further steps. The proposed method offers an au-
tomatic approach to obtaining an FSM model from well-structured
HDL. However, a tester can manually extract an FSM model from
either the specification or directly from HDL. The above-mentioned
limitations can affect the generality of the proposed method in terms
of external validity.

Moreover, a study can be addressed to adapt the current methodol-
ogy for re-configuring it at run-time so the fault can be detected and
fixed. These types of faults are called soft errors, such as single-event
upset. A similar idea proposed by Igbal et al. [110] can be used to
apply for automated testing at run-time using a model-based testing
approach.

The proposed approach addresses the following common fault types
[12, 13]: single output bit stuck-at 0/1, case bit stuck-at 0/1, condition
stuck-at True/False, their combinations at the behavioral level HDL.
However, generating tests for HDL of hardware, and its HDL signals
can take on quaternary values (0,1,X,Z), the thesis does not target
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stuck-open (stuck-at Z (High-Impedance state)) or stuck-short (stuck-
at X) faults for especially bus related faults because it is not possible
to model them at the behavioral level. This causes an external threat
due to its generality.

Detecting bus-related stuck-open (stuck-at Z (High-Impedance state))
or stuck-short (stuck-at X) faults at the behavioral level requires look-
ing at the bus-enabled signals in the FSM used for the representation
of behavioral level HDL. To this end, this can be extended for this the-
sis by addressing these kinds of serious bus-related faults. For this, it
can be first planned to simulate such faults to check their effects on
output signals, which are directly represented at the transitions of the
FSM. Then, this can have a direct representation at the FSM, which
can be used as mutant models. On the other hand, its representation
and definition at the behavioral level HDL code is needed to execute
positive test suites. On the other hand, the different approaches [111,
112] can be utilized for bus-related faults represented by graph mod-
els.

This thesis only handles validation activities without considering
timing issues that may lead us to another external threat. Even though
the proposed methodology targets the HDL design at the behavioral
level, the generated test suites can also be valid at the lower level
(that is, Gate level) to address the lower-level faults. Testing activities
at the lower level may require the consideration of timing behaviors
that are neglected in the current methodology.

Construct Validity

The mutants at the model and code levels are generated manually,
even though the original model, which represents supposedly fault-
free HDL code, is constructed automatically. Therefore, the mutant
developer presents a bias that might threaten the construct validity.
To mitigate this threat, the existing mutation operators [67] in the
literature are analyzed and adapted into the proposed methodology
to minimize the bias by the mutant developer for the model mutation.
Similarly, the existing fault models [26] (such as stuck-at o/1 fault)
are linked to mutations in the HDL program level while performing
mutant generation.

7.4.2  Graphical User Interface

This section discusses MBIT for GUI programs concerning testing
techniques and the selection of mutant generation based on exper-
imental and theoretical evaluation. The research questions are an-
swered, including the internal and external validity.
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7.4.2.1  Test and Mutant Generation Techniques

The FSM and RE are used to acquire mutants and test suites, respec-
tively. However, alternatively, it is possible to use others, such as the
ESG or EFG, for these processes. The FSM and RE are adapted to this
thesis.

The PQTestGen tool is used in this thesis to obtain test suites due
to its effectiveness in detecting faults. The PQTestGen is an efficient
tool that uses tables to eliminate uncertainty by using the right and
left context of each symbol in the RE. This enhances the capability of
fault detection.

7.4.2.2  Checking the Research Questions

The research questions provided in Section 1 are answered concern-
ing theoretical and experimental evaluation within the thesis’s scope.

1. GUI-RQ 1. Is it practically and theoretically possible to offer an
ideal testing [2] approach for GUI testing? It is applicable based
on the theoretical evidence provided in Section 6.1.1. Also, the
experiments’ result (given in Section 7.2) is that the conditions
of being an ideal test [2] are satisfied with the GUI programs
based on the "Special” and "Additional" modules of the ISELTA.
Therefore, the answer to GUI-RQ 1. is yes.

¢ GUI-RQ 1.1 What types of systems can be tested in this
way? In this thesis, the GUI system of a computer’s se-
quential programs and a sequential slice of them, repre-
senting an application by a combination of icons, menus,
buttons, bars, boxes, and windows is addressed. However,
this thesis applies to any mobile GUI program. Other types
of computer programs, such as the GUI of game programs,
are neglected, which requires the utilization of different
abilities and methods.

¢ GUI-RQ 1.2 What types of faults can be targeted with the
proposed approach? The fault type addressed in the the-
sis is a functional fault [113] in the GUI under test that
cannot deliver desired and expected behavior/function in
case this fault occurs.

2. GUI-RQ 2. What is the cost of applying this approach to GUI
testing? The computational complexity of the proposed approach
is OM * N3 + M * K* N) for N states, M mutants, and K is the
total number of test sequences from each mutant. Table 7.3.4
and Table 7.3.5 are presented for the cost of the "Special" and
"Additional" modules of the ISELTA case studies, including the
size of the test suite. Since the proposed approach is generic,
the computational complexities are the same for both HDL and
GUI programs.
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3. GUI-RQ 3. How is scalability affected? The CT-based test gener-
ation is the main bottleneck of the thesis due to the transforma-
tion of the models for analysis. Nonetheless, the main steps of
using the toolchain are already automated.

7.4.2.3 Threats to the Validity

This section presents potential threats to internal, external, and con-
struct validity, including mitigation methods.

Internal Validity

Similar to internal validity for HDL programs, there exists a point
that needs to be addressed here related to model correctness. The
mitigation method presented for HDL programs in Section 7.4.1.4
also applies to GUI programs.

External Validity

In the test composition part of the proposed approach, there is the
step of running the test suites. Although these suites run automati-
cally thanks to the Selenium tool, each test run can take a few minutes,
as shown in the tables of Section 7. This time varies in proportion to
the number of states in the model. Moreover, considering that the PT
and NT are applied for each mutant, the total number of Selenium
test operations will be the mutant number times 2. This can be a few
hours, even in the small GUI form used in case studies of GUI pro-
grams. This approach will take much longer when applied in larger
models with more mutants. For this reason, the most important exter-
nal validity can be considered as this complexity problem.

To cope with complexity issues leading to state explosion problems,
one of the GUI ripping methods [97, 98] can be utilized to obtain the
model automatically. On the other hand, there is another solution
[114, 115] to cope with huge models utilizing layered modeling meth-
ods that are well-suited for the hierarchical structure of GUI systems.
These layers can be manually created by the tester or automatically
extracted from a non-layered model using a community detection al-
gorithm introduced by Silistre et al. [52] to mitigate the complexity
thread.

This thesis addresses the detection of functional faults rather than
other types of faults related to visual attributes (such as overlap or
rendering problems [116]) as they are mostly utilized in the GUI of
games. This may lead to external validity. Models functionally rep-
resent systems under test in the thesis. Testing visual attributes on
the screen is unsuitable for the thesis due to the constructed model’s
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use. Testing such visual attributes requires the utilization of white
box code-based testing methods.

Construct Validity

The current methodology requires manual efforts for the model and
mutant generation. The test expert carries out the model generation
using the JFLAP tool. However, the test expert may construct the
wrong model as an original model, as it is also addressed in the in-
ternal validity. In this way, the test expert manually constructs the
wrong mutant models from the wrong original model. This is also
considered a potential threat to construct validity. To overcome this
threat, the generated test suites from an original model are executed
on the original SUT and from mutant models on the corresponding
mutant SUTs. Furthermore, it is checked that all test cases pass on
these executions to ensure that the model and the SUT are equivalent
concerning the generated test suites.

7.5 TOOL SUPPORT

The proposed methodology is supported by using a chain of dedi-
cated tools to run the testing process automatically and, thus, to re-
move the manual effort as much as possible for both GUI and HDL
systems. Note that PQ-Analysis and PQTestGen are applicable for
both systems, and the rest are specific to HDL systems. To this end,
a set of tools is used, from which some are developed in this the-
sis’s scope, and others are from the literature and merged into this
toolchain. The tools used in this thesis are shown in Figure 7.5.1.
From these tools, PQ-Analysis [81, 85], PQTestGen [56] and Test Suite
Analyzer are domain-independent tools, but Test Bench is a domain-
specific tool and in the scope of this thesis it is based on an FPGA Test
Suite. The complete tooling for HDL and GUI systems are provided
in MBIT4HW 7 and MBIT4SW 8 repositories, respectively.

Moreover, the reader can refer to Chapter 4 and 5 for the details of
the approach implemented in the RETestGen and PQRTestGen tools.
These tools are developed within the scope of this thesis and are used
in the evaluation, comparing them with the PQTestGen tool.

The sequence illustrated in Figure 7.5.1 shows the order in which
the tools are used to realize the ideal test. These tools are elaborated
underneath.

7 MBIT4HW, https://kilincceker.github.io/MBIT4HW/
8 MBIT4SW, https://kilincceker.github.io/MBIT4SW/
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Figure 7.5.1: Tools Used in the Proposed MBIT Methodology

Test Preparation

FSM-Extractor

The FSM-Extractor generates an FSM model from a given HDL pro-
gram if any model is provided. The FSM-Extractor parses the HDL
program and processes the code line by line to extract the states and
transitions of the FSM model.The tool uses some of the variables de-
fined in the HDL program to detect some specific patterns.For exam-
ple, the tool employs "btn", "state", and "outputlightstatus" variables
as the input, state, and output of the FSM model. The FSM-Extractor
tool can be adjusted to accept any user-defined variables of an HDL
program. The tool is implemented in Java programming language
and accepts an HDL program (Verilog) as an input. The output file
can be directly imported into the RE conversion tool.

PQ-Analysis

The PQ-Analysis tool ? requires the RE form of the FSM representing
the behavior model of the design. This FSM can be graphically de-
signed by using any general tool such as the JFLAP [92] with which
one can draw an FSM and generate a RE from it. The PQ-Analysis
tool accepts the RE of an FSM and generates the context tables (or
CT). PQ-Analysis comprises seven steps for which the details are pro-
vided in Section 3.3.

Test Sequence Generator (PQTestGen)

The PQTestGen generates test sequences using the output of the PQ-
Analysis tool (that is, CTs). The PQTestGen is standalone software
with a Graphical User Interface (GUI) for generating test sequences
and saving these sequences as a test suite in a file. The tool uses
a Breadth First Search (BFS) algorithm [117] to traverse all symbols

9 PQ-Analysis tool, https://github.com/kilincceker/MBIT4HW
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and to select test sequences. The pseudocode of the algorithm imple-
mented in the PQTestGen is given in Section 6.1.3. The tool creates
test sequences by visiting all the cases, according to the previously
obtained adjacency matrix, and their children who were not visited
previously. Once the test sequences are generated, the compaction
process is initiated to remove redundant test sequences that are over-
lapping with others.

Test Composition

Test Bench

Test Bench is a domain-specific code. In the scope of this thesis, the
test bench is based on an FPGA environment. In this domain, Test
Benches are pieces of Verilog codes that are used during FPGA simu-
lations. Simulation is a critical step when designing a new hardware
system. It is necessary to be sure that the FPGA design covers the
system requirements. Furthermore, test benches are used to simulate
the designs without the need for any physical hardware. Therefore,
it is easy to test all system functions without hardware. To validate
the HDL program, the test sequences require execution on the target
system. This thesis’s target system is an FPGA-based system (a Traffic
Light Control and a Sequence Detector). The simulation environment
' is the only commercial solution used in this work. However, the free
version ™ of the tool that can be easily downloaded is used for the
simulation at no cost. The Test bench executes these test sequences
using Verilog HDL; see Figure 7.5.2 demonstrating the block diagram
of the Test Bench procedure.

F! ! Send Test Inputs g

Receive Test Outputs o
Traffic Light Controller

Test Inputs File

Test Bench

Test Output File

Figure 7.5.2: FPGA-based Test Bench

10 Xilinx Vivado, https://www.xilinx.com/products/design-tools/vivado.html
11 Vivado HL WebPACK, https://www.xilinx.com/products/design-tools/vivado/
vivado-webpack.html
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Test Suite Analyzer

The Test suite analyzer tool provides a selection mechanism to collect
test sequences that satisfy the requirements of the MBIT. As given in
Section 2.5, these requirements are reliability and validity, for which
test selection criteria are defined. The test suite analyzer collects the
test sequences that comply with these criteria, which results in MBIT
test suites.

Additional details about the framework, including a user guide and
a tutorial video along with the bundle for the toolchain, are publicly
available online .

12 MBIT4HW, https://github.com/kilincceker/MBIT4HW
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CHAPTER 8

EXTENDING SEQUENTIAL SYSTEMS FOR
ACHIEVING FAULT TOLERANCE

In this chapter, an approach for extending sequential systems is pro-
posed to achieve fault tolerance as a perspective of this thesis. In the
following sections, a motivation for fault tolerance, related work, the
proposed approach, a case study, results, and evaluations are pre-
sented.

8.1 MOTIVATION FOR ACHIEVING FAULT TOLERANCE

A growing spectrum of software systems safety- and security-critical
applications can be observed today where an extremely high degree
of reliability is required. Considerable efforts have been made to en-
sure protection against simple system faults (for example, single-bit
stuck-at faults in memory or hardware circuits) using appropriate
fault-tolerance (FT) techniques. Although such methods usually cover
a large percentage of all potential error sources, several other poten-
tial error sources remain for software parts. Generally speaking, er-
rors in the code or input data of components in a system may arise
due to:

* erroneous data from the environment of the given system; for
example, errors caused by faulty behavior of other systems or
user errors,

e undetected hardware failures,

¢ undetected design errors in the hardware/software components.

Errors in software or hardware parts can cause failures or malfunc-
tions. For example, Boeing’s use of the Maneuvering Characteristics
Augmentation System (MCAS) resulted in flights of Indonesian Lion
Air (in 2018) and Ethiopian Airlines (in 2019) crashes, which caused
346 people to lose their lives [118].

In today’s smart automotive, for instance, embedded systems can
grow to 100 million lines of code running on 70 to 100 microproces-
sors [119]. Reliability is vital for systems of this level and importance.
Otherwise, software or hardware errors encountered in these systems
may cause very serious problems. Due to these post-production er-
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rors, companies recalling cars cause billions of dollars in losses to
these companies.

The aim of this section is to make the errors that can cause such
serious loss of life and money tolerable with low costs before produc-
tion. To this end, the approach offers a uniform method that can be
applied to sequential systems (SE), both software and hardware, to
self-detect and self-correct faults.

As in previous sections, also this section applies sound, formal tech-
niques of Automata Theory and Formal languages, more precisely,
regular expressions to handle faults in SE with emphasis on (i) fault
modeling to operationalize FT notions, (ii) analysis of a given SE
to determine whether it possesses the required properties to handle
faults modeled, and (iii) if not, the extension of the given system to
enable it to possess the required, desirable feature, and revalidation
of its original functionality. Note that faults in digital systems are root
events that stem from deviations between the specified requirements
and the implemented system behavior.

The method derived applies to the systems that are aimed to be pro-
tected against the considered faults, that is, functional and sequenc-
ing faults. The functional faults directly affect the desired operation
of the system, which reaches the final operation but does not pro-
vide the expected outputs, likely to cause undesirable event(s). The
sequencing faults affect the desired order of the operation in which
the system cannot reach the final operation due to a system crash
[113]. A case study presented in Section 8.4 will exemplify the ben-
efits of the strategy. The acronym FT reads either as "fault-tolerant,"
"fault tolerance," "fault tolerating," etc., depending on the context in
which it is used.

8.2 RELATED WORK ON FAULT TOLERANCE

This section provides related work and background information from
general to more specific perspectives for fault tolerance for software
and hardware sequential systems (sequential circuits).

Faults can be handled in three consecutive stages: detection, local-
ization, and correction. If a fault in an SE can be unambiguously
detected and corrected, then the system can perform the correction
itself without needing control from outside. It is then said to be self-
correcting in response to a fault of this type. The system is fault-
tolerant (FT) if it can, despite a failure caused by a fault of the con-
sidered type, continue delivering the specified services, perhaps at a
reduced level, but still to the satisfaction of the user (See Belli and
Quella [120], page 20-49 for more details).

Many approaches have been proposed to make SE robust against
errors for software: by introducing reset properties as to rollback, re-
covery lines, etc., and providing spare software mechanisms as to re-
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covery block [121], n-version programs [122], etc. Recovery can then
be accomplished if an error is detected during the run-time operation
of the system. However, inherent to these strategies is the complexity
of the utilized verification procedures as to acceptance tests, decision
algorithms that usually deploy more or less heuristic and incomplete
tests for errors [122, 123].

Several classical approaches using redundancy for hardware are
popularly used in the aircraft and automotive industry in safety-
critical applications [124]. As an example, the triple-modular redun-
dancy (TMR) structure includes three redundant units and a majority
voter selecting a unit that provides the same value as the majority of
the three units.

Another example is the standby dynamic hardware redundancy
(HWR), which uses duplex units where the unit and a spare are com-
pared and selected by a multiplexer. Strano et al. suggested a Build-
In Self-Test (BIST) diagnosis procedure of on-chip networks (NoCs)
where stuck-at faults can be tested with a hardware overhead of less
than 11% [125]. In another work, Strano et al. achieved hardware over-
head of less than 10% using Single Instruction, Multiple Data (SIMD)
accelerators used in systems on chips (S0C) [125].

Morgan et al. [126] presented a comparison between TMR with
other three FT techniques, which are quadded logic [127], state ma-
chine encoding [128], and temporal redundancy [129]. The study con-
cludes that these three techniques are more costly and provide less
reliability than the TMR for both area and single-event upsets sensi-
tivity.

Besides protecting and securing the entire system as TMR, securing
some components of the system by using formal methods has recently
become one of the preferred methods. The reason for this is the bur-
den that occurs with TMR. Choi et al. [130], similar to Augustin et
al. [131] offered selective fault tolerance for sequential circuits mod-
eled by the finite state machine. In contrast to TMR, they tolerate
faults on a subset of inputs with corresponding states in the FSM
model by using a simple heuristic algorithm. The method provides
the same degree of fault tolerance as TMR with reasonable area over-
head. El-Maleh and Al-Qahtani introduced a fault tolerance method
based on a finite state machine where a few states having a high
probability of occurrence are protected [132]. El-Maleh [132] also pro-
posed a method based on El-Maleh and Al-Qahtani [132] to optimize
area and power and to preserve the original behavior of the system.
Park and Yoo also proposed a fault tolerance method based on an
encoding technique to secure and protect a set of states having high
importance using FSM[133].

In order to increase the fault tolerance of a system, structural re-
dundancy can be employed by adding extra components that can be
activated if a fault is detected. This approach is similar to maintaining
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spare part storage, where the extra components act as backups for the
system. With these extra components available, the system can con-
tinue functioning even if one or more of its primary components fail.
Structural redundancy can provide an added layer of protection to en-
sure that the system can continue to operate without significant dis-
ruptions, even in the presence of faults. This redundancy approach
can be applied to various systems, including mechanical, electrical,
and software-based systems. On the other hand, functional redun-
dancy adds extra components that are functionally similar. Those re-
dundancies can be realized in a static or dynamic manner. Static func-
tional redundancy is employed regardless of the presence or absence
of faults, so it runs continuously. Dynamic functional redundancy is
utilized on demand in the occurrence of a fault. The reader can refer
to Belli and Quella [120] on pages 46-47 for more details.

All these approaches use system redundancy to enable FT. To our
knowledge, there is no other approach considering the determination
and implementation of static functional redundancy and structural re-
dundancy on software and hardware systems. The approach employs
static redundancy to perform the specified function during the whole
time of operation.

In Section 8.5, a comparison table of selected different approaches
provides an overview of the estimated hardware overhead and time
consumption for hardware systems. As there seems to be no other
procedure using structural redundancy aiming at fault tolerance, the
comparison will be kept on hardware systems only.

83 SYSTEM EXTENSION TO ACHIEVING FAULT TOLERANCE

The proposed approach consists of three parts, as shown in Figure
8.3.1. In the first part of the approach, the given system, modeled by
FSM, is converted to RE for analyzing whether the desired property
is fulfilled or not and is designated as the second part using Brzo-
zowski’s well-defined algorithm [90, 96], especially for HS. In the final
part, after determining redundancy, if necessary, the extended SE* or
HS* is obtained using reconversion of RE*, for which the JFLAP tool
is utilized.

The first and the third parts of the proposed approach are conver-
sion and re-conversion stages from a system under test to RE and
from extended RE to an extended system. For details of the conver-
sion of FSM into RE and RE into FSM, the reader may refer to the
book of Hopcroft et al. [79] (on page 83). In the second part, the model
is analyzed and then extended if necessary. If it is determined not to
extend, the system already comprises the desired property, which
is defined as being FT in terms of being a self-detecting and self-
correcting system.
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Figure 8.3.1: The Overview of the Proposed Approach for Achieving Fault
Tolerance

Redundancy Determination for Achieving Desirable Properties

A RE is an algebraic term that is constructed and forms a string of
symbols, which are interpreted as events that represent combinations
of input and output signals. This term will be used to model and
generate a set of elementary faults that can be corrected by inserting
(I-correction), deleting (D-correction), or replacing (R-correction) sym-
bols interpreted as events.. The elementary faults affect input/output
behavior that can be modeled with FSM and RE. For the HS, these
faults can be a bit stuck-at 0/1, a case bit stuck-at true/false, or their
combinations with multiple faults at the system [134]. These faults
are also called high-level faults [135].

A collection of fault prototypes will be used to analyze RE to deter-
mine whether the modeled HS is fault-detecting or fault-correcting,
that is, if all faults of this type can be detected, localized, or corrected
unambiguously.

Detection Step [84]: The input string is indexed forward and back-
ward from left to right and right to left. If the input string is correct,
it is converted to a backward and forward-coded form (as demon-
strated in Section 3.3). During the coding of this form, the input string
cannot be accepted and indexed due to an unacceptable symbol(s).
This is where the detection step for an erroneous input occurs.

Localization Step [84]: A substring causes the machine to halt dur-
ing forward and backward indexing. This is always the substring
between the left-most acceptable symbol for back-indexing and the
right-most acceptable symbol for forward-indexing. The correction
hypothesis can be applied to this substring if necessary (refer to Sec-
tion 3.3 for more details).

Correction Step [84]: A correcting symbol is injected into a position
where it is between the left context relation of its successor and the
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right context relation of its predecessor in the correction area (refer to
Section 3.3 for more details).

Simultaneously forward and backward indexing is called the cod-
ing of a regular expression. The coding is the basis of both tools
needed for error treatment. As a second, more complex tool, the re-
lations for the right context and left context rforW 1o ack, and 1forw,
lback, respectively, are used. They determine the symbols for every
st or s; that may appear, respectively, as its immediate successor or
predecessor.

With compatibility and context relation tables, the faulty event se-
quence (FES) analysis is done by forward and backward tracing the in-
dices for systematic detection and correction, respectively. FES refers
to an illegal input sequence (unexpected) to the system, whereas
event sequence (ES) is a legal and expected input sequence. The po-
sition in the sequence where a proposal might be applied is called a
"correction position", and the symbol used for the correction is called
a correcting symbol. Note that the terms (such as context table, com-
patibility table, forward/backward indexing, left/right context) are
already explained and exemplified in Section 3.3, which will be also
used in this section.

The hypotheses for the correction purpose are "insert(I)", "replace(R)",
and "delete(D)" which are used to give possible proposals.

The index n defines the number of symbols. If n equals one, only
one symbol is considered, and if n is bigger than one, more than one
symbol as being a string is considered. Given any FES, when the error
position is localized unambiguously, then the correction proposals are
given considering their independence to deduce the self-correcting
characteristic of a system that also defines self-detecting characteris-
tics. Thus, the system is FT performing correction itself. The details of
dependence or independence of proposals and ambiguous or unam-
biguous localization. Furthermore, comprehensive information can
be found in the PhD thesis by Belli [81].

To add desirable properties to SE or HS in case needed, the nec-
essary redundancy can be determined by a complete analysis of the
FESs as test sequences. Symbols are extended by embedding them
into others using well-selected symbols. The symbols that reveal am-
biguity or make proposals dependent are selected, and then the sym-
bol is extended by considering the context table to make it appropri-
ate for its position. The extension refers to embedding at least one
well-selected symbol into the appropriate left or right side of the cho-
sen symbol for an extension so that the correction can only apply to
one position [94].

These steps are already automated into the PQ-Analysis tool * that
takes a RE as input and results in context and compatibility tables
with redundancy determination if required.

1 PQ-Analysis tool, https://github.com/kilincceker/MBIT4HW
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8.4 CASE STUDY
8.4.1 Systems Under Consideration

This section provides a case study for a sequential circuit that is a
sequence detector (SD) system given with HDL at the behavioral level.
The SD is implemented in HDL programming language and runs on
XC3S100E from the Spartan-3 FPGA family.

Sequence Detector

The SD, represented in Figure 8.4.1, produces outputs (given in (24)
after the slash (/)) for corresponding (primary) inputs (given in (24)
before the slash (/)) and the outputs depend not only on the inputs
but also secondary inputs or current states qo, q1, q2, q3, and q4.

Figure 8.4.1: FSM of SD with Symbols

To represent the current and next states on the diagram, the states
qo, q1, ..., and g4 are defined, and the indices of states refer to the
decimal equivalency of tree bits binary values. The corresponding in-
put and output values for the current and next states are aggregated
with the slash (/) symbol to label the transitions. Already initialized
start state (qo) and final states are also represented with correspond-
ing symbols embedding input/output signals.

For compact representation, the following settings allow concen-
trating the input (i11,13) and output (07020304050607) information
as transition events denoted by symbols instead of using binary val-
ues.

x =001/0011101;y = 010/0011111;z = 100/0001101 (24)

Applying the conversion algorithm from FSM, given in Figure 8.4.1,
to RE for SD results in the following expression:
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Tsp = [(ba(b+c)*)*(a+b)7] (25)

The RE given in (25) is the same one used to explain steps of RE
analysis in Section 3.3 in Example 3.4.

8.4.2 Applying the Approach

The uniform approach includes a complete analysis of already-attained
RE and determining redundancy if needed. The stepwise PQ-Analysis
of RE is already provided in Section 3.3, and then, using the analysis
result, the redundancy determination will be given in the following
sections for SD. Note that this section explains the redundancy de-
termination part of the approach in case the desired property is not
tulfilled, as shown in Figure 8.3.1 and the redundancy determination
for SD case study has already been presented by Belli [85]. Therefore,
this thesis focuses on evaluating the SD and presenting the results
based on this evaluation in Section 8.5.

Sequence Detector (SD)

The reader can refer to for forward and backward indexing of the
Tsp in (25) and for constructing compatibility, context tables, and
their codings in Section 3.3 (Figure 3.3.1, Step 1-7).

For the SD, symbols revealing ambiguity or making the hypothesis
dependent are detected to determine extension in proposals using
the PQ-Analysis method originally introduced by Eggers and Belli
[81, 84]. To systematically construct all correction areas of varying
lengths, we need to generate all combinations of symbols that "do not
fit together," meaning they cannot be adjacent in a correct sequence.
For correction areas with a length of 1=1, this involves placing each
symbol between neighbors that are not valid left or right contexts for
that symbol. The correction area and the I-R-D correction proposals
are shown in Figure 8.4.2. Note that some of the results are taken from
Belli [85] for more detailed analysis for SD. This subsection shows
how to apply the approach to the SD. The results and evaluation will
be presented in the following Section 8.5.

ts=[L b3 b5 by a? c; a; 13

iy

Figure 8.4.2: Correction Area and R-D Corrections for SD [85]



8.4 CASE STUDY

The sequence (ts) shown in Figure 8.4.2 can be corrected in three
alternative ways (as Step 8, following the steps as explained in Section
3:3)-

e I-correction through inserting a8 between b3 and b3,

e R-correction through replacing b3 by a¢ or replacing c4 either
a3 or b3,

* D-correction through deleting c4.

The correction proposals for the SD, such as symbol a make the
hypotheses I and R dependent. The system is not R-detecting because
of the symbol a3, which is not R-correcting because of the symbol b3.
This information enables selecting the symbols ag, a%, and bg for an
extension. The location of these symbols is found using their indices
and the TfoTW. For example, inserting a8 between b3 and b3 may
cause the detection of a wrong sequence and result in a system failure.
Then, the symbols are replaced with their extensions, as represented
in Figure 8.4.3.

Tsp = [5(b33F aSvs (bd47 + c)7)"(a3* + b3™>7)]1

6

a8 3

Zsx al x a3 ~ya3 b3 —»>zb3

Tsp = [6(bi7 atrafoxs® (b3t + ca®))" (07 af + z3b8)"1§

Figure 8.4.3: Extentions for SD

Consequently, the symbols ag, a% and bg are extended using the
symbols "xax", "ya", and "zb" respectively (Figure 8.4.3), based on the
PQ-Analysis method (as Step 9).

To avoid undesirable or unnecessary redundancy, the number of
symbols for extension should be as small as possible [94]. The ex-
tended RE for SD (Figure 8.4.3 ) becomes self-detecting and -correcting

as the PQ-Analysis applied on T¢, (Figure 8.4.4).

x — 1 K2 b= Hh— - S i) = e b
ts* = [L bg by b1, x11 ayo x5 €4 Y7 a3 1

Figure 8.4.4: Correction Area and R-D Corrections for extended SD [85]

Due to ambiguity in SD between given symbols representing binary
patterns, the system may lead to detecting wrong patterns caused by
behavioral level bit stuck-at faults. For instance, a sequence detec-
tor integrated into a flame detector recognizes specific input patterns
gathered from sensors to warn people to avoid possible flames.
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This extended RE contains redundant symbols. Therefore, this may
lead to non-functional equivalence. However, these redundant sym-
bols are guarding symbols. For example, the symbol a is replaced
with "xax" to secure the symbol "a" with the symbol "x". In this way,
the system is aware of distinguishing this symbol from other symbols
in the system. This ambiguity between the same symbols is removed
thanks to the extended version in Figure 8.4.3.

The construction of the forward and backward indexing for ex-
tended SD and its codings and context table are included in the public
repository (as Step 10) 2.

The impact of the correction proposals (Figure 8.4.4) enables the
exclusion of conflicts shown in Figure 8.4.2 (as Step 11).

The cost of redundancy can be determined two-fold (as Step 12).
One is related to the length of the TS . For length, the TS, contains
four additional symbols. This leads to 0.36 percent redundancy for
RE in Figure 8.4.3. However, the VHDL implementation costs less
redundancy (refer to Section 8.5).

The second redundancy concern is the execution time. According
to the T¢y’s manual (static) analysis, the execution time redundancy
is about 0.23 percent. For precise measuring, a dynamic analysis is re-
quired to compare the original and extended VHDL implementation.

85 RESULTS AND EVALUATION

SD and SD* were implemented in VHDL programming language and
run on XC35100E from the Spartan-3 FPGA family for both SD and
TLS. Reader can refer to the GitHub repository 3 for the implemen-
tation of both SDs. Xilinx ISE Project Navigator was used for the de-
sign, implementation, and synthesis of circuits. A comparison of the
circuits SD and SD* is given in Table 8.5.1 calculated from synthesis
reports.

To employ the TMR method for the comparison, two more copies
of the SD case studies are made, and a voter for the selection of the
majority of the outputs to achieve SD* is developed. SD* is run on
XC35100E from the Spartan-3 FPGA family using Xilinx ISE Project
Navigator to measure redundancy compared with SE. The Xilinx tool
automatically generated Lookup Tables (LUTs) using synthesis re-
ports and provided a number LUTs. The synthesis operation was also
applied to SD to measure the required redundancy for TMR with
respect to the number LUTs and time overhead.

For structural BIST, a custom LFSR (Linear Feedback Shift Regis-
ter) system is used for test generation into the system itself and then

PQ-Analysis Results for extended SD, https://github.com/kilincceker/RD4FT/
blob/main/PQ- results-SD-extended. txt

Sequence Detector VHDL implementation, https://github.com/kilincceker/
RD4FT


https://github.com/kilincceker/RD4FT/blob/main/PQ-results-SD-extended.txt
https://github.com/kilincceker/RD4FT/blob/main/PQ-results-SD-extended.txt
https://github.com/kilincceker/RD4FT
https://github.com/kilincceker/RD4FT
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developed a comparator for checking the response of the systems to
obtain SD* which is synthesized using the Xilinx tool to generate a
report for number LUTs. The synthesis operation was also applied
to SD to compare with SD* with respect number of LUTs and time
overhead.

Table 8.5.1: Results For the Current Approach with TMR-Method and Struc-

tural BIST
Current approach | TMR-Method | Structural BIST
Hardware Overhead in % ~2 200 <11
Overhead time consumption in % ~4.2 73 ~0

Additionally, TMR and structural BIST are compared with the cur-
rent approach in terms of estimated hardware overhead and overhead
time consumption in Table 8.5.1.

Our approach has the lowest hardware overhead value, about 2.
While its overhead time is about 4.2, BIST’s overhead time is almost
o for both SD and TLS. Note that structural BIST provides only fault
detection but no fault correction. The TMR method needs much more
overhead than the current and structural BIST approaches.

To evaluate the current approach, ITC'99 [136] benchmarks are
used. In ITC’gg, the first ten benchmark circuits provided VHDL lan-
guage at Register Transfer Level (RTL) are experimented with using
their state diagram and RE models (Refer Corno et al. [136] for details
of models and their analysis). These benchmarks enable us to apply
the current approach to higher-level VLSI circuits.

The proposed approach is also evaluated on ITC’99 [136] bench-
marks. The results for these benchmarks based on experimental eval-
uation are shown in Table 8.5.2. The columns for Circuits, VHDL, and
Gate-Level explain details for the corresponding circuits. PI and PO
stand for primary inputs and primary outputs. LOC refers to the line
of codes. The gate-level column provides details such as the number
of gates and the number of flip-flops for the gate-level implementa-
tion of the corresponding circuits.

Table 8.5.2: ITC'99 Benchmark Results

Circuits VHDL Gate-Level PQ-Analysis Results
Name Function PI | PO | LOC | #Gates |#FF |I-D |I-C |R-D |R-C | D-D |IR | ID | IC
bo1 FSM one 2 2 110 46 5
boz2 FSM two 1 1 70 28 4
bos Resource arbiter 4| 4 141 149 30
bos | Compute min and max | 11 | 8 102 597 60

[ e R e R T R R R N

[ I e O e e N N a
[ I e O O O e e R
[ e e O O e e = N
[ e e e e N S R =
[ e e e T T S e
- - = - - = = - = =
[ e e T O e O R =

bos Elaborate the contents | 1 | 36 332 935 34
bo6 Interrupt handler 2| 6 128 60 9
boy Count points 1 8 92 420 49
bo8 Find inclusions 9 | 4 89 167 21
bog Converter 1 1 103 159 28
bio Voting system 11| 6 167 189 17
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Based on the results given in TABLE 8.5.2, the circuits except for
bo6 (Interrupt handler) are fault-tolerant for I, R, and D operators.
The self-detecting and self-correcting ability of the bo6 circuit is cor-
rupted due to insertion and replace operators” dependence shown as
o in the table. However, the bo6 circuit can be extended by structural
redundancy, which leads bo6 to self-detecting and correcting. The bo6
circuit starts with an initialization state and then goes to the instruc-
tion state 1, namely "sin¢r1", from which it can go to the initialization
state or the instruction state, namely "sint;". The "sintr1" state trig-
gers an ambiguity due to a further loop driving the system to the
initialization state. The system needs to know which "sinr1" state
is triggered by first initialization or further loop-based initialization.
By adding an idle state between the initialization state and "sintr1"
state, the system is able to overcome this ambiguity and become self-
correcting.

Outputs of circuits before and after extension are evaluated for
equivalency of input sequences. Also, the behavior of the extended
circuit is also observed for the test sequence tn. It is assessed that
both circuits produce equivalent outputs. Consequently, for opera-
tional purposes, circuits before and after extension are considered
equivalent.

8.6 THREATS TO VALIDITY

The potential internal, external, and construct threats of the approach
are presented in this section.

Internal Validity

The approach offers a uniform method for modeling, detecting, and
self-correcting faults in sequential systems by structural redundancy
determined by analysis of the system under test. It also employs an al-
gorithm to determine the redundancy to be introduced for tolerating
the faults modeled. This algorithm takes a RE model converted from a
finite state machine. Due to the fact that this approach uses two differ-
ent models and their conversions, any internal flaw in these models
or their conversions leads to wrong analysis and results. Belli and
Gueldali also proposed a test generation approach based on model
checking that can also be a solution to model correctness [137].

Time redundancy caused by additional structural and functional
properties is an essential part of fault-tolerant systems and may also
cause threats to time-critical systems. However, the proposed approach
aims to keep the time redundancy minimal, as validated by the exper-
imental evaluation compared with other approaches.
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External Validity

The size of the model for the system under test can be increased based
on the size of this system. This may lead us to a scalability problem
for the proposed approach because the current approach only applies
to small and medium-sized systems. Another solution can be to apply
community detection algorithm [109] to automatically obtain smaller
parts of the huge size model and apply the current approach to these
smaller models to cope with huge models that are well-suited for the
hierarchical control structure of sequential systems.

Construct Validity

This thesis uses the PQ-Analysis tool to analyze the model of the
system under test automatically and extract features for fault toler-
ance by defining the events for possible extensions. However, the
FSM model is manually obtained for the SE from its specifications
and codes. This may lead us to construct validity and affect the re-
sults. For the sequential systems using their Verilog codes, the FSM
models can be automatically obtained using a static analysis method
that is already automatized by a tool called Verilog2FSM [103, 104].
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CHAPTER o9

CONCLUSIONS

This chapter presents the conclusion for proposed test generation
methods and the MBIT approach for sequential HDL and GUI pro-
grams.

9.1 TEST GENERATION

In the scope of this thesis, an approach for test sequence generation
using RE is introduced to target design faults at the behavioral level.
The proposed approach starts with extracting the FSM model from
a given HDL program. Then, the obtained FSM is converted into RE
by means of the well-known Brzozowski algorithm [96]. Afterwards,
this RE model is represented by ST from which the test sequences are
generated using a tree traversal algorithm considering pre-defined
coverage criteria on RE.

A contextual RE-based test generation approach is also proposed
for testing GUI programs. The proposed approach is used effectively
in revealing functional faults (defined in Section) 1 and used in Sec-
tion 7.2.1. Coverage-oriented random test generation enables control
of the test process by setting the desired coverage ratio based on the
contextual RE model. The context-driven test generation from the RE
model offers a new perspective on the model-based test generation
area.

Briefly, the contributions of the proposed approaches for RE and
contextual RE can be listed as follows:

1. Test sequence generation based on RE in terms of operator and
alphabet coverage criteria to target design faults at the behav-
ioral level for HDL validation.

2. Test sequence generation based on contextual RE in terms of
right and left context table coverage criteria to target functional
faults for GUI testing.

3. Developing a toolchain to support both approaches.

4. Supporting both available HDL programs and specification of
the system under development in the proposed approach within
this thesis.
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These approaches and their tools are used in MBIT methodology
and its evaluation.

9.2 MODEL-BASED IDEAL TESTING

This section provides a conclusion for sequential HDL and GUI pro-
grams with respect to the MBIT approach.

A method called MBIT is proposed to show the presence and ab-
sence of HDL and GUI program faults when using its model. The in-
troduced methodology is called model-based ideal test (MBIT) with
respect to satisfying the reliability and validity requirements of the
Fundamental Test Theory of Goodenough and Gerhart [2]. To achieve
the ideal test, this thesis utilizes holistic [7] and mutation testing [9,
10]. Holistic testing proposes negative and positive testing to check
the desired and undesired features of the system under test, respec-
tively. Therefore, this idea is adapted to show the presence and ab-
sence of faults. Mutation testing provides the generation of an erro-
neous or faulty version of the system under test by using mutation
operators. This thesis uses mutation testing to generate mutants of
the system under test and its specification. Test sequences are gen-
erated from both the supposedly fault-free (original) model and the
mutant (fault-injected) models and executed on both the mutant pro-
grams and the original programs, respectively. Test selection collects
the results of each execution and constructs an ideal test suite that is
used for checking the presence and absence of faults. Moreover, the
theorems and their proof for MBIT methodology are also provided to
show that it satisfies the reliability and validity requirements of the
Fundamental Test Theory of Goodenough and Gerhart [2].

The proposed approach is implemented with FSMs for model mu-
tation, and later, their REs are analyzed for test generation (using
the PQ-TestGen tool). However, any model-based approach for sys-
tem behavior modeling (such as FSM [73], State Chart [31], RE [103],
ESG [8], and EFG [39]) can be adapted in the proposed methodology
for model mutation and test generation. Additionally, a tester is en-
abled to resize the domain and corresponding range of a program by
means of utilizing a model, which provides a "pay as you go" solution.
The tester can incorporate as many features as he/she wishes into the
model within the framework of his/her resources with respect to time
and money.

Briefly, the following contributions are given with respect to the
proposed methodology:

1. A novel validation methodology is proposed to address the de-
sign faults of the HDL program at the behavioral level and the
functional faults of the GUI programs.
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¢ The holistic and mutation-testing approaches, well-understood
and widely used in software testing, are utilized to achieve
a model-based ideal test (MBIT) of HDL and GUI programes.

¢ The proposed methodology, with respect to the provided
formal proof, satisfies the requirements of the ideal testing
that is used to test the presence and absence of design and
functional faults in the HDL and GUI programs.

2. The experimentation of the proposed methodology is conducted
on three case studies (a sequence detector, a traffic light con-
troller, and a RISC-V processor) for HDL programs and on two
case studies, namely "Special" and "Additional" modules of the
ISELTA webpage for GUI programs.

3. A toolchain is developed to automate the testing process and
shared in the public domain * for HDL programs and in the
public domain ? for GUI programs.

The advantages of the proposed approach are:

1. The model-based ideal testing guarantees coverage of the mod-
eled faults through positive and negative testing in the scope of
a system model.

¢ The ideal testing paves the way for construction of reliable
and valid test suites.

* Thus, it is possible to show both the presence and the ab-
sence of faults, as far as they can be modeled.

2. It offers high-level test generation based on analysis of the RE
model.

3. The proposed approach for test generation is effective in terms
of fault coverage, mutation score and test generation/execution
time when compared with the other methods based on the ex-
perimental evaluation.

The proposed test generation method, called PQTestGen, is com-
pared with different algorithms and different coverage settings, such
as the RETestGen, PQRTestGen, and Graphwalker for HDL and GUI
programs. PQTestGen achieves higher fault coverage than the other
methods. Besides, PQTestGen has a higher mutation score than the
other PT methods, meaning that it can kill all mutants for the HDL
and GUI case studies. However, PQTestGen results in a more exten-
sive test suite than the other methods due to the Breadth-First Search
(BFS) algorithm (refer to Section 6.1.3 with the algorithm in Listing
7)- This large test suite size in PQTestgen also increases test execution

1 MBIT4HW, https://github.com/kilincceker/MBIT4HW
2 MBIT4SW, https://github.com/kilincceker/MBIT4SW


https://github.com/kilincceker/MBIT4HW
https://github.com/kilincceker/MBIT4SW
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time. However, the test sets’ size is within acceptable limits, consider-
ing the time required for test generation and execution steps, which
finish in milliseconds.



CHAPTER 10

FOLLOW-ON PROJECTS

This chapter presents the possible future work and follow-on projects
on test generation and model-based ideal testing of HDL and GUI
programs within the scope of this thesis. These possible directions
start with proposed test-generation algorithms ( for Chapters 4 and
5) and continue with model-based ideal testing (for Chapter 6).

As one of the future projects for test generation based on RE, it is
planned to cover some of the faults in the gate level, such as stuck-at-
o/1 faults. To do this, a fault simulator can be used at the gate level,
and generated test sequences from this approach can be applied to
determine the fault coverage at the gate level. Another future work is
to decrease and adjust the alphabet and operator coverage to analyze
its impact on fault coverage. In this way, the suite can be tightened;
thus, the cost of test generation and execution may be reduced.

As future work and for evaluating and improving the proposed ap-
proach for contextual RE-based test generation, further experiments
with other model-based random test generation approaches such as
AutoTest and GraphWalker are planned. Moreover, conducting more
experiments is intended using different fault models to evaluate the
effectiveness of PQRTestGen and thus improve these techniques and
tools.

For model-based ideal testing, despite testing at the behavioral
level, which is at a higher level of abstraction (resulting in much fewer
components), there is a limitation in the scalability of the model. It is
possible to encounter the problem of a state explosion if the SUT
becomes very large. To tackle this problem, future work is planned
by using model refinement [115] and/or model decomposition [138].
It is also planned to utilize the scalable mutation-based test genera-
tion methodology [71] to cope with this limitation. Finally, improving
the efficiency of the algorithms to implement different steps of the
methodology is another future work.

It is focused on enriching the concept of ideal testing by consider-
ing modern model-based testing techniques, thus introducing a novel
approach to model-based ideal testing. In doing so, it does not yet
focus on reducing the efficiency of the algorithms to implement dif-
ferent steps of the methodology, which is planned as the next step.
All procedures for the proposed methodology are already automated
except for the model and mutant generation steps that the test ex-
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pert carries out. These steps require knowledge about the system un-
der test. However, it is planned to automate the model generation
step using one of the appropriate GUI ripping methods to extract
the model from the GUI program automatically. It is also planned to
automate the mutant generation step using omission, insertion, and
replacement mutation operators on the FSM models. Finally, obtain-
ing an end-to-end solution for test automation of GUI programs for
the MBIT approach is another follow-on project.

To cope with a threat for MBIT related to model-correctness, it is
planned to use model checkers [139] or, more importantly, get end-
user feedback as early as possible to assess the model long before
starting with test generation and testing itself. Also, it is intended to
employ model refinement techniques [140], or layer-centric modeling
proposed by Belli and Guler [140] to cope with scalability.

Lastly, the experimental evaluation will include different HDL pro-
gram examples (such as SystemVerilog) as another future work to
expand the MBIT approach’s availability and generality.
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