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Zusammenfassung

Die vorliegende Arbeit befasst sich mit der modellpriadiktiven Planung zeitoptimierter
Trajektorien fiir mehrachsige kinematisch redundante Mechanismen. Es werden zunéchst
grundlegende Begriffe erldutert, bevor der Stand der Wissenschaft und Technik hinsichtlich
der Trajektorienplanung von kinematisch redundanten und nicht-redundanten Mechanis-
men sowie der Ausfithrung von Optimierungen auf Industriesteuerungen vorgestellt wird.
Im Anschluss wird die modellpradiktive Planung erldutert. Diese nutzt die Mehrdeutigkeit
bei der Ermittlung der Gelenkpositionen kinematisch redundanter Mechanismen, um die
Verfahrzeit zwischen Sollpositionen im Rahmen von Punkt-zu-Punkt-Bewegungen zu mini-
mieren. Anhand eines kinematisch redundanten hybridkinematischen Mechanismus erfolgt
zunéchst eine simulative Validierung des Ansatzes. Bezogen auf die immer flexibler wer-
denden Fertigungen im Kontext Losgrofle-1 sind jedoch echtzeitfdahige selbstoptimierende
Steuerungen erforderlich, die sich zur Laufzeit auf wechselnde Aufgaben einstellen und mit
weiteren Systemen interagieren. Aus diesem Grund liegt der Fokus auf der echtzeitfihigen
Ausfiihrung des Ansatzes auf einer Industriesteuerung, ein entscheidender Punkt, um die
erforderliche Flexibilitdt und industrielle Einsetzbarkeit zu erreichen und gleichzeitig ein
signifikanter Unterschied zum Stand der Technik. Hierzu erfolgt die Umsetzung auf das
reale System und der Nachweis der echtzeitfahigen Ausfithrung mit Optimierungszeiten
kleiner einer Millisekunde.

Abstract

This thesis deals with the model-predictive planning of time-optimized trajectories for
kinematically redundant multi-axes mechanisms. First, basic terms are explained before
the current state-of-science and technology with regard to path planning for kinematically
redundant and non-redundant mechanisms as well as the execution of optimizations
on industrial controllers is presented. Next, the model-predictive planning is explained.
Hereby, the ambiguity when calculating the joint positions of a kinematically redundant
mechanism is used to minimize the movement time between set points with regard to point-
to-point movements. Using a kinematically redundant hybrid mechanism, the approach is
first validated with simulations. With regard to the increasing demands of more flexible
manufacturing in context of batch size-1, real-time capable self-optimizing controls are
necessary. Such controls adjust themselves to changing tasks during runtime and interact
with other systems. Therefore, the focus is on the real-time execution of the approach on
industrial controllers. This is a crucial point to achieve the required flexibility and industrial
applicability, as well as to differ significantly from the state-of-the-art. For this purpose,
the approach is implemented on the real system and the ability of a real-time execution
with optimization times less than one millisecond is proven.
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dem Optimierer Sbplx in MATLAB gegeniber des Referenz-
verfahrens

AT 00 Prozentuale Einsparung des modellpradiktiven Ansatzes mit %
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Name Beschreibung Einheit
AT Prozentuale Einsparung des modellpradiktiven Ansatzes mit %
dem Optimierer Sbplx auf einem RPI gegentber des Refe-
renzverfahrens

Atin(Aqix+w)  Verfahrzeit des Antriebs M; bei Verfahrweg Ag;i+vx Ohne S
Erreichen der max. Geschwindigkeit

0, Drehwinkel zwischen zwei durch rotatorische Gelenke ver- °
bundenen Kérpern (s — 1) und s mit s € N

T optmax,sb Maximale Optimierungszeit des modellpradiktiven Ansatzes S
mit dem Optimierer Sbplx auf einer SPS

T opimax.sr Maximale Optimierungszeit des modellpradiktiven Ansatzes S
mit dem Optimierer Sbplx auf einem RPI

Topt,sb Mittlere Rechenzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx auf einer SPS

Topt,sr Mittlere Rechenzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx auf einem RPI

Ty Mittlere Verfahrzeit des modellpradiktiven Ansatzes mit ei- S
nem Optimierer der Optimization Toolbox in MATLAB

Or.0s Transformationsmatrix zwischen KS der Kugelgelenke und -
tricept-festem KS

s=Ls(@, ZTT) Transformationsmatrix zwischen den Kérpern (s — 1) und s -
mit s € N in Abhangigkeit von Winkel 8, und Ortsvektors Zrr

T et Mittlere Verfahrzeit des Referenzansatzes fiir einen Satz der S
Lange N

T Mittlere Verfahrzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx auf einer SPS

Tm Mittlere Verfahrzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx in MATLAB

T 00 Mittlere Verfahrzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx bei ny;; = 200 in MATLAB

T'sm max Maximale Verfahrzeit des modellpradiktiven Ansatzes mit S
dem Optimierer Sbplx in MATLAB

T s min Minimale Verfahrzeit des modellpradiktiven Ansatzes mit S
dem Optimierer Sbplx in MATLAB

Ty Mittlere Verfahrzeit des modellpradiktiven Ansatzes mit dem S
Optimierer Sbplx auf einem RPI

Vi Geschwindigkeit des Antriebs M, mm s~

Vi1 (AGi gavi) Maximal erreichte Geschwindigkeit des Antriebs M; bei Ver- mms™!
fahrweg Ag; kv Mit vii < Vimax

Vig Aus Kopplung an Masterachse resultierende Geschwindig- mms~!
keit des Antriebs M;

Vimax Maximale Geschwindigkeit des Antriebs M; mms~!

Vio Initiale Geschwindigkeit des Antriebs M; mms™!

1% Beispiel fur allgemeinen Vektor -
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Name Beschreibung Einheit
Vo Zweite Komponente eines beispielhaften allgemeinen Vek- -
tors v
AVBy y-Komponente eines beispielhaften geometrischen Vektors mm
AVB
v Beispiel fir geometrischen Vektor -
AVB Beispiel flir geometrischen Vektor mit Bezug -
Wy Gewichtung der Verfahrzeit -
Wy Gewichtung des Strafterm der maximalen Verfahrwegsgren- —
ze
ws3 Gewichtung des Strafterm der minimalen Verfahrwegsgrenze -
Wy Gewichtung der Arbeitsraum- und Gelenkgrenzen des UR10 —
X Zustandsvektor des Mechanismus -
oy ET™ Pose des Mechanismus in Weltkoordinaten -
OURgTUR Pose des UR10 bezogen auf sein Basiskoordinatensystem -
OUR.;?TURrCS Resultierende Pose des UR10 in RecurDyn bezogen auf -

sein Basiskoordinatensystem

€ Vektor der festen Bewegungsaufteilung im Ramen des Refe- -
renzverfahrens

Xk x-Achse des Kardangelenk-Koordinatensystems mit dem -
Ursprung Ok

Xs x-Achse des Kugelgelenk-Koordinatensystems mit dem Ur- -
sprung Os

X x-Achse des Tricept-Koordinatensystems mit dem Ursprung -
Ot

Xw x-Achse des Welt-Koordinatensystems mit dem Ursprung -
Ow

Yx y-Achse des Kardangelenk-Koordinatensystems mit dem -
Ursprung Ok

Ys y-Achse des Kugelgelenk-Koordinatensystems mit dem Ur- —
sprung Os

Yr y-Achse des Tricept-Koordinatensystems mit dem Ursprung —
Or

Yw y-Achse des Welt-Koordinatensystems mit dem Ursprung -
Ow

7K z-Achse des Kardangelenk-Koordinatensystems mit dem -
Ursprung Ok

Zs z-Achse des Kugelgelenk-Koordinatensystems mit dem Ur- -
sprung Os

Z Allgemeiner Ortsvektor (ohne explizite Angabe etwa des -
Bezugs)

7 Zeitliche Anderung des Ortsvektors Z -
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Name Beschreibung Einheit
OWZTM Ortsvektor des Gesamtmechanismus-TCPs in Weltkoordina- -
ten

Zrm Ortsvektor des Gesamtmechanismus-TCPs in Weltkoordina- -
ten (Kurzform)

Zrmo Initialer Ortsvektor des Gesamtmechanismus-TCPs in Welt- -
koordinaten (Kurzform)

ZTM,k k-ter Ortsvektor des Gesamtmechanismus-TCPs in Weltko- -
ordinaten (Kurzform)

ZTM,N N-ter Ortsvektor des Gesamtmechanismus-TCPs in Weltko- -
ordinaten (Kurzform)

OWZTP Ortsvektor des Portal-TCPs in Weltkoordinaten -

owZTPx x-Koordinate des Portal-TCPs in Weltkoordinaten mm

owZtpy y-Koordinate des Portal-TCPs in Weltkoordinaten mm

owZrpz z-Koordinate des Portal-TCPs in Weltkoordinaten mm

OWZTMreS Resultierender Ortsvektor des Gesamtmechanismus-TCPs -
in Weltkoordinaten

OwZTMres x Resultierende x-Koordinate des Gesamtmechanismus-TCPs mm
in Weltkoordinaten

OwZTMres,y Resultierende y-Koordinate des Gesamtmechanismus-TCPs mm
in Weltkoordinaten

OwZTMres.z Resultierende z-Koordinate des Gesamtmechanismus-TCPs mm
in Weltkoordinaten

owR™ Roll-Winkel des Gesamtmechanismus-TCPs in Weltkoordi- ©
naten

owRt™p Pitch-Winkel des Gesamtmechanismus-TCPs in Weltkoordi- ©
naten

owRtMy Yaw-Winkel des Gesamtmechanismus-TCPs in Weltkoordi- ©
naten

OTZTT Ortsvektor des Tricept-TCPs in Tricept-Koordinaten -

Zrr Ortsvektor des Tricept-TCPs in Tricept-Koordinaten (Kurz- -
form)

0rZTTx x-Koordinate des Tricept-TCPs in Tricept-Koordinaten mm

orZrTy y-Koordinate des Tricept-TCPs in Tricept-Koordinaten mm

012112 z-Koordinate des Tricept-TCPs in Tricept-Koordinaten mm

owZrT Ortsvektor des Tricept-TCPs in Weltkoordinaten -

0ur ZTUR x x-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm
system

ZTURxX x-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm
system (Kurzform)

ourZTUR y y-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm
system

Zrury y-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm
system (Kurzform)

Our ZTUR 2 z-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm

system
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ZTUR, z-Koordinate des UR10-TCPs in seinem Basiskoordinaten- mm
system (Kurzform)

owZTMx x-Koordinate des Gesamtmechanismus-TCPs in Weltkoordi- mm
naten

owZr™my y-Koordinate des Gesamtmechanismus-TCPs in Weltkoordi- mm
naten

owZrMz z-Koordinate des Gesamtmechanismus-TCPs in Weltkoordi- mm
naten

Zr z-Achse des Tricept-Koordinatensystems mit dem Ursprung -
Ot

Zw z-Achse des Welt-Koordinatensystems mit dem Ursprung —

Ow



1 Einleitung

Roboter und komplexe Mechanismen werden zunehmend in industrielle Ablidufe integriert.
Dies geschieht nicht erst im Zuge der vierten industriellen Revolution (kurz Industrie 4.0).
Studien etwa der INTERNATIONAL FEDERATION OF RoBoTS gehen jedoch davon aus,
dass die Anzahl der jihrlich weltweit neu eingesetzten Industrieroboter in den kommenden
Jahren steigen wird. Fiir das Jahr 2023 wird etwa eine Steigerung 7 % gegeniiber dem
Vorjahr gesehen (siehe Bild[I-1). Die an die Roboter und ihre Steuerung gestellten An-

Annual installations of industrial robots 2017-2022 and 2023*-2026*

AT 718
+7%
+5%

2017 2018 2019 2020 2021 2022 2023 2024~ 2025 2026

'000 of units

*forecast
Source: International Federation of Robotics

Bild 1-1: Studie der International Federation of Robots beziiglich der Anzahl an jéhrlich

neu eingesetzten Robotern

forderungen sind dabei einer starken Verdnderung unterworfen. Wihrend sie friiher fiir
immer wiederkehrende gleichbleibende Tatigkeiten eingesetzt wurden, etwa das Setzen
von SchweiB3punkten an dem immer gleichen Typ PKW-Karosse, miissen sie heute in im-
mer flexibler werdende Fertigungen im Kontext Losgrofle-1 eingebunden werden. Gerade
die Vernetzung von Geriten, Maschinen und beweglichen Gegenstinden, etwa den Pro-
dukten, im Rahmen sogenannter Cyber-Physischer (Produktions-)Systeme spielt nun eine
bedeutende Rolle [Bun15]]. Bisher wurden Roboter in der Regel weitestgehend losgelost
von umgebenden Anlagen und Systemen per festem, auf einem zum Roboter gehdrenden
Steuergerit implementierten, Programm auf eine definierte Aufgabe angepasst oder der
Arbeitszyklus beziehungsweise die anzufahrenden Sollpositionen wurden per Teach-lrﬂ
hindisch vorgegeben. Die nun geforderte flexible, robuste oder gar autonome Fertigung
mit Losgrofle-1 erfordert jedoch selbstoptimierende Steuerungen, die sich automatisch
auf wechselnde Aufgaben, unterschiedliche Werkstiicke oder variierende Transportwege
einstellen und mit weiteren Systemen kommunizieren sowie interagieren. Vom Bundes-

'Beim Teach-In werden die einzelnen Stiitzpunkte einer gewiinschten Bewegungsbahn angefahren und
fir jeden Punkt die zugehérigen Stellung des Endeffektors bzw. die Gelenkpositionen gespeichert

[Haut3], S. 236.
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ministerium fiir Wirtschaft und Energie wird dies in [Bun135, S. 8] zu Cyber-Physischen
Systemen wie folgt formuliert:

,,Durch die Vernetzung konnen Planung und Steuerung von Fertigungs- und
Logistik-Prozessen automatisiert und autonomisiert werden. Robotik und
Automatisierung wirken dabei zusammen. “

Zudem wird in [Bunl5] S. 10] die Aussage

., Intelligente Maschinen, hochflexible Roboter, Positions- und Bewegungs-
sensoren, Automatisierungstechnik und Leistungselektronik sind die wichtigs-
ten Komponenten der oben beschriebenen Cyber-Physischen Produktions-
Systeme. “

hinsichtlich der Digitalisierung ausgewihlter Branchen getroffen.

1.1 Motivation und Zielsetzung

Wird die im vorherigen Abschnitt beschriebene Entwicklung aus regelungstechnischer
Sicht betrachtet, so lassen sich die aufgezeigten Herausforderungen und Aufgaben hinsicht-
lich der flexiblen automatischen Adaption auf unterschiedliche Aufgaben oder Werkstiicke
hiufig zumindest teilweise als Optimierungsproblem formulieren. Wird beispielsweise
der Pfad eines Werkzeugs betrachtet, so reicht im Kontext der flexiblen Fertigung eine
einmalige Planung nicht mehr aus. Vielmehr muss fiir jedes Werkstiick ein individueller
Pfad beziehungsweise hierfiir erforderliche Gelenkbewegungen ermittelt werden. Dies
kann mittels einer Optimierung beziiglich eines definierten Kriteriums, etwa der Bearbei-
tungszeit, erfolgen. Dabei reicht eine vorab durchgefiihrte Offline-Optimierung aufgrund
der dynamische Folge unterschiedlicher Aufgaben nicht aus. Im Kontext einer flexiblen
Fertigung sind beispielsweise nur wenige zukiinftige Werkstiicke bekannt, etwa aufgrund
eines Barcode- oder RFID-Lesegerits, das knapp vor der Bearbeitungsstation montiert ist
und nur eine Vorausschau von wenigen Werkstiicke ermdéglicht. Deren Reihenfolge wird
zudem dynamisch durch vorhergehende Fertigungsschritte beeinflusst. Somit muss die
Optimierung online wihrend des Fertigungsprozesses erfolgen, um auf die dynamische
Folge der Werkstiicke und ihre spezifischen Eigenschaften reagieren zu konnen.

Doch nicht nur die Ansteuerung der Roboter dndert sich, auch immer neue kinematische
Strukturen finden ihren Weg in die Industrie. Wihrend der erste industriell eingesetzte
Roboter Unimate [Haul3| von der Struktur ein seriellkinematischer Mechanismus (SKM)
war, wurde 1962 von GouGH unp WHITEHALL ein parallekinematischer Mechanismus (PKM)
in Form eines Hexapoden vorgestellt [Gall16|]. PKM weisen dabei eine verglichen mit SKM
hohere Steifigkeit, Genauigkeit und Dynamik auf, weswegen sie zunehmend in industriel-
len Anwendungen eingesetzt werden [LRDW12]. Unter anderem finden sie Anwendung
in Handhabungsaufgaben (engl. Pick and Place) [BB 10|, Fraszentren [PD12]], im Medi-
zinbereich [LRDW12] oder bei Sonderlosungen wie hochdynamischen Achspriifstinden
[KOF"16|. Allerdings haben sie den Nachteil eines relativ kleinen Arbeitsraumes [Koc98]].
Um diese Einschridnkung zu kompensieren, wurde 1988 von THorNTON der Tetrabot vorge-
stellt [Tho88; ZQC™ 16|, eine Kombination aus einem PKM und einem SKM mit jeweils
drei Freiheitsgraden (engl. Degrees of Freedom (DOF)). Solche Kombinationen werden
auch als hybridkinematischer Mechanismus (HKM) bezeichnet. Um die Arbeitsriume von
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SKM, PKM und HKM weiter zu vergrofern, werden die Mechanismen zunehmend mit
weiteren Achsen kombiniert. Ein Beispiel dafiir ist ein Sechsachs-Knickarmroboter, der zur
VergroBerung des Arbeitsraumes mit seiner Basis auf einer oder mehreren zusitzlichen Li-
nearachsen montiert ist. Der resultierende Mechanismus erfiillt die Anforderungen an den
Arbeitsraum, jedoch weist er nun sogenannte kinematische Redundanz auf. Um die daraus
resultierenden Eigenheiten und Herausforderungen zu verstehen, kann das menschliche
Bewegungsverhalten betrachtet werden. Laut Prof. Dr. rer. nat. Alexandra Reichenbach
[Reil3]], Professorin fiir Psychologie und Informatik, konnen

.. natiirlichen Bewegungen, zum Beispiel das Ergreifen eines Glases, ...
durch eine Vielzahl von Bewegungskombinationen und Gelenkstellungen
von Rumpf und distalen (korperfernen) Gliedmafien erreicht werden. ... Diese
Redundanz des menschlichen Bewegungsapparates bedingt sich durch die
Tatsache, dass der Korper mit weit mehr Freiheitsgraden ausgestattet ist als
bendotigt werden, um in unserer dreidimensionalen Welt ein Ziel zu erreichen.
Einen neurologisch gesunden Menschen stattet die beschriebene biomechani-
sche Redundanz mit einem enormen Flexibilititsgrad aus. Wird die Bewegung
eines Gelenks kurzfristig eingeschrinkt oder wird ein Gelenk suboptimal an-
gesteuert, konnen andere reflexartig kompensieren, was die Leichtigkeit und
Varianz alltiglicher Bewegungen charakterisiert. Auf der anderen Seite stellt
diese Flexibilitiit das Gehirn auch vor die Herausforderung aus der Vielzahl
maoglicher Bewegungen die gerade passende auszuwdhlen.

Der menschliche Korper wird somit als redundant angesehen. Abhéngig davon, wie eine
Person eine Aktion ausfithren mochte, beispielsweise moglichst schnell oder mit geringem
(Energie-) Aufwand, werden die vorhandenen (redundanten) Bewegungsmoglichkeiten
etwa der Arme und Beine kombiniert. Ebenfalls wird dabei beriicksichtigt, welche Bewe-
gungen oder Aktionen als néchstes geplant sind. Zudem kann flexibel auf duflere Einfliisse
oder sich dndernde Aufgaben reagiert werden. Allerdings wird hierzu neben den Vortei-
len der Flexibilitdt auch angemerkt, dass gerade die Handhabung dieser Mehrdeutigkeit
der Bewegungen eine grofle Herausforderung fiir das menschliche Gehirn darstellt. Wird
das menschliche Bewegungsverhalten mit der Bewegung eines kinematisch redundanten
Mechanismus verglichen, so sind verschiedene Parallelen zu sehen. Wird beispielsweise
die Hand analog zum Tool Center Point (TCP) des Mechanismus angesehen, so gibt es in
beiden Fillen fiir eine Aktion bzw. eine Sollposition verschiedene mégliche Stellungen
der Gelenke. Technisch gesehen ist das inverse kinematische Problem (IKP) eines solchen
Mechanismus nicht mehr eindeutig 16sbar. Dies stellt eine groe Herausforderung fiir die
Ansteuerung und Regelung solcher Mechanismen dar. Es gilt hinsichtlich der redundanten
Antriebe festzulegen, welchen Anteil an der Gesamtbewegungen jedes Gelenk tibernimmt.
Wie beim Menschen kann diese Wahl abhiingig von einem zusitzlichen Ziel bzw. einem
GiitemaB, etwa hinsichtlich der Minimierung der erforderlichen Zeit, erfolgen. Es liegt
somit ein Optimierungsproblem vor.

Wissenschaftliche Konzepte, die auf dem Prinzip der Redundanz aufsetzen, sind dabei
nicht neu. Sowohl im Bereich der PKM (etwa [NSS™02], [MH12]]) als auch im Bereich der
SKM werden sie schon lidnger genutzt. Jedoch stellt die Regelung solcher Systeme und
die effiziente Nutzung der durch die Redundanz geschaffenen Mdéglichkeiten immer noch
ein Forschungsfeld da. Eine sehr gute Moglichkeit, um die durch Redundanz vorhandenen
Mehrdeutigkeit des IKP zu nutzen, bieten Optimierungsansitze. Mit diesen ist es moglich
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das Bewegungsverhalten des Systems durch Nutzung der Mehrdeutigkeit unter Beriicksich-
tigung mehrerer Kriterien zu optimieren. Sind beispielsweise zukiinftige Sollpositionen
bekannt, so kann dieses Wissen ebenfalls bei der Wahl einer optimierten Gelenkstellung
einbezogen werden. Bezogen auf die erforderliche Flexibilitit im Kontext Industrie 4.0
und dem Einsatz fiir LosgroBe-1 kann diese Optimierung jedoch nicht wie in bisheri-
gen Ansitzen offline vorab erfolgen. Vielmehr muss sie online zur Laufzeit ausgefiihrt
werden. Dabei muss industrielle Hardware anstelle teurer Echtzeit-Entwicklungssysteme
und Prototyping-Systeme eingesetzt werden, um hierdurch einen entscheidenden Schritt
in Richtung industrieller Akzeptanz zu gehen und zudem die Vernetzung mit umgeben-
den (Automatisierungs-)Systemen im Sinne Cyber-Physischer Systeme zu ermoglichen.
GATTRINGER ET AL. treffen hierzu in der Veréffentlichung [GRN13]] zu nicht redundanten
SKM die Aussage:

,,Most importantly, all procedures are evaluated in practical experiments
on a standard robot with industrial control hardware and the recorded mea-
surements are presented, a step often missing in publications in this area.

Ahnlich hierzu sind die Aussagen von T. E. HUFNAGEL in seiner Dissertationsschrift zu Re-
gelungskonzepten fiir parallekinematische Mechanismen mit Aktorredundanz [Huf13|:

,, Ein wichtiger Punkt ist die Umsetzung der Regler auf einer rein industriellen
Plattform.

und von REITER ET AL. bezogen auf die Planung zeitoptimaler Trajektorien fiir redundante
SKM [RMG18]J:

,, Time-optimal motion control will only find industrial applications if the
optimal motions can actually be performed by standard industrial robots.
This is not ensured by any optimal motion planning scheme proposed up to

“«

now.

Allerdings stellt die echtzeitfahige Ausfiihrung der Optimierung insbesondere fiir kinema-
tisch redundante Mechanismen auf Industriehardware einen entscheidenden Unterschied
zum aktuellen Stand der Wissenschaft und Technik dar. Hier besteht entsprechender Ent-
wicklungsbedarf, um die aufgezeigten Herausforderungen zu meistern. In der vorliegenden
Arbeit wird aus diesem Grund die Entwicklung eines in Echtzeit auf einer Industriesteue-
rung ausfiihrbaren Ansatzes vorgestellt. Dieser nutzt die kinematische Redundanz und
die damit verbundene Mehrdeutigkeit bei der Losung des IKP zur Optimierung der Be-
wegungen hinsichtlich definierter Kriterien. Dabei wird vorrangig das zeitliche Verhalten
des Mechanismus betrachtet mit dem Ziel, den fiir Punkt-zu-Punkt (PTP)-Bewegungen
(engl. point-to-point) zwischen Sollpositionen erforderlichen Zeitaufwand zu minimieren
und damit die Wirtschaftlichkeit des jeweiligen Mechanismus zu erhohen. Gleichzeitig
wird durch die Echtzeitfihigkeit des Ansatzes und die dadurch erreichte Ausfiihrbarkeit
zur Laufzeit ein Einsatz bei Fertigungs-Szenarien im Kontext von Losgrofe-1 ermoglicht.
Hierzu gilt es den erforderlichen Rechenaufwand weitestméglich zu reduzieren. Zudem
liegt ein weiterer Augenmerk auf der Implementierbarkeit des Ansatzes auf industrieller
Hardware anstelle von teuren Echtzeit-Entwicklungssystemen und Prototyping-Systemen,
um hierdurch eine industrielle Akzeptanz zu schaffen. Dazu soll der entwickelte Ansatz
zudem auf unterschiedliche Mechanismen adaptierbar und im Rahmen eines Retrofit
nachtriglich in bestehende Systeme integriert werden konnen. Am Beispiel eines unter Ver-
nachldssigung der Orientierung anwendungsspezifisch kinematisch redundanten HKM des



1.2 Definition der Anforderungen 5

Fraunhofer IEMs bestehend aus einem sogenannten Tricept (parallekinematischer Tripod
mit zusitzlicher serieller Achse am TCP) und einem Fldchenportal erfolgt die Umsetzung
und Analyse des Ansatzes. Zusitzlich wird die Adaption auf einen weiteren redundanten
Mechanismus als Kombination zweier SKM (Raumportal und daran montierter Sechsachs-
Knickarmroboter) vorgestellt, um die Variabilitit des Ansatzes zu verdeutlichen.

Die sich ergebenden Anforderungen an den zu entwickelnden Ansatz sind im folgenden
Abschnitt zusammengefasst.

1.2 Definition der Anforderungen

Es ergeben sich die nachstehenden Anforderungen an den Ansatz, die es im Rahmen der
vorliegenden Arbeit zu erfiillen gilt:

Handhabung der Unbestimmtheit des IKP kinematisch redundanter Mechanismen
Ein entscheidendes Merkmal kinematisch redundanter Mechanismen und gleichzei-
tig eine hohe Anforderung an ihre Regelung ist die Unbestimmtheit des IKP und die
Nutzung der Redundanz zur zielgerichteten Beeinflussung des (Bewegungs-) Ver-
haltens. Um das Bewegungsverhalten eines kinematisch redundanten Mechanismus
entsprechend definierter Vorgaben zu optimieren, muss der Ansatz diese Eigenschaft
zwangsliufig beriicksichtigen.

Onlinefihigkeit
Wie in der Einleitung und Motivation beschrieben, soll der zu entwickelnde Ansatz
im Kontext der LosgroBe-1-Fertigung eingesetzt werden. Aufgrund der dynamischen
Reihenfolge der Werkstiicke und damit der Sollpositionen des Mechanismus reicht
eine vorab durchgefiihrte Offline-Optimierung nicht aus. Stattdessen muss der An-
satz zur Laufzeit ausgefiihrt werden und auf die variierenden Werkstiicke und ihre
jeweiligen Anforderungen reagieren.

Ausfiihrbarkeit auf SPS und industrielle Akzeptanz
Im Fachmedium elektrotechnik AUTOMATISIERUNG |[Inel9] wird die speicherpro-
grammierbare Steuerung (SPS) als

,,... Der Urknall fiir die dritte und vierte industrielle Revolution...
und
... Schliisseltechnologie moderner Industriekonzepte ...

bezeichnet. Sie stellt eine entscheidende Komponente moderner Maschinen und
Anlagen dar. Aus diesem Grund ist eine Umsetzung der angestrebten modellpradikti-
ven Planung zeitoptimierter Trajektorien auf einer SPS fiir den industriellen Einsatz
unumginglich. Dies deckt sich beispielsweise mit den Aussagen von REITER ET AL.
[RMGI8] (siche Abschnitt[I.T]), die eine Umsetzung auf industrieller Hardware als
entscheidend bezeichnen.

Echtzeitfahigkeit
Bei einem Einsatz des Ansatzes auf einer SPS als Echtzeitsystem muss dieser die
daraus resultierenden Anforderungen erfiillen. Hierzu ist es erforderlich, dass die
Zeit fiir die Ausfithrung des Ansatzes eine definierte Zeitschwelle nie iiberschreitet
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(harte Echtzeit, siche Abschnitt [2.2). Ansonsten kann es zu einem Absturz der
SPS und damit des gesamten Prozesses kommen. Diese Zeitschwelle wird in der
vorliegenden Arbeit als < 1 ms definiert. Generell ist die erforderliche Zykluszeit
des Ansatzes abhingig vom eingesetzten Mechanismus bzw. der Zykluszeit des
jeweiligen Prozesses, somit konnen auch Zeiten im Bereich von Sekunden oder
Minuten ausreichen. Da der im Rahmen der Arbeit vorgestellte Ansatz jedoch flexibel
auf unterschiedliche kinematisch redundante Mechanismen mit unterschiedlichen
zeitlichen Anforderungen adaptierbar sein soll, wird hier eine Zykluszeit von < 1 ms
(Steuerungsechtzeit, siche Abschnitt[2.2)) angestrebt.

Retrofit

Als Retrofit wird im Rahmen der vorliegenden Arbeit verstanden, dass der zu entwi-
ckelnde Ansatz auch fiir bereits bestehende Systeme und Mechanismen eingesetzt
werden kann. Die Herausforderung wird darin gesehen, dass diese oftmals im pro-
duktiven Betrieb sind und somit zum einen eine zeitlich aufwendige Anpassung der
Steuerungssoftware oder der Hardware nicht durchfiihrbar ist. Zum anderen weisen
die eingesetzten SPS nicht zwangsldufig die erforderlichen Leistungsparameter auf.
Hierfiir soll eine Moglichkeit geschaffen werden, um den Ansatz ohne tiefgehen-
den Eingriff in die bestehende Software und ohne Austausch der SPS einsetzen zu
konnen.

Nutzung der Moglichkeiten moderner Automatisierungssysteme
Heutige Automatisierungssysteme bieten umfangreiche Funktionalititen. Um die
SPS im Sinne der echtzeitfdhigen Ausfithrung des Ansatzes von Aufgaben zu entlas-
ten, gilt es diese Moglichkeiten der Automatisierungssysteme zielgerichtet einzuset-
zen. Ein Beispiel hierfiir ist die Auslagerung der Positions- und Geschwindigkeitsre-
gelung der Antriebe von der SPS auf die Antriebsumrichter.

Kommerzielle Nutzbarkeit

Eine Anforderung im Rahmen der vorliegenden Arbeit ist die industrielle Akzeptanz.
Damit einhergehend wird angestrebt, dass die Moglichkeit gegeben ist den Ansatz
perspektivisch etwa als fertigen Baustein oder als Bibliothek fiir eine SPS vermark-
ten zu konnen. Um dies zu erreichen, muss von Beginn an, etwa bei der Wahl des
Optimierers oder einer fertigen Bibliothek fiir die Optimierung, auf die Lizenzie-
rungsbedingungen geachtet werden. Im idealen Fall wird nur auf Bibliotheken oder
dhnliches zuriickgegriffen, die ohne Lizenzgebiihren und ohne die Forderung der
Offenlegung des umgebenden Quellcodes eingesetzt werden konnen.

Adaptierbarkeit
Aufgrund der Vielzahl an moglichen kinematisch redundanten Mechanismen gilt es
den Ansatz derart zu gestalten, dass er auf unterschiedliche Mechanismen adaptiert
werden kann.

1.3 Vorgehensweise und Aufbau der Arbeit

In der vorliegenden Arbeit werden in Kapitel 2] zundchst wichtige Punkte der im Rahmen
der Arbeit verwendeten Notation sowie relevante Begriffe und Definitionen vorgestellt, die
das Verstindnis der folgenden Kapitel erleichtern sollen. Darauf folgend wird in Kapitel 3|
die Analyse des aktuellen Stands der Wissenschaft und Technik fiir im Rahmen der Arbeit



1.3 Vorgehensweise und Aufbau der Arbeit 7

relevante Themenfelder dargelegt. Die Quellen werden in Form einer Kurzzusammenfas-
sung vorgestellt, wobei sich die Reihenfolge am Erscheinungsjahr sowie thematischen
Zusammenhingen verschiedener Quellen orientiert. Abgeschlossen wird der Abschnitt mit
einer Zusammenfassung und einem Fazit.

Kapitel {| beschiftigt sich mit dem entwickelten Ansatz als eigentlichen Kern der Disserta-
tion. Hierbei wird zunichst die Grundidee vorgestellt, bevor niher auf einzelne Elemente
wie die Giitefunktion und das Optimierungsproblem sowie das fiir den Vergleich der
Leistungsfihigkeit des Ansatzes genutzte Referenzverfahren eingegangen wird.

Im Rahmen eines in Kapitel [5|beschriebenen ersten Anwendungsszenarios wird der Ansatz
auf einen anwendungsbezogen kinematisch redundanten Mechanismus, bestehend aus
einem Tricept und einem Fldchenportal, adaptiert. Es werden der eingesetzte Mechanismus
inklusive der Herleitung der Gleichungen des kinematischen Problems sowie die Validie-
rung der Gleichungen mittels Mehrkorpersimulation und mogliche Anwendungsszenarien
des Mechanismus vorgestellt.

Zur Absicherung der Funktionsfihigkeit des Ansatzes wird entsprechend des Vorgehens
einer modellbasierten Entwicklung zunichst eine Umsetzung in der Software MATLAB
durchgefiihrt, die in Kapitel [ beschrieben ist. Neben der Generierung der eingesetzten
Sollpositionsfolgen und der Darlegung der Ergebnisse wird auch die Wahl des Optimierers
beschrieben, bei der der Fokus auf der Implementierbarkeit auf Industriesteuerungen unter
Beriicksichtigung von Lizenzbedingungen liegt.

Kapitel [7|beinhaltet die Umsetzung am realen System, wobei zwei unterschiedliche An-
sdtze beschrieben werden. Zum einen erfolgt die Umsetzung auf einer Kombination aus
eingebettetem System und einer speicherprogrammierbaren Steuerung (SPS) mit einer
auf der Open Platform Communications Unified Architecture (OPC UA) basierenden
Kommunikation. Zum anderen wird die vollstindige Implementierung auf einer SPS
dargestellt.

Um die Leistungsfihigkeit des vorgestellten Ansatzes sowie die Adaptierbarkeit zu verdeut-
lichen, wird in Kapitel [§|die Umsetzung auf einen weiteren redundanten HKM vorgestellt,
dieses mal jedoch als Kombination aus einem Sechsachs-Knickarmroboter sowie einem
dreiachsigen Raumportal. Hierdurch sind sowohl Bewegungen in x-, y- als auch z-Rich-
tung durch kombiniertes Verfahren der beiden Teilsysteme moglich, zudem kann die
Orientierung des Gesamt-TCP iiber den Knickarmroboter gestellt werden.

Zum Abschluss wird eine Zusammenfassung der Arbeit sowie ein Ausblick auf mogliche
weitere Forschungsfragen gegeben (Kapitel 9).






2 Grundlagen

In diesem Kapitel wird im ersten Abschnitt zunichst die verwendete Notation in Form
einer Auflistung vorgestellt. Im zweiten Abschnitt erfolgt eine Erlduterung verschiedener
relevanter Definitionen und Begriffe.

2.1 Notation

Die im Rahmen der vorliegenden Arbeit genutzte Notation ist wie folgt definiert:

e Skalare werden kursiv geschrieben und falls erforderlich mit einem kursiven Index
versehen, wie etwa

a; (2-1)

mit dem Index i.

e Geometrische Vektoren werden durch einen Pfeil iiber dem Formelzeichen gekenn-
zeichnet, ein Beispiel hierfiir stellt der Vektor

(2-2)

=
Il
N =

dar. Soll etwa angegeben werden, dass ein Punkt B im Koordinatensystem A durch
einen geometrischen Vektor V' beschrieben wird, so kann dies durch

AVB (2-3)

angegeben werden. Dabei dient der Ursprung des Koordinatensystems A als Bezug.
Soll beispielsweise das zweite Element des Vektors 5 Vg genutzt werden, wird dies
als

AVB,y (2-4)

dargestellt.

e Allgemeine Vektoren wie

Vi
v=|:|= [m vp]T e R (2-5)

Vp

werden durch einen Unterstrich gekennzeichnet. Hier erfolgt die Nutzung etwa des
zweiten Elements des Vektors wie folgt:

V). (2-6)
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e Matrizen werden im Rahmen der Arbeit durch fett geschriebene GroBbuchstaben

gekennzeichnet:
myp s My
M=|: .. ! |eR™™. (2-7)
mpl PRI mpn

Werden Transformationsmatrizen verwendet, die eine definierte Uberfiihrung zwi-
schen zwei Koordinatensystemen A und B beschreiben, so werden analog zur
Schreibweise bei Vektoren die Bezugskoordinatensysteme angegeben:

my - My
MM =] . 1 |eRP, (2-8)

m m

pl pn

Ahnlich zu Vektoren erfolgt die Angabe
Ay (2-9)

eines Elements der Matrix, beispielsweise aus der zweiten Zeile und der dritten
Spalte, falls erforderlich unter Angabe der relevanten Koordinatensysteme.

2.2 Begriffsdefinitionen

In diesem Abschnitt werden verschiedene im Rahmen dieser Arbeit relevante Begriffe aus
dem Bereich der Robotik in alphabetischer Reihenfolge erldutert und die zugehorigen Defi-
nitionen vorgestellt. Neben den explizit genannten Quellen wurden dafiir die studentischen
Arbeiten [Blul6], [Cral8|] und [Ker18|] hinzugezogen.

Arbeitsraum
Der Arbeitsraum eines Mechanismus ist die Zusammenfassung aller moglichen
Punkte bzw. Positionen, die der TCP des Mechanismus durch Ausnutzung der
Bewegungsmoglichkeiten der Achsen erreichen kann [[onO3b] (engl. reachable work-
space [Web09]]). Alle Positionen innerhalb des Arbeitsraumes, bei denen zusitzlich
die Orientierung des TCP frei gewihlt werden kann, bilden einen Teilraum davon
(engl. dexterous workspace) [Web09].

Denavit-Hartenberg-Konvention
Die nachfolgende Beschreibung orientiert sich an [Web09]]: Die sogenannte Denavit-
Hartenberg-Konvention (DHK) dient der verkiirzten Beschreibung der Lage zwi-
schen zwei benachbarten Koordinatensystemen mit vier anstelle der iiblicherweise
erforderlichen sechs Parameter (drei translatorische und drei rotatorische Parameter).
Anwendung findet sie insbesondere im Bereich der Robotik bei seriellkinematischen
Mechanismen (vgl. Abschnitt[2.2] Absatz Mechanismus - Seriellkinematische Me-
chanismen), wobei die DHK die Angabe der Lage des Roboter-TCPs einschlieflich
der Lage der durch Korper miteinander verbundenen Gelenke ermoglicht. In ih-
rer Grundform ist die DHK ausschlieBlich fiir offene kinematische Ketten nutzbar,
in denen jeder Korper maximal einen Vorgédnger sowie einen Nachfolger haben
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darf [DGM™08]]. Dies ist bei den seriellkinematischen Mechanismen der Fall. Bei
Anwendung der DHK wird sowohl die Basis des Roboters als auch jedes Gelenk
mit einem Koordinatensystem versehen, wobei die relative Stellung benachbarter
Koordinatensysteme K;_; und K; mittels vier Parametern, den sogenannten Denavit-
Hartenberg-Parameter (DHP), beschrieben werden kann. Damit dies gilt, miissen
bei der Definition der Koordinatensysteme vorgegebene Regeln zwingend einge-
halten werden (siehe beispielsweise [Web09]]). Zudem darf jedes Gelenk zwischen
zwei Korpern nur einen Freiheitsgrad f (f = 1) aufweisen. Ist dies nicht der Fall, so
werden anstelle eines Gelenks mit f > 1 insgesamt f Gelenke mit jeweils nur einem
Freiheitsgrad eingesetzt. Diese Gelenke wiederum werden durch Korper verbunden,
deren Masse und MaBe zu null angenommen werden. In Bild 2-1sind die wie folgt
definierten DHP dargestellt:

g; (in der Literatur auch als ®; bezeichnet, im Rahmen der Arbeit wird fiir die
Gelenkpositionen jedoch allgemein ¢; verwendet): absoluter Drehwinkel um
Zi—1, um x;_; in x; zu iiberfiithren

d;: minimaler Abstand zwischen den Urspriingen von K;_; und K; entlang z;

a;: Abstand der Urspriinge von K;_; und K; entlang der Achse x; (immer positiv)

a@;: Drehwinkel um x; zur Uberfiihrung von z;_; in z;

Bild 2-1: Denavit-Hartenberg-Parameter nach [Web09|]

Fiir weitere Informationen wird etwa auf [Web09]] verwiesen.

Direktes kinematisches Problem
Das direkte kinematische Problem (DKP), auch als Vorwirtstransformation bezeich-
net, dient der Berechnung der Pose des TCP eines Mechanismus aus den zugehdrigen
Gelenkpositionen. Es stellt somit eine Vektor f von Funktionen f dar, mittels derer

die Gelenkkoordinaten ¢ = [g; ... ¢.]" nach

Z=1@)= /@ fug)| (2-10)
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auf den Vektor Z = [Z; ... Z,]" in kartesischen Koordinaten abgebildet werden.
Fiir einen Mechanismus mit sechs DOF gilt dabeim =6 Bsp.: Z = [X Y Z a B y]"),
n gibt die Anzahl der Gelenke an [Web(9].

Echtzeit

Der Begrift Echtzeit wird etwa in der DIN 44300 definiert. In [Gev06] oder [WBO3]
werden die Kernaussagen dieser Norm wie folgt zusammengefasst: Echtzeit bedeutet,
dass ein Zugriff auf z.B. Daten innerhalb eines vorher definierten Zeitrahmens und
in dquidistanten Abstdnden garantiert sein muss (Rechtzeitigkeit). Auch zufillige Er-
eignisse miissen innerhalb der festgelegten Zeitschranken bearbeitet werden, sodass
die Reaktion unter allen Umsténden vorhersagbar ist (spontane Reaktion). Zudem
miissen verschiedene Aufgaben mit unterschiedlichen Zeitanforderungen im selben
Zeitintervall bearbeitet werden (Gleichzeitigkeit). Dabei ist Echtzeit jedoch nicht
gleichzusetzen mit Schnelligkeit, es muss immer eine Grenze etwa in Form einer
Zykluszeit angegeben werden. Es wird zwischen harter Echtzeit und weicher Echt-
zeit unterschieden. Bei harter Echtzeit ist ein Uberschreiten der Zeitgrenzen unter
allen Umsténden inakzeptabel. Im Gegensatz dazu kann bei weicher Echtzeit ein
Uberschreiten toleriert werden, solange die dadurch entstehenden Risiken bzw. die
Kosten eine Grenze nicht verletzen. Technische Prozesse, die etwa Regelungen oder
die Integration von Antriebssystemen beinhalten, werden unter dem Gesichtspunkt
der harten Echtzeit betrachtet [WBO05; |Gev06; [SWO7].

In der vorliegenden Arbeit wird der Begriff fiir harte Echtzeit mit einer Zeitgrenze
von < 1 ms verwendet. Diese Zykluszeit wird beispielsweise bei Bewegungssteue-
rungen genutzt und ist in [ISG19]] als Steuerungsechtzeit bezeichnet.

Effektor
Bei dem (End-)Effektor handelt es sich um z.B. ein Werkzeug oder einen Greifer,
der von dem Mechanismus durch den Arbeitsraum bewegt wird und etwa mit dem
Werkstiick interagiert [Web09].

Gelenkkoordinaten
Als Gelenkkoordinaten werden nach [Web09]] die Winkel bzw. Positionen rotatori-
scher und translatorischer Bewegungsachsen bezeichnet. Sind die Gelenkkoordinaten
eines Mechanismus bezogen auf eine feste Nullstellung bekannt, so kann mittels des
DKEP die daraus resultierende Pose des Endeffektors eindeutig bestimmt werden.

Inverses kinematisches Problem
Durch Losung des IKP, auch als Riickwirtstransformation bezeichnet [NeuO6],
werden die Positionen der Gelenke eines Mechanismus berechnet, die fiir eine
definierte Pose des TCP erforderlich sind. Es werden iiber einen Vektor g von
Funktionen g;(Z) miti = 1...n € N die kartesischen Koordinaten nach )

q=8Z2)=81(2)...8.2) (2-11)
auf die Gelenkkoordinaten abgebildet, wobei n die Anzahl an Gelenken angibt
[Web09].

Kinematik

Durch die Kinematik wird die Beziehung zwischen der Pose des TCP bezogen auf
die Basis des Mechanismus und den zugehorigen Gelenken bzw. Aktoren festgelegt.
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Je nach Art des Gelenks oder des Antriebs werden Drehwinkel oder translatorische
Wege angegeben [Haul3].

Mechanismus
Als Mechanismus wird eine kinematische Kette bezeichnet, in der eins der Glieder
als unbewegt erachtet wird und in der Regel als Bezugssystem dient [lon0O3a]. Es
handelt sich also um ein System verbundener Korper, welches die Ubertragung
und Umwandlung mechanischer Bewegungen gewihrleistet [Kol12]. Es wird dabei
zwischen verschiedenen Arten von Mechanismen unterschiedenen:

— Seriellkinematische Mechanismen
Bei einem seriellkinematischen Mechanismus (SKM) wird der TCP durch eine
offene kinematische Kette mit der Basis verbunden. Diese Kette ermoglicht die
Positionierung des TCP und besteht aus Gliedern und Gelenken beziehungswei-
se Antriebsachsen. Die Bewegungsachsen (translatorisch und rotatorisch) sind
in der kinematischen Kette nacheinander angeordnet, sodass eine Achse alle
folgenden Bewegungsachsen tragen und bewegen muss. Jede weitere Achse
fithrt zu einem weiteren Freiheitsgrad (engl. DOF) des Mechanismus [NeuO6].

In Bild 2-2]sind drei verschiedene Arten von SKM dargestellt. Bei dem linken
Mechanismus handelt es sich um ein Linienportal (a) mit zwei translatorischen
Achsen und zwei DOF, in der Mitte um einen vierachsigen Scara-Roboter (b)

mit vier DOF und rechts um einen Sechsachs-Knickarmroboter (c) mit sechs
DOF.

Bild 2-2: Beispiele fiir SKM nach [|Blul6|]: a) Linienportal (2 Achsen) [[FES17] b) SCARA-
Roboter (4 Achsen) [[EPS11] c) Sechsachs-Knickarmroboter (6 Achsen) [FAN17)]

— Parallelkinematische Mechanismen
Nach Definition von [lon0O3b] ist ein parallelkinematischer Mechanismus
(PKM) ein

"Manipulator, bei dem die Bewegungssteuerung des Endeffektors iiber
mindestens zwei voneinander getrennt angetriebene kinematische
Ketten zwischen Gestell und Endeffektor erfolgt."

Der Aufbau von PKM wird hiufig direkt in der Bezeichnung des Mechanismus
angegeben. Ein in der Literatur oft genanter (kinematisch redundanter) PKM
ist der 3-(P)RRR-Mechanismus. Die vorne stehende Nummer 3 gibt die Anzahl
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der (gleichartigen) seriellen kinematischen Ketten an, die den TCP mit der
Basis verbinden [ECBO0S]. Drehgelenke werden mit R, prismatische Gelenk
mit P bezeichnet. Ein Unterstrich, etwa P, bedeutet, dass das Gelenk aktiv ist.
Die Klammer wird genutzt um anzugeben, dass dieses Gelenk redundant ist.
Die Betrachtung der kinematischen Ketten erfolgt angefangen bei der Basis
in Richtung des TCP. Besteht ein Mechanismus aus mehreren kinematischen
Ketten, die jedoch unterschiedlich aufgebaut sind, so kann die Gesamtstruktur

additiv angegeben werden, etwa 2-(P)RRR + RPP [Mer06; Fd15].

In Bild 2-3]sind drei verschiedenen PKM dargestellt: ein Delta-Roboter mit
zwel DOF (a) ein sogenannter Tripod mit drei DOF (b) sowie der hydraulisch
aktuierte Hexapod (c) der Fachgruppe Regelungstechnik und Mechatronik des
Heinz Nixdorf Instituts Paderborn mit sechs DOF [KOF*16]].

Bild 2-3: Beispiele fiir PKM nach : a) Delta-Roboter (2 Achsen) [[CODI9] b)
Tripod (3 Achsen) c) Hexapod (6 Achsen)

— Hybridkinematische Mechanismen

Nach wird ein HKM allgemein als serielle oder parallele Kopplung
von SKM und/oder PKM definiert, sodass sich eine Vielzahl an moglichen
Kopplungsvarianten ergibt. Einige davon sind in Bild [2-4] dargestellt.

Quellen wie und schrinken die Kopplungsmoglichkeiten
ein, indem ein HKM als Kombination einer PKM und zusitzlichen seriellen
Komponenten definiert wird. Haufig wird dabei eine PKM mit einer oder
mehreren seriellen Komponenten am TCP erweitert, etwa um den Arbeitsraum
zu vergroBern. In Bild [2-3] ist als Beispiel fiir einen HKM ein Tricept der
Firma Tricept PKM dargestellt. Die drei an der Basis befestigten parallelen
Antriebe und die zusitzliche passive Fiihrung sind um zwei zusitzliche seriell
angeordnete rotatorische Gelenke ergénzt.

In der vorliegenden Arbeit wird der Begriff HKM analog zu definiert.
Die im Rahmen der Anwendungsszenarien eingesetzten Mechanismen wer-
den zudem der Einfachheit halber kurz als HKM bezeichnet, ohne weitere
Unterscheidungen zu machen.

Die Tabelle 2-1] liefert eine Zusammenfassung der Unterschiede zwischen den drei
Arten an Mechanismen.
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Serielle Kopplung
Parallel/Seriell Parallel/Parallell Seriell/Seriell
e
g ¢ o d
o de "
(K] L 3
I—‘D ) @_\ I.o).@_fn“.co.\ q
Parallele Kopplung
Seriell/Parallel Parallel/Parallel Seriell/Seriell
o ? l
9
2 I-°)—’°‘—C°-\ I-°)—’!"—C°-\ > 6 fJ@
(] (.}

NI 11 %

()
Q QS &4 &k&

& Basis L4 Translationsgelenk @ Rotationsgelenk ¢ TCP

Bild 2-4: Beispiele fiir unterschiedliche Kopplungsarten zweier serieller undfoder paralle-
ler Mechanismen (griin: Teilmechanismus 1, orange: Teilmechanismus 2) nach

[Schi6]

Pose
Die Kombination aus der Position sowie der Orientierung des Endeffektorkoordina-
tensystems wird nach der ISO 8373:2012-03 als Pose bezeichnet [ISO12].

Punkt-zu-Punkt-Bewegung

Bei Punkt-zu-Punkt-Bewegungen (engl. PTP), auch als Punktsteuerung bezeichnet,
werden die zeitlichen Sollwerte des Mechanismus in Form von Achssollwerten vor-
gegeben. Aus diesen resultiert eine Bewegungskurve des TCP, die nicht durch den
Anwender vorgegeben wird. Es wird dabei zwischen zwei Varianten unterschieden.
Bei asynchronen PTP-Bewegungen verfahren alle Achsen unabhiingig von einander,
sie kommen somit zu unterschiedlichen Zeitpunkten zum Stillstand. Bei synchro-
nen PTP-Bewegungen hingegen erreichen alle Achsen zeitgleich ihre Zielposition.
Hierzu werden abhingig von der Achse mit der hochsten erforderlichen Verfahrzeit
(Leitachse) die Geschwindigkeiten der anderen Achsen reduziert [Web09].
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Bild 2-5: Beispiele fiir einen HKM: Tricept T606 [|[PKM18|]

Redundanz
Je nach Literaturquelle wird die Redundanz von Mechanismen in die folgenden
verschiedene Arten unterteilt:

— Kinematische Redundanz

Bei kinematischer Redundanz weilit der Mechanismus mehr interne Bewe-
gungsfreiheitsgrade als Freiheitsgrade des TCP auf [ECB0O7b; BK15]. Dies
bedeutet, dass sich Gelenke bewegen konnen, ohne das damit die Pose des TCP
verdndert wird. Anders ausgedriickt kann eine Pose des TCP mit mehr als einer
Kombination von Gelenkpositionen erreicht werden. SCHREIBER beschreibt dies
in seiner Dissertation [Sch04]] als den Fall, in dem ,,die Dimension des Gelenk-
raumes grofer als die Dimension des Endeffektor-Raums* ist. Der sogenannte
Grad der Redundanz gibt dabei die Differenz an zwischen der Anzahl an Gelen-
ken und der Dimension der moglichen Endeffektorbewegungen. Ist dieser Grad
groBer Null so tritt der beschriebene Fall ein, dass Gelenkbewegungen durch-
gefiihrt werden kénnen, ohne damit die Pose des TCP zu veridndern [SchO4].
Ein Beispiel ist der in Bild [2-6] dargestellte 2RRR+(P)RRR-Mechanismus
[KTHO10], bei dem die kinematische Redundanz durch die serielle Achse M,
als Erweiterung zu den Achsen M, ... M3 erzeugt wird.

Kinematische Redundanz wird etwa genutzt, um Singularitéiten zu vermeiden
bzw. zu reduzieren, den Arbeitsraum zu vergrofern oder das Bewegungsverhal-
ten zu verbessern. Jedoch ergeben sich fiir die inverse kinematische Gleichung
unendlich viele Losungen [ECBO7b]. Hierdurch wird der Aufwand fiir die
Regelung eines solchen Mechanismus deutlich vergroflert. Es werden entspre-
chende Ansitze bendtigt, um mit dieser Mehrdeutigkeit umzugehen [ECBOS|].

— Aktorredundanz

Bei einem Mechanismus mit Aktorredundanz liegen mehr Antriebe vor, als
der Mechanismus an internen Bewegungsfreiheitsgraden aufweist [ECB0O7b;
BK135]. Sie kann erreicht werden, wenn entweder passive Gelenke eines be-
stehenden Mechanismus mit einem Antrieb ausgestattet werden, oder einem
Mechanismus eine kinematische Kette hinzugefiigt wird, ohne das daraus zu-
satzliche Freiheitsgrade des TCP resultieren [MilO8|] [KTHO10]. In Bild
ist ein entsprechender redundanter Mechanismus dargestellt.
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Tabelle 2-1: Unterschiede von SKM, PKM und HKM nach [|[HE9S8; |Koc98; |SWI8; \[TMH98};
Neu06\: \Ros11; LRDWI12; ZQC*16]

Eigenschaften SKM PKM HKM

Absolute Genauigkeit  niedrig hoch mittel/hoch

Wiederholgenauigkeit  mittel hoch mittel/hoch

GroBe des Arbeitsraums — grof3 klein mittel/grof

Steifigkeit niedrig hoch mittel/hoch

Eigengewicht bezogen hoch niedrig niedrig

auf Last

Dynamik mittel hoch mittel/hoch

Komplexitit des DKP ~ Analytisch mit- komplex komplex
tels der DHK

Komplexitit des IKP Abhidngig vom Abhingig vom Abhingig vom
Aufbau des Me- Aufbau des Me- Aufbau des Me-
chanismus chanismus chanismus

Antriebe auflerhalb des nein moglich moglich
Arbeitsraumes

— Anwendungsbezogene Redundanz

Bei der anwendungsbezogenen Redundanz handelt es sich um eine Sonderform
der Redundanz. In der Literatur wird die Bezeichnung verwendet, wenn ein
Mechanismus eine spezifische Aufgabe aus mehreren Gelenkstellungen heraus
ausfiihren kann [[Cra94} NikO1]]. Hier ist die Dimension des fiir die Aufgabe
erforderlichen Endeftektor-Raums kleiner als die tatsdchliche Moglichkeit des
Mechanismus, zudem ist sie kleiner als die Dimension des Gelenkraumes
[Sch04]. Somit kann der selbe Mechanismus bezogen auf eine Aufgabe redun-
dant sein, beziiglich einer anderen jedoch nicht. In [ZRRJ11]] wird als Beispiel
fiir anwendungsbezogenen Redundanz ein Roboterarm mit sechs Freiheitsgra-
den genannt, der Bohrvorgéinge ausfiihren soll. Die anwendungsbezogenen
Redundanz entsteht in diesem Fall dadurch, dass das Werkzeug um die ei-
gentliche Bohrerachse beliebig gedreht werden kann, somit werden von den
sechs Freiheitsgraden des Roboters nur fiinf fiir die eigentliche Aufgabe be-
notigt. Dies ist in Anlehnung an [ZRRJ11] in Bild [2-8| dargestellt, wobei die
Bohrerachse in z-Richtung des Werkzeug-Koordinatensystems liegt.

Roboterhand
Als Roboterhand werden bezogen auf einen Sechsachs-Knickarmroboter (siehe Bild
[2-9) die Achsen vier, fiinf und sechs bezeichnet.

Hierbei gibt es zwei grundlegende Formen. Die erste ist die sogenannte Zentralhand
(siehe Bild[2-10} a), bei der die drei Handachsen orthogonal zueinander ausgerichtet
sind und sich in einem Punkt schneiden. Die zweite Variante ist die Winkelhand
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Bild 2-6: Kinematisch redundanter Mechanismus (2RRR+(P)RRR) nach [KTHO10]
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Bild 2-7: Mechanismus mit Aktorredundanz nach [Koc98]

(siehe Bild[2-10] b), die weniger kompakt und ohne gemeinsamen Schnittpunkt der
drei Achsen aufgebaut ist [[Sta09].

Singularititen und Jakobi-Matrix

Die im Folgenden vorgestellte Identifikation von Singularititen tiber die Determinan-
te der sogenannten Jakobi-Matrix J oder ihrer Inversen J=! ist nur bei quadratischen
Jakobi-Matrizen moglich. Weist etwa der Mechanismus mehr Antriebe als DOF
des TCP auf (vgl. Antriebsredundanz), so ist dies nicht mehr der Fall. Hier finden
andere Ansitze Anwendung [Ros11]], auf die jedoch an dieser Stelle nicht néher
eingegangen wird.

Die Jakobi-Matrix gibt den Zusammenhang zwischen der Lineargeschwindigkeit
sowie der zeitlichen Anderung der Orientierung des Effektors Z und den Geschwin-
digkeiten ¢ der einzelnen Gelenke an. Sie wird mittels partiellen Ableitungen erster
Ordnung gebildet (siehe Gleichung (2-12))), wobei eine stetige Differenzierbarkeit
der Funktionen f (vgl. Abschnitt@ Absatz Direkte kinematische Gleichung) vor-
ausgesetzt ist [Sch16]. Dieser Zusammenhang geht jedoch verloren, wenn sich der
Mechanismus in einer Singularitédt bzw. singuldren Pose befindet. Im beschriebe-
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Bild 2-9: Sechsachs-Knickarmroboter nach [|BHS98|]

nen Fall quadratischer Matrizen handelt es sich bei Singularititen mathematisch
betrachtet somit um Sonderfélle bei der Berechnung der Jakobi-Matrix. [Web(9]

o ... of
Oq Oqn
Jqi,....q,) = : .o (2-12)
fu ... O
0qi 0qn

Fiir einen Mechanismus mit sechs DOF gilt hierbei n = 6. Prinzipiell enthélt die Ja-
kobi-Matrix alle erforderlichen Informationen fiir einen eindeutigen Zusammenhang
zwischen Z und ¢ nach

N

Z=Jq-q
G§=T"q)-2 19

Im Bezug auf PKM konnen drei Arten von Singularitdten unterschieden werden
[[GA90; Neu06; |[Ros11; JunO4]:
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a) b)
Achse 5

Achse 6

Bild 2-10: a) Zentralhand und b) Winkelhand eines Sechsachs-Knickarmroboters [Sta09,
S. 25]

Singularitéit Typ-1

Wird die Determinante der Jakobi-Matrix zu Null (det J = 0), so liegt eine Sin-
gularitit des ersten Typs vor. Hierbei ist eine Antriebsbewegung moglich, ohne
dass sich der TCP bewegt [Ros11]. Eine oder mehrere kinematische Ketten
sind vollstidndig gestreckt oder zwei Achsen sind kollinear, der TCP verliert
mindestens einen DOF [Sch16]]. In Bild 2-T1] a) ist der Fall einer vollstindigen
Kettenstreckung dargestellt. Dabei wird bei idealer Betrachtung die Bewegung
von M, nicht auf den TCP iibertragen, vielmehr wird das Antriebsmoment als
unendlich hohe Kraft an diesen iibertragen [Ros11]].

Singularitéit Typ-2

Im Fall einer Singularitéit des zweiten Typs wird die Determinante der inversen
Jakobi-Matrix zu Null (det J-! = 0). Hier kann der TCP in eine Richtung keine
Kraft aufnehmen, da sich der Mechanismus in einer Klemmlage beziiglich
der Antriebe befindet und das Drehmoment der Antriebe nicht auf den TCP
iibertragen wird [Ros11]], siehe Bild @ b). Dadurch sind infinitesimale
Bewegungen des TCP ohne Bewegungen der Antriebe moglich [Sch16]. Diese
Art der Singularitédt kann nur bei PKM auftreten, ein DKP von SKM ist immer
analytisch 16sbar [Sch16].

Singularitéit Typ-3
Die in Bild 2-TT] c) abgebildete Singularitit des Typs 3 stellt eine Kombination
der Typen 1 und 2 dar (detJ = O und det J-! = 0) [Ros11].

Hinsichtlich Singularititen bei SKM findet sich in [SSVOO09]| eine Unterteilung in
zwei unterschiedliche Arten:

Grenzsingularititen
Diese Art von Singularititen liegt vor, wenn der serielle Mechanismus entweder
vollstindig aus- oder eingefahren ist (siche Bild 2-12] a) und sich der TCP
somit an der Arbeitsraumgrenze befindet.

Interne Singularititen
Liegt eine Pose vor, bei der die Achsen von zwei oder mehr Gelenken des
SKM in einer Linie liegen, so ist die Stellung dieser Gelenke iiber die inverse
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Bild 2-11: Drei Singularitdtstypen bei PKM nach [Ros11|]

kinematische Gleichung nicht mehr eindeutig zu bestimmen. Vielmehr kann
die Pose durch unendliche viele Stellungen der betroffenen Gelenke erreicht
werden. Dies wird als interne Singularitidt bezeichnet. Nach [Web09]] wird in
diesem Fall die Determinante der Jakobi-Matrix zu Null (detJ = 0). In Bild
@, b) ist dieser Fall anhand eines Sechsachs-Knickarmroboters dargestellt,
bei dem die Rotationsachsen der Gelenke vier und sechs in einer Linie liegen.

Tool Center Point
Der Tool Center Point (TCP) stellt einen Punkt mit entscheidender Prozessrelevanz
am Effektor dar, wie die Spitze einer Schweillpistole oder eines Frasers [Web09].

Nach der Erlduterung der notwendigen Begriffe und Definitionen wird im folgenden
Kapitel ein Uberblick iiber den Stand der Wissenschaft und Technik gegeben. Es wird
dabei zwischen drei im Rahmen der vorliegenden Arbeit relevanten Themenbereichen
unterschieden.



22 2 Grundlagen

Achse 6 Ags
Achse 5 : Ags
Achse 4 Aqs
Achse 3

Achse 3

Ag» Achse 4

Achse 1 Aq, Achse 1 Aq,

a) ~— b -

Bild 2-12: a) Grenzsingularitiit eines sechsachsigen SKM, b) interne Singularitdit, bei der
die Achsen der Gelenke vier und sechs in einer Linie liegen
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3 Stand der Wissenschaft und Technik

In diesem Kapitel wird zum einen ein Uberblick iiber den aktuellen Stand der Wissenschaft
und Technik hinsichtlich der Planung optimierter Trajektorien fiir kinematisch redundante
Mechanismen gegeben. Zum anderen werden verschiedenen Ansétze fiir nicht-redundante
Mechanismen erldutert. Des Weiteren erfolgt die Vorstellung und Analyse relevanter
Quellen beziiglich echtzeitfihiger modellbasierter Optimierungs- und Regelungsansitze
auf Industriehardware.

Die Quellen werden in Form einer Kurzzusammenfassung vorgestellt, gegebenenfalls
vorhandene Querbeziehungen zwischen den Ansitzen aufgezeigt und die daraus gezogenen
Schliisse am Ende jedes Abschnitts als Zwischenfazit dargelegt. Die Reihenfolge der
Quellen orientiert sich an dem Erscheinungsjahr sowie an inhaltlichen Zusammenhéngen.
Abgeschlossen wird das Kapitel mit einer Zusammenfassung und einem kurzen Fazit.

3.1 Optimierungsbasierte Trajektorienplanung fir seriell-, parallel-
und hybridkinematische kinematisch redundante Mechanismen

In diesem Abschnitt werden fiir die vorliegende Arbeit relevante Quellen beziiglich der
Planung optimierter Trajektorien fiir hybridkinematische sowie allgemein kinematisch
redundante Mechanismen vorgestellt. Dabei erfolgt keine Einschriankung hinsichtlich des
Planungsziels (z.B. Zeitersparnis, Minimierung des Energiebedarfs etc.). Vielmehr ist es
das Ziel einen moglichst umfassenden Uberblick iiber Ansitze fiir die Trajektorienpla-
nung bei redundanten Mechanismen zu geben. Zunichst werden die Veroffentlichungen
prasentiert, die explizit redundante HKM adressieren.

CHa ET AL. stellen in [[CLVO06] einen Ansatz zur Nutzung kinematischer Redundanz bei
einem redundanten HKM mittels lokaler Optimierung vor. Der Mechanismus besteht aus
einem mehrachsigen SKM mit drei Freiheitsgraden, an dessen TCP zudem ein PKM in
Form eines Hexapoden mit sechs Freiheitsgraden befestigt ist. Da der SKM sowohl mit
seinem eigenen Gewicht als auch dem des PKM belastet wird, sollen durch Optimierung
seine zum Abfahren einer gegebenen Trajektorie erforderlichen Bewegung minimiert
werden. Dazu wird der Verfahrweg des SKM als Giitekriterium genutzt und in Neben-
bedingungen die Einhaltung der Antriebs- und Gelenkgrenzen des PKM sichergestellt.
Die datfiir erforderlichen kinematischen Gleichungen des Mechanismus werden auf Basis
geometrischer Zusammenhinge hergeleitet. Um zu vermeiden, dass die Antriebe des PKM
die minimalen und maximalen Positionsgrenzen erreichen und durch den Optimierer dann
starke Anderungen der einzelnen Antriebspositionen vorgegeben werden, werden die Posi-
tionsverldaufe geglittet. Sobald ein oder mehrere Antriebe des PKM einen vorgegebenen
minimalen oder maximalen Grenzwert der Position erreichen, wird durch einen zusitzli-
chen Faktor in der Giitefunktion ausnahmsweise nicht die Bewegung des SKM sondern
die des PKM fokussiert und somit minimiert. Dadurch werden die erforderlichen Verfahr-
wege der Antriebe des PKM reduziert und diese daran gehindert ihre Positionsgrenzen zu
erreichen. Die Reduzierung der Bewegung des PKM muss durch den SKM kompensiert
werden. Eine simulative Validierung zeigt die Funktionsfahigkeit des Ansatzes, liefert aber
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keine Aussagen zur erreichbaren Zykluszeit. Echtzeitfdhigkeit ist hier kein betrachtetes
Kriterium.

Viele weitere Ansitze beschiftigen sich mit der Optimierung von redundanten Mecha-
nismen, ohne dabei explizit HKM zu adressieren. Da es nach der in Kapitel [2| gegebenen
Definition jedoch viele Arten von HKM gibt, welche nicht zwangsldufig als solche benannt
werden, und um zudem einen moglichst umfassenden Uberblick iiber das Thema zu ver-
mitteln, werden im Folgenden weitere relevante Verodffentlichungen beziiglich kinematisch
redundanter Mechanismen ohne Einschriankung auf HKM vorgestellt.

SEEREERAM ET AL. stellen in [SW93]| die Planung kontinuierlicher Gelenkbewegungen fiir
kinematisch redundante Mechanismen als zeitlich begrenztes nichtlineares Regelungs-
problem dar, welches in eine statische nichtlineare Wurzelsuche tiberfiihrt und mittels
des Newton-Raphson-Verfahrens (siehe [DHO8, S. 971f]) gelost wird. Ziel ist es Pfade fiir
die einzelnen Gelenke zu finden, sodass der TCP einem aufgabenbezogenen Pfad folgt.
Dabei gilt es weniger einen optimalen denn einen moglichen Weg ohne Kollision mit
Hindernissen zu ermitteln. Beriicksichtigt werden die Hindernisse und Gelenkgrenzen als
Ungleichheitsnebenbedingungen sowohl im Gelenkraum als auch im kartesischen Raum.
Die Validierung erfolgt simulativ in MATLAB anhand verschiedener SKM. Es wird eine
globale Optimierung durchgefiihrt, bei der die gesamte durchzufithrende Aufgabe und
damit die vollstidndige Trajektorie als vorab bekannt angesehen und als Gesamtes betrachtet
wird.

Bei dem 1997 von Hirakawa ET AL. in [HK97] vorgestellten Ansatz fiir redundante SKM
wird eine Optimierung genutzt, um die erforderliche Energie beim Abfahren einer vorge-
gebenen Trajektorie zu minimieren und gleichzeitig die Genauigkeit der TCP-Position zu
gewihrleisten. Hierzu werden unter Annahme der Gelenktrajektorien als B-Splines (siehe
[PBP02]) die Summe der Energien der einzelnen Gelenke beim Abfahren der Trajektorie
minimiert. Die freien Parameter der B-Splines werden mittels Optimierung derart gewihlt,
dass die Giitefunktion als gewichtete Summe der Differenz von Soll- und Istposition des
TCP sowie der erforderlichen elektrischen Energie der Antriebe minimiert wird. Dabei
befindet sich der Mechanismus sowohl in der Start- als auch in der Endposition in der
Ruhelage. Die Antriebe werden als Gleichstrommotoren angenommen, mittels der auf der
JakoBI-Matrix basierenden Dynamikgleichung des Roboters kann die Energie berechnet
werden. Die Optimierung erfolgt mittels des Gradientenverfahrens, fiir eine Trajektorie mit
zehn Positionen werden auf einem Computer mit einer 120 MHz-CPU laut den Autoren
7,51 min benétigt, Echtzeitfiahigkeit ist kein betrachtetes Kriterium.

Von McAvoy et AL. wird in [MSSO00] ein d@hnlich wie bei HiRakawa ET AL. auf B-Splines
aufsetzender Ansatz vorgestellt. Jedoch erfolgt die Optimierung hier mittels genetischer Al-
gorithmen, um eine energieoptimale und moglichst exakte Punkt-zu-Punkt-Bewegung von
SKM im Rahmen von Pick and Place-Anwendungen zu erzielen. Dabei wird angenommen,
dass Start- und Zielpose des Mechanismus bekannt sind. Die fiir das Verfahren erforderli-
chen Gelenkbewegungen werden als B-Splines vierter Ordnung angesehen. Um eine ideale
Bewegung zwischen Start- und Zielpose zu erzielen, wird die Trajektorie des TCP als
Gerade angenommen, welche in eine definierte Anzahl gleicher Abschnitte unterteilt wird.
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Durch Nutzung genetischer Algorithmen werden verschiedene mogliche Gelenktrajekto-
rien erzeugt und anhand der jeweiligen Ergebnisse einer Gewichtungsfunktion bewertet.
Ziel ist es Gelenktrajektorien zu ermitteln, mittels der die Zielpose entlang der Geraden
moglichst exakt erreicht wird, gleichzeitig aber auch die auf Basis der erforderlichen
Antriebsmomente ermittelte erforderliche Energie minimiert wird. Die Validierung erfolgt
simulativ anhand eines kinematisch redundanten planaren SKM mit drei Freiheitsgraden.
Die Gewichtung zwischen der Abweichung und der Energie innerhalb der Giitefunktion
hat dabei laut der Autoren einen entscheidenden Einfluss auf das Systemverhalten. So
kann etwa eine stiarkere Gewichtung der Energie dazu fiihren, dass der TCP die Gerade bei
der Bewegung verlisst. Uber die Rechenzeit bei der simulativen Validierung wird keine
Angaben gemacht.

Von BasiLe et AL. wird in [BCO3]] ein Offline-Ansatz vorgestellt, der die kinematische
Redundanz von SKM nutzt, um gegebene Trajektorien moglichst schnell abzufahren. Basis
bildet die gewichtete pseudoinverse JakoBi-Matrix des Mechanismus. Durch die Gewich-
tung innerhalb der Giitefunktion wird die Bewegung von Gelenken mit einem schlechteren
Verhiltnis von Trigheit zu Drehmoment stirker bestraft. Ziel ist es die Moglichkeiten
des Mechanismus beziiglich Beschleunigung und Verzégerung méglichst weit auszunut-
zen. Dazu wird eine lineare statische Optimierung mit einer quadratischen Giitefunktion
genutzt. Am Beispiel eines nicht weiter beschriebenen planaren Mechanismus mit drei
Freiheitsgraden wird simulativ die Funktionstidhigkeit des Ansatzes nachgewiesen.

Ebenfalls anhand eines planaren Mechanismus mit drei Gelenken préasentieren Ma ET AL.
in [MWO4]] einen Ansatz fiir kinematisch redundante Mechanismen, der die zeitoptimale
Verfolgung vorgegebener Pfade ermoglicht. Dabei werden die Drehmomentgrenzen der
einzelnen Gelenke beriicksichtigt. Der Ansatz basiert auf der Unterteilung des Gelenkraums
in redundante und nicht-redundante Koordinaten (engl. joint space decomposition), die
Trajektorienplanung erfolgt unter Einsatz der Phasenraumanalyse (engl. Phase-plane
analysis) und linearer Programmierung. AbschlieBend wird die simulative Validierung des
Ansatzes anhand eines seriellkinematischen Mechanismus mit einem Grad der Redundanz
(siehe[2] Abschnitt Kinematische Redundanz) von eins vorgestellt. Ergebnis ist, dass durch
den Ansatz zwei der insgesamt drei Gelenke immer mit maximalem Drehmoment betrieben
werden und somit die Geschwindigkeit der Pfadverfolgung gesteigert wird. Abhéngig von
der Initialstellung des Mechanismus sind mit dem Ansatz jedoch nicht alle Bereiche des
Arbeitsraumes abgedeckt, sodass hier je nach Anwendung entsprechende Anpassungen
vorgenommen werden miissen.

Ata ET AL. stellen in [AMO6] einen Ansatz fiir das moglichst exakte Abfahren einer
gegebenen Solltrajektorie vor. Dazu wird diese durch zusitzliche Stiitzpunkte in Ab-
schnitte gleicher Lange unterteilt. Fiir jeden der erzeugten Stiitzpunkte werden der er-
wartete Positionsfehler, die erforderlichen Gelenkbewegungen sowie die Gelenk- und
TCP-Geschwindigkeiten (die jeweils konstant sein sollen) beriicksichtigt. Im Rahmen einer
globalen Optimierung der Gelenkwinkel mittels genetischem Algorithmus (siehe etwa
[BLO4]) werden diese Werte fiir die Giitefunktion iiber alle Positionen gewichtet summiert.
Die Optimierung erfolgt zweistufig, wobei die Ergebnisse des genetischen Algorithmus als
Eingénge fiir einen Pattern Search-Algorithmus (siehe etwa [HJ61]]) genutzt werden, der
nur die Positionsabweichung beriicksichtigt und somit die Genauigkeit des Mechanismus
verbessern soll. Die simulative Validierung in MATLAB erfolgt anhand eines planaren
SKM mit drei Gelenken.
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In [CLVO7a]] stellen CHA ET AL. einen auf lokaler Optimierung basierenden Ansatz zur
Vermeidung von Singularititen bei einem kinematisch redundanten parallelkinematischen
3(P)RRR-Mechanismus [[GAS8S8] vor. Ziel ist es die Bewegung der Antriebe mittels Optimie-
rung derart zu wihlen, dass beim Abfahren einer vorgegebenen Trajektorie Singularititen
des Typs 2 (siehe Kapitel 2] Absatz Singularititen und JakoBl-Matrix) vermieden werden.
Der Indikator fiir eine solche Singularitit ist eine zu Null werdende Determinante der inver-
sen JakoBi-Matrix. Durch ein geeignetes Giitekriterium soll dies im Rahmen einer lokalen
Optimierung vermieden werden. Die Validierung erfolgt simulativ anhand eines kinema-
tisch redundanten 3-RPRR-Mechanismus. In [CLVO7b] wird von gleichen Autoren der
Ansatz zudem anhand eines 3-RRPR-Mechanismus sowie eines 3-RPRPR-Mechanismus
simulativ erprobt.

Von EBranmi ET AL. wird in [ECBO7b] ebenfalls ein Ansatz zur Vermeidung von Singula-
ritdten fiir kinematisch redundante planare PKM mittels lokaler Optimierung vorgestellt.
Der Ansatz basiert auf der Ermittlung eines Faktors, des sogenannten Normalised scaled
incircle radius NSIR. Dieser gibt an, wie nah der Mechanismus einer Singularitit ist. Der
Faktor dient als Giitekriterium und wird iiber geometrische Zusammenhinge (u.a. der
Stellung der kinematischen Ketten zueinander) und die Jakosi-Matrix ermittelt. Uber einen
nicht ndher erlduterten Optimierungsansatz werden die Stellungen der linearen Achsen
eines redundanten planaren 3(R)PRR-Mechanismus derart gewihlt, dass der TCP einer
vorgegebenen Trajektorie folgt und dabei Singularititen vermieden beziehungsweise die
Abstdnde zu Singularititen maximiert werden. In [ECB07a]] und [ECBOS] wird der Ansatz
durch die gleichen Autoren aufgegriffen und um ein zweites Giitekriterium erweitert. Die-
ses basiert auf der Konditimﬂ der JakoBi-Matrix als das Verhiltnis zwischen dem grofiten
und dem kleinsten Eigenwert der Singuldrwertzerlegung. Je ndher dieser Wert bei eins
ist, desto niher ist die Genauigkeit der TCP-Position an der moglichen Genauigkeit der
Antriebe. Die Ansitze werden simulativ validiert und anhand der Ergebnisse verglichen.

In [CEBOS]| stellen CARRETERO ET AL. einen globalen Ansatz zur Offline-Optimierung der
Bewegung eines kinematisch redundanten planaren PKM beim Abfahren einer gegebenen
Trajektorie vor. Dabei wird die gesamte Solltrajektorie mit dem Ziel betrachtet, die Ge-
lenktrajektorien redundanter Antriebe derart zu wihlen, dass das Bewegungsverhalten des
Mechanismus etwa beziiglich der Vermeidung von Singularititen optimiert wird. Mittels
Losung des IKP werden fiir jeden Antrieb alle moglichen Positionen, mit denen der TCP
noch der Solltrajektorie folgt, ermittelt. Diese moglichen Trajektorien der Antriebe werden
durch Hilfspunkte unterteilt und als Polylinielﬂ nachgebildet. Die Lage der Hilfspunkte
und damit die Trajektorien der Antriebe gilt es nun im Sinne des definierten Ziels zu
optimieren. Dabei muss die Anzahl der eingesetzten Hilfspunkte gut gewéhlt werden, zu
wenige verschlechtern das Ergebnis, zu viele erhohen den Rechenaufwand stark. Werden
optimierte Hilfspunkte gefunden, werden mit ihnen die Polylinien der Antriebe durch
Polynome hoherer Ordnung ersetzt. Die simulative Validierung erfolgt anhand eines 3-
RPRR-Mechanismus unter Nutzung des NSIR-Ansatzes aus [ECBO7b]] in MATLAB. Der
gleiche Ansatz, ebenfalls mit dem NSIR-Giitefunktional zur Vermeidung von Singularita-

2Die Kondition der Jakosi-Matrix gibt an, welchen Einfluss Gelenkfehler auf die Position des TCP haben.
In diesem Zusammenhang wird auch von einem Fehler-Verstarkungsfaktor gesprochen.[MerQ7]

3Der Begriff Polylinie wird im Bereich von Computer-Aided Design (CAD) verwendetet. Er bezeichnet
eine beliebige Folge von zusammenhangenden und als zusammengehdérendes Objekt angesehene
Linien- und Kreisbogensegmente [Har98].
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ten, wird von CARRETERO ET AL. auch in [CEB12] vorgestellt. Ergénzt wird hier angegeben,
dass die Optimierung auf einem Computer mit einer 2,66 GHz-CPU bei 21 Hilfspunkten
ungefihr 20 s benotigt.

ALBA-GOMEZ ET AL. stellen in [APWOS]| einen Ansatz zur Trajektorienplanung von PKM
in Anwendungen vor, in denen die Orientierung des TCP vernachldssigt werden kann.
Dadurch sind diese Mechanismen bezogen auf ihre Anwendung redundant. Diese Umstand
wird genutzt, um auf Basis einer globalen Optimierung die Kondition der Jakoi-Matrix
(vgl. [ECBO7a] und [ECBOS8]) zu verbessern und dadurch gegebene Trajektorien moglichst
genau abzufahren. Aufsetzend auf sogenannten feasibility maps [WCR93|, die fiir den
gesamten Pfad die Kondition fiir alle moglichen Orientierungen des TCP enthalten, wird
mittels der Optimierung die Orientierung des TCP derart gewihlt, dass die Kondition
der Jakosi-Matrix moglichst optimal wird. Gleichzeitig werden Begrenzungen wie die
maximale Anderungsrate der Orientierung beriicksichtigt. Es wird dabei angenommen,
dass fiir den Mechanismus durchgehend der gleiche Arbeitsmodu{r] (engl. working mode)
genutzt wird. Wie in [APWO7]] dargestellt, ist jedoch auch ein Wechsel des Arbeitsmodus
moglich, etwa wenn aufgrund von Singularititen eine vorgegebene Trajektorie ansonsten
nicht abgefahren werden kann. Die Validierung erfolgt anhand eines planaren 3-RRR-
Mechanismus, wobei keine Angaben zur verwendeten Rechenhardware gemacht werden. In
[RPW16] werden die Ansétze aus [APWOS|| und [APWO7]] von ReVELEs ET AL. aufgegriffen
und erweitert. Hintergrund ist, dass das Umschalten zwischen Arbeitsmodi am realen
Mechanismus zu Vibrationen fiihrt, die es zu vermeiden gilt.

Von Kotrarsk1 ET AL. wird in [KTHO10]] ein Ansatz zur optimierten Ausnutzung von kine-
matischer Redundanz bei PKM bezogen auf die Vermeidung von Singularititen und die
gleichzeitige Verbesserung der Positioniergenauigkeit vorgestellt. Ausgangspunkt ist eine
durch Singularititen fithrende Trajektorie. Da die Positioniergenauigkeit in den Bereichen
um die Singularititen sinkt, gilt es diese zu vermeiden. Durch eine geeignete Positionierung
zusitzlicher redundanter Achsen soll der Mechanismus derart umkonfiguriert werden, dass
die Singularititen in Bereiche auf3erhalb der vorgegebenen Trajektorie verschoben wer-
den. Als Optimierungskriterium wird dabei die Minimierung des Positionsfehlers genutzt,
welcher approximiert wird durch die auf der JakoBi-Matrix basierenden Geschwindig-
keitsgleichung des Mechanismus. Hinsichtlich der lokalen ableitungsfreien Optimierung
werden fiinf verschiedene Strategien vorgestellt: einmalige Anderung vor Durchfiihrung
der geplanten Bewegung, diskrete bzw. abschnittsweise Optimierung (siehe auch [KAHOS])
wihrend der Bewegung, bedarfsabhiingige diskrete bzw. abschnittsweise Optimierung wéh-
rend der Bewegung, kontinuierliche Optimierung und semi-kontinuierliche Optimierung.
Am Beispiel eines redundanten 3-(P)RRR-Mechanismus [[GA88]] werden die Strategien
simulativ miteinander verglichen. In [KHO1 1] werden diese Ansitze von KOTLARSKI ET AL.
wieder aufgegriffen und an einem realen Aufbau des redundanten 3-(P)RRR-Mechanis-
mus experimentell validiert. Fiir die Regelung wird ein leistungsstarkes Linux-basiertes
System eingesetzt, welches aus MATLAB heraus programmiert wird. Die erforderlichen
Rechenzeiten werden nicht genannt.

In [AIS11] stellen AYTEN ET AL. einen Ansatz fiir energieoptimierte/drehmomentreduzierte
Punkt-zu-Punkt-Bewegungen von SKM vor. Dabei werden die Trajektorien als B-Splines
fiinfter Ordnung angenommen. Von den neun Parametern dieser Funktion geben jeweils

4Ein sogenannter working mode bezeichnet eine der verschiedenen méglichen Lésungen der inversen
kinematischen Gleichung [RPW16]
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drei den Start- beziechungsweise den Endzustand an, die anderen drei konnen im Rahmen
einer Optimierung bestimmt werden. Die fiir diese Optimierung erforderliche Giitefunktion
beriicksichtigt die Summe der Antriebsdrehmomente sowie die Systemgrenzen, wobei
die Drehmomente auf Basis der dynamischen Gleichungen des Mechanismus berechnet
werden. Die simulative Validierung erfolgt anhand eines SKM mit zwei Freiheitsgraden.
AvTEN greift diesen Ansatz in [Ayt12] erneut auf und ergénzt ihn um verschiedene Elemente
zur Verkiirzung der Rechenzeit. So wird unter anderem das dynamische Verhalten nur
dann berechnet, wenn alle auf der inversen kinematischen Gleichung basierenden Neben-
bedingungen (zuldssige Gelenkwinkel u.4.) erfiillt sind. Der resultierende Ansatz wird an
zwei redundanten SKM eingesetzt. Dabei wird die Optimierung in MATLAB durchgefiihrt,
die berechneten Trajektorien werden entweder anhand detaillierter Modelle oder realer
Mechanismen ohne nihere Spezifikation validiert.

Einen weiteren Ansatz zur Bewegungsplanung kinematisch redundanter PKM stellen
NIEMANN ET AL. in [NKOM13|] vor. Ziel ist es, das Potenzial redundanter PKM unter
Echtzeitbedingungen zu nutzen und dafiir den Rechenaufwand fiir ein zugrundeliegendes
Optimierungsproblem zu reduzieren. Wie Echtzeit im Kontext der Veroffentlichung ver-
standen wird, ist nicht ndher beschrieben. Im vorgestellten Ansatz gilt es den Abstand zu
Singularitdten des Typs 2 zu maximieren und diese Singularititen damit zu vermeiden. Die
Aufgabe des Optimierers besteht darin, die Sollpositionen zusitzlicher linearer Antriebe
derart zu wihlen, dass die Kondition der homogenisierten Jakoi-Matrix (vgl. [ECBO7al,
[ECBOS]], [APWOS]]) optimiert wird. Um die Rechenzeit zu reduzieren, wird offline eine
systematische Reduzierung der erforderlichen Optimierungspunkte, etwa Postionen des
TCP und zugehoriger Antriebspositionen, durchgefiihrt. Dazu werden um die Punkte
(kreisformige) Bereiche definiert, wobei sich jeweils alle Punkte innerhalb eines Kreises
beziiglich des Optimierungskriteriums nahezu gleich verhalten. Ziel ist es diese Bereiche
so grof3 wie moglich zu wihlen und zudem ihre Anzahl derart zu reduzieren, dass lediglich
der Arbeitsraum vollstindig abgedeckt ist. Zur Laufzeit werden die Bereiche dann so
weit verringert, dass nicht mehr der gesamte Arbeitsraum sondern nur die Solltrajektorie
abgedeckt wird. Dadurch wird der Suchbereich des Optimierers sowie infolgedessen die
Optimierungszeit reduziert. Anhand eines planaren Mechanismus (3-(P)RRR, [[GA8S])
mit wahlweise einem, zwei oder drei zusitzlichen redundanten Linearantrieben erfolgt
die simulative Validierung. Auf einem Computer mit einer 2,80 GHz-CPU werden je nach
Anzahl der redundanten Linearantriebe zwischen 46,19 ms und 90,10 ms je Optimierungs-
problem benotigt.

In [VS14] und [VS15] stellen VARALAKSHM ET AL. einen auf lokaler Optimierung basie-
renden Ansatz zur Reduzierung der Antriebsdrehmomente von kinematisch redundanten
planaren PKM wihrend der Verfolgung gegebener Trajektorien vor. Durch Nutzung der
Jakosi-Matrix konnen die Antriebsmomente in jedem Punkt ermittelt und im Rahmen
der Giitefunktion genutzt werden. Die Optimierung erfolgt mittels binir codierter geneti-
scher Algorithmen mit dem Ziel, die Position eines zusitzlichen linearen Antriebs derart
zu wihlen, dass eine vorgegebene Trajektorie mit moglichst geringen Antriebsdrehmo-
menten abgefahren wird. Die Validierung erfolgt simulativ anhand eines redundanten
3-(P)RRR-Mechanismus.

FonTEs ET AL. priasentieren in [FSd14a] ebenfalls einen Ansatz, um kinematische Redun-
danz bei PKM zur Reduzierung der erforderlichen Antriebsdrehmomente zu nutzen. Als
Giitekriterium wird das maximale beim Abfahren einer gegebenen Trajektorie auftretende
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Antriebsdrehmoment verwendet. Die grundlegende Idee, die auch von SANTOS ET AL. in
[SRD14]] présentiert wird, basiert auf der Minimierung der Giitefunktion durch die Positio-
nierung zusétzlicher redundanter Linearachsen. Die Trajektorien der Linearachsen werden
als Polynom fiinfter Ordnung angenommen und drei mogliche Wege zur Ermittlung von
optimierten Parametern angegeben. Eine Moglichkeit besteht darin, die bestmdglichen
Positionen fiir die Linearachsen offline zu berechnen (siehe auch [FSd14b]). Fiir eine
Online-Berechnung als zweite Variante konnen im einfachen Fall Start- und Zielposition
der Linearachsen als OptimierungsgrofSen angesehen werden. Dabei wird angenommen,
dass die Trajektorie in Form des Polynoms eine Dauer von 2 s aufweist und die Achsen
an ihren Start- und Zielposition in Ruhe sind. Ist eine komplexere Online-Berechnung
erforderlich, so konnen neben den Start- und Zielpositionen die initialen und finalen
Beschleunigungen bzw. Verzogerungen ebenfalls optimiert werden. Die simulative Validie-
rung der Ansitze erfolgt anhand von drei planaren redundanten Mechanismen ((P)RRR+2-
RRR, 2-(P)RRR+RRR und 3-(P)RRR) im Vergleich mit einem nichtredundanten pla-
naren Mechanismus (3-RRR). In [Fd16] wird der komplexe Online-Ansatz fiir weitere
redundante PKM simulativ in MATLAB erprobt und die Ergebnissen mit dem Verhalten
antriebsredundanter Mechanismen verglichen.

REITER ET AL. stellen in [RSGM15]] aufsetzend auf [MWO04]] einen Ansatz fiir die Pla-
nung zeitoptimaler Gelenktrajektorien fiir kinematisch redundante SKM beim Abfahren
gegebener Endeffektortrajektorien vor. Hierbei wird die sogenannte joint space decom-
position genutzt, wobei der Gesamtmechanismus hinsichtlich seiner Antriebe in einen
nicht-redundanten und einen redundanten Teilmechanismus unterteilt wird (siehe auch
[Wam87]]). Mittels eines Optimierungsansatzes erfolgt die Festlegung der Bewegung fiir
die redundanten Achsen im Sinne zeitoptimaler Bewegungen, wodurch das inverse kine-
matische Problem l6sbar wird. Um die Kontinuitéitﬂ der Trajektorien zu erhohen und damit
die Zahl an moglichen Einsatzbereichen zu vergroBern werden diese mittels B-Splines
abgebildet. Neben der Erhohung der Kontinuitét resultiert aus dem Einsatz der B-Splines
ein Optimierungsproblem, das mittels einer Active Set-Methode (siehe z.B. [NWO06]) gelost
werden kann. Im Rahmen der Verdffentlichung erfolgt die simulative Validierung in MAT-
LAB anhand eines planaren Mechanismus mit drei Gelenken, der durch Vernachlédssigung
der Orientierung des TCP anwendungsspezifisch redundant ist.

In [RMG16] prisentieren ReITER ET AL. zWei unterschiedliche Ansitze fiir die zeitoptimale
Verfolgung gegebener Pfade fiir SKM mit zwei oder mehr kinematisch redundanten
Freiheitsgraden. Das erste Verfahren basiert dhnlich wie in [MWO04] und [RSGM135]] auf
einer Unterteilung des Gelenkraumes in redundante und nicht-redundante Koordinaten
joint space decomposition). Im zweiten Ansatz wird die Redundanz basierend auf den
differentiellen kinematischen Gleichungen, welche den Zusammenhang zwischen den
Gelenkgeschwindigkeiten und den linearen sowie rotatorischen Geschwindigkeiten des
TCP angeben [SSVO09], durch Betrachtung der Gelenkbeschleunigungen im Nullraum
genutzt. Beide Verfahren nutzen die Mehrzielmethode (engl. direct multiple shooting
method, siehe z.B. [SB02]]) und werden anhand eines auf einer zusitzlichen seriellen
Achse montierten Industrieroboters mit sechs Freiheitsgraden miteinander verglichen. Da
die angenommene Anwendung nur fiinf Freiheitsgrade erfordert, liegen der Grad der
anwendungsspezifischen Redundanz bei zwei. Fiir die Ansitze werden bei der Berechnung

5Die Kontinuitat gibt an, bis zu welchen Grad die resultierende Trajektorie ableitbar ist. Die Konitinuitét
C3 bedeutet somit eine dreifache Ableitbarkeit.
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auf einem Computer mit einer 3,50 GHz-CPU 680 s beziehungsweise 968 s benotigt, wobei
sich die erreichten Verfahrzeiten der beiden Ansitze nur um 0,16 % bezogen auf die lingere
Verfahrzeit unterscheiden. Die Erweiterung um Ansitze zur Berechnung des IKP hoherer
Ordnung mittels joint space decomposition sowie Nutzung des Nullraums stellen REITER ET
AL. in [RMGI18] vor. Die Losung des nichtlinearen Optimierungsproblems erfolgt mittels
der Ipopt-Toolbox [WBOG] (vgl. Abschnitt[6.4.T)). Die angegebenen Rechenzeiten liegen
je nach Ansatz und gewiinschter Kontinuitit der resultierenden Gelenktrajektorien bei
minimal 26 s (planarer redundanter SCARA) und 291,5 s (redundanter SKM bestehende
aus Sechsachs-Knickarmroboter mit zusétzlicher serieller Achse). Neben der Rechenzeit
steigt auch die erforderliche Verfahrzeit des jeweiligen Mechanismus mit Erh6hung der
gewiinschten Kontinuitét.

Zwischenfazit

Zusammenfassend ist an dieser Stelle festzuhalten, dass der Einsatz redundanter Me-
chanismen und ihre Regelung bzw. die Nutzung der Redundanz zur Beeinflussung des
(Bewegungs-) Verhaltens schon viele Jahre Gegenstand der Forschung ist. Wenige Autoren
wie CHa ET AL. [[CLVO6] adressieren dabei explizit HKM. Die Quellen aus den letzten
Jahren zeigen jedoch, dass allgemein im Bereich redundanter Mechanismen noch Bedarf
an neuen Ansitzen besteht. Unterschiede gibt es beispielsweise hinsichtlich des Optimie-
rungskriteriums: Wihrend sich Hirakawa et aL. [HK97]], McAvom et aL. [MSSO00]] oder
AYTEN ET AL. [AIS11} Aytl2] mit der Reduzierung der erforderlichen Energie befassen und
VARALAKSHMI ET AL. [VS14;|VS15]] sowie FonTes et aL. [FSd14a; Fd16] mit der Reduzierung
der Antriebsmomente ein dhnliches Ziel fokussieren, setzen die Ansitze von CHA ET AL.
[CLVO7al], EBranmi ET AL. ([ECBO7b; [ECB07a; [ECBOS||), ALBA-GOMEZ ET AL. [APWOS]|,
CARRETERO ET AL. [[CEBOS;|CEB12; (CEB12f], KotLARsKI ET AL. [KTHO10; KHO11|], N1E-
MANN ET AL. [NKOM13|] oder REVELES ET AL. [RPW 16| auf die Nutzung von Redundanz zur
Vermeidung von Singularititen. Weitere Optimierungskriterien sind etwa die Erhohung der
Positioniergenauigkeit ([AMO6; ECB0O7a; ECBOS8; APWO/7; APWO0S; KTHO10; [ KHO11;
RPW16]) oder die im Rahmen der vorliegenden Dissertation fokussierte Optimierung der
Verfahrzeit (|[BCO3; MWO04; RSGM15; RMG16; RMG18J).

Der erforderliche Rechenaufwand wird nur fiir einzelne Ansitze angegeben, dabei erfiillt
keiner die im Rahmen der vorliegenden Arbeit definierte Echtzeitfahigkeit mit einer Zy-
kluszeit kleiner 1 ms. Vielmehr erfolgt hiufig eine simulative Umsetzung etwa in MATLAB
([AMO6; ECBO7a; ECBOS; CEBO8; RSGM15; [Fd16]]). Werden Rechenzeiten angegeben,
beziehen sich diese nicht auf Industriesteuerungen sondern in der Regel auf performante
Computersysteme, zudem liegen die Zeiten in Bereichen von einigen zehn Millisekunden
[NKOM13|] bis hin zu mehreren Sekunden [[CEB12] oder Minuten ([HK97; RMG16;
RMG18]).

Des weiteren ist festzuhalten, dass im Rahmen der vorgestellten Veroffentlichungen un-
terschiedlich geartete Modelle des jeweiligen Mechanismus eingesetzt werden. Wihrend
beispielsweise in [HK97; APWOS]| oder [KTHO10] die (pseudoinverse) JakoBi-Matrix
Anwendung findet, nutzen EBRAHIMI ET AL. in [ECBO7b] geometrische Zusammenhiénge
wie die Stellung der kinematischen Ketten zueinander. Von REITER ET AL. wird in [RMG16]
hingegen die Nutzung der differentiellen kinematischen Gleichungen des Mechanismus
genannt.
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Tabelle [3- 1] fasst die vorgestellten Quellen sortiert nach dem adressierten Mechanismus
zusammen.

Tabelle 3-1: Zusammenfassung der Quellen zur optimierungsbasierten Trajektorienpla-
nung fiir kinematisch redundante SKM, PKM und HKM

Quelle Optimierungs- Mechanismus Bewegungs- Rechen- Rechenzeit
ziel art hardware

[CLVO6] Bewegungs- HKM Cp Simulation -
minimierung

[SWI3] variabel, SKM CP MATILAB -
Kollisionsver-
meidung

[HK97] Energie- SKM PTP Computer 7,51 min
minimierung fiir 10 Pos.

[MSS00]  Genauigkeit, SKM PTP Simulation Os
Energie-
minimierung

[BCO3] Zeit- SKM CpP Simulation -
minimierung

IMWO4] Zeit- SKM CP Simulation -
minimierung

[AMO6] Genauigkeit ~ SKM PTP MATLAB -

[AIS11] Energie- SKM PTP Simulation -
minimierung

[Ayt12] Energie- SKM PTP MATIAB -
minimierung

[RSGM135|] Zeit- SKM Cp MATLAB -
minimierung

[RMG16|] Zeit- SKM CP Computer 680s /
minimierung 968 s

[RMG18|] Zeit- SKM Cp Computer 265 /
minimierung 291,5s

[CLVO7a; Singularitits- PKM - Simulation -

CLVO7b]  vermeidung

[ECBO7b; Singularitits- PKM Cp Simulation -

ECB07a; vermeidung,

ECBOS|] Genauigkeit

[APWO7; Singularitits- PKM CP Simulation -

APWOS]| vermeidung,

Genauigkeit
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[CEBO8]  Singularitits- PKM CP Simulation -
vermeidung

[KTHO10] Singularitits- PKM Cp Simulation -
vermeidung,
Genauigkeit

[KHO11] Singularitits- PKM CP Linux- -
vermeidung, System,
Genauigkeit MATLAB

[CEB12]  Singularitits- PKM Cp Computer 20s bei 21
vermeidung Hilfspos.

[NKOM13|] Singularitits- PKM Cp MATLAB  46,19ms /
vermeidung 90,10 ms

[VS14; Drehmoment- PKM CP Simulation -

VS15] minimierung

[FSd14a] Drehmoment- PKM PTP, CP Simulation -
minimierung

[Fd16] Drehmoment- PKM PTP, CP MATILAB -
minimierung

[RPW16]  Singularitits- PKM CP Simulation -
vermeidung,
Genauigkeit

Das in vielen Veréffentlichungen aufgezeigte Potential der gezielten Beeinflussung des
Bewegungsverhaltens eines redundanten Mechanismus gilt es aufzugreifen und derart zu
adaptieren, dass eine echtzeitfiahige Ausfiihrung auf industrieller Hardware ermoglicht
wird. Zudem muss der Ansatz derart gestaltet werden, dass nicht alle zukiinftigen Sollposi-
tionen oder die abzufahrende Trajektorie fiir eine Offline-Optimierung ([BCO3]], [CEBOS]||)
oder einen Ansatz mit Betrachtung des gesamten Pfads ([SW93], [CEBOS]|, [APWOS]]) a
priori bekannt sein miissen. Vielmehr sind insbesondere hinsichtlich der immer flexibler
und dynamischer werdenden Fertigung im Kontext von Industrie 4.0 und Losgrof3e-1
nur wenige zukiinftige Sollpositionen fiir den Mechanismus bekannt, die zudem einer
kurzfristigen Anderung unterliegen konnen. Hierauf muss zur Laufzeit des Systems mittels
der Optimierung reagiert werden. Grundlage fiir einen solchen Ansatz bildet ein Modell
des Mechanismus zur Abbildung des relevanten Verhaltens, es wird im Folgenden deshalb
von einem modellbasierten Optimierungsansatz gesprochen.

3.2 Optimierungsstrategien fiir das Zeitverhalten nicht-redundanter
Mechanismen

Um neben den spezifischen Quellen hinsichtlich redundanter Mechanismen und ihrer Tra-
jektorienplanung auch einen Uberblick iiber Strategien fiir nicht-redundante Mechanismen
zu erlangen, werden in diesem Abschnitt einzelne relevante Quellen hierzu vorgestellt.
Aufgrund der Vielzahl an Ansétzen und Veroffentlichungen zu diesen Mechanismen er-
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folgt eine Einschrinkung auf Ansitze, die das Zeitverhalten der Mechanismen optimieren
und somit ein vergleichbares Ziel wie die vorliegende Arbeit aufweisen. Zudem werden
Ansitze betrachtet, die entweder den hier betrachteten Veroffentlichungen hinsichtlich der
Optimierung des Zeitverhaltens zugrunde liegen oder auf diesen aufbauen.

Entsprechende Forschungen hinsichtlich der Optimierung des Zeitverhaltens nicht-redun-
danter Mechanismen werden schon viele Jahre betrieben. So stellen etwa im Jahr 1985
BoBrow ET AL. in [BDGR835]] einen Ansatz zur zeitoptimalen Regelung von SKM vor. Hier
wird insbesondere die eingeschrinkte Dynamik der zu dieser Zeit verfiigbaren Mechanis-
men adressiert, deren Auswirkungen auf den produktiven Einsatz beim Abfahren gegebener
Trajektorien des TCP reduziert werden sollen. Hierzu werden die Verfahrstrecke und die
Geschwindigkeit als Zustandsvektoren angesehen, die nichtlineare Dynamik des Mecha-
nismus sowie die Begrenzungen der Aktoren werden in zustandsabhingige Begrenzungen
iberfiihrt. Ziel des Ansatzes ist es die Beschleunigungsprofile derart zu wihlen, dass daraus
ein Geschwindigkeitsprofil fiir die Antriebe entsteht, welches jederzeit innerhalb der stell-
baren Geschwindigkeiten der Antriebe liegt. Dadurch kann der TCP zu jedem Zeitpunkt
durch die Antriebe auf der vorgegebenen Bahn gehalten werden. Die Grundlagen dieses
Ansatzes wurden bereits 1982 von BoBrow in seiner Dissertation [Bob82] vorgestellt und
in [BDGS83|] von BoBrow ET AL. weiter ausgefiihrt.

Von HascHkE ET AL. wird in [HWROS] ein als online-fahig benanntes Verfahren zur Planung
zeitoptimaler und ruckbegrenzter Bewegungen eines SKM vorgestellt. Dabei wird die
Bewegung des TCP zwischen zwei vorgegebenen Sollpositionen zunéchst mittels trapez-
formiger Geschwindigkeitsverldufe (Polynom zweiter Ordnung) fiir alle Freiheitsgrade
approximiert. Somit besteht der Geschwindigkeitsverlauf aus drei Phasen: Beschleuni-
gung, konstante Geschwindigkeit und Verzogerung. Ziel ist es, dass der Antrieb mit der
langsamsten Verfahrzeit seine maximalen Werte fiir Beschleunigung und Verzdgerung
nutzt und bei ausreichend langer Verfahrstrecke mit seiner maximalen Geschwindigkeit
verfihrt. Die maximalen Geschwindigkeiten der anderen Achsen werden in Abhédngigkeit
des Geschwindigkeitsverlaufs mit der lingsten Dauer angepasst, sodass die Sollposition
in alle DOF gleichzeitig erreicht wird. Die initialen Werte etwa fiir die Geschwindig-
keit entsprechen den Werten an der Zielposition der vorhergegangenen Bewegung. Wird
vorgegeben, dass die Werte an Start- und Zielposition gleich null sein sollen, liegt eine
PTP-Bewegung vor, ansonsten kdnnen kontinuierliche Trajektorien abgebildet werden. Ein
sehr dhnliches Vorgehen wird von KrOGER ET AL. in [KTWO6| vorgestellt. Von HASCHKE ET
AL. wird dieser Ansatz noch erweitert auf den Einsatz von Polynomen dritter Ordnung, um
den Ruck ebenfalls zu beriicksichtigen und damit die Bewegungen zu glétten. Validiert
wird der Ansatz am Beispiel eines SKM mit sieben DOF, wobei die Generierung der
Sollgeschwindigkeitsverldufe auf einem Computer mit einer 3,00 GHz-CPU erfolgt und
maximal 0,36 ms benotigt. Diese werden an die Robotersteuerung iibergeben, welche die
Ermittlung der erforderlichen Gelenkpositionen iibernimmt.

VAN DEN BROECK ET AL. prisentieren in [vDS09] einen zweistufigen Ansatz fiir die Ermittlung
zeitoptimaler Punkt-zu-Punkt-Bewegungen allgemeiner mechatronischer Systeme. Da hier
zeitoptimale Bewegungen adressiert werden, wird die Quelle trotz des fehlenden expliziten
Bezugs auf SKM, PKM oder HKM vorgestellt. Im Rahmen des Ansatzes wird zunichst
die Anzahl an Zeitschritten N, die das System bendtigt, um an einer Sollposition zum
Stillstand zu kommen, minimiert. Diese gemischt-ganzzahlige Optimierung (engl. auch
mixed-integer program, siche z.B. [Kall3]]) mit dem Integer N wird als eine Serie von
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quadratischen Programmen mittels einer Active Set-Methode (siehe z.B. [NWO00]) gelost.
Wird eine vorab definierte minimale Anzahl an erforderlichen Schritten erreicht, das
System befindet sich also kurz vor oder bereits am Sollpunkt, wird eine traditionelle
modellpridiktive Regelung (MPR) eingesetzt. Diese beriicksichtigt neben dem Regelfehler
auch Anderungen der StellgroBen, um die Sollposition schnellstmoglich zu erreichen,
dabei aber ein unruhiges Verhalten an der Sollposition zu vermeiden. Fiir das zu regelnde
System wird ein zeitdiskretes Zustandsraummodell hoherer Ordnung benétigt. Bei dem
in [vDS09] vorgestellten 2DOF-Feder-Masse-Dampfer-System wird ein Modell fiinfter
Ordnung genutzt, die Berechnung des Ansatzes in MATLAB auf einem Computer mit einer
2,00 GHz-CPU benoétigt maximal 7 ms. In [vDS11al] wird der Ansatz auf zwei weitere
Systeme angewandt: einen Linearmotor, der ein zeitdiskretes Zustandsraummodell dritter
Ordnung benétigt sowie einen Briickenkran mit einem Modell vierter Ordnung. Bei dem
ersten System wird ein FPGA-basiertes echtzeitfihiges und Simulink-basiertes Testsystem
namens SpeedGoat eingesetzt, mit dem beim vorliegenden Anwendungsfall Abtastzeiten
von minimal 5ms erreicht werden konnen. Fiir das zweite System wurde der Ansatz
auf einem ebenfalls aus Simulink heraus programmierten dSPACE-System implementiert.
Hier sind Abtastzeiten von minimal 17 ms méglichen. Diese Ergebnisse werden auch in
[vDS11b] fiir das selbe System vorgestellt.

WANG ET AL. setzen in [WSSP12] auf dem zeitoptimalen Ansatz von vAN DEN BROECK ET
AL. auf und iiberfiihren diesen in einen energieoptimalen Ansatz fiir lineare zeitinvariante
Systeme. Dazu wird angenommen, dass das System einen Sollpunkt im Rahmen von Punkt-
zu-Punkt-Bewegungen nach einer definierten Anzahl an Zeitschritten erreichen soll. Ist
dies moglich, werden gegebenenfalls noch vorhandene zeitliche Freiheiten genutzt, um die
Energieeflizienz zu optimieren. Dazu wird die aus dem zeitoptimalen Ansatz resultierende
Giitefunktion durch eine Funktion zur Beriicksichtigung der Energieverluste der Antriebe
ersetzt. Durch Annahme eines ideal geschwindigkeitsgeregelten Antriebs kann dieser
als Integrator angesehen werden. Am Beispiel des seriellkinematischen Mechanismus
BapMminton RoBort auf einer nicht niher spezifizierten Rechenhardware werden mit dem
Ansatz Zykluszeiten von minimal 10 ms erzielt. Eine Erweiterung des Ansatzes um die
Beriicksichtigung von nicht modellierten Storungen und Modellungenauigkeiten zur Ver-
besserung der Positioniergenauigkeit wird in [WS15] vorgestellt, bei gleicher Regelstrecke
dndernt sich die Performanz der Regelung nicht.

Von RymansaiB ET AL. wird in [RIS13] ein Ansatz vorgestellt, um Sollpositionen mog-
lichst schnell abzufahren. Gleichzeitig werden aber Beschleunigungen und Ruck des TCP
begrenzt, um die Positioniergenauigkeit von SKM bei Punkt-zu-Punkt-Bewegungen zu
verbessern. Dabei werden die Verfahrwege zwischen zwei Positionen als Geraden ange-
nommen. Wihrend andere Verfahren fiir zeitoptimale Punkt-zu-Punkt-Bewegungen héufig
auf trapezformigen Geschwindigkeitsverldufen mit entsprechend starken Anderungen der
Beschleunigung setzen, werden die Geschwindigkeitsverldufen hier als Polynom dritter
Ordnung definiert. Durch Einfiihrung eines Skalierungsfaktors fiir die Verfahrzeit kénnen
die Steigung der Geschwindigkeit und damit die Beschleunigungen veridndert werden.
Durch entsprechende Wahl des Faktors wird sichergestellt, dass Beschleunigung und
Ruck immer in definierten Grenzen liegen, diese Grenzen jedoch erreicht werden, um
eine moglichst kurze Verfahrzeit zu erzielen. Mittels des Ansatzes werden in MATLAB
fiir jede lineare Bewegung der Skalierungsfaktor fiir die Verfahrzeit sowie die maximal
mogliche Geschwindigkeit berechnet. Zudem kann festgelegt werden, ob der TCP an
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jeder Position zum Stillstand kommen soll oder die Positionen ijberschlifferﬁ werden.
Uber eine Schnittstelle zwischen MATLAB und einem SKM werden darauf basierend
Geschwindigkeitsbefehle an den SKM ausgegeben, die zugehorige Steuerung tibernimmt
die Berechnung der Gelenkwinkel mittels des IKP. Wird kein Uberschleifen genutzt, erhoht
der Ansatz laut den Autoren die Genauigkeit beim Anfahren der Sollpositionen. Gegeniiber
Ansitzen mit trapezformigen Geschwindigkeitsverldaufen werden die Belastungen der
Antriebe reduziert, jedoch ist die erforderliche Verfahrzeit langer.

In [GRNI13] stellen GATTRINGER ET AL. verschiedene Ansitze fiir die Optimierung des
Bewegungsverhaltens von SKM beziiglich Applikationen mit hohen Geschwindigkeits-
anforderungen vor. Dabei wird unter anderem auch die optimierte Trajektorienplanung
betrachtet. Konkret wird unterschieden zwischen der Pfadverfolgung bei bestehenden
Trajektorien und der Ermittlung zeit- oder energieoptimaler Punkt-zu-Punkt-Trajektorien.
Im Rahmen dieser Zusammenfassung des Stands der Technik und Wissenschaft wird nur
Letzteres betrachtet. Vorgestellt wird ein Ansatz zur Offline-Berechnung basierend auf der
dynamischen Gleichung des Roboters. Die verwendete Giitefunktion hingt von den die
Dynamik beschreibenden Differentialgleichungen ab. Unter Beachtung der Grenzen des
maximalen Drehmoments sowie den maximalen Geschwindigkeiten und Beschleunigun-
gen der einzelnen Gelenke wird offline mittels des (direktes) Mehrfach-Schief3verfahrens
(engl. direct multiple shooting method, ein numerisches Verfahren zur Losung von Rand-
wertproblemen siehe z.B. [SBOO], [Re1l2]]) eine Optimierung der Verfahrzeit durchgefiihrt,
um die erforderlichen Gelenkpositionsverldaufe zu ermitteln. Zudem werden zusitzliche
Drehmomente fiir die Gelenke berechnet, die im Rahmen einer Vorsteuerung zur Ver-
besserung der Positioniergenauigkeit verwendet werden. Die Berechnung einer solchen
Punkt-zu-Punkt-Trajektorie dauert fiir einen Sechsachs-Roboter auf einem nicht niher
spezifizierten Computer niherungsweise 3 min.

Von SPRINGER ET AL. wird in [SGS14] eine weitere Methode zur Planung nahezu zeitopti-
maler Punkt-zu-Punkt-Trajektorien fiir serielle Mechanismen vorgestellt. Dabei werden
offline berechnete zeitoptimale Trajektorien, sogenannte point-to-point time-optimal trajec-
tories PTPTO (siehe |[GRN13]]), mittels Lernalgorithmen in sogenannte dynamic movement
primitives (siehe z.B. [Sch06]]) iberfiihrt und eine Trajektorie durch eine Anzahl an Dif-
ferentialgleichungen dargestellt. Durch geeignete Formulierung der Gleichungen kann
eine explizite Zeitabhidngigkeit vermieden werden, sodass letztendlich die Sollposition
innerhalb gewisser Bereiche verschoben werden kann. Somit ermoglicht dieser Ansatz
die Adaption bestehender Pfade auf neue Sollpositionen innerhalb eines festzulegenden
Bereichs um die Sollposition der offline berechneten Referenztrajektorie. In [SGS14]
wird ein kubischer Bereich von 10 cm Kantenlinge angenommen. Die Ermittlung der hier
zeitoptimal ausgelegten Referenztrajektorie muss fiir jeden Bereich nur einmalig vorab
offline durchgefiihrt werden. Die Adaption auf andere Sollpositionen kann online erfolgen.
Jedoch ist zu beachten, dass die adaptierten Trajektorien streng genommen nicht mehr
zeitoptimal sind.

®Uberschleifen bedeutet in der Robotik, dass bei Punkt-zu-Punkt-Bewegungen nicht abgewartet wird,
bis der TCP an einer Position zum Stillstand kommt. Das Verfahren zur nachsten Position wird
bereits begonnen, wenn eine Mindestgeschwindigkeit oder ein Mindestabstand zur Sollposition
unterschritten wird. [Web09]
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Zwischenfazit

Wie an den Erscheinungsjahren der vorgestellten Veroffentlichungen zu erkennen ist, han-
delt es sich bei der Optimierung des Zeitverhaltens unterschiedlicher Mechanismen um ein
Themenfeld, an dem bereits lange geforscht wird (siehe etwa [BDG835])). Nichtsdestotrotz
ist es aber auch in den letzten Jahren noch von wissenschaftlichem Interesse. Allerdings
gilt hier, wie bereits bei den analysierten Quellen hinsichtlich redundanter Mechanismen,
dass weder Echtzeitfihigkeit noch der Einsatz auf industrieller Hardware im Fokus ste-
hen. Werden Ausfithrungszeiten angegeben, so beziehen sich diese wie in [vDS11a] oder
[vDS11b] auf Rapid-Prototyping-Systeme, Computer bzw. nicht niher spezifizierte Re-
chensysteme ([KTWO06; [WSSP12; GRN13]]) oder Simulationen etwa in MATLAB ([vDS09;
RIS13]]). Zudem liegen die Zeiten in der Regel im Bereich von mehreren Millisekunden
([vDS09; vDS11a; vDS11b; (WSSP12]) bis hin zu Minuten ([GRN13]]). GATTRINGER ET AL.
[GRN13]] sowie SPRINGER ET AL. [SGS14] kennzeichnen ihre Ansitze bereits explizit als
offline auszufiihren.

Einen ersten Ansatz Richtung industrieller Einsetzbarkeit liefern HASCHKE ET AL. in
[HWROS]], wobei hier die eigentliche rechenintensive Berechnung auf einem Compu-
ter erfolgt und die Ergebnisse direkt iiber eine Schnittstelle auf die Steuerung des SKM
iibertragen werden. Fiir die Ubertragung der Daten werden keine Zeiten angegeben, ebenso
wenig fiir die Ausfithrung des IKP auf der Steuerung. Die Berechnung auf dem Computer
benotigt jedoch maximal 0,36 ms. Somit kann eine Aufteilung des Ansatzes auf zwei
Systeme, um beispielsweise die SPS von der rechenintensiven Optimierung zu entlasten,
als ein moglicher Ausgangspunkt fiir einen echtzeitfihigen Ansatz angesehen werden. Glei-
ches gilt fiir die vorgestellte Reduzierung der Geschwindigkeitsverldufe auf ein Polynom
zweiter ([KTWO06; HWROS]) oder dritter Ordnung ([HWROS]). Zudem kann in Betracht
gezogen werden, den ebenfalls von KROEGER ET AL. sowie HASCHKE ET AL. vorgestellten
Ansatz hinsichtlich der Nutzung der maximalen Werte fiir Beschleunigung, Verzogerung
und Geschwindigkeit fiir die langsamste Achse sowie der davon abhéngigen Beeinflussung
der anderen Achsen auf kinematisch redundante Mechanismen zu adaptieren.

Ahnlich wie HASCHKE ET AL. gehen auch RymaNsaIB ET AL. in [RIS13] vor: die Berechnung
von Geschwindigkeitsvorgaben fiir zeit- und genauigkeitsoptimierte Punkt-zu-Punkt-Bewe-
gungen von SKM erfolgt in MATLAB. Die Vorgaben werden dann iiber eine Schnittstelle
an den Mechanismus bzw. seine Steuerungseinheit iibergeben. Allerdings werden hier
keine trapezformigen sondern exponentielle Geschwindigkeitsverldufe betrachtet, zudem
werden keine Rechenzeiten o0.4. angegeben. Somit kann das Potential dieses Ansatzes
hinsichtlich der Echtzeitfdhigkeit nicht beurteilt werden.

Wie bereits bei den Ansédtzen zu redundanten Mechanismen finden auch bei den nicht-
redundanten Mechanismen unterschiedliche Modelle Anwendung. Wihrend von HascHKE
ET AL. in [HWROS]| trapezférmige Geschwindigkeitsverldufe in Form eines Polynoms
zweiter Ordnung angenommen werden, setzen RymansaiB ET AL. in [RIS13]] hierzu ein
Polynom dritter Ordnung ein. BoBrow ET AL. und vaN DEN BROECK ET AL. hingegen nutzen
die Zustandsraumdarstellung [BDG85; [vDS09].

Tabelle [3-2] fasst die vorgestellten Quellen chronologisch sortiert zusammen.
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Tabelle 3-2: Chronologische Zusammenfassung der Quellen zu Optimierungsstrategien fiir
das Zeitverhalten nicht-redundanter Mechanismen

Quelle Optimierungs- Mechanismus Bewegungs- Rechen- Rechenzeit
ziel art hardware

[Bob&2; Zeit- SKM CP - -

BDG&3; minimierung

BDGS35|

[KTWO06] Zeit- SKM PTP, CP - -
minimierung

[HWRO8|] Zeit- SKM PTP, CP Computer 0,36 ms
minimierung + Roboter-

steuerung

[vDS09]  Zeit- - PTP MATLAB  Tms
minimierung

[vDS1la; Zeit- - PTP SpeedGoat, 5 ms,

vDS11b]  minimierung dSPACE- 17 ms

System

[WSSP12; Energie- - PTP - 10 ms

WS135] minimierung

[RIS13] Zeit- SKM PTP MATLAB -
minimierung

[GRN13|] Zeit- SKM PTP Computer 3 min
minimierung

[SGS14]  Zeit- PKM PTP - -
minimierung

Da generell Modelle bei den Ansitzen sowohl fiir redundante als auch nicht-redundante
Mechanismen eine wichtige Rolle spielen, zeitgleich aber die Ausfithrung des im Rahmen
der vorliegenden Arbeit entwickelten Ansatzes auf einer SPS angestrebt wird, werden im
folgenden Abschnitt relevante Quellen hinsichtlich modellbasierter Optimierungs- und
Regelungsansitze auf industriell einsetzbarer Hardware vorgestellt.

3.3 Modellbasierte Optimierungs- und Regelungsansatze auf
industriell einsetzbarer Hardware

Der im Rahmen des hier beschriebenen Dissertationsvorhabens entwickelte Ansatz fo-
kussiert explizit den echtzeitfdhigen Einsatz auf einer Industriesteuerung. Basierend auf
den vorgestellten Quellen in den Abschnitten [3.1] und [3.2] sowie aufgrund der generell
bei kinematisch redundanten Mechanismen vorliegenden Unbestimmtheit des IKP wird
dabei ein modellbasierter Optimierungsansatz angestrebt. Deswegen wird als dritter Teil-
bereich im Stand der Wissenschaft und Technik nun ein Uberblick iiber modellbasierte
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Optimierungsansitze auf industriell einsetzbarer Hardware gegeben. Dies erfolgt ohne eine
Einschrinkung auf Quellen mit explizitem Bezug auf Trajektorienplanung oder kinemati-
sche Redundanz. Neben der Implementierung auf einer SPS werden auch einzelne Ansitze
fiir eingebettete Hardware betrachtet, da diese ebenfalls als industriell nutzbar angesehen
wird. Aufgrund der sténdig steigenden Rechenleistung und um eine Vergleichbarkeit mit
den aktuell eingesetzten Systemen insbesondere bezogen auf die Rechenzeit zu erzielen,
werden vornehmlich Veroffentlichungen der letzten zehn Jahren betrachtet. Wieder erfolgt
die Gliederung anhand des Alters der Quellen sowie gegebenenfalls auftretender inhaltli-
cher Zusammenhéngen.

Einen Ansatz fiir die Umsetzung einer MPR auf einer SPS am Beispiel der Temperaturre-
gelung eines Heizliifters stellen VALENcIA-PaLomoO ET AL. in [VHRO9] vor. Ein erklértes Ziel
der Veroffentlichung ist in folgendem Zitat zu finden:

... this paper seeks to encourage the academic community to put more effort
in designing and promoting simple control algorithms, such as PFC, that can
be set up in standard PLC units.

Es wird angeregt, dass sich die wissenschaftliche Gemeinschaft mehr mit der Entwicklung
einfacher Regelalgorithmen befassen soll, die auf einer SPS ausgefiihrt werden konnen. Als
Beispiel fiir diese Regler wird die sogenannte Predictive Functional Control (PFC) genannt,
bei der es sich um eine modellpréadiktive Regelung handelt [RO09]]. SPS (engl. programm-
able logic controller, PLC) werden dabei als die am besten akzeptierten Computer in der
Industrie angesehen, was unter anderem auf die einfache (elektrische und mechanische)
Montage, eine Vielzahl an Ein- und Ausgidngen oder Kommunikationsschnittstellen sowie
die Moglichkeit der Analyse laufender Programme zur Laufzeit zuriickgefiihrt wird. Um
die Implementierung einer MPR auf einer SPS umzusetzen, wurden in [VHRO9|] die Algo-
rithmen und Modelle moglichst einfach gestaltet. Dadurch sollen die Rechenanforderungen
gering gehalten werden. Zunichst wird im Rahmen einer praktischen Umsetzung die Tem-
peratur am Ende eines Heizliifters durch die Drehzahl des Liifters geregelt, wobei ein
Modell erster Ordnung genutzt wird. Im zweiten Beispiel soll die Drehzahl eines Motors
geregelt werden, es handelt sich um ein System zweiter Ordnung. In beiden Fillen wird
bei der Modellierung auf die Zustandsraumdarstellung zuriickgegriffen. Die Giitefunktion
beinhaltet die quadratische Abweichung zwischen dem pridizierten Regelgrolenverlauf
und dem Sollverlauf sowie zusitzlich die gewichtete Anderung der StellgroBe. Begren-
zungen etwa der Stellgroen werden nicht beriicksichtigt, wodurch die Minimierung ohne
Optimierer mathematisch gelost werden kann. Die Implementierung mit einem Pridiktions-
horizont von zehn und einem Steuerhorizont von drei Zeitschritten liefert fiir beide Fille
laut der Autoren gute Regelergebnisse. Es werden dabei auf der SPS Zykluszeiten von
maximal 11,64 ms gemessen, was bezogen auf den Prozess als ausreichend schnell angese-
hen wird. Aufgrund dessen wird von VALENcIA-PALOMO ET AL. ein entsprechendes Potential
fiir modellpridiktive Ansitze auf industrieller Hardware gesehen, wobei insbesondere die
recheneffiziente Gestaltung der Algorithmen als entscheidend fiir eine ausreichend geringe
Zykluszeit angesehen wird.

A. SyaicHU-RoumANN und R. Sirius stellen in [SS11]] die Entwicklung und Implementierung
einer modellpréadiktiven Drehzahlregelung eines Gleichstrommotors auf einer SPS vor. Ziel
ist, dass der Motor durch die Regelung einer vorgegebenen Drehzahlreferenz bestmdoglich
folgt. Der Ansatz wurde als Kontaktplan auf einer SPS der Firma Mitsubishi implementiert
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und gegen einen PI-Regler mit Anti-Windup verglichen. Die Optimierung wurde als
quadratische Programmierung umgesetzt, die erzielten Ergebnisse sind schlechter als die
des PI-Reglers. Dass keine besseren Resultate erzielt wurden, liegt laut den Autoren an
der fiir die Rechenzeit entscheidenden Begrenzung auf einen Pridiktionshorizont von
zwei Zeitschritten und eine maximale Iterationsanzahl des Optimierers von vier. Die
erforderliche Berechnungszeit ist nicht angegeben.

In der Veroffentlichung [RVKFE11] stellen RavuovA ET AL. einen Ansatz fiir eine nach
eigenen Angaben echtzeitfihige modellpriadikitve Regelung eines Heizliifters auf einer
SPS der Fa. Siemens vor. Dabei wird das eigentliche Optimierungsproblem offline auf
einem PC gelost und die Ergebnisse (Systemzustand und jeweils zugehdrige optimierte
Parameter) als Lookup-Table gespeichert. Als Modell fiir die MPR wird ein lineares
zeitdiskretes und zeitinvariantes Modell in Form der Zustandsraumdarstellung genutzt.
Nach Losung des Optimierungsproblems werden die Ergebnisse aus der Lookup-Table in
einen bindren Suchbaum iiberfiihrt, der auf die SPS iibertragen wird. Hier wird online der
aktuelle Systemzustand berechnet und der zugehorige Eintrag des Suchbaums ermittelt.
Fiir den folgenden Regelzyklus werden die hinterlegten optimierten Parameter fiir den
Heizwiderstand und die Liifterdrehzahl genutzt, bevor der Ablauf im folgenden Zyklus
mit der Berechnung des aktualisierten Systemzustands erneut beginnt. Es werden keine
Angaben hinsichtlich der erforderlichen Rechenzeiten oder der erreichten Zykluszeit der
SPS angegeben, jedoch wird die erzielte Regelgiite als zufriedenstellend bezeichnet.

In [VS14] greifen J. VeLaci¢ und J. Sapi¢ diesen Ansatz auf und adaptieren ihn auf
die Regelung der Temperatur eines Inkubators. Wie bereits bei RAuovA ET AL. wird eine
explizite MPR zusammen mit einer Kombination aus Computer und SPS genutzt. Dabei
wird das eigentliche Optimierungsproblem offline mittels quadratischer Programmierung
mit mehreren Parametern auf einem Computer gelost und die Ergebnisse in Form von
C-Code als Lookup-Table gespeichert. Nach Abschluss der offline-Berechnung wird diese
auf die SPS {iibertragen. Hier wird nun online der aktuelle Systemzustand berechnet und
darauf basierend der entsprechende Eintrag der Lookup-Table ermittelt. Die zum aktuellen
Systemzustand zugehorigen Parameter werden fiir den néachsten Zyklus genutzt, bevor
der Vorgang mit der Neuberechnung des Systemzustands von vorne beginnt. Auch in
diesem Fall wird keine Zykluszeit angegeben und die Regelgiite als zufriedenstellend
bezeichnet.

Zwei unterschiedliche Umsetzungen fiir eine MPR unter Nutzung einer SPS stellen Mrosko
ET AL. in [MM11]] und [MM12]] am Beispiel der Fiillstandregelung eines Labortanks vor.
Bei der ersten Variante erfolgt die Ausfithrung der MPR auf einem Computer mit MATLAB
Simulink, wihrend die Anbindung der Peripherie sowie etwa die Datenerfassung auf
einer SPS der Fa. Siemens erfolgen. Der Austausch zwischen Computer und SPS wird
mittels des Kommunikationsprotokolls OPC realisiert. Benanntes Problem dabei ist, dass
die Simulationszeiten der Modelle in Simulink nicht unbedingt den Zeiten am realen
System entsprechen, wodurch es insbesondere bei dynamischen Prozessen zu Fehlern
in der Regelung kommen kann. Durch eine geeignete Parametrierung in Simulink kann
die zeitliche Abweichung jedoch ausreichend reduziert werden. Im Rahmen der zweiten
Variante erfolgt die Ausfithrung der MPR sowie der Datenerfassung etc. ausschlieBlich
auf der SPS. Beide Ansitze liefern vergleichbare Ergebnisse, es werden jedoch keine
Aussagen insbesondere zu der erzielten Zykluszeit der SPS angegeben.
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Einen weiteren Ansatz, ebenfalls am Beispiel der Temperaturregelung eines Heizliif-
ters liber die Vorgabe der Liifterdrehzahl und der Heizleistung, stellen Huyck ET AL. in
[HCL*12] vor. Ziel ist die Adaptierung einer modellpradiktiven Regelung fiir kleine
MIMO-Systeme (engl. Multiple Input Multiple Output) auf eine SPS. Fiir das Beispiel des
Heizliifters werden der sogenannte Hildreth QP-Algorithmus [Hil57]] und der gpOASES-
Algorithmus [FKP™14] auf einer SPS der Fa. Siemens implementiert und verglichen. Als
Ergebnis wird genannt, dass der Hildreth QP-Algorithmus ca. eine Sekunde langsamer auf
Anderungen reagiert als der gpOASES-Algorithmus und somit die Summe der quadrati-
schen Fehler hoher liegt. Dabei benotigt der Hildreth QP-Algorithmus maximal ca. 19 ms
und der gpOASES ca. 125 ms Rechenzeit.

In [HFD™12]] wird der Anwendungsfall um einen durch den Code-Generator CVXGEN
erzeugten Optimierer erweitert. Dieser liegt jedoch ausschlieBlich in der Sprache C vor,
die von der eingesetzten SPS nicht unterstiitzt wird. Somit erfolgt keine Umsetzung auf
die reale Hardware und es wurden keine Vergleichsergebnisse erzeugt. Fiir die beiden
Algorithmen Hildreth QP-Algorithmus und gpOASES lagen die maximalen Rechenzeiten
bei ca. 50 ms bzw. ca. 200 ms. Die groBBere Rechenzeit gegeniiber [HCL™12] kann etwa
an einer anderen Wahl der maximal erlaubten Anzahl an Iterationen oder der Wahl eines
anderen Sollwertverlaufs fiir die Temperatur begriindet liegen, die eingesetzte SPS ist in
beiden Beitrigen gleich.

Der Hildreth QP-Algorithmus wird zudem von Huyck et AL. in [HBM™13]] am Beispiel der
Temperaturregelung einer prototypischen Destille auf einen sogenannten Programmable
Automation Controller (PACﬂ adaptiert. Die maximal erforderliche Rechenzeit liegt dabei
bei ca. 4 ms.

Eine modellpridiktive Positionsregelung fiir einen Portalkran mit zwei Antrieben zur
Verfolgung einer vorgegebenen Trajektorie stellen B. Kipernick und K. GRAICHEN in
[KG14a]] und [KG14b]] vor. Hierbei handelt es sich um eine nichtlineare Regelung, die
StellgroBenbeschriankungen hinsichtlich der Beschleunigung beriicksichtigt. Zur Losung
des resultierenden quadratischen Problems wird auf ein Gradientenverfahren gesetzt,
dessen Grundlagen bereits in [GK12] anhand eines inversen Doppelpendels beschrieben
wurden und dessen Einsatz fiir die modellpriadiktive Regelung des Krans auf einem Rapid
Prototyping System der Fa. dSPACE von B. KApernick AT AL. in [KG13|] vorgestellt
wird. Die Generierung der erforderlichen Funktionsbausteine fiir die SPS der Fa. Festo
erfolgt aus Simulink heraus mittels des Moduls PLC coder. Der Ansatz wird mit einer
Zykluszeit von 2 ms ausgefiihrt, jedoch liegt die tatsidchlich erforderliche Rechenzeit im
Bereich von 1 ms. Fiir eine verbesserte Regelgiite wurde der Ansatz abschlieBend um eine
flachheitsbasierte Trajektorienplanung erweitert, wobei hierzu keine weiteren Rechenzeiten
angegeben werden.

KuroaLor ET AL. stellen in [KRI*14]] eine sogenannte eingebettete MPR fiir einen Unter-
wasser-Separationsprozess aus dem Bereich der Petrochemie vor, die auf einer SPS ausge-
fiihrt wird. Ziel ist die Regelung des Gasvolumenanteils an den Systemausgingen fiir Gas
und Fliissigkeit. Um nachgeschaltete Systeme wie Pumpen und Kompressoren vor Schaden

’Ein PAC und eine SPS dienen beide der Ausfiihrung von Automatisierungsaufgaben. Der PAC
kombiniert dazu die Eigenschaften und Mdglichkeiten einer Computer-basierten Steuerung und
einer SPS. Bei der Programmierung kénnen vielféltigere Mdglichkeiten etwa hinsichtlich der Pro-
grammiersprache genutzt werden, zudem weisen sie in der Regel héhere Rechenleistung auf.
[Shai7]
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zu bewahren, muss der Gasvolumenanteil in festgelegten Grenzen bleiben, zudem miissen
die Betriebsbereiche aller Komponenten und etwa die Grenzen von Ventilen etc. beriick-
sichtigt werden. Es resultiert ein zu 16sendes Mehrzielregelungsproblem mit mehreren
unterschiedlich gewichteten Regelungszielen und Beschriankungen der Ein- und Ausgiinge.
Das Systemverhalten wurde anhand von Sprungantworten unter Nutzung eines Simulators
fiir das System aufgenommen und in lineare SISO-Modelle fiir jedes Ein-/Ausgangspaar
tiberfiihrt. Diese einzelnen Modelle wurden wiederum zu einem MIMO-Gesamtmodell des
Systems iiberlagert. Die Entwicklung und Konfiguration der MPR erfolgte mittels der Soft-
ware SEPTIC (Statoil Estimation and Prediction Tool for Identification and Control) der Fa.
Statoil. Per automatischer Code-Generierung wurde das Ergebnis von SEPTIC zuniéchst in
C-Code iiberfiihrt. Daraus wurde mittels einer MATLAB-Toolbox der eigentliche fiir das
Problem spezifische Algorithmus basierend auf einer in [PC1 1] vorgestellten primal-dual
first-order-Methode in ANSI C generiert und auf der SPS der Fa. ABB implementiert.
Die maximal benotigte Rechenzeit liegt bei 116,40 ms, was bezogen auf die geforderte
Abtastrate von 1 Hz als ausreichend schnell angesehen wird.

Den gleichen Anwendungsfall mit einem sehr dhnlichen Ansatz, allerdings im Rahmen
einer Implementierung auf eingebetteter Hardware, stellen KuroALoR ET AL. in [KAJ™15]
vor. Hier wird erneut der Unterwasser-Separationsprozess inklusive der aus der Software
SEPTIC exportierten MPR betrachtet. Fiir die Ausfiihrung der Regelung wird die open-
source-Hardware Ethernut 5 eingesetzt, die laut den Autoren kostengiinstig ist, aber nur
begrenzte Rechenleistung aufweist. Die resultierenden maximalen Rechenzeiten liegen ab-
héngig von den gewihlten Einstellungen etwa hinsichtlich der mathematischen Genauigkeit
zwischen 690 ms und 1 s.

Basierend auf dem Ansatz von KuroaLOR ET AL. stellen BINDER ET AL. in [[BKPJ14] eine
eingebettete MPR fiir eine elektrische Tauchpumpe im Kontext der Fluidférderung vor,
die ebenfalls auf einer SPS ausgefiihrt wird. Der Fokus der Veroffentlichung liegt auf der
Implementierung der MPR, die das Ziel hat, die Pumpe immer in einem Betriebsbereich zu
betreiben, der eine maximale Haltbarkeit der Pumpe verspricht. Dazu miissen Grenzen etwa
der elektrischen Parameter, des aufgebauten Drucks oder der auftretenden Temperaturen
eingehalten werden. Es resultiert wiederum ein zu 16sendes Mehrzielregelungsproblem mit
mehreren unterschiedlich gewichteten Regelungszielen. Die Pumpe wird dazu mit einem
Modell dritter Ordnung beschrieben, die Entwicklung und Konfiguration der MPR erfolgte
wie in [KRI" 14] mittels der Software SEPTIC der Fa. Statoil. Auch hier wurde das Ergebnis
von SEPTIC per automatischer Code-Generierung und unter Nutzung einer MATLAB-
Toolbox in ein quadratisches Programmierungsproblem in ANSI C iiberfiihrt und auf der
SPS implementiert. Die Validierung des Ansatzes erfolgte im Rahmen einer Hardware-
in-the-loop Simulation. Dafiir wurde die SPS iiber OPC mit einem Computer verbunden,
auf dem ein in MATLAB realisiertes Modell des Systems ausgefiihrt wurde. Die mittlere
Rechenzeit der SPS lag in diesem Szenario bei 124,09 ms und die maximale Rechenzeit bei
124,89 ms, was als ausreichend schnell bezogen auf den Anwendungsfall der Tauchpumpe
angesehen wird (die geforderte Abtastrate betrdgt 1 Hz). Als ausschlaggebend wird hier
die maximal erlaubte Anzahl an Iterationen des Optimierers eingeordnet, um entweder die
Regelgiite bei gleichzeitigem Anstieg der Rechenzeit zu verbessern (mehr Iterationen) oder
die Rechenzeit bei gleichzeitiger Verschlechterung der Regelgiite zu verringern (weniger
Iterationen).
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Einen weiteren Ansatz fiir die Ausfithrung einer MPR auf einer SPS stellen ZOLLER ET
AL. in [ZRA15] vor. Ziel ist es die Temperatur einer Anlage fiir das thermische Aufdamp-
fen unter Vakuum auf weniger als 0,2 K genau zu regeln. Hierzu wird das Modell des
Temperaturverhaltens basierend auf physikalischen Gleichungen etwa hinsichtlich Tempe-
raturiibergidngen oder Wirmestrahlung aufgestellt. Die Parametrierung des Modells erfolgt
anhand von Messungen, wobei die Wahl der Parameter als Optimierungsproblem formu-
liert wurde. Dessen Ziel war ein méglichst deckungsgleicher Verlauf von gemessenen und
simulierten Werten, die Losung erfolgt in MATLAB mittels des Optimierers finincon. Das
resultierende physikalisch motivierte Modell weilit einen relativen Fehler gegeniiber den
Messwerten von weniger als 6 % auf und beschreibt das Verhalten des Systems tiber einen
grofBen Arbeitsbereich. Es wird als ausreichend genau angesehen. Fiir die Ausfiithrung
der entwickelten linearen zeitvarianten MPR wurde eine SPS gewihlt, die aus MATLAB
Simulink heraus programmierbar ist. Zur Reduzierung der erforderlichen Rechenzeit wur-
de der Kontrollhorizont kleiner gewéhlt als der Priadiktionshorizont (siehe [Dit04]). Die
Losung des Optimierungsproblems erfolgt mittels des Optimierers gpOASES [FKP™14].
Mit diesem Ansatz konnte die Zykluszeit der SPS auf 1 s festgelegt werden, die MPR
wird aufgrund der geringen Dynamik des Prozesses langsamer aufgefiihrt. Mittels des
Ansatzes wird die Einschwingzeit der Temperatur gegeniiber einem PID-Regler reduziert,
das Uberschwingen zudem von uber 5,7 % auf unter 0,3 % reduziert.

Von PerREIRA ET AL. wird in [[PLA15]] ein weiterer Ansatz fiir eine MPR auf einer SPS
vorgestellt, die mittels der Programmiersprache Strukturierter Text aus der IEC 61131-3
implementiert wurde. Unter Einsatz der sogenannten Nesterov’s fast gradient methode
[NesO4]] wird mittels der MPR der Wasserstand der Behilter eines Vier-Tank-Systems
geregelt. Es soll im Rahmen der Verdffentlichung zum einen gezeigt werden, dass modell-
pradiktive Regelungen auch fiir dynamischere Prozesse eingesetzt werden konnen. Zum
anderen wird die Umsetzung auf eine SPS angestrebt, da es sich hier um ein ,,zuverldssiges
und robustes* System und den ,,am meisten in der Industrie akzeptierten Computer* han-
delt. Das Systemverhalten wird als lineares quadratisches Modell abgebildet, im Rahmen
der MPR werden die Beschrankungen der Eingangsgréen beriicksichtigt. Im Rahmen
eines Versuchsaufbaus wurde die auf der SPS ausgefiihrte MPR iiber OPC an ein MATLAB-
Modell des zu regelnden Vier-Tank-Systems angekoppelt. Dabei wurde eine maximale
Rechenzeit von 255 ms gemessen. Zudem wurde im Rahmen einer weiterfithrenden Analy-
se festgehalten, dass bei einem steigenden Pridiktionshorizont und der damit verbundenen
Erhohung der Anzahl an Optimierungsvariablen die erforderliche Zykluszeit stark ansteigt:
Zehn Variablen (Pridiktionshorizont n, = 5) fithren zu einer maximalen Zykluszeit von
10 ms, bei 70 Variablen (n, = 35) sind es hingegen 186 ms. Die Regelgiite wird von den
Autoren als gut beschrieben, jedoch wurden nach eigenen Angaben im Hinblick auf die
Rechenzeiten noch nicht alle Moglichkeiten einer SPS ausgenutzt.

Eine MPR fiir die Regelung industrieller Prozesse stellen AsLam ET AL. in [AHSZ17]
ebenfalls am Beispiel einer Fiillstandregelung, zusitzlich jedoch auch anhand der Tempe-
raturregelung einer Fliissigkeit, vor. Die Fliissigkeit wird in einem Tank auf eine definierte
Temperatur aufgeheizt, wobei die MPR die Leistung des Heizelements beeinflusst. Des
weiteren wird die Fliissigkeit in Flaschen abgefiillt, wobei die Durchflussmenge eines
Ablassventils durch die MPR verindert wird. Die Modellierung des Systems erfolgt als
Zustandsraummodell, wobei unter anderem das Fliissigkeitsvolumen und die Dichte, der
dadurch entstehende Druck oder die spezifische Wirmekapazitit der Fliissigkeit beriick-
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sichtigt werden sowie die Geometrie des Ablaufs oder die Leistung des Heizelements.
Die mittels der Programmiersprache Ladder Logic auf der SPS implementierte MPR ist
laut den Autoren echtzeitfihig, jedoch werden keine Angaben zu den geforderten oder
erzielten Zykluszeiten gemacht. Hinsichtlich der erzielten Ergebnisse wird die Regelung
als effizient sowohl fiir die Temperatur- als auch die Fiillstandregelung beschrieben.

Zwischenfazit

Wie aus den vorgestellten Quellen zu entnehmen ist, gibt es verschiedene Anwendungssze-
narien fiir modellpradiktive Ansitze und die Nutzung von Optimierung auf industrieller
Hardware. Der Einsatz einer SPS wird dabei zum Beispiel in [VHRO9] oder [PLA15]
dahingehend begriindet, dass es sich um eine in der Industrie akzeptierte Komponente
handelt. Neben einem einfachen Anschluss und einer Vielzahl an Ein- und Ausgingen
sowie Kommunikationsschnittstellen werden Robustheit und Zuverldssigkeit als Merkmale
genannt. Fiir die vorliegende Arbeit wird hieraus der Schluss gezogen, dass die definierte
Anforderung beziiglich der Umsetzung des Ansatzes auf eine SPS ein wichtiger Schritt
in Richtung industrieller Akzeptanz ist. Allerdings liegen die erzielten Zykluszeiten bei
den meisten der vorgestellten Ansdtzen mit einigen Millisekunden ([VHRO09; HFD*12;
HCL*12; HBM™13]) bis in den Bereich von hundert Millisekunden und mehr ([HFD*12;
HCL™12; [KRI"14; BKPJ14; KAJ"15;[ZRA15; PLA15]) iiber der im Rahmen der vorlie-
genden Arbeit geforderten Grenze von 1 ms. Es muss an dieser Stelle jedoch die Dynamik
des zu regelnden Prozesses beriicksichtigt werden. Hierauf bezogen kénnen auch Zyklus-
zeiten von 100 ms und mehr als ausreichend schnell angenommen werden, jedoch sind
die Ansitze dann auf Prozesse mit dhnlichen Zeiten beschrinkt, beziehungsweise die
Adaptierbarkeit auf dynamischere Prozesse muss separat iiberpriift werden. Um hier eine
grofBere Flexibilitét bei der Adaption auf verschiedenen Mechanismen zu erreichen, ist
die definierte Grenze in der vorliegenden Arbeit auf 1 ms festgelegt. Jedoch beweisen
KAperNICK ET AL. in [KG14a] und [KG14b], dass Zeiten in diesem Bereich moglich sind.
Hierzu ist laut [VHRO9]] insbesondere die rechenefliziente Gestaltung der Algorithmen
entscheidend. Dazu konnen etwa Abstriche in der Genauigkeit der Modelle gemacht wer-
den. So sehen ZOLLER ET AL. in [ZRA135] einen relativen Fehler des eingesetzten Modells
gegeniiber den Messwerten von weniger als 6 % als hinreichend genau an.

Eine weitere Moglichkeit der Zykluszeitreduzierung liegt in der Auslagerung von rechen-
intensiven und damit zeitintensiven Aufgaben auf leistungsstirkere Systeme, die dann
wie etwa in [MMI11]] und [MM12] per OPC an die SPS angekoppelt werden. Leider wer-
den in [MM11] und [MM12], ebenso wie in [SS11; RVKF11; |VS14] oder [AHSZ17],
keine Zeiten angegeben, sodass die Leistungsfahigkeit nicht beurteilt werden kann. Die
Idee der Aufteilung wird jedoch in anderer Form hiufig in der petrochemischen Industrie
eingesetzt. Als iiberlagerte Regelung wird eine MPR auf einem Computer/Server ausge-
fiihrt und die unterlagerten Regelungen werden auf einer oder mehreren SPS ausgefiihrt
[BKPJ14]. Zudem finden sich auch in anderen Bereichen Ansitze, die auf eine Aufteilung
der Berechnung auf zwei Systeme setzen (siehe vorheriger Abschnitt[3.2)). Fiir das Ziel der
vorliegenden Arbeit ist eine strikte Trennung in offline- und online-Berechnung aufgrund
der erwarteten Variationen der Bauteile beziehungsweise Sollpositionen im Kontext kleiner
LosgroBen nicht sinnvoll, da hierdurch auf zur Laufzeit auftretende Anderungen eventuell
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nicht adidquat reagiert werden kann. Eine Aufteilung der Online-Berechnung auf zwei
Systeme, um mehr Rechenleistung zur Verfiigung zu haben, kann jedoch niitzlich sein.

Um die Rechenzeit weiter zu reduzieren, sind neben den bereits genannten Punkten
auch die Ergebnisse von PEREIRA ET AL. in [PLA15]] zu beriicksichtigen. Hier wurde eine
starke Abhéngigkeit der Rechenzeit von der Wahl des Pridiktionshorizonts und der damit
verbundenen Anzahl der Optimierungsvariablen festgestellt. Somit kommt im Rahmen
der vorliegenden Arbeit der Wahl eines geeigneten Pridiktionshorizontes, bezogen auf die

Ergebnisse und die erforderlichen Rechenzeit, eine entsprechende Bedeutung zu.

Tabelle [3-3] fasst die Quellen nach der Rechenzeit aufsteigend sortiert zusammen.

Tabelle 3-3: Zusammenfassung der Quellen zu modellbasierten Optimierungs- und Rege-
lungsansdtze auf industriell einsetzbarer Hardware

Quelle Optimierungs- System Rechen- Rechenzeit
/Regelungsziel hardware
[KG14a; Positionsregelung Portalkran SPS 1 ms-2 ms
KG14b]
[HBM*13] Temperaturregelung Destille PAC 4ms
[PLA15]  Fillstandregelung 4-Tank-System SPS 10 ms,186 ms
[VHRO9] Temperaturregelung Heizliifter SPS 11,64 ms
[HFD*12] Temperaturregelung Heizliifter SPS 19 ms,
125 ms
[HCL*12] Temperaturregelung Heizliifter SPS 50 ms,
200 ms
[KRI*14] Regelung des Gasvo- Unterwasser- SPS 116,40 ms
lumenanteils Separationsprozess
[BKPJ14] Einhaltung des Be- Tauchpumpe SPS 124,89 ms
triebsbereichs
[KAJ*15] Regelung des Gasvo- Unterwasser- eingebettete 690 ms-1 s
lumenanteils Separationsprozess Hardware
[ZRA15] Temperaturregelung Vakuum- SPS Is
Beschichtung
[SS11] Drehzahlregelung Gleichstrommotor  SPS -
[RVKF11|] Temperaturregelung Heizliifter Computer + -
SPS
[VS14] Temperaturregelung  Inkubator Computer + -
SPS
[MMI11;  Fillstandregelung Labortank Computer + -
MM12] SPS
[AHSZ17] Fiillstand- und Tem- Abfiillanlage SPS -

peraturregelung
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34 Zusammenfassung und Fazit

Wie in den vorangegangenen Abschnitten [3.1] [3.2und [3.3|dieses Kapitels dargelegt, gibt
es bereits viele Ansidtze und Veroffentlichungen, die sich mit der Regelung von SKM,
PKM und HKM im Allgemeinen, der optimalen Regelung dieser Mechanismen mit und
ohne Redundanz bezogen auf verschiedene Kriterien und der Ausfithrung modell- und
optimierungsbasierter Ansitze auf industrieller Hardware beschéftigen. An den Erschei-
nungsjahren der Quellen ist zu erkennen, dass es durchaus schon seit Jahren entsprechende
Forschungsaktivititen gibt. Dieses Interesse besteht bis zum jetzigen Zeitpunkt und re-
sultiert in immer neuen Veroffentlichungen und Ansétzen zu den einzelnen Themen. Ein
Ansatz, der voll umfinglich das Ziel der vorliegenden Dissertation, eine echtzeitfihige
modellpréadiktive Planung zeitoptimierter Trajektorien fiir mehrachsige kinematisch redun-
dante Mechanismen auf industrieller Hardware, widerspiegelt, ist dem Autor jedoch nicht
bekannt.

Gerade im Bereich der optimierungsbasierten Trajektorienplanung redundanter Mechanis-
men wird bei den bisherigen Ansitze in der Regel nur die generelle Funktionsfihigkeit auf
Basis von Simulationen oder mittels Laboraufbauten mit MATLAB und hochperformanten
Prototyping-Einheiten wie dSPACE-Systemen analysiert. Eine mogliche Echtzeitfidhigkeit
der Ansitze sowie die Implementierung auf industrieller Hardware und damit das Potential
dieser Ansitze im industriellen Umfeld wird hingegen nicht betrachtet. Die Veroffent-
lichungen von KrOGER ET AL. [KTWO06|] und HascHkE ET AL. [HWROS]|| hinsichtlich der
Zeitoptimierung des Bewegungsverhaltens eines SKM ohne Nutzung von Redundanz zeigt
jedoch, dass eine echtzeitfihige zeitoptimierte Regelung von Mechanismen durchaus mog-
lich ist. Allerdings wird auch hier auf einen Computer zur Berechnung der Sollvorgaben
zuriickgegriffen, wobei die Ergebnisse dann an die Steuerung des Mechanismus iibergeben
werden.

Die in einigen Ansitzen genutzte (offline ausgefiihrte) Optimierung des gesamten Pfades
ist im betrachteten Kontext ebenfalls nicht zielfithrend, da hierzu alle zukiinftigen Sollposi-
tionen des TCP bekannt sein miissen. Aufgrund von kleinen Losgrofen und einer damit
verbundenen sehr hohen Variantenvielfalt und Kundenindividualitiit sowie der erforderli-
chen Flexibilitit der Systeme und Anlagen ist jedoch immer nur eine begrenzte Anzahl
zukiinftiger Produkte und somit zukiinftiger Sollpositionen des Mechanismus bekannt.
Dennoch sollten nicht nur der nédchste, sondern mehrere zukiinftiger Positionen betrachtet
werden, um die Optimierung nicht nur beziiglich der nichsten Sollposition auszufiihren,
sondern den Mechanismus auch in eine ,,gute* Ausgangslage fiir die weiteren zukiinftigen
Positionen zu bringen.

Eine weitere Auffilligkeit ist, dass die Moglichkeiten heutiger Automatisierungssysteme
nicht oder nicht ausreichend genutzt werden. So wird etwa bei vielen Ansétze versucht,
Beschleunigung und Ruck in der Optimierung zu beriicksichtigen. Moderne Antriebsum-
richter bieten dem Anwender jedoch bereits die Moglichkeit entsprechender Vorgaben
beziiglich Maximalwerten, Reglertyp (P-, PI-, PID-Regler) fiir die integrierten Regelschlei-
fen (Strom, Geschwindigkeit, Position), Vorsteuerungen und weiterer Parameter. Somit
kann hier im Rahmen der Optimierung die Modellkomplexitit und der damit einhergehende
Rechenaufwand deutlich reduziert werden.

In der vorliegenden Arbeit liegt der Fokus auf der Entwicklung einer echtzeitfihigen
modellpriadiktiven Planung zeitoptimierter Trajektorien fiir mehrachsige kinematisch red-
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undante Mechanismen, die auf einer industriellen Steuerung ausgefiihrt wird und die
Moglichkeiten moderner Automatisierungssysteme bestmoglich nutzt. Dazu gilt es zum
einen die eingesetzten Modelle und Algorithmen moglichst recheneffizient zu gestalten.
Hierbei konnen beziehungsweise miissen Abweichungen zwischen dem Modell und dem
realen Mechanismus zugunsten der Rechenzeit in Kauf genommen werden. Daraus resul-
tiert eine optimierte anstelle einer optimalen Pfadplanung. Kann hierdurch jedoch eine
Echtzeitfdhigkeit und zudem eine Verkiirzung der Verfahrzeit gegeniiber einem Vergleichs-
ansatz erreicht werden, sind diese Abstriche in der Genauigkeit wie beispielsweise bei
ZOLLER ET AL. in [ZRA15]] zu akzeptieren. Zum anderen ist es entscheidend, einen geeig-
neten Optimierungsalgorithmus fiir das resultierende Optimierungsproblem zu ermitteln,
diesen auf den Befehlssatz der Steuerung zu adaptieren und ihn mit dem Ziel der Echt-
zeitfdhigkeit auf der SPS zu implementieren. Als zusitzliches Ziel soll der Ansatz fiir
unterschiedliche kinematisch redundante Mechanismen einsetzbar sein.

Im folgenden Kapitel wird die Grundidee der echtzeitfdhigen modellpradiktiven Planung
zeitoptimierter Trajektorien fiir kinematisch redundante Mechanismen vorgestellt.
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4 Echtzeitfahige modellpradiktive Planung zeitoptimierter
Trajektorien

In diesem Kapitel wird die modellpradiktive Planung zeitoptimierter Trajektorien fiir
mehrachsige kinematisch redundante Mechanismen vorgestellt. Nach der Erlduterung der
Grundidee erfolgt eine Beschreibung der eingesetzten Giitefunktion und des Optimie-
rungsproblems sowie des genutzten Zeitmodells. Zudem wird die Nutzung des Potentials
moderner Antriebsumrichter beschrieben und das fiir die spétere Validierung und Bewer-
tung des Ansatzes erforderliche Referenzverfahren vorgestellt.

4.1 Grundidee

Ziel der im folgenden vorgestellten modellpradiktiven Planung fiir mehrachsige kinema-
tisch redundante Mechanismen ist die Optimierung des zeitlichen Verhaltens des Mechanis-
mus, sodass eine Bewegungsaufgabe in der minimal moglichen Zeit ausgefiihrt wird. Die
gesamte betrachtete Bewegungsaufgabe besteht darin, dass eine Folge von N einzelnen Po-
sitionen OWZ_)TMJ( mitk = 1... N € N nacheinander als Punkt-zu-Punkt (PTP)-Bewegungen
angefahren werden sollen, wobei der TCP in jeder Sollposition zum Stillstand kommt.
Bezogen auf die im Kapitel 2] gegebene Definition handelt es sich um eine asynchrone
Punkt-zu-Punkt-Bewegung, bei der alle Achsen zu unterschiedlichen Zeiten ihr jeweilige
Sollposition erreichen konnen. OWZTM,k (gekiirzt auch ZTM,k) ist der Ortsvektor des TCP
T M eines Mechanismus im Schritt k bezogen auf ein Weltkoordinatensystem mit dem
Ursprung Ow. Es wird davon ausgegangen, dass immer einige der zukiinftigen Sollpositio-
nen bekannt sind, diese jedoch kurzfristigen Anderungen unterliegen konnen. Es gilt fiir
jede Sollposition optimierte Positionen der einzelnen Antriebe zu ermitteln. Die m € N
Antriebspositionen je Schritt K werden auch als Gelenkkoordinaten bezeichnet, sie sind im
Vektor

q,=[qi-- gmi ] €R" (4-1)

zusammengefasst.

Im Rahmen des Ansatzes wird der eigentliche Mechanismus zunichst gedanklich in zwei
Teilmechanismen unterteilt. Der erste stellt einen nicht-redundanten Mechanismus dar,
wihrend der zweite aus den zusitzlichen, zur kinematischen Redundanz fithrenden, Achsen
besteht. Dies wird beispielsweise von REeITer at aL. in [RSGM15; RMG16; RGM18]] auch
als joint space decomposition bezeichnet (vgl. Kapitel [3). In Bild -] ist dies anhand
eines Sechsachs-Knickarmroboters Denso VSO087 [DEN20]| mit einer zusétzlichen seriellen
Achse der Fa. Rose+Krieger [RK 20| dargestellt.

Der Roboter stellt den nicht-redundanten und die serielle Achse den zusitzlichen zur
Redundanz fithrenden Teil dar. Die Basis des Roboters ist im TCP 72 der Linearachse
montiert. Es liegt ein Mechanismus mit m = 7 Achsen vor. Im dargestellten Beispiel
konnen Bewegungen in der x-Richtung des Weltkoordinatensystems sowohl durch die
Linearachse als auch den Roboter durchgefiihrt werden. Das kombinierte Verfahren aller



48 4 Echtzeitfihige modellpradiktive Planung zeitoptimierter Trajektorien

Ow T2
= =
~N NS N ~ ~ NS N ~
kinematisch redundanter Teilmechanismus 1 Teilmechanismus 2

Mechanismus

Bild 4-1: Aufteilung eines kinematisch redundanten Mechanismus bestehend aus Sechsachs-
Knickarmroboter und Linearachse

Achsen des Mechanismus ergibt die Bewegung des TCP.

Der Ortsvektor
OWZTM,k = TZZTM,k + OWZTZ,k mit TM =T1 4-2)

des kinematisch redundanten Mechanismus kann als Uberlagerung der Ortsvektoren der
Teilmechanismen dargestellt werden, wobei OWZTM,k in Form der Sollposition bekannt ist.
Der modellpradiktive Ansatz sieht vor, die Positionen oy € R" der Achsen des zweiten
Teilmechanismus optimiert hinsichtlich des Wertes J; € R eines definierten Giitekriteriums
zu ermitteln. Dabei gibt r € N die Anzahl der Achsen des zweiten Mechanismus an (im
dargestellten Beispiel gilt r = 1), wobei diese kleiner sein muss als die Anzahl m € N der
insgesamt beim kinematisch redundanten Mechanismus vorhandenen Achsen (r < m). Aus
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q,,, kann mittels des DKP wiederum der zugehdrige Ortsvektor OWZ_)TQJc berechnet werden.
Durch Umstellung von Gleichung (@-2) nach

- - -
T2Z2t™Mk = OwltMk — OwZT2k 4-3)

kann mit OWZTM,k und OWZTZ,k der Ortsvektor TzZTM,k des nicht-redundanten Teilmecha-
nismus berechnet und damit wiederum unter Nutzung der Gleichungen des zugehdrigen
IKP die erforderlichen Antriebs- bzw. Gelenkpositionen g, € R™" ermittelt werden.

Damit liegen alle erforderlichen Gelenkpositionen q, € R™ fiir eine Sollposition OWZ_)TM,k
des kinematisch redundanten Mechanismus vor.

Erste Ideen hierzu wurden bereits in [Blul6] erarbeitet, zudem wurde das Grundprinzip
fiir den modellpradiktiven Ansatz im Rahmen von Vorverdffentlichungen unter anderem
in [RBT16] vorgestellt. In Bild #-2]ist es unter Betrachtung einer einzelnen Sollposition
dargestellt: Zunichst werden durch die Optimierung initiale Werte fiir die Gelenkpositio-
neng,,, des zweiten Teilmechanismus vorgegeben @, welche mittels des DKP in den

Ortsvektor OWZTZ,k iiberfithrt werden @. Hiermit und mit dem vorgegebenen Ortsvektor
OWZTM,k @ wird der Ortsvektor TzZTM,k @ berechnet. Die iiber das IKP des ersten Teilme-
chanismus ermittelten Gelenkpositionen ¢, , werden zusammen mit dem Vektor ¢, in

der Giitefunktion beriicksichtigt €. Hintergrund ist, dass der Mechanismus erst dann in
seiner Zielposition angekommen ist, wenn alle Gelenke ihre Zielposition erreicht haben.
Den Wert J; der Giitefunktion @@ iiber eine geeignete Wahl von 9, 20 minimieren ist das
Ziel des Optimierers. Konvergiert J; zu einem Minimum (oder greift ein anderes Abbruch-
kriterium der Optimierung) werden die optimierten Gelenkpositionen g, abschliefiend

ausgegeben @.
Modellpradiktive Planung 0 Optimierte Gelenk-
| S positionen ¢
91 : T2ZT™M A -
’ A 0O =
""‘. IKP ) g 3) owZtmk
| ‘: D | oyZrak
. DKP
& ¥ i
¥ v 7ok
_ Ji ®
Giitefunktion Optimierung

Bild 4-2: Grundprinzip des modellprddiktiven Optimierungsansatzes bei einer Sollposition

Fiir die Ermittlung der optimierten Antriebspositionen des zweiten Teilmechanismus wer-
den bei dem modellpréadiktiven Optimierungsansatz nicht nur die nichste Sollposition,
sondern die folgenden n, € N Positionen betrachtet. Dieser Bereich an zukiinftigen Po-
sitionen wird auch als Pradiktionshorizont bezeichnet. Es wird hierdurch erreicht, dass
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sich der Mechanismus beim Anfahren einer neuen Position unter Nutzung seiner iiberzéh-
ligen Bewegungsfreiheitsgrade bereits in eine ,,gute* Konfiguration fiir die zukiinftigen
Sollpositionen bringt und somit eine insgesamt geringere Verfahrzeit erzielt wird. Der
Hintergrund hierfiir ist wie folgt: es gilt Ergebnisse fiir die ndchste Sollposition zu ver-
meiden, die nur fiir diese bzw. die zugehorigen Bewegungen optimiert sind, aufgrund
etwa von Achsgrenzen bei den folgenden Sollpositionen aber zu einer signifikanten Ver-
schlechterung des Bewegungsverhaltens fithren und somit iiber eine Folge von Positionen
die erforderliche Verfahrzeit negativ beeinflussen. Ist eine optimierte Losung fiir einen
betrachteten Pradiktionshorizont ausgehend von der aktuellen Position ZTM,k gefunden,
wird das Ergebnis nur fiir das Anfahren der Position ZTM,kH genutzt. Danach wird der
betrachtete Bereich um einen Schritt in die Zukunft verschoben und die Optimierung
beginnt erneut. In Anlehnung an die Nomenklatur modellpriadiktiver Regelungen wird
dies als Prinzip des gleitenden Horizonts bezeichnet (vgl. [DitO4]). Hierdurch kann etwa
auf zur Laufzeit auftretende Anderungen zukiinftiger Sollpositionen reagiert werden. Die

Ergebnisse der vorhergegangenen Optimierung (¢, ---4,,,, ) konnen als Startwerte
=14 = L&krnp

fiir die ersten n, — 1 Positionen genutzt werden. Der Pridiktionshorizont sowie das Prinzip
des gleitenden Horizonts sind in Bild 4-3] dargestellt.

k=10
_ e ‘.... + >
Ztmo Ztm ZTM,2 k
k=11

B a— = LAY + + + + ; ; : >
ZTMO ZTM] ZTM2 k

Bild 4-3: Prinzip des gleitenden Horizonts mit n, = 3

Zunichst wird der Bereich von Z_)TMJO bis Z_)TM, 13 betrachtet, wobei k = 10 gilt und somit
ZTM,IO der aktuellen Position entspricht. Zudem wird ein Pridiktionshorizont von n, = 3
genutzt. Nach erfolgreicher Optimierung werden die entsprechenden Gelenkkoordinaten
‘m mittels der Gleichungen des IKP berechnet und der Bereich um einen Schritt in die

Zukunft verschoben (k = 11), sodass die Positionen ZTM,H bis ZﬁTM’M betrachtet werden.
Dieses Vorgehen wird wiederholt, bis eine Folge an Sollpositionen vollstindig durchlaufen
ist (k = N). Es wird angenommen, dass der Mechanismus abschlieend in der Position
ZTM,N verharrt. Dadurch ergeben sich die letzten Sollpositionen einer Folge zu

Zrvksy = Zoun firk+v>N,k<Nundv=1...n, €N, (4-4)

Es wird im Folgenden zunichst die der Optimierung zugrunde liegende Giitefunktion
vorgestellt, bevor ndher auf die eingesetzten Modelle eingegangen wird.

4.2 Gutefunktion und Optimierungsproblem

Fiir die zum Zweck der Verfahrzeitminimierung durchzufiihrende Optimierung wird eine
. YR . . . . .o, . =2
Giitefunktion benotigt, die die Verfahrzeit zwischen der aktuellen Position Zyy und der
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folgenden Position Z_)TM,,(+ 1, aber auch zwischen den weiteren Positionen Z_)TM,,W mit v =
1...n, € N innerhalb des Pridiktionshorizonts n, beriicksichtigt. Die im aktuellen Zeit-
schritt zu minimierende Giitefunktion

p
Iqpq,.,) = Zl wi exp(~(v = 1)) max Afi(Adis)

(4-5)
+ W2pqmax(gk+vlk)

+ W3pqmin(gk+vlk)

beinhaltet die iiber exp(—(v — 1)) exponentiell abfallend und zusétzlich mit w; gewichteten
Verfahrzeiten

Ati(AGi kv (4-6)
des i-ten Antriebs von insgesamt m Antrieben aus der Position g; x4,—1x um die Strecke

AGijivik = Gijesvik = Gig+v—1lk 4-7)

wobel g; iy = qix gilt. Die Gelenkkoordinaten miissen dabei die Bedingung
ZTM(Qk o) = Zrnigry (4-8)

erfiillen. Durch die Maximumbildung innerhalb der Giitefunktion (4-5)) wird fiir jede
Sollposition nur die Verfahrzeit der langsamsten Achse beriicksichtigt. Erst wenn diese
Achse ihre Bewegung beendet hat, hat der TCP des Mechanismus die Sollposition ZTM,HV
erreicht. Die Berechnung der Verfahrzeit wird im Abschnitt [4.3] vorgestellt. Durch die
exponentielle Gewichtung hat die fiir weiter in der Zukunft liegende Sollpositionen er-
forderliche Verfahrzeit einen geringeren Einfluss auf die Giitefunktion. Gegebenenfalls
auftretende Anderungen zukiinftiger Sollpositionen wirken sich weniger stark negativ auf
die Gesamtverfahrzeit einer Folge aus.

Uber die zusitzlichen Terme

Pamax(§,., ) = E exp (( max (¢ k+vie) + C]i,os) - Cli,max) (4-9)
pa v=1..np
und
pqmin(gk+vlk) = E exp (Qi,min - ( r_nin (Gi ki) — Qi,os)) > (4-10)
p V=L...lp

die auch als Strafterme (engl. penalty terms) bezeichnet werden, wird sichergestellt, dass
die Aufteilung der Bewegungen unter Einhaltung der Gelenkgrenzen des Mechanismus
erfolgt. Dazu wird die Differenz zwischen der Sollposition jedes Antriebs und seiner
Maximal- bzw. Minimalposition berechnet und als Exponent der Exponentialfunktion
genutzt. Liegt der Antrieb innerhalb seiner Grenzen, so wird der Exponent negativ und
der Wert der Exponentialfunktion ist kleiner Eins. Wird die Grenze verletzt, so ist der
Exponent groBer Null und der Wert der Exponentialfunktion steigt entsprechend stark an.
Hintergrund fiir die Wahl eines exponentiellen Strafterms ist der Umstand, dass ,,harte*



52 4 Echtzeitfihige modellpridiktive Planung zeitoptimierter Trajektorien

Grenzen und damit verbundene Unstetigkeiten der Giitefunktion zu Problemen bei der
Optimierung fithren konnen. Deswegen werden ,,weiche* Grenzen, die ohne Sprung
eingreifen, eingesetzt. Uber den zusitzlichen Parameter g;,, wird zudem ein Bereich
vor den jeweiligen Grenzen definiert, bei dem der Exponent bereits ohne Verletzung
der eigentlichen Maximal- bzw. Minimalposition positiv wird. Somit wird der Exponent
bereits bei Sollpositionen innerhalb des Bereichs vor den Grenzen positiv. Je néiher sie an
der Grenze liegen, desto stiarker werden sie durch den Verlauf der Exponentialfunktion
bestraft. Die beiden Summen der jeweils m Exponentialterme werden mittels w, bzw. ws
gewichtet. In Bild @ ist der Verlauf der Werte von pgmin und pgymax fiir einen Antrieb
M; bei Variation der Antriebsposition g; mit den in Tabelle [5-I]angegebenen Parametern,
den Grenzen g; i, = 387,38 mm und g ;. = 487,38 mm sowie ¢g;,s = 5 mm und einer
Gewichtung von wy = w3 = 20 dargestellt. Es ist am Beispiel von pgmax zu erkennen, dass
dieser Wert oberhalb der Grenze von g; qx — gios = 482,38 mm entsprechend stark ansteigt.
Erreicht die Antriebsposition die eigentlichen Verfahrgrenze, ist der Wert des Strafterms
bereits im vierstelligen Bereich, wodurch er einen signifikanten Einfluss auf den Wert
der Giitefunktion hat. Damit ist das Ziel einer ,,weichen‘ sprungfreien Begrenzung der
Antriebsposition erreicht.

10000 | | | |
E [ [ [ [
E 8000 | ~Pamin | ]
=) I I —quax I qio I
‘_‘:é 6000 B : : 4imin + i0s : : =
§': 4000 ‘ L ‘ \ dimax — Yi0s |
[ i min i max1 B
: o } fimax]
22000 |\ | -
< A | |
0 l ! |

390 400 410 420 430 440 450 460 470 480 490
¢; iIn mm

Bild 4-4: Verlauf der Werte von pgmin und pqmax fiir einen Antrieb M; bei Variation der
Antriebsposition q; (w, = wy = 20)

Das insgesamt zu 16sende Optimierungsproblem

L LCIL (4-11)

272 kv
basiert wie bereits beschrieben auf dem Ansatz, die Antriebspositionen Do i des zweiten
Teilmechanismus fiir die Sollpositionen innerhalb des Pradiktionshorizontes durch den
Optimierer derart bestimmen zu lassen, dass die gewichtete Summe der Verfahrzeiten
des Gesamtmechanismus minimiert wird. Wie im Abschnitt[4.4]spiter genauer erldutert
wird, wird zur Reduzierung des Rechenaufwandes auf eine Uberwachung der Grenzen fiir
Geschwindigkeit, Beschleunigung und Ruck in Form von Nebenbedingungen verzichtet,
hier werden die Moglichkeiten moderner Antriebsumrichter genutzt.

In Bild -5 wird das Prinzip der modellpridiktiven Planung bei Berucks1cht1gung mehrerer
zukiinftiger Sollpositionen dargestellt. Der Optimierer gibt fiir alle Positionen ZTM k- ZTM e+,
innerhalb des Priadiktionshorizonts die Positionen D kvl des zweiten Tellmechamsmus
vor. Im ersten Schritt (k = 1) werden hierzu Initialwerte des Optimierers fiir g

2T2.k+vk
mit k = 1 angestrebt, die keine der Nebenbedingungen verletzten diirfen, da ansonsten
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der Optimierer nicht effizient funktioniert. Zusammen mit den Sollpositionen des TCP
des Mechanismus werden mittels des IKP die Positionen ¢ Ll der weiteren Antriebe
des Mechanismus ermittelt. Aus diesen Verfahrwegen werden iiber ein Zeitmodell die
Verfahrzeiten der sechs Antriebe je Sollposition berechnet und im Rahmen der Giite-
funktion fiir die Berechnung des entsprechenden Wertes Ji(q, , gk+v|k) ausgehend von der

aktuellen Position ZTM,k des Mechanismus berechnet. Dieser Wert wiederum wird vom
Optimierungsalgorithmus zur Ermittlung verbesserter, d.h. zu kiirzeren Gesamtverfahrzei-
ten fiihrenden, Sollpositionen des zweiten Teilmechanismus benotigt. Nachdem durch den
Optimierer keine bessere Losung ermittelt werden kann (Grenze fiir die minimale Ande-
rung der Optimierungsgroflen oder des Wertes der Giitefunktion unterschritten, maximale
Anzahl an erlaubten Iterationen erreicht), werden die Sollpositionen Do kriik ausgegeben
und fiir die Ansteuerung der einzelnen Antriebe genutzt. Entsprechend des Prinzips des
gleitenden Horizonts wird der betrachtete Bereich nun um eine Sollposition in die Zukunft
verschoben und der Optimierungsvorgang beginnt erneut. Hierbei werden bei allen ZTM,k
mit k > 1 fiir die ersten n, — 1 Sollpositionen die Ergebnisse des vorhergegangenen Op-
timierungsschrittes als Startwerte genutzt. Lediglich fiir die letzte Sollposition ZTM,HHP
werden Initialwerte angenommen, die wie bei k = 1 so angenommen werden sollten, dass
keine Nebenbedingungen verletzt werden.

Modellpradiktive Planung
9
971 kv TZZTM,k+v|k ZTM,k
IKP < :
Y - R
OwZT2 vk ZrM jern,
Zeitmodell [
DKP
Ati(AGi grvi)
Y D72 ksvik
Idq- 4,0
Giitefunktion >| Optimierung === > Drkeik

Bild 4-5: Prinzip der modellprddiktiven Planung unter Betrachtung mehrerer zukiinftiger
Sollpositionen

Zusammengefasst wird somit mittels des modellpradiktiven Planungsansatzes fiir jede
Sollposition ZTM,k mit kK = 1 ... N eine individuelle optimierte Aufteilung der insgesamt er-
forderlichen Achsbewegungen auf die Achsen des kinematisch redundanten Mechanismus
ermittelt. Die Optimierung unter Nutzung der Mehrdeutigkeit des IKP erfolgt hinsichtlich
der erforderlichen Verfahrzeit, wobei immer 7, zukiinftige Sollpositionen im Pridikti-
onshorizont betrachtet werden. Durch eine exponentiell abfallende Gewichtung haben
weiter in der Zukunft liegende Sollpositionen und ihre kurzfristigen Verdnderungen einen
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geringeren Einfluss auf die Giitefunktion. Neben der Verfahrzeit berticksichtigt die Giite-
funktion die Verfahrbereichsgrenzen der Achsen. Die Uberwachung der Grenzwerte etwa
fiir Beschleunigungen oder Geschwindigkeiten wird hingegen auf die Antriebshardware
ausgelagert.

Im folgenden Abschnitt wird das Zeitmodell fiir PTP-Bewegungen vorgestellt, welches die
Berechnung der im Rahmen der Giitefunktion erforderlichen Verfahrzeiten ermoglicht.

4.3 Herleitung des Zeitmodells fir Punkt-zu-Punkt-Bewegungen

Fiir den angestrebten zeitoptimierten Ansatz wird ein mathematisches Modell bendotigt, mit
dem die Verfahrzeiten der einzelnen Achsen M; ermittelt werden konnen. Dabei werden
an dieser Stelle nur asynchrone Punkt-zu-Punkt-Bewegungen betrachtet. Die Aufgabe des
Zeitmodells liegt darin, fiir jede Achse M; die Verfahrzeit At;(Ag;+vx) zu berechnen, die
fiir die Bewegungen zwischen der Position ZTM,k+V_1 und der folgenden Position ZTM,HV in
Abhingigkeit der vorhergegangenen Positionen ab der aktuellen Position ZTM,k erforderlich
1st.

Aufgrund der geforderten Recheneffizienz wird wie etwa bei HascHKE ET AL. in [HWROS]]
ein stark vereinfachtes Zeitmodell eingesetzt, das auf den mathematisch einfachen grundle-
genden Gleichungen

vi=a;-t; + Vio (4-12)

und

qi = %'ai'f?‘i‘vi,O'ti"'C]i,o (4-13)
gleichmiBig beschleunigter Bewegungen basiert. Diese werden auch als Grundgleichungen
der Mechanik bezeichnet (|[Web07, S. 34]). Dabei gibt v; die Verfahrgeschwindigkeit des
Antriebs M;, t; die Verfahrzeit, g; die Position, v;o und g;( die initiale Geschwindigkeit
bzw. die Position zum Zeitpunkt # = O s und g; die Beschleunigung bzw. die Verzogerung
an. Es ergibt sich ein Modell zweiter Ordnung mit den Begrenzungen

ai,min < a; < ai,max’ |Vi| < Vi,max (4'14)
bei dem
Vi = a;, qi = Vi (4-15)

gilt.

Da eine zeitoptimierte Losung gesucht wird, gilt nach dem MAXIMUMPRINZIP VON PONTRY-
AGIN [SL12], dass die Beschleunigung bzw. Verzégerung abschnittsweise maximal oder
null ist. Letzteres ist der Fall, wenn aufgrund einer hinreichend langen Verfahrstrecke die
maximale Verfahrgeschwindigkeit erreicht wird. Fiir die Verwendung zur modellpridikti-
ven Planung zeitoptimierter Trajektorien ist dieses Modell ausreichend genau, zumal der
eigentliche Positions- bzw. Geschwindigkeitsverlauf nicht von Bedeutung ist und lediglich
die Verfahrzeit im Rahmen der Optimierung benotigt wird.
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Das Verstiandnis von PTP-Bewegungen orientiert sich in der vorliegenden Arbeit an der in
Kapitel [2.2] gegebenen Definition. Die Gesamtdauer

ALi(AGijavit) =Aliace(AGi gavik) + Al con(AGj jesvik)

(4-16)
+ Ati,dec(Aqi,k+v|k)

einer solchen Bewegung des Antriebs M; zwischen den Positionen ZTM,k+V_1 und ZTM,HV
setzt sich dabei zusammen aus einer Zeit At; ooc(Agi x+,) fiir die Beschleunigungsphase
(engl. acceleration), einer Zeit At; con(Ag; x+vi) mit konstanter Verfahrgeschwindigkeit (engl.
constant) und einer Verzogerungsphase der Dauer Af; gec(Agir+vi) (engl. deceleration)
[Web09]. Der Ruck wird als unendlich grof3 angenommen und im Folgenden vernachlés-
sigt, dieses Vorgehen wird in der Literatur auch als Rampenprofil bezeichnet [Web09].
In den folgenden Bildern wird aus Griinden der besseren Lesbarkeit auf die explizite
Kennzeichnung der Abhingigkeit von der Verfahrstrecke Ag; s+, des Antriebs sowie die
Indizierung mit k + v|k zur Kennzeichnung der Zugehorigkeit zur Position an der Stelle
k + v in Abhingigkeit von der aktuellen Position k verzichtet. Es wird fiir die Darstel-
lung vielmehr Verallgememert angenommen, dass immer eine Bewegung zwischen einer
Ausgangsposition ZTM & und einer Sollposition ZTM k+1 erfolgt.

Fiir die Bewegung der Antriebe gilt es nun zu unterscheiden, ob der Verfahrweg Ag; sk
lang genug ist, um die maximale Antriebsgeschwindigkeit v; ,x zu erreichen (Bild @ a))
oder die gesamte Bewegung nur aus Beschleunigungs- und Verzégerungsphase besteht

(Bild@=6] b)).

Die minimal erforderliche Strecke

2 2 2
_ 1 Vi,max 1 Vi,max Vi,max _ vi,max 1 1
Aqi,b - E * Aimax * + 5 * Aimin * — Vimax * - 2 : -
ai,max ai,min ai,min ai,max ai,min

Agi ace Aqi,dec

4-17)
zum Erreichen der maximalen Verfahrgeschwindigkeit ist abhéngig von der maximalen
Beschleunigung a; n.x bzw. Verzogerung a; min-

Fiir den Fall, dass |Ag; 1| > Agip 18t und somit v; . erreicht wird, gilt die Zeit

Vi max A iconA ik+v Vi max
At (AGigp) = —— + Gicon(Bks) _ Vi , (4-18)

i,max Vi,max ai,min

wobeli eine Strecke
AQi,con(AQi,k+vlk) = |Aqi,k+vlk| - Aqi,acc - AQi,dec

1 Vi,max g 1 Vi,max 2
|AQI k+v|k| *imax * — % " dimin * (4_19)

i,max 2 i,min

= |qu',k+v|k| - qu‘,b

mit konstanter Geschwindigkeit v; .« zuriickgelegt wird. Durch Einsetzen der Gleichung
in Gleichung ergibt sich der erste in Gleichung (4-22)) dargestellte Fall.
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a)
v; in mms~!
A
Vimax == === = & - = = = = = = — — - —— - — =
ai,max ai, min
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Bild 4-6: Geschwindigkeitsverlauf des vereinfachten Antriebsmodells mit Erreichen a) und
ohne Erreichen b) der Maximalgeschwindigkeit v; max

Ist die zuriickzulegende Strecke nicht lang genug, um eine Phase der Bewegung mit
konstanter Geschwindigkeit zu erreichen (|Ag; s+l < Ag;p, vgl. Bild[@-6] (b)), ergibt sich
die erforderliche Zeit

Vii(AGigrvk)  Via(AGiksvik)
At (AGipi) = Al e (4-20)

i max a; min

Ati,acc Ali,dec

wobel

2|1AGi ikl
1

Vi1 (ACIi,k+v|k) = (4-21)

dj max dj min

die maximale innerhalb der Verfahrstrecke Ag; ., erreichbare Geschwindigkeit angibt.
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Zusammengefasst ergibt sich somit das Zeitmodell fiir Punkt-zu-Punkt-Bewegungen zu

Atii(AGijvi) 1T JAGi kil > Agip

- . (4-22)
Atii(AGijvik)  TUr [AG kvl < Agip

Ati(AGi ki) = {

Die Validierung dieses Modells erfolgt im Rahmen der Vorstellung eines kinematisch
redundanten HKM in Kapitel [5| Abschnitt[5.3]

Im folgenden Abschnitt wird kurz auf die Nutzung der Moglichkeiten moderner Antriebs-
hardware eingegangen, da dies thematisch eng mit dem Zeitmodell beziehungsweise dem
zeitlichen Verhalten der Antriebe verbunden ist und zudem einen wichtigen Schritt in
Richtung einer reduzierten Rechenzeit darstellt.

4.4 Nutzung des Potentials moderner Antriebshardware

Einen weiteren Schritt in Richtung Echtzeitfidhigkeit bildet neben der Nutzung méglichst
einfacher und recheneflizienter Modelle die Ausnutzung des Potentials moderner Antriebs-
hardware bzw. Antriebsregler. Diese bieten hidufig die Moglichkeit, neben dem Stromregler
einen oder mehrere kaskadierte Regler auszufiihren, und somit die SPS hiervon zu ent-
lasten. Im Rahmen der vorliegenden Dissertationen werden sowohl der Positionsregler
als auch die unterlagerten Regler fiir Geschwindigkeit und Strom auf dem Antriebsregler
ausgefiihrt. Zudem werden die Werte hinsichtlich ihrer Grenzwerte iiberwacht, ein Schritt,
der somit beispielsweise bezogen auf Ruck und Beschleunigung nicht als Nebenbedingung
im Rahmen der Optimierung erfolgen muss. Da die Regelung zudem das Zeitverhalten der
Antriebe beim Anfahren einer gegebenen Sollposition beeinflusst, wird an dieser Stelle
kurz darauf eingegangen.

In Bild ist beispielhaft die vereinfachte Regelstruktur eines Servoverstirkers aus der
AX-5000-Serie der Firma Beckhoft [Bec18al] dargestellt. Von dem auf der SPS ausge-
fiihrten Programm wird eine absolute Sollposition des Antriebs an den sogenannten NC-
Profilgenerator (NC: Numerical Control) iibergeben, welcher diese auf Basis der voreinge-
stellten Werte fiir Ruck, Beschleunigung und Sollgeschwindigkeit in ein entsprechendes
Positionsprofil tiberfiihrt. Hieraus werden wiederum zyklisch Sollpositionen mittels des
echtzeitfahigen EtherCAT-Protokolls an den Servoverstérker iibertragen. In diesem werden
die Positions-, Geschwindigkeits- und Stromregler als Kaskade ausgefiihrt. Die einzelnen
Regler konnen dabei anhand unterschiedlicher Parameter an die gegebenen Anforderungen
angepasst werden (siehe Ausschnitte der drei Bedienoberflichen in Bild d-7). Auf der SPS
erfolgt lediglich die Generierung des Positionsprofils, von der eigentlichen Regelung wird
die Steuerung entlastet. Fiir mehr Informationen hierzu wird beispielsweise auf [Bec18a]
verwiesen.

Trotz der bei aktuellen SPS oder Industrie-PCs, auf denen die Funktionalititen einer SPS
als Software realisiert wird, immer weiter steigenden Rechenleistung wird insbesondere
auch im Kontext der vielfiltigen Einsatzmdoglichkeiten der modellpridiktiven Planung
zeitoptimierter Trajektorien eine derartige Entlastung der SPS als wichtiger Schritt in
Richtung einer Echtzeitfdhigkeit der Berechnung angesehen.

Bevor in Kapitel [6]die simulative Umsetzung des modellprédiktiven Ansatzes erldutert wird,
erfolgt zum Abschluss dieses Kapitels die Vorstellung des genutzten Referenzverfahrens.
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Bild 4-7: Vereinfachte Reglerstruktur des AX5000 nach [Becl8a|]

Mit diesem werden alle weiteren im Rahmen dieser Arbeit erzielten Ergebnisse hinsichtlich
der resultierenden Verfahrzeit verglichen.

4.5 Referenzverfahren

Um die in den folgenden Kapiteln vorgestellten Ergebnisse, die mit dem modellpriadiktiven
Planungsansatz sowohl simulativ in MATLAB als auch durch Messungen am realen Me-
chanismus erzielt wurden, einordnen und bewerten zu konnen, wird ein Vergleichsansatz
benotigt. Bei diesem wird angenommen, dass iiber alle zu einer Folge gehorenden Sollposi-
tionen eine konstante prozentuale Aufteilung der insgesamt durchzufithrenden Bewegung
auf die beiden Teilmechanismen erfolgt. Dies steht im Gegensatz zu dem modellpradik-
tiven Planungsansatz, bei dem fiir jede Sollposition eine optimierte Aufteilung ermittelt
wird und bildet somit die Moglichkeit Vor- und Nachteile deutlich aufzuzeigen.
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Bei der festen Aufteilung wird ein iiber eine gesamte Folge fester Anteil
OWZTZ,k — OWZTM,k o é:ref mit é:ref € Rl (4-23)

der Sollposition durch den zweiten Teilmechanismus iibernommen. Die Aufteilung & .
hat dabei die gleich Dimension / € N wie der Ortsvektor des Mechanismus. Der Operator
o gibt das sogenannte Hadamard- oder Schur-Produkt zur elementweisen Multiplikation
von Matrizen an [[VAO7, S. 13].

Die jeweils fiir eine gesamte Sollpositionsfolge geltende Aufteilung & . wird mittels
Optimierung festgelegt. Die dabei genutzte Giitefunktion

N-1

Jre(gy -+ 4,) = ) max Ari(Agign) (4-24)
k=0

summiert die Verfahrzeiten der jeweils langsamsten Achse zwischen allen Sollpositionen
Zrvx mitk = 1...N ausgehen von der Initialposition Zry o einer Folge. Nach

rrglin Jref(go .. QN)

Zref

S.t.
O < fref,l < 1
9 i < gk = gmax

=min

wird durch den Optimierer die Aufteilung der insgesamt fiir die Folge erforderlichen
Gesamtverfahrzeit minimiert. Die Elemente von & konnen dabei zwischen dem Wert

Null (keine Bewegung in diese Raumrichtung durch den zweiten Teilmechanismus) und
Eins (komplette Bewegung in diese Raumrichtung durch den zweiten Teilmechanismus)
liegen. Jedoch diirfen fiir keine Sollposition die Grenzen der einzelnen Antriebe verletzt
werden.

Entgegen der vorgestellten modellpridiktiven Planung wird durch den Referenzansatz
somit nicht die einzelne Bewegung zwischen zwei Positionen optimiert aufgeteilt, son-
dern eine konstante Aufteilung fiir eine komplette Positionsfolge derart gewéhlt, dass
die insgesamt resultierende Verfahrzeit fiir die Folge minimiert wird. Es bildet somit
ndherungsweise den Fall ab, dass ein Prozessexperte mit gegebenenfalls jahrzehntelanger
Erfahrung auf Basis seines Wissens eine feste Aufteilung festlegt bzw. diese im Rahmen
eines Einfahr-/Einrichtprozesses iterativ ermittelt. Die Ermittlung der in den weiteren
Analysen genutzten und auf der festen Aufteilung basierenden Referenzergebnissen wird
im Rahmen der simulativen Adaption des Ansatzes auf einen kinematisch redundanten
HKM in Kapitel [6] Abschnitt[6.2]beschrieben.

Im folgenden Kapitel werden ein kinematisch redundanter HKM des Fraunhofer IEM sowie
die Adaption des modellpriadiktiven Ansatzes auf diesen Mechanismus vorgestellt.
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5 Anwendungsszenario 1: Der IEM-Mechanismus

Im Rahmen des vorliegenden Kapitels wird die Umsetzung der in Kapitel 4] vorgestellten
modellpridiktiven Planung zeitoptimierter Trajektorien fiir kinematisch redundante mehr-
achsige Mechanismen auf einen realen Mechanismus vorgestellt. Erste Ansétze hierzu
wurden bereits in der studentischen Arbeit [Blul6]] sowie in [RBT16]] prisentiert.

5.1 Adaption des Ansatzes

Bei dem kinematisch redundanten Mechanismus handelt es sich um eine Eigenentwicklung
des Fraunhofer-Instituts fiir Entwurfstechnik Mechatronik (IEM). Er besteht aus einem
Tripod mit den topologisch parallelen Antrieben M;, M, und M3, der mit einer zusitzlichen
seriellen Achse M, versehen ist (siche Bild und nach [S1c99] als Tricept bezeichnet
wird. Gegeniiber SKM weist er den Vorteil auf, dass alle Antriebe auBBerhalb des Arbeits-
raumes liegen und zudem durch die parallekinematische Grundstruktur eine hohe Nutzlast
bezogen auf das Eigengewicht und die Dimensionierung der Antriebe sowie eine hohe
Steifigkeit vorliegen. Der HKM wurde urspriinglich fiir die Positionierung von Sensorik
innerhalb eines schlanken, zylindrischen Arbeitsraumes mit innenliegenden konstruktions-
und prozessbedingten Hindernissen entwickelt [RHWT15]]. Wihrend des Entwurfsprozes-
ses wurden zundchst am Markt verfiigbare Mechanismen modellbasiert analysiert. Dabei
stellte sich heraus, dass diese die geforderte hohe Reichweite bei gleichzeitig moglichst gro-
Ben Winkeln des TCP bezogen auf die Basis nicht erfiillen konnen [RHWT15]]. Aus diesem
Grund wurde eine modellbasierte Eigenentwicklung durchgefiihrt, deren Ergebnis der hier
vorgestellte HKM ist. Die zusitzliche serielle Achse dient der Erhohung der Reichweite
des Mechanismus. Dazu ist diese fest mit der bewegten Plattform des Tripod verbunden, im
Bereich der Basisplattform wird sie mittels eines Kardanschubgelenks gefiihrt. Der TCP
TT des HKM befindet sich am Ende der Achse M. Um den Arbeitsraum zusitzlich zu
vergroBBern, wurde der HKM mit der Basisplattform auf ein Flichenportal mit den Achsen
Ms und Mg montiert, sodass der Ursprung Ot des Bezugskoordinatensystem des Tricept
genau im TCP TP des Portals liegt (vgl. Bild[5-2). Das Symbol = wird hier genutzt, um
darzustellen, dass zwei Achsen oder die Urspriinge zweier unterschiedlicher Koordina-
tensystem identisch sind. Der TCP T M des Gesamtmechanismus wird am TCP 7T des
HKM verortet. Der resultierende Mechanismus, auch als IEM-Mechanismus bezeichnet,
weist sechs Antriebe auf, wobei fiir M, ... M5 Hubspindelantriebe mit DC-Motoren der
Fa. BST Eltromat (Datenblatt sieche Anhang @ fiir M, ein DC-Servomotor der Fa.
Beckhoff (Anhang [AT-4)) mit Zahnstangenritzel sowie fiir M5 und M, Zahnriemenachsen,
ebenfalls mit DC-Servomotoren der Fa. Beckhoft (Anhang [A1-6{und |[A1-9), eingesetzt
werden. Alle Achsen sind mit Absolutencodern ausgestattet, die Positionen der einzelnen
Antriebe werden im Vektor

q=191929391 g5 95 ]' €R® (5-1)
zusammengefasst.

Durch den Aufbau des Mechanismus kann nicht nur die Position sondern auch die Orien-
tierung des TCP vorgegeben werden. Das Portal iibernimmt dabei die Positionierung in x-
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Feste Verbindung

Bild 5-1: Der Tricept: a) CAD-Darstellung, b) realer Tricept im Robotics Lab des Fraun-
hofer IEM

Bild 5-2: CAD-Darstellung des Gesamtmechanismus aus der Mehrkorpersimulationssoft-
ware RecurDyn
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und y-Richtung, wihrend der Tricept durch den spezifischen Aufbau mittels der Achse M,
die z-Koordinate, sowie aufgrund der Bewegung der Antriebe M, ... M3 die Kardanwinkel
@ und S beeinflusst (ndheres dazu in Abschnitt[5.2.1). Der Mechanismus hat somit fiinf
DOF. Es ¢gilt jedoch zu beachten, dass die Werte fiir & und S direkten Einfluss auf die x-
und y-Position haben und somit keine unabhingige Vorgabe von Position und Orientierung
bezogen auf den reinen Tricept moglich ist. Fiir den gesamten Mechanismus bedeutet
dies, dass das Portal bei Vorgabe von @ und  die daraus durch den Tricept resultierende
Bewegung des TCP in x- und y-Richtung kompensieren muss.

In der vorliegenden Arbeit kann aufgrund des geplanten Anwendungsfalles beziehungs-
weise unter Einsatz eines aktiven Werkzeugkopfes (sieche Abschnitt[5.4) die Orientierung
des TCP vernachléssigt werden. Es werden nur drei der fiinf vorhandenen DOF genutzt,
ein solcher Mechanismus wird als anwendungsbezogen kinematisch redundant bezeichnet
(vgl. Kapitel [2.2). Die Position des TCP wird fiir den resultierenden Mechanismus durch
den Positionsvektor

- - T
owZt™ = owZrT = [OWZTM,X owZt™My OWZTM,Z] eR’ (5-2)

bezogen auf ein kartesisches Bezugskoordinatensystem mit dem Ursprung Oy beschrieben
(siehe Bild [5-2). Fiir die in Kapitel 4] vorgestellte modellpradiktive Planung wird der
IEM-Mechanismus gedanklich in zwei Teilmechanismen unterteilt, den Tricept und das
Fldchenportal. Der Tricept stellt den ersten Teilmechanismus dar und kann Bewegungen
des TCP in die drei Raumrichtungen ausfiihren. Das Portal muss diese in x- und y-Richtung
nicht mehr ausgleichen, sondern fiihrt als zweiter Teilmechanismus zur kinematischen
Redundanz. Die Bewegungen beider Teilmechanismen konnen in x- und y-Richtung des
Weltkoordinatensystems zu einer zielgerichteten Bewegung des TCP iiberlagert werden.
Der Zustandsvektor des Gesamtmechanismus resultiert zu

R
owZt™

X = (5-3)

OWZTM

Wie bereits erlautert, liegt der TCP T M des Gesamtmechanismus im TCP T'T des Tricept,
zudem befindet sich der Ursprung Ot des Tricept-Koordinatensystems im TCP TP des
Portals. Das Tricept-feste Koordinatensystem weist dabei die gleiche Ausrichtung der
Koordinatenachse auf wie das Welt-Koordinatensystem. Somit ldsst sich unter der bereits
angegebenen Vernachldssigung der Orientierung der Ortsvektor

OWZTM = OTZTT + OWZTP mit TP = OT (5-4)

des Gesamtmechanismus-TCPs durch Addition der Ortsvektoren der Teilmechanimus-
TCPs ermitteln, wobei OTZTT erforderlich ist, um mittels der Gleichungen des IKP des
Tricept die Gelenkkoordinaten g . .. g4 zu berechnen. Dem vorgestellten Ansatz folgend
werden die Positionen der Achsen gs und g¢ durch den Optimierer ermittelt. Mit diesen
wiederum kann o, Zrp und hieraus mittels Gleichung (5-4) o, Zrr berechnet werden.

Es ergibt sich das zu 16sende Optimierungsproblem

min Ji(q, gk+vlk) (5-5)

G5 k+vik>q6,k+vik
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Modellpradiktive Planung q1k .
qo.k
91 k+vik - - - Q4 k+vik OTZTT,k+v|k ZTM,k
IKP <
Y - I
OwZTP jevik ZM ki,
Zeitmodell <
DKP
Ati(AGi gvi) q5.k+vik
Y q6.k+vk
Jk(q s q )
) 2k Lk o
Giitefunktion - >1 Optimierung f-=="-"1 - I3kl
q6.k+11k

Bild 5-3: Modellprddiktive Planung zeitoptimierter Trajektorien fiir den IEM-HKM

mit der in Gleichung ({-5)) beschriebenen Giitefunktion. Aufgrund der Anzahl der Antriebe
ergibt sich dabei m = 6. In Bild [5-3]ist die resultierende Struktur des adaptierten Ansatzes
dargestellt.

Fiir die Anwendung des modellpridiktiven Ansatzes wird im folgenden Abschnitt zunéchst
die Herleitung des IKP beschrieben. Zudem wird fiir das Portal als zweiter Teilmechanis-
mus das DKP erldutert. AnschlieBend erfolgt die Vorstellung der simulativen Validierung
des IKP des Gesamt-Mechanismus mittels Mehrkorpersimulation sowie die Validierung
des Zeitmodells aus Abschnitt anhand realer Antriebe. Zudem wird eine kurze Be-
schreibung moglicher Anwendungsszenarien fiir den Mechanismus gegeben.

5.2 Herleitung der Gleichungen der kinematischen Probleme

Im Folgenden wird die analytische Herleitung der IKP fiir die beiden Teilmechanismen
und des DKP fiir das Portal sowie die simulative Validierung mittels Mehrkorpersimulation
in der Software RecurDyn [Fun20]] beschrieben.

5.2.1 Inverses kinematisches Problem des Tricept

Der erste Teilmechanismus ist der in Bild [5-4] dargestellte Tricept. Die drei parallelen An-
triebe M, M, und M3 des Tripods sind mit der Basisplattform iiber die Kardangelenke K|,
K, und K3 sowie mit der bewegten Plattform iiber die Kugelgelenke (engl. spherical joint)
S1, 8, und S5 verbunden. Die zusitzliche Achse M, ist fest mit der bewegten Plattform
des Tripod verbunden und im Bereich der Basisplattform durch das Kardanschubgelenk
KS gefiihrt. Dieses ermoglicht neben den spezifischen Freiheitsgraden eines Kardange-
lenks das Ein- und Ausfahren der seriellen Achse, verhindert aber eine Rotation um ihre
Lingsachse und stabilisiert damit die bewegte Plattform gegeniiber der Basisplattform. Die



5.2 Herleitung der Gleichungen der kinematischen Probleme 65

M,y

.OB S]
S; & * Os

\-

Bild 5-4: IEM-Tricept (links: schematische Darstellung, rechts: Bild der Konstruktion)

Position des Tricept-TCP T'T lasst sich in kartesischen Koordinaten durch den Ortsvektor

R T
orZrr = [OTZTT,X or 41Ty OTZTT,Z] eR’ (5-6)

bezogen auf den Ursprung Or des Tricept-festen Koordinatensystems beschreiben. Auf-
grund des konstruktiven Aufbaus des Mechanismus und der Fithrung der vierten Achse
mittels des Kardanschubgelenks kann die Position des TCP auch in Kugelkoordinaten
(engl. Spherical coordinate, sp) mit den Winkeln « und g des Kardangelenks angegeben
werden. Im Folgenden wird OTZTT stellvertretend fiir beide Arten der Positionsvorgabe
verwendet, an entsprechenden Stellen findet eine Differenzierung statt. Zudem wird auf
eine explizite Kennzeichnung des Bezugs verzichtet und stattdessen nur die Bezeichnung
ZTT genutzt.

Bei der Ermittlung der inversen kinematischen Gleichung finden zwei Eigenschaften
des Mechanismus Beriicksichtigung: Zum einen sind die Antriebe M, M, und M; fiir
die Verkippung sowie den Abstand zwischen bewegter Plattform und Basisplattform
zustindig, wihrend M, ausschlieBlich das Aus- und Einfahren des TCPs in Léangsrichtung
der Achse bewerkstelligt. Zum anderen gilt aufgrund der Konstruktion des Mechanismus
fiir die Gelenkkoordinaten g, ¢> und g; der Antriebe der Parallelstruktur der in folgender
Gleichung beschriebene Zusammenhang (vergleiche Bild [5-5):

qi(Zr1) = loy s, (Zrr) — 0,7k, € Rmiti=1...3. (5-7)
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S

q1 (()TZTT)

Bild 5-5: Vektoren zur Ermittlung der Antriebslinge q, in Abhdngigkeit von Zrr

Sind somit die Positionen der Gelenke K; sowie der von ZTT abhidngigen Gelenke S; mit
i = 1...3 in Tricept-Koordinaten bekannt, konnen die Lingen der Antriebe berechnet
werden. Die Positionen der Gelenke bezogen auf die jeweilige Plattform (K; bezogen auf
den Mittelpunkt O der Basisplattform sowie §; bezogen auf den Mittelpunkt Og einer
gedachten Ebene der Kugelgelenkeﬂ) sind bekannt. Die Gelenke liegen jeweils auf einem

K2 SZ

K S5

Bild 5-6: Lage der Kardan- und Kugelgelenke bezogen auf den Mittelpunkt der jeweiligen
Plattform

gedachten Kreis mit dem Radius r¢ bzw. rs (vgl. Bild[5-6) und sind um jeweils A§ = 120°
zueinander verschoben, sodass sich bezogen auf die x-Achse die Winkel

0; =90° 0, = 210° 03 = 330° (5-8)

8Die Verschiebung zwischen der gedachten Ebene der Kugelgelenke mit dem Koordinatenursprung
Os und der eigentlichen bewegten Plattform mit dem Koordinatenursprung Og hat keinen Einfluss
auf die Berechnung.
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ergeben. Fiir die Gelenke K; miti = 1...3 resultiert daraus der Ortsvektor

rg - cos(d;)
ok, = | r - sin(8;) | € R?, (5-9)

SK

welcher sich direkt berechnen ldsst. Der Parameter sk gibt dabei den Abstand in z-Richtung
o:Zrr,, des Tricept-Koordinatensystems zwischen dem Mittelpunkt des jeweiligen Kardan-
gelenks K; und dem Ursprung Ot an (die drei Kardangelenke weisen konstruktionsbedingt
den gleichen konstanten Abstand auf, weswegen auf eine Unterscheidung verzichtet und
stattdessen immer sk verwendet werden kann).

Der Ortsvektor
0:75; (5-10)

lasst sich nicht direkt darstellen, vielmehr wird eine Transformationsmatrix °T"T zur
Uberfiihrung des Ortsvektors

rs - cos(d;)
osPs, = | rs - sin(s;) | € R, (5-11)
0

der im Koordinatensystem der gedachten Ebene der Kugelgelenke mit dem Ursprung Og
vorliegt, in das Tricept-Koordinatensystem mit Ursprung Ot benotigt.

Zur Ermittlung der Transformationsmatrix wird der Tricept in mehrere Teilsysteme un-
terteilt, wozu in den Gelenken zunichst Hilfskoordinatensysteme platziert und dann die
entsprechenden Transformationsmatrizen zwischen diesen Koordinatensystemen ermittelt
werden. Dabei wird auf eine in [Kol12] beschriebene Vorgehensweise zuriickgegriffen.
Diese sieht die Wahl der Hilfskoordinatensystemen in jedem Gelenk derart vor, dass
Drehungen zwischen Korpern immer um die z-Achse und translatorische Verschiebun-
gen aufgrund von translatorischen Achsen und Gelenken immer in positive Richtung der
x-Achse des jeweiligen Hilfskoordinatensystems erfolgen. Bei der Wahl der Hilfskoordina-
tensysteme gilt es die positive Richtung der Achsen zu erhalten. Durch Befolgung dieser
Konvention kann fiir die Drehung um den Winkel 6, zwischen zwei durch ein rotatorisches
Gelenk verbundenen Korpern s — 1 und s mit den Koordinatenurspriingen O;_; und Oy mit
s € N immer die gleiche Drehmatrix

O rOA(fy) = PO A O DA e R (5-12)
verwendet werden. Die erste Matrix

COS(X5—1, Xg+) COS(X5—1,Ys5+) €COS(Xs_1, Zs*)
= |cos(Ys_1, X)) COS(Ys—1, V) COS(Vs_1,Zs:) | € R (5-13)

COS(ZS—I s -xs*) COS(ZS—I ’ }Q*) COS(ZS—I » Zs*)

Os-1 70x* A

gibt die Verdrehung zwischen dem Ausgangskoordinatensystem mit dem Ursprung O;_;
und der Initialstellung des Koordinatensystems von Korper s mit dem Ursprung O, an. Sie
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resultiert aus den Vorgaben der Konvention, nach denen translatorische Verschiebungen
zwischen Korpern in positive Richtung der x-Achse (siehe Bild a)) und Drehungen um
die z-Achse des Hilfskoordinatensystems (siehe Bild [5-7]b)) durchgefiihrt werden [KoI12].
Somit diirfen zwischen den Achsen der beiden Koordinatensysteme nur Verdrehungen
um ein ganzzahliges Vielfaches von 7/2 vorliegen, was einem Vertauschen der Achsen
entspricht. Die Elemente der Matrix konnen somit nur die Werte —1, 0 und 1 annehmen.

a) XS*
| Os-
) Zs.-
Ys-

Xs
Bild 5-7: Wahl des Hilfskoordinatensystems mit dem Ursprung Oy

Die zweite Matrix

cos(d,) —sin(f,) O
005 A(0,) = |sin(6,) cos(d,) 0]€R>3 (5-14)
0 0 1

kennzeichnet die Verdrehung um die z-Achse des Hilfskoordinatensystem mit dem Ur-
sprung O (siehe z.B. [FFO8|]) um den Winkel 6; zwischen den Koordinatensystemen mit
den Urspriingen Oy und Oy (die z-Achsen der beiden Koordinatensysteme bleiben dadurch
deckungsgleich). Es ergibt sich somit die Rotationsmatrix nach Gleichung durch
Multiplikation der beiden Matrizen aus den Gleichungen (5-13) und (5-14).

Zusitzlich zu einer Verdrehung miissen mogliche Verschiebungen

Xgo — Xs—1 rt(ZTT)
OH?O,-(Z—)TT) = 0,70, (Zrr) = Ve =y [+| O |eR’ (5-15)
Ls* — Zs—1 0
1 11

beriicksichtigt werden. Diese konnen zum einen aus der reinen Lage der Hilfskoordi-
natensysteme zueinander resultieren, etwa bei zwei durch einen Korper verbundenen
rotatorischen Gelenken (Gleichung (5-15)), I). Zum anderen liegen in dem betrachteten Tri-
cept auch translatorische Gelenke vor, deren vom Ortsvektor Zrr abhingige Verschiebung
r((Zrr) nach Konvention in Richtung der x-Achse des jeweiligen Hilfs-Koordinatensystems
erfolgen muss (Gleichung (5-15)), II). Um eine einzelne Transformationsmatrix zwischen
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zwei Koordinatensystemen zu erhalten, wird die Rotationmatrix um eine vierte Zeile und
Spalte erweitert (homogene Matrix)

S_I’Sal,l s—l,saL2 s—l,saL3 0
s—lsa s—lsa s—lsa O
s_]’SAh(QS) - s—1,s " s—1,s - s—1,s - (5_16)
ras rasn fazz 0
0 0 0 1
und die Translation durch die Matrix
00 0 ,irx(Zrp)
s—1.,s =2 O O 0 s—1 rs, (ZTT)
. R,(Z1r) = Y > (5-17)
O O 0 s—lrs,Z(ZTT)
00O 0

dargestellt [FFO8]). Nun kann durch Addition der Matrizen (5-16) und (5-17) die Transfor-
mationsmatrix

TUSAOG) A Zrr)

s—l,sT(e, ZTT) — s—l,sAh(GS) + s_l’sRh(Z_)TT) — e R¥4 (5-18)

ermittelt werden.

Im Folgenden sind die Drehmatrizen und die Verschiebungen sowie die daraus resultieren-
den Transformationsmatrizen dargestellt und erldutert, wobei sich einzelne Schritte an der
Vorgehensweise von MiLutiNovi€ ET AL. in [Mil13] orientieren.

In Bild [5-§]ist der Tricept in mehrere Teilsysteme zerlegt und inklusive der zugehdrigen
Hilfskoordinatensysteme dargestellt. Zunéchst wird der Abstand zwischen dem Maschi-
nenkoordinatensystem des Tricepts, dessen Ursprung Ot im Mittelpunkt der Basisplatte
liegt, und dem Koordinatensystem des Kardanschubgelenks mit dem Ursprung Oks be-
trachtet. Es findet lediglich eine Verschiebung und keine Rotation statt, es ergeben sich
somit die Rotationsmatrizen

100
orOsA =0 1 0 (5-19)
00 1
und
100
OksOSA0) =10 1 (5-20)

00
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siche Bild 3-9

2 Xy

Bild 5-8: Skizze des Tricept mit den erforderlichen Hilfskoordinatensystemen
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) n b)
_a
P S T T T
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Bild 5-9: Skizze des Kardanschubgelenks mit den erforderlichen Hilfskoordinatensystemen

sowie die Translation
0
oo =| 0 |- G-21)
SKS

Da es sich um eine konstruktionsbedingte Verschiebung und nicht um die Bewegung eines
Gelenks handelt, muss diese nicht in Richtung der x-Achse des Hilfs-Koordinatensystems
erfolgen (siche Gleichung (5-15), I)). Es ergibt sich die Transformationsmatrix

1 00 O
010 O
O1-0sT(()) 00 (5-22)
SKS
0 00 1

zwischen den beiden Koordinatensysteme.

Als nichstes wird das Kardanschubgelenk als zwei rotatorische Gelenke mit jeweils
nur einem rotatorischen Freiheitsgrad angesehen und durch zwei Hilfskoordinatensys-
teme abgebildet (sieche Bild [5-9). Die Winkel des Kardanschubgelenks werden als «
und B bezeichnet. Die translatorische Komponente wird im Rahmen eines dritten Hilfs-
Koordinatensystems beriicksichtigt. Als erstes wird die Rotation um die x-Achse (Winkel
a) beriicksichtigt. Da die Rotation nach der vorgestellten Konvention um die z-Achse des
Hilfskoordinatensystems erfolgen muss, ergibt sich die erste Rotationsmatrix zu

0 01
0Ks9091‘A =11 0 O (5-23)
010
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(siehe Bild[5-9] a) und die zweite Matrix unter Beriicksichtigung des Winkels a zu

cos(a) —sin(a) O
"A(@) = |sin(@) cos(@) 0 (5-24)
0 0 1

(siehe Bild [5-9] b). Es liegt keine Verschiebung vor, sodass sich der Translationsvektor

)

OKS?Ol = 0 (5_25)

(]

ergibt. Insgesamt folgt daraus die Transformationsmatrix

0 0

05O () cos(a) —sin(a)

) (5-26)
sin() cos(a)

0 0

S o o =
- o O O

zwischen dem Koordinatensystem des Kardanschubgelenks und dem ersten Hilfskoordi-
natensystem. Im folgenden Schritt wird die Rotation um die x-Achse des ersten Hilfs-
Koordinatensystems (Winkel ) beriicksichtigt (sieche Bild[5-9] ¢ und d):

00 1
DBA={1 0 0 (5-27)
010
cos(B) —sin(B) O
9202 A(B) = [sin(B) cos(B) O] . (5-28)

0 0 1

Da sowohl das erste als auch das zweite Hilfskoordinatensystem zu Komponenten des
Kardanschubgelenks gehoren und sich die Rotationsachsen in einer Ebene befinden, liegt
mit

0
01?02 = O (5-29)
0

keine Verschiebung vor. Daraus folgt die Transformationsmatrix

0 0 10

0.0 cos(B) —sin(B) 0 O
PRT(B) = 5-30
® sin(8) cos(B) 0 O ( )

0 0 0 1
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Im néchsten Schritt wird der Schubanteil des Kardanschubgelenks beriicksichtigt, wobei
dieser durch eine Verschiebung zwischen der Basisplattform und der bewegten Plattform
entsteht. Fiir diese Bewegung wird ein Schubgelenk zwischen beiden Plattformen ange-
nommen, dessen Verschiebung nach Konvention in x-Richtung des zugehdrigen Hilfskoor-
dinatensystems mit dem Ursprung Os (welches in der gedachten Ebene der Kugelgelenke
mit Ursprung Os platziert ist) erfolgen muss. Die aus den beiden Matrizen

1 00
2%GA=10 1 0 (5-31)
0 01
und
cos(0) —sin(0) O 1 00
%%A =|sin(0) cos(0) 0|=[0 1 0 (5-32)
0 0 1 0 01
resultierende Drehmatrix fiithrt zusammen mit der Verschiebung
STS,0 ASTS(ZTT)
ofo(Z) =] 0 |+] 0 (5-33)
0 0
zur Transformationsmatrix
10 0 srso+Asrs(Zrr)
> 010 0
02037 (Zpr) = , (5-34)
o 01 0
000 1
mit
5150 = |or70s|» wenn gilt g1 = 10, @2 = @20, 3 = 30 - (5-35)

Dabei gibt sts den Abstand zwischen Basisplattform und der Ebene der Kugelgelenke
an, der sich einstellt, wenn die drei parallelen Antriebe M, ... M3 in ihrer Initialstellung
gio sind (vgl. Bild . Der Parameter Astg (ZTT) entsteht durch das Verfahren der
drei Antriebe in Abhéngigkeit der gewihlten Sollposition und der daraus resultierenden
Anderung des Abstands zwischen Basis- und Bewegungsplattform, sowie der damit fest
verbundenen Kugelgelenke.

Der Ursprung O; des dritten Hilfskoordinatensystems befindet sich im Ursprung Os. Um
diesen Punkt herum befinden sich mit einem Abstand rg, der dem Radius eines gedachten
Kreises mit dem Ursprung Os entspricht, die drei Kugelgelenke zur Verbindung der Antrie-
be mit der Bewegungsplattform (vgl. Bild[5-6). Um vom letzten Hilfskoordinatensystem in
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qimax

qi,min

Bild 5-10: Antrieb in Initialstellung q;o sowie maximal aus- bzw. eingefahren (q;max» qimin)

das Koordinatensystem der Ebene der Kugelgelenke zu gelangen, muss eine Verdrehung
gemil der Matrix

0 01
%O%A=(1 0 0 (5-36)
010
erfolgen. Es liegt an dieser Stelle kein Drehgelenk vor, sodass die Matrix
cos(0) —sin(0) O 1 00
99A =1sin(0) cos(0) 0[={0 1 0 (5-37)
0 0 1 0 01

konstant ist. Da zudem kein Schubgelenk vorliegt ergibt sich der Verschiebungsvektor

)

03705 = 0 N (5-38)

[an)

womit die Transformationsmatrix zu

03,05’[‘ —

(5-39)

o o = O
oS = O O
o O O =
- O O O

resultiert. Durch die Matrizenmultiplikation

OO (Zrr) = OPOST(0) - SO T (@) - O OTB) - AT (Zyr) - OT(O) (5-40)
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der einzelnen Transformationsmatrizen ergibt sich die Transformationsmatrix

OrOST(Zry) =
cos(B) 0 sin(B) sin(B)(stso + Asts (ZTT))
sin(a) sin(8) cos(a) —sin(a)cos(B) —sin(a) cos(B)(sts0 + AsTs(ZTT))
—cos(a)sin(B) sin(a@) cos(a)cos(B) cos(a)cos(B)(stso + ASTS(ZTT)) + Sks
0 0 0 1

(5-41)

zwischen dem Ursprung Ot des triceptfesten Koordinatensystems und dem Ursprung
Os als Mittelpunkt der Ebene der Kugelgelenke. Mit Hilfe dieser Transformationsmatrix
kann nun die Linge der Antriebe berechnet werden, wozu jedoch die Vektoren aus den
Gleichungen (5-9) und (5-T1)) als homogene Koordinaten dargestellt werden miissen. Nach
[FFO8]l ergeben sich aus den Gleichungen (5-9) und (5-11) die Vektoren

rk - cos(d;)
- sin(6;
ofi = | SO | g (5-42)
SK
1
sowie
rs - cos(d;)
- sin 5,‘
osfs = |70 MO e g, (5-43)
0
1

mit denen die Gelenkkoordinaten

01(Zrm) = [T (Zmos s, - ork| (5-4)
¢2(Zrr) = [P7OT(Zrr)og s, — 0r7ky] » (5-45)
¢3(Zrr) = [P7OT(Zrr)ogPs, — 007 (5-46)

berechnet werden (siehe Gleichung (5-7))). Im Folgenden wird auf die explizite Kennzeich-
nung der Abhingigkeit von Zrr verzichtet, um die Lesbarkeit zu verbessern.

Aus den Gleichungen (5-44) ergeben sich die Lingen der drei Antriebe zu

q, = \/ (sin(d) sin(a@)rs — cos(d1) cos(a)rs sin(B) + sks + cos(a) cos(B)(sts,0 + Asts) — Sk)>

+(sin(d,) cos(a)rs + cos(d;) sin(a)rs sin(B) — sin(a) cos(B)(sts.0 + Asts) — sin(6)rg)* °

+(cos(d1)rs cos(B) + sin(B)(sts0 + Asts) — cos(d1)rk)?
(5-47)
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q = \/ (sin(8,) sin(a@)rs — cos(d,) cos(a)rs sin(B) + sks + cos(@) cos(B)(sts,0 + Asts) — Sk)?

+(sin(d,) cos(a)rs + cos(d,) sin(@)rs sin(B) — sin(a@) cos(B)(sts0 + Asts) — sin(d)r)>

+(cos(62)rs cos(B) + sin(B)(sts.0 + Asts) — cos(92)rk)?
(5-48)

und

q; = \/ (sin(d3) sin(a@)rs — cos(d3) cos(a)rs sin(B) + sks + cos(@) cos(B)(stso + Asts) — Sk)>

+(sin(d3) cos(a)rs + cos(d3) sin(@)rs sin(B) — sin(a@) cos(B)(stso + Asts) — sin(d3)rg)? -

+(cos(83)rs cos(B) + sin(B)(sts0 + Asts) — cos(d3)rk)?
(5-49)

Die Winkel 6y, 6, und 65 ergeben sich wie in Gleichung (5-8)). Mittels der Gleichungen
(-47), (5-48) und (5-49) wird jedoch die Gesamtlinge des jeweiligen Antriebs zwischen
beiden Gelenken bestimmit, fiir die Positionierung der Antriebe werden die erforderlichen
Verfahrwege

Agqr =q1 —qip (5-50)
Agy = q2 — g2 (5-51)
Ags = q3 — q3p (5-52)

benotigt, die sich durch Abzug der Initiallinge g;( des i-ten Antriebs ergeben.

Um die Gleichungen (5-50), (5-51) und (5-52) 16sen zu kénnen, werden abschlieBend die
Winkel « und S benétigt. Diese miissen aus den kartesischen Koordinaten (siehe Gleichung
(5-6)) berechnet werden. Hierbei wird ausgenutzt, dass die letzte Spalte aus Gleichung

(5-41)) dem Vektor

sin(B)((sts,o + ASTS(ZTT))
oxsTos = | —sin(@) cos(B)(sts.0 + Asts(Zrr)) (5-53)

cos(a@) cos(B)(sts,0 + Asts(Zrr)) + sks

entspricht. Der Vektor kann aus den bekannten Parametern jedoch nicht ermittelt werden.
Allerdings besteht eine Kollinearit'atﬂ zwischen den Vektoren o, 7o, und o Prr [Mil13]],
wodurch auch die Betrachtung des Vektors o, 7rr zur Ermittlung der Winkel genutzt
werden kann.

%Kollinearitat zwischen zwei Vektoren @ und 5 liegt vor, wenn d x b=0 gilt [BSMMO6].
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Der Vektor
OTZTT,x 0
> 2 >
oks'TT = 0rZrT + OosTor = | orZrry || O (5-54)
_OTZTT,Z SKS

ergibt sich aus der Position des Tricept-TCPs TT bezogen auf den Ursprung Or des
Tricept-Koordinatensystems sowie dem Abstand skg des Kardanschubgelenks von Oy (vgl.

Bild 5-T1).
Os

2
Oks ' Og

Or

2 yr
SKS Oks'or

TT

Bild 5-11: Zweidimensionale Darstellung der Vektoren zur Berechnung von a und [

Die fiir die Berechnung der Lédnge

STT = |OK5rTT| \/oT Trx T Or %Ty + (=021, + Sks)? (5-55)

des Vektors erforderlichen Koordinaten o, Zrrx, 0. Zr1y und o, Zrr, sowie der konstrukti-
onsbedingte Abstand sks sind bekannt. Es ergeben sich somit in Anlehnung an Kugelkoor-
dinaten die Gleichungen

01T X = sin(B)str (5-56)
OTZTT,y = - SiIl(CY) COS(ﬁ)STT (5-57)
—0rZ1T2 + Sks = cos(a@) cos(B)str - (5-58)

Aus Gleichung (5-56) kann B(Zrr) zu

TTX

B(Zrr) = aresin(=-—>) (5-59)

STT
berechnet werden. Durch Umstellen der Gleichung (5-57)) nach cos(B), Einsetzen in Glei-
chllllng (5-58) und Nutzung des trigonometrischen Zusammenhangs tan(@) = jg;((?) ergibt
sic

a(Zrr) = atan2(—o, Zrry, (0,211 + Sks)) - (5-60)
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Gegeniiber dem Arcustangens werden dem Arcustangens2 (atan2 oder arctan2) zwei
Argumente iibergeben. Mit diesen kann der Wertebereich von 360° abgedeckt werden.

Fiir die zusitzliche serielle Achse M, des Tricept ergibt sich die Bewegung
Aqs(Zrr) = str(Zrr) = qao = Asts (5-61)

wobei Asts die Anderung des Abstandes zwischen Grundplattform und bewegter Plattform
bezogen auf die Initialstellung mit stso und g4 die Linge des Vektors zwischen dem
Kardanschubgelenk und dem TCP bei Initialstellung der Achse M, angibt.

Bei Betrachtung der Gleichungen (5-60) und (5-39) zur Ermittlung der Winkel « und 3
ist zu erkennen, dass beide von o, Zrr, abhidngen. Dies duflert sich bei Bewegungen des
Mechanismus derart, dass mit steigendem o, Zrr,, bzw. zunehmendem Ausfahren der Achse
M, kleinere Winkel fiir konstante Werte von o, Zrrx und o, Zrry bendtigt werden oder
anders formuliert kleinere Verfahrwege der parallelen Triceptachsen M, ... M3 erforderlich
sind. Aus diesem Grund sind die maximal erreichbaren Positionen des Tricept beziiglich x-
und y-Richtung abhingig von der z-Richtung. In Bild[5-12]ist der Arbeitsraum des Tricepts
fiir unterschiedliche Positionen der Achse M, dargestellt. Es ist die genannte VergroBBerung
des Arbeitsraumes bei zunehmender z-Koordinate o, Zrr, zu erkennen.

OTZTT,Z in mm

Bild 5-12: Arbeitsraum des Tricept bei unterschiedlichen Positionen des Antriebs M, nach
[Blul6|]

Im folgenden Abschnitt wird nun das IKP des Portals vorgestellt.

5.2.2 Inverses und direktes kinematisches Problem des Portals

Der zweite Teilmechanismus ist ein Flichenportal, welches Bewegungen in x- und y-
Richtung bezogen auf ein Weltkoordinatensystem mit dem Ursprung Oy erméglicht (siehe

Bild[5-T3).
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Bild 5-13: CAD-Darstellung des Portals aus der Mehrkorpersimulationssoftware Recur-
Dyn

Der Position des TCP wird durch den Ortsvektor
R T
owZtp = [OWZTP,X owZtpy SOP] eR’ (5-62)

bezogen auf das Weltkoordinatensystem beschrieben. Die Positionen o, Zrpx und oy Zrp,y
entsprechen durch geeignete Wahl von Oy in der Mitte des Arbeitsraumes des Portals
und eine entsprechende Wahl des Nullpunktes der Achsen in der Mitte des jeweiligen
Verfahrwegs direkt den Gelenkkoordinaten

g5(oyZrp) = oy Zrex (5-63)

und

46(0WZTP) = owZrpy (5-64)

der Achsen. Durch die Umkehrung dieses Zusammenhangs ergibt sich das DKP. Die
z-Richtung ist bei einem Flidchenportal nicht variabel und entspricht in diesem Fall dem
konstruktionsbedingten festen Abstand sop zwischen dem Ursprung Ow und dem TCP TP
des Portals in z-Richtung des Welt-Koordinatensystems. Die Position

owZre = [0 0 sop]” (5-65)

bedeutet somit, dass beide Portalachsen in ihrer Initialstellung bei Null stehen und der
TCP des Portals beziiglich seiner x- und y-Koordinate dem Ursprung des Weltkoordinaten-
systems entspricht. Die z-Richtung ist jedoch um den Abstand sop verschoben.
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Der Parameter sop ist konstruktionsbedingt vorgegeben und hat keinen Einfluss auf die
Antriebe des Portals, fiir die Zusammenfassung

OWZTM,X OWZTP,x OTZTT,x

- -
owZrmy | = owZre + 01 21T = |owZrey | + |00 21Ty (5-66)
owZt™,2 owZ1p, orZr12

von Tricept und Portal zum kinematisch redundanten Gesamtmechanismus ist er jedoch von
hoher Relevanz. Sollpositionen fiir diesen werden bezogen auf das Weltkoordinatensystem
mit dem Ursprung Oy angegeben, wobei Bewegungen in z-Richtung des Koordinatensys-
tems ausschlieBlich durch den Tricept erfolgen. Somit muss mittels des konstruktionsbe-
dingten Parameters sop eine Umrechnung von o, Zrwm, in o, Zrr, durchgefiihrt werden.

Im folgenden Abschnitt wird zunichst die modellbasierte Validierung der ermittelten IKP
vorgestellt, da diese Gleichungen fiir den modellbasierten Ansatz zwingend erforderlich
sind.

5.2.3 Simulative Validierung des inversen kinematischen Problems mittels
Mehrkérpersimulation

Um die Gleichungen des IKP noch vor Aufbau des realen Mechanismus zu validieren,
wurde ein Mehrkorpermodell basierend auf den CAD-Daten von Portal sowie Tricept in
der Software RecurDyn genutzt (siche Bild [5-2)). Die Ansteuerung der Mehrkorpersimu-
lation (MKS) erfolgt im Rahmen einer Co-Simulation aus der zu RecurDyn gehdrenden
Softwarekomponente CoLink heraus. Hier sind neben der Vorgabe von Sollpositionen
und der Gleichungen des IKP auch die Verfahrbereichsgrenzen g;min und g;max sowie
die maximalen Geschwindigkeiten v; . der Antriebe M, ... M beriicksichtigt. Es wird
analysiert, wie weit die vorgegebene Sollposition OWZTM (vgl. Gleichung (5-2)) von der in
der MKS resultierenden Position

S T
OWZTMres = [OWZTMres,X OWZTMres,y OWZTMres,z] (5'67)

des TCP abweicht. Damit das IKP eindeutig 16sbar ist, wird zusitzlich zu OWZTM auch
OWZTP fiir das Portal vorgegeben. Es werden fiir eine Sollposition drei unterschiedliche
Aufteilungen untersucht, wobei

1. die gesamte Bewegung durch den Tricept erfolgt,

2. das Portal die gesamte Bewegung (in x- und y-Richtung des Weltkoordinatensystems)
tibernimmt und

3. die Bewegung gleichmifBig zu jeweils 50 % (in x- und y-Richtung) auf die beiden
Teilmechanismen aufgeteilt wird.

Die fiir die Simulation erforderlichen konstruktiven Parameter wurden anhand des CAD-
Modells ermittelt, sie sind in Tabelle [5-1] aufgefiihrt.

Als Sollposition wird OWZTM = [200 400 1600]” vorgegeben. Zum einen muss die Be-
wegung dabei in alle drei Raumrichtungen ausgefiihrt werden, zum anderen liegt diese
Position im Arbeitsraum des Tricept, sodass dieser einzeln betrachtet werden kann. Bei
der Analyse ergaben sich folgende Ergebnisse fiir die drei betrachteten Fille:
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Tabelle 5-1: Konstruktive Parameter des Mechanismus

Parameter

Wert

q1,0, 92,0, 430
q4,0

g

Is

SK

SKS

Sop

S$TS,0

437,38 mm
255,38 mm
251,91 mm
146,37 mm
61,756 mm
25,00 mm
2716,51 mm
461,21 mm

1. Zunichst wird der Fall betrachtet bei dem die gesamte Bewegung durch den Trlcept
erfolgen muss. In Bild [5 sind die zeitliche Verldufe von OWZTM und OWZTMres
dargestellt. Wihrend die Sollpos1t10n sprungformig geidndert wird, dndert sich die
tatsdchliche Position des TCP aufgrund der begrenzten Geschwindigkeiten der
Antriebe langsamer. Der stationire Endwert ist nach etwas iiber 5 s erreicht und
entspricht der Sollposition, die gemessenen Abweichungen liegen in allen drei
Raumrichtungen deutlich unter 0,1 % bezogen auf den Sollwert. Wie in Bild [5-15]

anhand der zeitlichen Verldaufe der Antriebsbewegungen Ag; . .

. Age ausgehend von

der jeweiligen Initialposition erkennbar ist, bewegen sich nach Vorgabe nur die

Antriebe M ..

.M, des Tricept, die Antriebe M5 und Mg des Portals bleiben im

Stillstand (Ags = 0, Ag¢ = 0). Damit konnen die Gleichungen des IKP des Tricept

als korrekt angesehen werden.

g 200+ —
= —_ T
g 100~ P =7 ‘_ OWZTMX - OWZTMres,x ‘
< 0 —_— | | | | |
0 1 2 3 4 5 6 7
Zeitin s
500~
: 0 ———T T
E ‘_ OWZTMy o OWZTMres,y ‘
>~ -500 | | | | | | J
0 1 2 4 5 6 7
Zeitin s
. 2500
i 2000 - \ ‘_ OWZTM,Z o OWZTMres,Z ‘
N 1500 ——————— N — — T ]
0 1 2 3 4 5 6 7
Zeitin s

Bild 5-14: Gegeniiberstellung von OWZTM und OWZTMres bei Bewegung des Tricept
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_ 100 — Aqi— Ag1— Agy— Agyr— Agz— Ags, |

E — —

: T - — —

= —

<-1005 1 3 4 5 6 7
Zeitin s

1000

E 500 /

= 0 — AGy— Agu,|

< 1 4 5 6 7
Zeitin s

. 1

E 0

= | = ACIS‘““ Ags— ‘A%"" Age.|

< 70 1 3 4 5 6 7
Zeitin s

Bild 5-15: Zeitlicher Verlauf der Antriebsbewegungen Aq . ..Aqe bei Bewegung des Tri-

cept

2. Im zweiten Fall wird die gesamte Bewegung in x- und y-Richtung durch das Portal
ausgefiihrt und somit die Losung des zugehorigen IKP validiert. Die Verldufe der
Positionen sind in Bild [5-16|dargestellt. Auch hier liegt die stationdre Abweichung
zwischen Soll- und Istposition unter 0,1 %. Die Antriebe M, ... M3 bewegen sich
nicht, M, wird verfahren, um die vorgegebene z-Position zu erreichen und Ms sowie
M; stellen die geforderte x- bzw. y-Position (vgl. Bild[5-17).

g
S 100 i_ OWZTM,x o OWZTMres,x ’>
< 0
0 1 2 3 4 5 6 7
Zeitin s
400
£ 200 -
E 0 l_ OWZTM,y o OWZTMres,y P
>~ -200 ;
0 1 2 3 4 5 6 7
Zeitin s
. 2500
E 2000 }_ [6) ZTM,z OWZTMres,z F
N 1500 —
0 1 2 3 4 5 6 7
Zeitin s

Bild 5-16: Gegeniiberstellung von OWZTM und OWZTMres bei Bewegung des Portals
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2

g 1 ‘_ Aql Aqu— Aq2 Aq2,r_ AC]3 AC[3,r ‘

g 0

E -1 ‘ \ \ \ \ \ |

0 1 2 4 5 6 7
Zeitin s
1000~

£ T

£ 500 /

= 0 — Aga Agay

<% 1 2 3 4 5 6 7
Zeitin s

- 400 - va

= 200 V4

s — Ags— Ags— Ada— Ads,

< % 1 2 3 4 5 6 7
Zeitin s

Bild 5-17: Zeitlicher Verlauf der Antriebsbewegungen Aq ... Aq¢ bei Bewegung des Por-

tals

3. AbschlieBend wird die kombinierte Bewegung der Teilmechanismen und somit das
IKP des Gesamtmechanismus betrachtet. In Bild [5-18 bzw. sind die Positions-
verldufe des TCP sowie der Antriebe dargestellt. Die insgesamt durchzufiihrende
Bewegung in x- und y-Richtung wird je zur Hélfte durch Portal und Tricept aus-
gefiihrt. Der TCP erreicht seine Sollposition mit Abweichungen unter 0,1 %, es
werden alle sechs Antriebe des Mechanismus fiir die Bewegung genutzt. Die Positi-
onsverldufe in x- und y-Richtung sind dabei entgegen den ersten beiden betrachteten
Fillen nicht linear, da hier beide Teilmechanismen in Bewegung sind, jedoch mit
unterschiedlichen Geschwindigkeiten der Antriebe.

Es ldsst sich schlussfolgern, dass die Losungen der IKP der einzelnen Teilmechanismen
sowie die daraus resultierenden Gleichungen des IKP des Gesamtmechanismus korrekt
sind. In Bezug auf die konstruktionsbedingten Parameter gilt es am realen Mechanismus
zu liberpriifen, ob Bauteiltoleranzen oder fertigungsbedingte Abweichungen vorliegen. In
diesem Fall miissten die Parameter messtechnisch bestimmt und angepasst werden. In der
vorliegenden Arbeit wird vom Idealfall ausgegangen, bei dem der Mechanismus exakt dem
CAD-Modell entspricht.
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Bild 5-18: Gegeniiberstellung von OWZTM und OWZTMreS bei kombinierter Bewegung (50/50
Aufteilung auf die beiden Teilmechanismen)
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Bild 5-19: Zeitlicher Verlauf der Antriebsbewegungen Aq; . .. Aqe bei kombinierter Bewe-
gung von Tricept und Portal

5.3 Validierung des Zeitmodells flir Punkt-zu-Punkt-Bewegungen

In diesem Abschnitt wird das zuvor vorgestellte Modell mit dem zeitlichen Verhalten der
realen Antriebe verglichen. Dazu wurde das im weiteren Verlauf dieser Arbeit in Abschnitt
[7.2] vorgestellte System mit einer SPS und Antriebsreglern der Fa. Beckhoff
eingesetzt. Da die drei parallelen Antriebe M, ... M5 des Tricept identisch sind, wird hier
die exemplarische Validierung an Antrieb M, vorgenommen. Zudem wird der Antrieb M,
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betrachtet. Fiir das Portal stehen nur die Antriebe M5 und Mg ohne die entsprechenden
Linearachsen zur Verfiigung. Hier wird angenommen, dass sich die Antriebe durch ihre
Dimensionierung ohne und mit Belastung durch das Portal vergleichbar verhalten, zudem
wird hier Mg stellvertretend fiir beide Antriebe betrachtet.

Der Vergleich zwischen dem vorgestellten vereinfachten Zeitmodell und den Fahrzeiten der
realen Antrieben wird anhand unterschiedlicher Langen der zu verfahrender Strecken sowie
positiver und negativer Verfahrrichtung durchgefiihrt. Die Daten der einzelnen Antriebe
sind in Tabelle [5-2| zusammengefasst. Alle Angaben beziehen sich auf die Parametrierung
im Rahmen des vorgestellten Systems in kombination mit den eingesetzten Achsen und
geben nicht zwangsldufig die tatsdchlich moglichen Maximalwerte der einzelnen Antriebe
an.

Tabelle 5-2: Parameter der eingesetzten Antriebe und Achsen

Antrleb Vi max a; max A min AQi,max Aq:’,b

M, 30mms™  180mms™? —-180mms? 100mm 5,00 mm
M, 30mms™!  180mms2 -180mms? 100mm 5,00 mm
M, 30mms™!  180mms? —-180mms? 100mm 5,00 mm
M, 500mms~' 3300mms? —-3300mms~2 2000mm 75,76 mm
M 100mms™ 500mms™> -500mms~> 2000mm 20,00 mm
M 100mms™' 500mms2 —-500mms~2 2000mm 20,00 mm

Zunichst erfolgt die Validierung des Modells anhand der jeweils einzeln und unabhéngig
voneinander betrachteten Antriebe. Dabei wird auf die explizite Kennzeichnung der Ab-
hingigkeit von der aktuellen Position mit Index k verzichtet. Vielmehr wird angenommen,
dass immer eine Bewegung der Linge Ag; zwischen der Initialstellung g; des jeweiligen
Antriebs als Ausgangsposition und einer Zielposition g; stattfindet.

In Bild [5-20]ist der relative Verlauf der Antriebsposition des Antriebs M, bei einer Ver-
fahrstrecke von Ag; = 5 mm dargestellt. Die Bewegung erfolgt in positive Richtung, was
bedeutet, dass der Hubspindelantrieb ausfihrt und somit die Masse des Tricept entgegen
der Erdbeschleunigung bewegen muss. Der eigentliche Verlauf der Position ist bei der
Nutzung des Modells nicht von Bedeutung. Ziel ist es die benotigte Zeit der Bewegung
(vom Stillstand iiber die Bewegungen bis zum erneuten Stillstand) so genau wie moglich
zu berechnen. Bezogen auf den dargestellten Fall benétigt der reale Antrieb M die Zeit
At (Aq1) = 362 ms, das Modell liefert als Ergebnis At;(Ag;) = 333 ms. Dies fiihrt zu
einem Fehler von

Aty o(Aqy) = Ar(Aqy) = Aty (Agy) =29 ms . (5-68)
Bezogen auf die Verfahrzeit des realen Antriebs liegt der prozentuale Fehler bei

100 . Atl,e(Aql)
Atl,r(AQI)

e1(Aq)) = =8,01%. (5-69)
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Bild 5-20: Positionsverlauf des Antriebs M, bei einer Strecke Ag; = 5 mm

Bild [5-21] zeigt das Verhalten bei einer Strecke von Ag; = 30 mm. Die ermittelten Zeiten
ergeben sich zu At (Ag;) = 1,161 s und At;(Aq,) = 1,167 s, der prozentuale Fehler be-
triagt e;(Aq;) = —0,52 %. Die Abweichung des Modells vom realen Antrieb bei kleinen
Verfahrstrecken liegt vornehmlich am Antrieb und der dazu gehdérenden Regelung. Die
verwendeten Gleichstrommotoren bendtigen eine Spannung von mehreren Volt, um das fiir
den Spindelantrieb erforderliche Losbrechmoment aufzubringen. Sobald sich die Spindel
bewegt, geniigt eine kleinere Spannung zum Aufrechterhalten der Bewegung. Die gefor-
derte Verfahrstrecke Ag; = 5 mm ist so lang wie die nach Gleichung berechnete
Grenzdistanz Aq, , (vgl. Tabelle[5-2)), jedoch schafft der Regler es nicht, dass tatsdchlich
Vimax €rreicht wird. Vielmehr ist der reale Antrieb mit ndherungsweise v, = 26 mm s
langsamer als das Modell. Die Reglerauslegung fiir die realen Antriebe nach etablierten
Verfahren wie dem Betragsoptimum oder dem symmetrischen Optimum (siehe [F6113]])
lieferte am realen Antrieb aufgrund des hier beschriebenen Verhaltens mit einem Losbrech-
moment grofer dem fiir die Bewegung erforderlichen Moment keine zufriedenstellenden
Ergebnisse. Der genutzte Antriebsregler bietet fiir solche Antriebe aber die Option, zwei
verschiedene Proportionalfaktoren festzulegen [Bec23|]. Die Geschwindigkeit, bei der eine
Umschaltung erfolgt, kann ebenfalls festgelegt werden. Die Auslegung der Reglerparame-
ter erfolgte empirisch anhand der Analyse verschiedener Positionsvorgaben mit Variation
der Faktoren und der Umschaltgeschwindigkeit. Hierbei handelt es sich um eine Vorge-
hensweise, die etwa von Fa. Beckhoff in Handbiichern zur Antriebshardware beschrieben
ist [Bec18al]. Die hier gezeigten Positionsverldufe basieren auf den empirisch ermittelten
Parametern.

Bei groBeren Strecken wird der Einfluss des Effekts deutlich geringer, der Antrieb erreicht
seine maximale Geschwindigkeit und das Modell stimmt ausreichend gut mit dem realen
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Bild 5-21: Positionsverlauf des Antriebs M, bei einer Strecke Ag; = 30 mm

System iiberein. Neben den positiven Verfahrwegen wurden auch die Fille Ag; = -5 mm
und Ag; = —30 mm betrachtet, bei denen der Hubspindelantrieb die Last in Richtung der
Erdanziehungskraft bewegt. Die Ergebnisse sind in Tabelle zusammengefasst. Des
Weiteren wurde das Verhalten der seriellen Achse M, sowie stellvertretend fiir das Portal
der Achse M analysiert (vgl. Tabelle [5-3)). Auch hier sind die Verfahrstrecken jeweils so
gewihlt, dass die Antriebe einmal v; . erreichen und einmal nicht. Bei der seriellen Achse
wird aufgrund des Einflusses der Schwerkraft sowohl die positive als auch die negative
Verfahrrichtung betrachtet. Beim Portal hingegen wird nur die positive Verfahrrichtung an-
gegeben, durch die Ausrichtung in der x-y-Ebene wirkt die Erdanziehungskraft orthogonal
zur Achse und damit zu den beiden moglichen Bewegungsrichtungen, ihr Einfluss ist in
beide Verfahrrichtungen nidherungsweise gleich.

Wie an den in Tabelle [5-3|dargestellten Ergebnissen zu erkennen ist, sind die Abweichun-
gen zwischen realem Antrieb und Modell aus den bereits beschriebenen Griinden bei den
Antrieben M, ... M3 des parallelen Mechanismus am gréten. Generell ist aber festzuhal-
ten, dass das Modell eine fiir den geplanten Anwendungsfall ausreichende Genauigkeit
aufweist, zumal der zu erwartende geringe Rechenaufwand mit beriicksichtigt werden
muss.

Abschlieend wird die Giiltigkeit des vorgestellten Modells bei Achsinterpolation ana-
lysiert. Dabei werden fiinf der sechs Achsen derart beeinflusst, dass sie ihre jeweilige
Zielposition qi(ZTM) in Abhéngigkeit von der Sollposition Zrm des TCP nicht in der kiirzest
moglichen Zeit sondern zeitgleich mit der fiir das Anfahren dieser Sollposition langsamsten
Achse (Verfahrzeit Atmax(ZTM)) erreichen. Dieses Prinzip ist in Bild dargestellt, es
liegt eine synchrone PTP-Bewegung vor (siehe Kapitel 2.2)). Im Beispiel stellt M, die lang-
samste Achse dar, fiir alle anderen Achsen wird die jeweils innerhalb der Verfahrstrecke
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Tabelle 5-3: Ergebnisse der Validierung des Zeitmodells fiir Punkt-zu-Punkt-Bewegungen

Bezeichnung Ag; At;; At; At;e e;

5 mm 362 ms 333 ms 29 ms 8,01 %
30 mm 1161ms 1167ms —-6ms -0,52 %

M ~Smm  355ms  333ms 22ms  6,20%
-30mm 1153ms 1167ms —-14ms -1,21%
50 mm 188 ms 196 ms -82ms -436%

M, 300mm 697 ms 701,5ms —-4,5ms -0,65%
=50mm 190 ms 196 ms —6ms -3,16 %
-300mm 697 ms 701,5ms —-4,5ms -0,65%

M 1 mm 40 ms 394ms 0,6 ms 1,50 %

50 mm 647ms  650ms -3 ms —0,46 %

maximal erreichte Geschwindigkeit vi,g(ZTM) < Vimax SOWeit reduziert, dass alle Antriebe
nach der Zeit Atmax(ZTM) an ihrer Sollposition im Stillstand sind. Bei der Umsetzung am
realen System erfolgt die Interpolation der Achsen iiber virtuelle Getriebe. Dabei werden
alle sechs Achsen an eine virtuelle Leitachse (vgl. Kapitel 2| Punkt-zu-Punkt-Bewegungen)
gekoppelt, diese iibernimmt die Parameter maximale Geschwindigkeit, Beschleunigung,
Verzogerung und Verfahrstrecke der langsamsten Achse mit der Verfahrzeit At,,,x. Die Ach-
sen werden mittels eines jeweils individuell und fiir jede Sollposition Zrw neu berechneten
Ubersetzungsverhiltnisses

Aqi(Zrn)
ACImaX (ZTM)

an diese Leitachse gekoppelt. Es gilt zu beachten, dass durch das Getriebe zum einen die
maximal erreichte Geschwindigkeit

Vie(Zrw) = riZrs) - Vanax (Zrm) (5-71)

des jeweiligen Antriebs M; bezogen auf die Leitachse festgelegt wird, sich aber auch die
Werte fiir Beschleunigung und Verzogerung in Abhingigkeit des Ubersetzungsverhiltnisses
dndern. Dies wird nach [Web09] auch als vollsynchrone PTP-Bewegung bezeichnet.

In Bild ist ein beispielhafter Verlauf der sechs Antriebspositionen qi(ZTM,k) bei drei
Sollpositionen ZTM’k miti =1...6und kK = 1...3 ausgehend von einer nicht niher de-
finierten Ausgangsposition ZTM,O dargestellt. Die griin gestrichelten senkrechten Linien
geben den Beginn einer Bewegung bzw. das Erreichen der Sollposition durch das Modell
an. Die Solldistanzen der einzelnen Antriebe sind in Tabelle die daraus resultierenden
Ubersetzungsverh'altnisse ri(ZTM,k) und maximal zuldssigen Geschwindigkeiten vi,g(ZTM,k)
nach Gleichung in Tabelle [5-5| zusammengefasst. Wie hier anhand der Geschwin-
digkeit zu erkennen ist, weist bei den ersten beiden Sollpositionen ZTM,I und Z_)TM’z der
Antrieb M3 die lingste Verfahrzeit auf, somit erreicht auch nur dieser Antrieb in der Bewe-
gung seine tatsichliche Maximalgeschwindigkeit von 30 mms~! (vgl. Tabelle . Die

ri(Zm) = (5-70)
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entsprechenden Ubersetzungsverhéiltnisse des virtuellen Getriebes betragen r3(ZTM, D=1
und r3(ZTM,2) = 1. Bei der dritten Bewegung benétigt der Antrieb M, die lingste Zeit,
somit gilt 7, (ZTM,3) =1 und Vmax(ZTM,3) = V{,max-

Tabelle 5-4: Vorgaben bei der Modellvalidierung mit Achsinterpolation

i AG(Zrmy)  Aq(Zrmp)  Aq(Zrws)
1 54,82mm —-14,95mm -25,40mm
2 5,41 mm —6,33 mm 5,56 mm

3 -5990mm 20,88 mm 19,80 mm
4 -282,12mm 115,70mm 128,89 mm
5 -3326mm 12,76 mm 7,28 mm

6 47,79 mm -11,40mm -22,69 mm

Tabelle 5-5: Ubersetzungsverhdltnisse und Geschwindigkeiten bei der Modellvalidierung

mit Achsinterpolation

i r i(ZTM,l) r i(ZTM,z) r i(ZTM,3) Vi,g(ZTM,l) Vi,g(ZTM,2) Vi,g(ZTM,3)

1 -0,92 -0,72 1,00 2746mms™!  -21,48mms™' —30,00mms!
2 -0,09 -0,30 -0,22 2,71 mms™! -9,10mms~" 6,57 mms!

3 1,00 1,00 -0,78 -30,00mms~' 30,00mms~' 23.39mms™!
4 4,71 5,54 -5,07 —141,3mms™" 166,24mms~! 152,23 mms™!
5 0,56 0,61 —-0,29 -16,66 mms~' 18,33mms™! 8,60mms™!

6 -0,80 -0,55 0,89 23,94mms™!  -16,38mms™! -26,80mms™!

Tabelle [5-6|beinhaltet die resultierenden Abweichungen zwischen realem Mechanismus
und Modell, sowie die prozentualen Fehler nach Gleichung (5-69)). Es ist zu beachten,
dass bei dem realen Antrieb der Zeitpunkt betrachtet wird, an dem sich dieser das erste
mal im Bereich von +0,05 mm um die Sollposition befindet. In der SPS ist dies ein fest
definierter Parameter innerhalb der eingesetzten Programmbausteine zur Ansteuerung der
Antriebe. Im Bild ist dies durch einen kurzen senkrechten Strich in der Farbe der
jeweiligen Linie gekennzeichnet. Der prozentuale Fehler wird bezogen auf die Verfahrzeit
des jeweiligen realen Antriebs fiir die aktuelle Bewegung berechnet. Die erste Bewegung
beginnt beispielsweise bei 1 s, der reale Antrieb M, erreicht den Sollbereich zum Zeitpunkt
3,26 s, somit bezieht sich der prozentuale Fehler auf die Verfahrdauer 2,26 s. Zusammen mit
einer Verfahrdauer von 2,22 s im Modell ergibt sich der absolute Fehler zu Atl,e(ZTM, )=
40 ms und der prozentuale Fehler zu e, (ZTM,l) = 1,77 %. Die Abhéngigkeit vom Ortsvektor
ZTM,k ergibt sich daraus, dass wiederum ¢; von diesem abhingt, siehe Gleichungen ((5-68))

und (5-69).
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Tabelle 5-6: Absolute und prozentuale Fehler der Verfahrzeiten bei der Modellvalidierung
mit Achsinterpolation

i Afi,e(ZTM,l) Afi,e(ZTM,z) Afi,e(ZrM,a) ei(ZTM,l) ei(ZTM,Z) ei(ZTM,3)

1 40ms 32ms 40 ms 1,77 % 3,51 % 3,74 %
2 —21ms 3ms 7 ms -095% 0,34 % 0,68 %
3 1ms 23 ms 41 ms 0,05 % 2,55 % 3,83 %
4 2ms —10ms —1ms 0,09 % -1,L15% -0,1%
5 3ms 2 ms Sms 0,13 % 0,23 % 0,48 %
6 6ms -7 ms 6 ms 0,27 % -0,8 % 0,58 %

Die ermittelten relativen Fehler liegen bei maximal 3,83 % fiir Antrieb M3 (Sollpositi-
on Z—)TM,3). Damit ist das Modell auch im achsinterpolierten Fall als ausreichend genau
anzusehen, es kann im Rahmen der modellbasierten Optimierung eingesetzt werden.
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Bild 5-22: Prinzip des vollsynchronen PTP-Betriebs
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Bild 5-23: Beispielhafter Positionsverlauf der sechs Antriebe bei vollsynchronem PTP-

Betrieb (oben: M, (blau), M, (rot), M5 (orange); Mitte: M,; unten: Ms (blau),
Mg (rot))
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54 Mogliche Anwendungsszenarien fur den IEM-Mechanismus

Der IEM-Mechanismus wurde urspriinglich als Inspektionssystem fiir beengte Arbeitsriu-
me entwickelt, die geprégt sind durch eine Vielzahl von innenliegenden konstruktions- und
prozessbedingten Hindernissen [RHWT15]]. In dieser Anwendung kann der Mechanismus
die Sensorik aufgrund der Hindernisse nicht immer in die erforderliche Orientierung zur
zu inspizierenden Stelle bringen. Dies wird vielmehr durch einen aktiven Werkzeugkopf,
durch seine Position am TCP des Mechanismus auch als Endeffektor oder teilweise auch
End of Arm Tooling bezeichnet, erreicht. Dieser kann zusitzlich zum eigentlichen Tricept
die Sensoren beziehungsweise die gesamte Inspektionseinheit ausrichten.

In der vorliegenden Arbeit wird die Orientierung des TCP bzw. des daran befestigten
Endeftektors hinsichtlich der Planung zeitoptimierter Trajektorien vernachlissigt. Fiir den
Fall, dass der durchzufiihrende Prozesse eine definierte Orientierung erfordert, wird hier
ebenfalls eine entsprechende zusitzliche Ausrichtungseinheit benétigt. Diese muss die
Differenz zwischen den Winkeln a und g des Tricept und den fiir den Prozess erforderli-
chen Winkeln ausgleichen. Mit einem solchen aktiven Werkzeug kann der Tricept bzw.
der gesamte IEM-Mechanismus in unterschiedlichen Anwendungen eingesetzt werden.
Beispielhaft seien hier neben der Inspektion etwa das Setzen von Klebe- oder Schweil3-
punkten auf Bauteilen genannt, die eine groe Variantenvielfalt hinsichtlich der Grofe und
der Form, aber auch bezogen auf die Positionen der zu bearbeitenden Stellen aufweisen.

Aktive Werkzeugkopfe werden in unterschiedlichsten Anwendungen im industriellen
Umfeld eingesetzt und sind je nach Anwendungsfall zum Teil auch als fertige Komponente
erhiltlich. Ein Beispiel hierfiir ist das Greif-Schwenk-Modul EGS der Fa. Schunk, welches
eine Kombination aus Greifer und zusitzlichem Rotationsantrieb darstellt [SCH19b] (siche
Bild [5-24). Dies kann etwa fiir schnelle Greif- und Rotationsaufgaben genutzt werden,
bei denen die Geschwindigkeit der klassischen Robotergelenke nicht ausreicht, um die
Prozessanforderungen zu erfiillen und stattdessen eine zusitzliche Achse genutzt wird.

Fiir den vorgestellten IEM-Mechanismus lassen sich mit entsprechenden Werkzeugkopfen
verschiedene Anwendungsszenarien definieren. Da der Fokus der vorliegenden Arbeit
jedoch auf der vom konkreten Anwendungsfall losgeldsten Planung zeitoptimierter Trajek-
torien liegt, wird auf weitere mogliche Anwendungen hier nicht ndher eingegangen. Im
folgenden Kapitel werden vielmehr die Grundidee dieser modellpradiktiven Planung, das
dabei resultierende Optimierungsproblem sowie die eingesetzten Modelle vorgestellt.

Bild 5-24: Greif-Schwenk-Modul EGS der Fa. Schunk [|SCH19a]
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6 Simulative Umsetzung in MATLAB

Eines der grundlegenden Ziele der vorliegenden Arbeit ist die echtzeitfdhige Implementier-
barkeit des entwickelten Ansatzes auf industrieller Hardware. Entsprechend dem grund-
legenden Gedanken der modellbasierten Entwicklung werden vor der Umsetzung auf
reale Hardware jedoch zunichst weiterfiihrende Analysen anhand eines Modells durch-
gefiihrt. Hierzu wird im Folgenden die Implementierung in MATLAB vorgestellt. Diese
dient zum einen dem Nachweis der prinzipiellen Funktionstihigkeit des Ansatzes, zudem
werden sowohl mit dem Referenzverfahren aus Abschnitt als auch mit dem modell-
pradiktiven Ansatz Vergleichsdaten erzeugt. Mit diesen werden die im Rahmen der in
Kapitel [/| vorgestellten Implementierung auf der Industriehardware erzielten Ergebnisse
verglichen.

Fiir die Ausfithrung des Referenzverfahrens und des modellpriadiktiven Ansatzes in MAT-
LAB werden zunichst die in Kapitel [ erlduterte Giitefunktion und die Zeitmodelle sowie
die in Kapitel 5| vorgestellten Gleichungen der IKP der Teilsysteme Portal und Tricept
implementiert. Im Anschluss wird ein geeigneter Optimierer ausgewéhlt. Dieser muss
fiir nichtlineare Optimierungsprobleme mit mehreren Variablen geeignet sein. Mit der
OprimizaTioN TooLBox [Mat20]] bietet MATLAB hier bereits verschiedene Algorithmen an.
Da diese jedoch nicht fiir die Implementierung auf industrieller Hardware geeignet sind,
wird im Anschluss eine Analyse weiterer Algorithmen mit dem Fokus auf frei verfiigbare
und Software-/MATLAB-unabhingige (jedoch in MATLAB nutzbare) Bibliotheken durch-
gefiihrt. Die dabei erzielten Ergebnisse bezogen auf den modellpradiktiven Ansatz werden
mit denen der Optimization Toolbox und zudem mit dem Referenzverfahren verglichen.
Um hierbei eine Vergleichbarkeit iiber alle Analysen hinweg zu gewihrleisten und zudem
die Ergebnisse nicht durch eine gezielte Wahl von Sollpositionen zu beeinflussen, miissen
zunichst geeignete Sollpositionsfolgen ermittelt werden. Dies ist im folgenden Abschnitt
beschrieben.

6.1 Wahl der Sollpositionsfolgen

Um durch die Wahl der Sollpositionen weder den modellpridiktiven Optimierungsansatz
noch den Referenzansatz bewusst zu beeinflussen und eventuell zu bevorzugen, wird bei
der Erzeugung der Sollpositionsfolgen auf einen Zufalls generato zuriickgegriffen. Durch
diesen werden in jedem Schritt drei gleichverteilte Zufallszahlen fiir o, Zm x, oy Z1M,y und
owZMm, erzeugt. Die Grenzen

=500 mm < o, Zrmx < 500 mm
=500mm < o, Zrmy < 500 mm (6-1)
1000 mm < o, Z7m,, < 2000 mm

bilden in x- und y-Richtung die maximalen Verfahrwege der Portalachsen und in z-
Richtung die Moglichkeiten des Tricept ab. Prinzipiell ist es moglich, Positionen auflerhalb

10Zur Erzeugung der Zufallszahlen wurde die Funktion rand() in MATLAB genutzt, welche gleichverteilte
Zufallszahlen ausgibt.
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des Verfahrbereichs des Portals durch den Tricept anzufahren, dieser Fall wird bei der
Erzeugung der Sollpositionen jedoch vernachlissigt. Es werden jeweils N Zufallszahlen
fiir x-, y- und z-Richtung in der Reihenfolge ihrer Erzeugung zu einer Sollpositionsfolge
zusammengefasst. Um bei den spiteren Analysen auszuschlieBen, dass eine einzelne gene-
rierte Sollpositionsfolge hinsichtlich Linge oder enthaltenen Sollpositionen fiir einen der
zu vergleichenden Ansitze besser geeignet ist, werden zum einen Folgen der unterschiedli-
chen Lingen N = 10, N = 20, N = 50, N = 100, N = 200 und N = 1000 erzeugt. Zum
anderen werden je N 1000 unterschiedliche Folgen generiert.

In Bild [6-T]ist exemplarisch eine Folge mit N = 100 Sollpositionen dargestellt, wobei
die Zahlen die Reihenfolge angeben. Es ist zu erkennen, dass sich etwa die Sollposition
.81 (roter Kreis) bezogen auf x- und y-Richtung am Rand des Arbeitsraumes befindet,
wihrend die Position ,,100* (griiner Kreis) nah am Zentrum liegt. Insgesamt liegt eine
Verteilung iiber nahezu den gesamten Arbeitsraum vor.

Um die Sollpositionsfolgen im weiteren Verlauf der vorliegenden Arbeit unterscheiden zu
konnen, werden sie nach dem Schema rN; benannt, wobei r fiir random (engl. zufillig)
steht, N wie bekannt die Linge der Sollpositionsfolge bezeichnet und j angibt, um welche
der 1000 Folgen je N es sich handelt. Die dritte Folge fiir N = 100 heif3t somit 71005.
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Bild 6-1: Beispiele fiir eine zufallsgenerierte Sollpositionsfolge der Linge N = 100

Im Folgenden werden die generierten Folgen im Rahmen der simulativen Umsetzung des
Referenzverfahrens eingesetzt.

6.2 Simulative Ausfuhrung des Referenzverfahrens

Wie in Abschnitt [4.5]erldutert, dient das Referenzverfahren dazu, die mittels des modell-
basierten Optimierungsansatzes erzielten Ergebnisse einordnen und bewerten zu konnen.
Dazu wird das Verfahren auf alle generierten Sollpositionsfolgen angewendet. Je Folge
wird mittels des Optimierers eine fiir die gesamte Folge feste und hinsichtlich der Gesamt-
verfahrzeit optimierte Aufteilung ¢ . der Bewegung in x-und y-Richtung zwischen Portal
und Tricept ermittelt. Beziiglich des Optlmlerers wird im Rahmen der simulativen Ausfiih-
rung des Referenzansatzes auf die MATLAB-eigene Optimization Toolbox zuriickgegriften.
Diese stellt verschiedene Funktionen sowohl fiir lineare als auch quadratische, ganzzahlige
und nichtlineare Optimierungsaufgaben zur Verfiigung [Mat20]. Wie bereits eingangs
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dieses Kapitels beschrieben, wird ein Optimierer fiir nichtlineare Optimierungsaufgaben
mit mehreren Variablen benétigt, fiir die Ausfiihrung des Referenzansatzes zusitzlich mit
der Moglichkeit der Vorgabe von Nebenbedingungen. Diese Anforderungen erfiillt finmin-
con, wobei innerhalb dieser Funktion zwischen verschiedenen Optimierungsalgorithmen
(interior-point, sqp, sqp-legacy, active-set und trust-region-reflectiv) gewihlt werden kann
[Mat20]. Im Rahmen der folgenden Analysen wurde die Standardeinstellung interior-point
beibehalten. Die Tabelle [6-1] fasst die weiteren relevanten Parameter der Optimierung
zusammen.

Tabelle 6-1: Parameter fiir fmincon bei Ausfiihrung des Referenzansatzes

Parameter Wert
Optimierer fmincon

it 100000
min(Ags, Ags) 1 x 1072 mm
min(AJ,e) I1x10 s

min(q; ...q3) 387,38 mm
max(q; ...q3) 487,38 mm

min(q,) 400,00 mm
max(qs) 1800,00 mm
min(gs, g) —500,00 mm
max(gs, gs) 500,00 mm

Mittels n;; wird die maximale Anzahl an zulédssigen Iterationen des Optimierers ange-
geben. Durch einen hohen Wert wird verhindert, dass der Optimierer frithzeitig auf-
grund der Iterationen beendet und damit eingeschriankt wird. Zusétzlich werden mittels
min(Ags, Ags) und min(AJ,.) Abbruchgrenzen hinsichtlich der minimalen Anderung der
Optimierungsgrolen gs und gg sowie der minimalen durch die Variation der Optimie-
rungsgroBen erreichte Anderungen der Giitefunktion definiert. Die entsprechenden Werte
werden klein gewdhlt, um mit dem Optimierer moglichst gute Ergebnisse zu erzielen. Es
wird davon ausgegangen, dass sich die beiden Teilmechanismen Tricept und Portal zu
Beginn jeder Sollpositionsfolge in ihrer Intitalposition (¢; = g;) befinden. Zudem wird als
Startwert fiir den Optimierer angenommen, dass das Portal die gesamte Bewegung in x-
und y-Richtung tibernimmt. Durch die Wahl aller Sollpositionen innerhalb des Arbeitsrau-
mes des Portals ist diese Aufteilung mit den Moglichkeiten der Teilmechanismen vereinbar.
Es liegen somit Startwerte der Optimierungsgréf3en vor, mit denen die Nebenbedingungen
eingehalten werden.

Als relevantes Ergebnis fiir einen spiteren Vergleich mit dem modellpriadiktiven Ansatz
wird die insgesamt je Folge erforderliche Verfahrzeit betrachtet. Es wird zum einen der
Mittelwert der Verfahrzeit

1000
j= Jre (I”N)
Lzt JtlrN)) (6-2)

Tref(rN) = 1000
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mit Ji.¢ siche Gleichung (4-24) iiber die jeweils 1000 Folgen rN; der Linge N mit j =
1...1000 gebildet. Zum anderen werden die kleinste und grofite Verfahrzeit

Tretmin(rN) = min(Jye(rN;)) mit j = 1...1000 (6-3)
und
Tref max(rN) = max(Jrer(rN;)) mit j = 1...1000 (6-4)

ermittelt. Die Tabelle [6-2|fasst die Ergebnisse zusammen.

Tabelle 6-2: Ergebnisse des Referenzverfahrens

N Tit(*N)  Tretmin"'N)  Trefmax(PN)

10 33,71s  17,02s 55,63
50 189,50s 139,265 246,44 s
100 388,58s 322,81s 465,92 s
200 788,49s 686,845 887,57 s
1000 4028,76s 3724,25s  4286,07s

An den Abweichungen zwischen den drei Zeiten T et T'ref min UNd Tref max j€ N 1St zu
erkennen, dass sich die einzelnen Sollpositionsfolgen hinsichtlich der zwischen den Sollpo-
sitionen zu verfahrenden Strecken aufgrund der Nutzung des Zufallsgenerator wie erwartet
unterscheiden.

Im folgenden Abschnitt wird die simulative Funktionsvalidierung des modellpradikti-
ven Ansatzes vorgestellt und die dabei erzielten Ergebnisse mit denen aus Tabelle [6-2]
verglichen.

6.3 Funktionsvalidierung des modellpradiktiven Ansatzes in
MATLAB unter Nutzung MATLAB-eigener Optimierer

Um die grundlegende Funktionsweise des modellpriadiktiven Ansatzes in Bezug auf die
Minimierung der Verfahrzeit eines kinematisch redundanten Mechanismus zwischen auf-
einanderfolgenden Sollpositionen zu validieren, wird im Rahmen der vorliegenden Arbeit
zunichst eine Simulation in MATLAB durchgefiihrt. Wie bei der simulativen Ausfithrung
des Referenzverfahrens (Abschnitt[6.2)) wird hierzu der Optimierer finincon der MATLAB-
eigenen Optimization Toolbox mit den in Tabelle [6-3] angegebenen Parametern genutzt.
Dabei wurden die Abbruchgrenzen min(Ags, Age) und min(AJ,) groer gewéhlt als beim
Referenzverfahren, um sie den tatsidchlichen Moglichkeiten des Mechanismus anzupassen.
Insbesondere hinsichtlich der Anderung der Portalpositionen als Optimierungsvariablen
liegen sie jedoch weiterhin in einem hohen Genauigkeitsbereich. Die Abbruchgrenze
der Iterationsanzahl n; wurde bei 100000 belassen, um den Optimierer hier nicht einzu-
schrinken. Auch beim modellpriadiktiven Ansatz werden die Teilmechanismen Tricept
und Portal zu Beginn jeder Sollpositionsfolge in ihrer Initialstellung verortet. Initial wird
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zudem fiir jede Position innerhalb des Préadiktionshorizontes angenommen, dass das Portal
die gesamte Bewegung in x- und y-Richtung iibernimmt. Aquivalent zu der Ausfiihrung
des Referenzansatzes wird somit sichergestellt, dass mit den Startwerten die Grenzen
des Mechanismus eingehalten werden. Nachdem der betrachtete Bereich das erste mal
verschoben wurde, werden fiir die ersten n, — 1 Sollpositionen die Ergebnisse des vorher-
gegangenen Optimierungsschrittes als Startwerte genutzt (vgl. Kapitel ). Lediglich fiir
die letzte Sollposition ZTM,HHP wird initial die vollstdndige Ausfithrung durch das Portal
angenommen.

Tabelle 6-3: Parameter fiir fmincon bei Ausfiihrung der modellprdidiktiven Planung

Parameter Wert
Optimierer fmincon

np 3

it 100000
min(Ags, Age) 1 X 10> mm
min(AJ,e) 1x10™*s
wq 50

Wo 10

w3 10

Gios Smm

Neben den bereits in Tabelle vorgestellten Daten werden in Tabelle die sich
ergebenden mittleren Verfahrzeit T, (ot: Optimization Toolbox) sowie die jeweiligen
Minimal- und Maximalwerten 7o min Und 7o max j€ N fiir die modellpréadiktive Optimierung
angegeben. Die Berechnung erfolgt analog zu den Gleichungen (6-2)), (6-3) und (6-4),
wobei anstelle von J,s aus Gleichung (4-24]) die Berechnung der insgesamt erforderlichen
Verfahrzeit

N-1
Z }Pla%Ati(Aq;',kHlk) (6-5)
k=0 "

genutzt werden muss. Zusitzlich wird die prozentuale Einsparung

= To - Tre
ATOt = t_—f (6-6)
Tref

des Optimierungsansatzes bezogen auf das Referenzverfahren angegeben. Es wird auf die
explizite Kennzeichnung der Abhéngigkeit der Zeiten von der jeweiligen Sollpositionsfolge
und der Linge N aus Griinden der besseren Lesbarkeit verzichtet.

Wie zu erwarten steigen die Verfahrzeiten bei beiden Ansitzen nidherungsweise linear mit
der Lange N der Sollpositionsfolgen. Die Verfahrzeiten des modellpridiktiven Ansatzes
sind jedoch zwischen —20,14 % und —30,80 % geringer als die des Vergleichsansatzes. Der
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Tabelle 6-4: Ergebnisse des Referenzverfahrens und des modellprddiktiven Ansatzes

N Tref Tot Tot,min Tot,max ATot

10 33,71s 26,92 s 14,57 s 44,84 s -20,14 %
50 189,50s 138,41s 101,00s 176,36s —26,96 %
100 388,58s 278,20s 233,98s 33496s -28,41%
200 788,49s 555,34s 500,12s 627.41s -29,57%
1000 4028,76s 2788,00s 2614,70s 2946,40s -30,80%

Grund fiir diesen grolen Unterschied in den Verfahrzeiten liegt vor allem darin begriindet,
dass bei groBeren Variationen der Sollpositionen innerhalb einer Folge die Wahl der festen
Aufteilung nachteilig ist. Die maximal mdglichen Bewegungen des Tricept-TCP bzw. die
Ausdehnung des Arbeitsraumes in x- und y-Richtung héngen stark von der z-Koordinate
owZ1m_z der Sollposition und der damit verbundenen Linge der seriellen Achse M, ab (vgl.
Abschnitt[5.2.T)). Liegt eine Sollposition vor, bei der diese nur geringfiigig ausgefahren
ist (kleiner Wert fiir g4 nahe g4), so kann der Tricept nur kleine Bewegungen in x- und
y-Richtung ausfiihren. In Kombination mit einer groBen durchzufiihrenden Gesamtbewe-
gung in x- und/oder y-Richtung muss ein Grof3teil davon zwangsldufig durch das Portal
iibernommen werden. Ist hingegen Achse M, aufgrund der geforderten Sollposition weit
ausgefahren, so wird der Arbeitsraum des Tricept in x- und y-Richtung vergroBert. Bewe-
gungen in diese beiden Richtungen erfordern geringere Verfahrwege Aq,, Ag, und Ag; der
parallelen Achsen M, M, und M5. Durch den vorgestellten modellbasierten Optimierungs-
ansatz wird diese Eigenschaft des Tricept beriicksichtigt und fiir jede Sollposition einer
Folge eine individuelle Aufteilung der Bewegung ermittelt, was zu einer Minimierung der
Verfahrzeit fiihrt. Bei dem Vergleichsansatz hingegen sind die Aufteilungen und damit
der Vektor ¢& _ fiir alle Sollpositionen einer Folge konstant und maf3geblich abhingig
von den Sollposmonen mit gering ausgefahrener serieller Achse bei zeitgleich grof3en
Verfahrstrecken in x- oder y-Richtung. Dies fiihrt insbesondere bei Sollpositionen mit
weit ausgefahrener Achse M, zu einer vergleichsweise langen erforderlichen Verfahrzeit.
Je mehr Sollpositionen eine Folge umfasst, desto ausgeprigter wird der Einfluss dieses
Effekts. Somit ldsst sich als Zwischenfazit festhalten, dass Ansédtze mit festen Aufteilungen
bei individuellen Fertigungsaufgaben mit stark unterschiedlichen Verfahrwegen nicht mehr
effizient einsetzbar sind, die vorgestellte Optimierung hier jedoch deutliche Reduzierungen
der Verfahrzeit ermoglicht.

Die bisher durchgefiihrte Analyse unter Nutzung von fmincon zeigt bereits das Potential
des modellpradiktiven Optimierungsansatzes. Um einen Einsatz auf industrieller Hardware
zu ermoglichen, wird jedoch ein Optimierer bendtigt, der unabhéngig von einer bestimmten
Software ist und moglichst als Quellcode in der Programmiersprache C oder C++ vorliegt.
Im folgenden Abschnitt werden verschiedene Optimierungsbibliotheken und die in ihnen
enthaltenen Optimierungsalgorithmen diesbeziiglich analysiert.
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6.4 Funktionsvalidierung des modellpradiktiven Ansatzes in
MATLAB unter Nutzung freier Optimierer

Im Rahmen der vorliegenden Arbeit wird ein Optimierungsalgorithmus bendtigt, der neben
der Losung des Optimierungsproblems eine Implementierung in Form von C- oder C++-
Code ermoglicht, ein entscheidendes Kriterium fiir den Einsatz auf einer SPS. Zudem
wird aufgrund der Komplexitit des Optimierungsproblems inklusive der Gleichungen der
kinematischen Probleme und des Modells ein ableitungsfreier Ansatz bevorzugt. Durch
die Fallunterscheidung innerhalb des Zeitmodells liegt kein kontinuierliches Modell vor,
von der Ableitung ist an dieser Stelle abzusehen.

Im folgenden Abschnitt wird die Analyse verschiedener Open Source-Optimierungsbiblio-
theken und ihrer Optimierungsalgorithmen vorgestellt, bevor im Anschluss die Implemen-
tierung in MATLAB und die erzielten Ergebnisse vorgestellt werden.

6.4.1 Analyse verschiedener Optimierungsalgorithmen und ihrer
Bibliotheken

Die Tabelle zeigt zundchst eine Ubersicht iiber verschiedene Algorithmen aus frei
verfiigbaren Open Source-Bibliotheken und die entscheidenden Eigenschaften, sie orien-
tiert sich zum Teil an [Abd17]. Die in der Tabelle angegebenen Quellen beziehen sich auf
Veroftentlichungen zu den Optimierungsalgorithmen selber, die Bibliotheken werden im
Anschluss daran vorgestellt.
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Im Folgenden werden die einzelnen Bibliotheken, deren Optimierer in Tabelle [6-5] aufge-
listet sind, kurz vorgestellt.

Dlib
Die Bibliothek DIib stellt unter der Boost Software Licencﬂ kostenfrei verschiedene
Algorithmen u.a. fiir Optimierungs- und Machine Learning-Aufgaben zur Verfiigung.
Priferierte Programmiersprache ist C++, jedoch ist auch eine Nutzung unter Python
moglich. [Kin09]]

Ipopt
Die in C++ geschriebene Ipopt-Bibliothek (Interior Point OPTimizer) beinhaltet
verschiedene Algorithmen fiir nichtlinear Optimierung und wird unter der Eclipse
Public License (EPLm bereitgestellt. Neben C++ konnen auch Bibliotheken fiir
den Einsatz in den Sprachen C, Fortran, Java und R sowie in MATLAB oder AMPL

erzeugt werden. [WBO6|

NLopt
Bei NLopt (NonLinear OPTimization) handelt es sich um eine open-source-Bibliothek
fiir nichtlineare lokale und globale Optimierung, die Schnittstellen zu den Program-
miersprachen C, C++, Fortran, Python, GNU Guile, Julia, GNU R, Lua und OCaml
sowie zu MATLAB bietet. Die Bibliothek wurde von Steven G. Johnson im Rahmen
seiner Tatigkeit am Massachusetts Institute of Technology entwickelt und ist unter
der GNU Lesser General Public Licens verfiigbar [Joh16].

openGA
openGA (OPEN Genetic ALgorithm) ist eine von MoHAMMADI ET AL. entwickel-
te C++-Bibliothek fiir Optimierung basierend auf genetischen Algorithmen. Sie
wird unter der Mozilla Public License Version 2.(@ frei zur Verfiigung gestellt.
IMAM™17]

OpenMDAO
Bei openMDAO (OPEN Multidisciplinary Design, Analysis and Optimization) han-
delt es sich um eine freie, auf Python basierende, Plattform fiir Optimierung. Je
nach genutztem Algorithmus bzw. Bereich von openMDAO gibt es unterschiedliche
Quellen, es wird an dieser Stelle auf die entsprechende Quelleniibersicht [opel8]]
der Webseite verwiesen.

SUnter der Boost Software Licence bereitgestellte Software darf von jeder Person oder Organisation
kostenlos genutzt, veréndert, verteilt oder vertrieben werden. In jeder Kopie oder jedem Ableger der
Software muss diese Lizenz wiederum enthalten sein. [DFAO3]

'8Die Eclipse Public License erlaubt die freie Nutzung, Veranderung und Verbreitung der Software.
Dabei gibt ein Copyleft, bei dem zwar neue Module nicht offengelegt werden miissen, veranderte
Module der Originalquelle jedoch. Zudem muss die EPL in den Modulen erhalten bleiben. [Thel7]

7Unter der GNU Lesser General Public License bereitgestellte Software (open source) kann frei
genutzt, verandert und weitergegeben werden, darauf basierende Software darf verkauft werden.
GegenUlber der GNU General Public License ist hier das Copyleft schwacher. Dem Endnutzer ist
nicht der gesamte Quellcode offen zu legen, er muss lediglich die Méglichkeit erhalten, die aus der
urspringlichen GNU Lesser General Public License-Software stammenden Teile modifizieren zu
kdnnen [Fre07D].

8Die Mozilla Public License weiBt, ahnlich wie die Lesser General Public License, ein schwaches
Copyleft auf. Nutzer kénnen Softwarednderungen durchflihren und diese verbreiten, zudem kann
eine Kombination mit anderer Software (auch unter anderen Lizenzen) erfolgen. [Moz12], [Moz18]
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Open Optimization Library
Die in C geschriebene Open Optimization Library beinhaltet verschiedene Algorith-
men fiir Optimierung mit Nebenbedingungen und ist frei unter der GNU General
Public Licensd”| nutzbar. [BDVO03]

pyOpt
pyOpt ist eine in Python geschriebene Bibliothek fiir nichtlineare Optimierung mit
Nebenbedingungen. Die Bibliothek selber steht unter der GNU Lesser General
Public License, jedoch gibt es je nach Optimierungsalgorithmus noch weitere zu
beachtende Lizenzen, etwa die Eclipse Public License. [PJM12]

TANGO

TANGO (Trustable Algorithms for Nonlinear General Optimization) ist eine unter
der GNU General Public License frei verfiigbare Fortran-Bibliothek fiir Optimierer,
die im Fachbereich angewandte Mathematik der State University of Campinas und
dem Fachbereich Computer Science der University of Sdo Paulo unter Leitung von
Prof. Martinez entwickelt wurde. Neben Fortran existieren Schnittstellen zu AMPL,
C/C++, und CUTEst. Fir die einzelnen Optimierer existieren unterschiedliche
Quellen, es wird an dieser Stelle auf die Webseite des TANGO-Projekts [Mar(035]]
verwiesen.

ZHANG
Hierbei handelt es sich weniger um eine Bibliothek denn um von Assistenzprofessor
Z. Zhang (Hong Kong Polytechnic University, Fachbereich angewandte Mathematik)
auf seiner Webseite bereitgestellt Downloads des FORTRAN-Quellcodes einzelner
Optimierer [Zhal7].

Nach der Analyse der verschiedenen Optimierungsbibliotheken wird der Fokus der Be-
trachtung auf die Bibliothek NLopt und die darin enthaltenen Algorithmen gelegt. Zum
einen stellt sie unterschiedliche Optimierer zur Verfiigung, die hinsichtlich ihrer Eignung
fiir das zu 16sende Optimierungsproblem im Folgenden analysiert werden. Zum anderen
bietet die NLopt-Bibliothek sowohl Schnittstellen zur Nutzung in C als auch fir MATLAB.
Dies ist der entscheidende Unterschied etwa zu den Algorithmen SDPEN sowie MIDACO
bzw. zu der diese Algorithmen beinhaltenden Bibliothek pyOpt, die lediglich aus Python
heraus genutzt werden kann. Fiir den Einsatz auf einer SPS ist Python bezogen auf den
aktuellen Stand der Technik nicht einsetzbar. Des Weiteren kann die im Rahmen der
vorliegenden Arbeit entwickelte modellpridiktive Planung aufgrund der Lizenzierung von
NLopt auf Basis der GNU Lesser General Public License spiter vermarktet werden, ohne
dass der Quellcode vollstindig offengelegt werden muss.

Bei der Gegeniiberstellung werden die Algorithmen BOBYQA, COBYLA, Nelder-Mead
Simplex, PRAXIS und Sbplx anhand der zufillig generierten Sollpositionsfolgen mit N = 10,
N =50 und N = 1000 miteinander hinsichtlich der erzielten durchschnittlichen Verfahrzeit
Tc und der dafiir erforderlichen durchschnittlichen Rechenzeit Tcalc,c verglichen. Die
Rechenzeit gibt an, wie lange der Optimierer bendétigt, um ausgehend von einer aktuellen
Position das Optimierungsproblem fiir den definierten Priadiktionshorizont zu 16sen.

SUnter der GNU General Public License bereitgestellte Software kann frei genutzt, verandert und
weitergegeben werden, darauf basierende Software darf verkauft werden. Es gilt jedoch, dass
die Rechte ebenfalls weitergegeben werden mussen (Copyleft). Somit muss insbesondere bei
kommerzieller Nutzung etwa der Quellcode inklusive der durchgefilhrten Anderungen frei oder auf
Anfrage hin dem Endnutzer zugénglich sein. [Fre07al
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Die Algorithmen DIRECT, ISRES, MMA, NEWUQOA und SLSQP werden nicht weiter
betrachtet, da sie entweder nicht ableitungsfrei oder fiir globale Optimierung gedacht
sind. Letzteres erfordert in der Regel jedoch einen hoheren Rechenaufwand, was fiir einen
echtzeitfihigen Einsatz auf der SPS hinderlich ist.

Die Ergebnisse des Vergleichs sind in Bild [6-2] dargestellt, die Implementierung von Zeit-
modell und Giitefunktion sowie der Aufruf der Optimierer erfolgen dabei in C. Dies ist die
spater auf der SPS erforderliche Programmiersprache, somit sind die erzielten Ergebnisse
ndher am spiteren Zielsystem. Ausgefiihrt wird die Analyse auf einem Computer mit Intel
i5-Prozessor (2,7 GHz) mit den in Tabelle [6-6] angegebenen Parametern. Diese sind mit
Ausnahme der eingesetzten Optimierer dquivalent zu denen bei der Analyse mit fimincon,
wodurch die erforderliche Vergleichbarkeit gegeben ist.

Tabelle 6-6: Parameter fiir den Vergleich der Optimierer

Parameter Wert

Optimierer BOBYQUA
COBYLA
Nelder-Mead
PRAXIS
Sbplx

np 3

Ny 100000

min(Ags, Age) 1 x 10> mm

min(AJ,e) I1x10™s

w1 50

%) 10

w3 10

qi,os 5 mm

Es ist in den Resultaten zu erkennen, dass der Algorithmus Sbplx [Joh19]] (Neuimplemen-
tierung des Subplex-Algorithmus von T. Rowan [Row90]) bei allen drei Sollfolgenldngen
N die beste Verfahrzeit erzielt, dafiir allerdings eine hohere Rechenzeit als BOBYQA,
Nelder-Mead und PRAXIS benotigt. Da die erforderliche Rechenzeit jedoch unterhalb der
angestrebten Zykluszeit von einer Millisekunde bleibt, wird Sbplx aufgrund der kiirzeren
Verfahrzeiten im weiteren Verlauf der Arbeit eingesetzt. Die Schwankungen der Rechen-
zeiten zwischen den Langen N lassen sich durch die Ausfiihrung auf einem Computer
erkldren. Hierbei handelt es sich nicht um ein Echtzeitsystem mit fester Zykluszeit, viel-
mehr werden die Prozesse bzw. ihre Ausfithrung iiber sogenannte Scheduler geregelt. Ein
Prozess lduft damit abhiingig von den anderen gleichzeitig ausgefiihrten Prozessen nur
eine bestimmte Zeit, wie lange diese ist, hingt von der Auslastung und den Ressourcen
des Computers ab. Belasten mehrere Prozesse das System (etwa Hintergrundprozessse
oder Update-Prozesse andere Programme), so steigt die Rechenzeit fiir den betrachteten
modellpradiktiven Ansatz damit an. Fiir eine Abschitzung der erforderlichen Rechenzei-
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N =10 N =50 N = 1000
1,0 1,0 1,0
208 0,8 0.8
£ 0,6 0,6 0,6
204 0,4 0,4
= 02 0.2 0.2
0,0 0,0 0,0
32 165 3300
» 31 160 3200
= 30 155 3100
& 29 150 3000
28 145 2000
-~ BOBYQUA
— COBYLA
= Nelder-Mead
— PRAXIS
- Sbplx

Bild 6-2: Mittlere Rechenzeit Tcalc,c und Verfahrzeit TC der ausgewdhlten Optimierungsal-
gorithmen fiir N = 10, N = 50 und N = 1000

ten geniigen die vorgestellten Ergebnisse jedoch auch aufgrund der Mittlung iiber 1000
unterschiedliche Sétze. Die erzielten Verfahrzeiten sind von der Auslastung des Computers
unabhingig.

6.4.2 Ergebnisse der Mehrzieloptimierung mit ausgewahltem
Optimierungsalgorithmus

Um den ausgewihlten Algorithmus Shplx zunéchst weiter zu analysieren, wird trotz der
im vorherigen Abschnitt vorgestellten Implementierung in C nun auf MATLAB und die im
Rahmen der NLopt-Bibliothek angebotene Schnittstelle zuriickgegriffen. Hierdurch kann
Sbplx aquivalent zu MATLAB-eigenen Optimierungsalgorithmen wie fmincon genutzt wer-
den. Die Ergebnisse konnen sowohl mit denen der Optimization Toolbox als auch mit dem
Referenzansatz verglichen werden. Es sind gegeniiber finincon lediglich die Algorithmus-
spezifischen Anpassungen etwa hinsichtlich der Formulierung des Giitefunktionals oder
der Grenzen der Optimierung vorzunehmen (Parameter siehe Tabelle [6-7).

In Tabelle |6-8|sind die mittleren Verfahrzeiten Ty (sm: Shplx Matlab) sowie die jeweiligen
Minimal- und Maximalwerten 7 sy min Und T, max den vorab vorgestellten Ergebnissen von
Referenzverfahren und fmincon gegeniiber gestellt. Die erzielten Einsparungen liegen dabei
im Bereich von fmincon, somit erscheint Sbplx als geeigneter Optimierungsalgorithmus
fiir die vorliegende Anwendung. Es gilt jedoch neben der reinen zeitlichen Einsparung
auch zu analysieren, inwieweit eine der elementaren Grundiiberlegungen hinsichtlich der
hier vorgestellten modellpriadiktiven Planung zeitoptimierter Trajektorien validiert werden
kann: Bei einer optimierten Aufteilung der insgesamt durchzufiihrenden Bewegung des
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Tabelle 6-7: Parameter fiir Sbplx bei Ausfiihrung der modellprdidiktiven Planung in MAT-

LAB
Parameter Wert
Optimierer Sbplx
np 3
Ni¢ 100000
min(Ags, Age) 1 x 10> mm
min(AJe) 1 x107*s
wi 50
Wo 10
w3 10
Qios 5 mm

Tabelle 6-8: Ergebnisse des Referenzverfahrens und des modellprddiktiven Ansatzes mit
Jmincon und Sbplx in MATLAB

N Tref Tot Tsm Tsm,min Tsm,max ATO{ ATsm

10 33,71s 26,92 27,78 s 14,76 s 46,05 s -20,14% -17,59 %
50 189,50s 138,41s 143,46s 104,51s 179,09s -26,96% -24,30%
100 388,58s 278,20s 288,61s 247,19s 347,19s -2841% -25,73%
200 788,49s 55534s 576,34s 51598s 654,02s -29,57% -2691%
1000 4028,76s 2788,00s 2883,80s 2763,00s 3028,40s -30,80% -28,42%
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TCP auf die Teilmechanismen Portal und Tricept sollten sich beide nicht nur im Rahmen
ihrer spezifischen Moglichkeiten so schnell wie moglich bewegen (was bereits durch die
Nutzung der maximalen Beschleunigung und Verzégerung sowie der maximalen Verfahr-
geschwindigkeit gegeben ist), sie sollten auch ihre jeweilige Endposition ndherungsweise
zeitgleich erreichen. Hierbei spielt die Vorgabe der Portalposition durch den Optimierer die
entscheidende Rolle. In Bild [6-3] sind fiir zwei exemplarische Sollpositionsfolgen 7103 und
r10;o (vgl. Abschnitt@ bei N = 10 die Verfahrzeiten Ag; s, der jeweils langsamsten
Achsen von Tricept (M, ... My) und Portal (M5, M) dargestellt.

a) b)
50— — 3,5
m Tricept

45 lmPortal 3,0

4,0

3,5 2,5
. 3,0 2.0
SN 2,5

Ati ins

L5

< 2,0
1,5
1,0
0,5
0,0

1,0}

0,5

0,0

Bild 6-3: Verfahrzeiten der jeweils langsamsten Achse von Tricept und Portal bei N = 10
fiir die Sollpositionfolgen a) r105 und b) r10y

Es ist zu erkennen, dass bei beiden Folgen fiir einen Grofteil der Sollpositionen Portal
und Tricept ndherungsweise die gleiche Verfahrzeit benotigen. Bei der links dargestellten
Folge (Bild [6-3]a)) gibt es insbesondere bei k = 6 und k = 7 Abweichungen. Im ersten
Fall wird die lingere Verfahrzeit des Tricept gegeniiber dem Portal bestimmt durch den
Antrieb M,, da dieser als einziger die erforderliche Bewegung des TCP in z-Richtung
tibernehmen kann. Die langsamere Verfahrzeit des Portals im zweiten Fall liegt in der
zu verfahrenden Distanz zwischen der Sollposition ZTM,6 und ZTM,7- Der Tricept ist nach
4,19 s in der Grenze eines Gelenks angelangt, das Portal verfihrt die noch fehlende Strecke
bis zum Erreichen der Sollposition. In beiden Fillen existiert somit keine Aufteilung der
Gesamtbewegung zwischen den Teilmechanismen, mit der die Verfahrzeit weiter reduziert
werden konnte, der modellbasierte Optimierungsansatz erfiillt somit die Anforderungen.
Bei der Folge mit den rechts dargestellten Verfahrzeiten (Bild [6-3] b)) verhilt es sich
vergleichbar.

Nachdem die bisher erzielten Ergebnisse den Schluss zulassen, dass die modellpridiktive
Planung zeitoptimierter Trajektorien fiir mehrachsige redundante Mechanismen gegeniiber
einer festen Bewegungsaufteilung signifikante Einsparungen der Verfahrzeit ermoglicht,
gilt es nun die bisher getroffenen ersten Annahmen insbesondere hinsichtlich des zu
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withlenden Pridiktionszeitraums n, zu liberpriifen. Dabei muss auch die fiir einen Berech-
nungsschritt erforderliche Rechenzeit Tcalc,sm betrachtet werden. Es ist an dieser Stelle
zu beachten, dass durch Nutzung von MATLAB als Simulationssoftware Echtzeit kein
Kriterium sein kann, trotzdem konnen die Anderungen in der Rechenzeit analysiert und
daraus entsprechende Riickschliisse gezogen werden.

In Bild [6-4]ist die erzielte Verfahrzeit als Mittelwert von 1000 verschiedenen Sollposi-
tionsfolgen der Liange N = 50 bei Variation des Pridiktionshorizonts (n, = 1...5 € N)
dargestellt. Es ist deutlich zu erkennen, dass die Rechenzeit bei Erhthung von 7, ansteigt,
was den Ergebnissen von PEREIRA ET AL. in [PLA15] entspricht. Auch hier liegt dies darin
begriindet, dass mit der VergroBBerung des Priadiktionshorizonts die Anzahl der Optimie-
rungsvariablen ansteigt. Wihrend es bei n, = 1 nur 2n, = 2 sind (gs s+1, ge x+1), miissen bei
n, = 3 bereits 2n, = 6 und bei n, = 5 schlieBlich 10 Variablen beriicksichtigt werden. Da
die erzielte Verfahrzeit ab n, = 3 jedoch insbesondere im Vergleich mit den Unterschieden
zwischen n, = 1 und n, = 2 sowie n, = 2 und n, = 3 geringer sinkt, wird an dieser Stelle
fiir alle weiteren Schritte der Pridiktionshorizont auf n, = 3 festgelegt.

148, _ ‘ 40
Z

146* -Tcacsm 30 X

., 1 g

=

58 144] 20

< g

142/ II 10 1=
140 0

Bild 6-4: Mittlere Verfahrzeit Ty und Rechenzelt Tcalc,sm der Umsetzung in MATLAB fiir
N = 50 bei Variation des Priidiktionshorizonts n,

Fiir den gewihlten Pradiktionshorizont muss zudem der Einfluss der maximal erlaubten
Iterationen n; betrachtet werden, da dieser Parameter nach [BKPJ14] eine entscheidende
Rolle hinsichtlich der Rechenzeit sowie der erzielten Optimierungsergebnisse hat. Dazu
wurde bei gewihltem Priadiktionshorizont der Parameter n; zwischen zehn und 400 in
Schritten von zehn erhoht. Es ergeben sich die in Bild [6-5|dargestellten mittleren Verfahr-
und Rechenzeiten.

Deutlich ist in den Ergebnissen der von BINDER ET AL. beschriebene Einfluss der Itera-
tionsanzahl zu sehen. Zunichst steigt der Mittelwerte der Rechenzeit niherungsweise
linear mit der Anzahl an Iterationen an. Ab ca. 200 bis 250 Iterationen wichst der Einfluss
der Abbruchkriterien fiir die minimale Anderung der OptimierungsgroRen min(Ags, Age)
(Portalpositionen) durch den Optimierer sowie die damit erzielte minimale Anderung
des Wertes der Giitefunktion min(AJ). Aufgrund dessen wird die maximale Anzahl an
Iterationen immer seltener erreicht, der Anstieg der mittleren Optimierungszeit wird mit
zunehmendem n;, geringer. Auf der anderen Seite sinkt die erforderliche Verfahrzeit bis
ungefihr 100 Iterationen stark ab, danach werden die Anderungen deutlich geringer und
ab ca. 200 Iterationen reduziert sich die Anderungsrate noch einmal. Insgesamt wird aus
den Ergebnissen die Schlussfolgerung gezogen, dass eine Begrenzung der Iterationen
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Bild 6-5: Mittlere Verfahrzeit T, sowie mittlere Rechenzeit Tcalc,sm bei variierter Iteration-
begrenzung und unterschiedlich langen Sollfolgen

auf n; = 200 einen guten Kompromiss aus einer deutlichen Reduzierung der Verfahrzeit
und der dafiir bendtigten Rechenzeit darstellt. In Tabelle [6-9] sind die Ergebnisse des
Referenzansatzes sowie der Umsetzung in MATLAB mit Sbhplx bei n;; = 100000 und
ni; = 200 gegeniiber gestellt. Es ist zu erkennen, dass der Durchschnitt der Rechenzeit liber
die Folgen der unterschiedlichen Linge N um mindestens 3,9 ms reduziert wird, wihrend
die mittlere prozentuale Einsparung der Verfahrzeit gegeniiber dem Referenzansatz um
maximal 0,47 % sinkt.

Tabelle 6-9: Ergebnisse des Referenzverfahrens und des modellprddiktiven Ansatzes mit
fmincon (ny = 100000) und Sbplx (n;; = 100000 und n;, = 200) in MATLAB

N Tref Tsm Tsm200 Tcalc,sm Tcalc,stOO A Tot A Tsm200

10 33,71s 27,78s 27,94 s 1790ms 12,20ms -17,59% -17,12%
50 189,50s 143,46s 144,05s 1640ms 12,00ms -2430% -23,98%
100 388,58s 288,61s 289,665 16,00ms 12,00ms -25,73% -25,46%
200 788,49s 576,34s 57834s 16,00ms 12,10ms -2691% -26,65%
1000 4028,76s 2883,80s 2893,20s 1590ms 12,00ms -28,33% -28,19%

Fiir das vorliegende Kapitel ldsst sich bezogen auf die bisher durchgefiihrte simulative
Untersuchung zusammenfassen, dass die modellpridiktive Planung zeitoptimierter Trajek-
torien fiir mehrachsige kinematisch redundante Mechanismen signifikante Einsparungen
der Verfahrzeit gegeniiber einer festen Bewegungsaufteilung ermoglicht. Dies ist auch
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der Fall, wenn auf frei verfiigbare Optimierungsbibliotheken und die darin enthaltenen
Optimierungsalgorithmen zuriickgegriffen wird. Dabei kann durch eine entsprechende
Wahl des Pridiktionshorizonts und der maximal zulidssigen Anzahl an Iterationen des
Optimierers die Rechenzeit reduziert werden, ohne die erzielten Einsparungen der Ver-
fahrzeit entscheidend zu senken. Fiir den weiteren Verlauf der Arbeit werden diese beiden
Parameter basierend auf den durchgefiihrten simulativen Untersuchungen auf n, = 3 und
ni; = 200 festgelegt.

Eine abschlieBende Analyse gilt der Online-Fihigkeit des Ansatzes beziehungsweise der
Fihigkeit, auf kurzfristige Anderungen der zukiinftigen Sollpositionen innerhalb einer
Folge zu reagieren. Hierzu wurde eine Folge der Linge N = 10 betrachtet, bei der zum
Zeitpunkt k = 4 die zukiinftige Position ZTM,s gedndert wird (ZTM,S = ZﬁTM75/). Der Op-
timierer geht dabei im Schritt k = 3 von der urspriinglichen Sollposition ZTM,S aus, bei
der Verschiebung des betrachteten Bereichs auf k = 4 wird mit der neuen Sollposition
ZTM,5/ optimiert. Betrachtet wird die aus der Folge 10, durch Anderung der fiinften Soll-
position resultierende Folge r10;.. Wird die Anderung ,.spontan* durchgefiihrt, ergibt sich
eine resultierende Verfahrzeit Ty005 = 28,38 s (spontan). Ist Z_)TM,S, von Beginn an ein
bekannter Bestandteil der Folge, so resultiert die insgesamt erforderliche Verfahrzeit zu
Toma00n = 27,95 s (bekannt). Die erhohte Verfahrzeit fiir den Fall der spontanen Anderung
liegt in der Verwendung eines Pridiktionshorizonts n, > 1. Bei einer vorab bekannten
Sollpositionsfolge sorgt dieser dafiir, dass der Mechanismus seine zukiinftige Gelenkkonfi-
guration nicht nur optimiert fiir die néchste, sondern fiir die nichsten n, Sollpositionen
berechnet (vergleiche Kapitel d)). Die im aktuellen Schritt nicht genutzten optimierten
Achsstellungen fiir die Schritte k + 1 ...k + n, dienen im néchsten Schritt als Startwerte
der Optimierung. Im Falle einer spontanen Positionsdnderung wurden diese allerdings auf
Basis nun nicht mehr geltender Werte berechnet. Durch den Einsatz einer exponentiell
abfallenden Gewichtung im Rahmen der Giitefunktion wird dieser Einflusses von spon-
tanen Anderungen auf die Verfahrzeit jedoch reduziert. Somit lassen die Ergebnisse den
Riickschluss zu, dass der modellpridiktive Ansatz die Anforderung der online-Reaktion
auf kurzfristige Anderungen erfiillt.

Aufbauend auf dieser ersten Validierung des Funktionsprinzips wird im folgenden Kapitel
nun die Umsetzung des Ansatzes mit dem Optimierer Sbplx unter Beriicksichtigung der
ermittelten Werte fiir 7, und n;; auf das reale System vorgestellt.
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7 Umsetzung am realen System

In diesem Kapitel wird die Umsetzung der vorgestellten modellpridiktiven Planung auf das
reale System vorgestellt, wobei zwei unterschiedliche Ansitze realisiert werden. Zunéchst
wird eine verteilte Ausfithrung des Ansatzes im Rahmen einer Kombination von SPS
und eingebetteter Hardware beschrieben, bevor dann die vollstindige Umsetzung auf
einer einzelnen SPS inklusive der erzielten Verfahrzeiten und benotigten Rechenzeiten
vorgestellt wird.

7.1 Umsetzung der modellpradiktiven Planung auf SPS und
eingebetteter Hardware

Vor der vollstindigen Implementierung der entwickelten modellpradiktiven Planung auf
einer SPS wird zunichst ein verteilter Ansatz umgesetzt. Dieser wurde im Rahmen einer
Vorveroftentlichung von RUTING ET AL. in [RBT17] vorgestellt. Ahnlich wie bei [HWROS]]
wird die Optimierung von der SPS auf ein zweites System ausgelagert, wodurch die
SPS von dieser vergleichsweise rechenintensiven Aufgabe entlastet wird. Vergleichbar
zu [MM11]] und [MM12] erfolgt die Vernetzung zwischen SPS und Rechensystem iiber
ein Ethernet-basiertes Protokoll. Neben der Entlastung der SPS gestaltet sich zudem die
Integration von C-Bibliotheken wie NLopt auf eingebetteten Systemen hdufig leichter
als auf Industriesteuerungen. Konkret wird fiir die Ausfithrung der Optimierung sowie
des erforderlichen Modells etc. ein Raspberry Pi (RPI) der vierten Generation unter
Nutzung von OPC UA an eine SPS, im vorliegenden Fall von der Fa. Bernecker & Rainer
(B&R), angebunden. Der Einsatz von OPC UA [MLDO0Y] als herstelleriibergreifendes
Kommunikationsprotokoll ermoglicht neben der im Rahmen der vorliegenden Arbeit
genutzten Hardware auch die Vernetzung mit weiteren Steuerungen, wodurch sich dieser
Ansatz gut fiir die Nachriistung in bestehenden Systemen im Rahmen eines Retrofits eignet.
Die Datenblitter von RPI und SPS sind im Anhang der vorliegenden Arbeit (AT-13Jund

[AI-T6) zu finden.

Bild[7-1]zeigt den aufgebauten Schaltschrank mit der eingesetzten SPS, dem RPI, Modulen
fiir die vier Motoren des Tricept und zwei Servomotoren des Portals sowie zusitzliche
Komponenten wie etwa sicheren Ein- und Ausgingen zur Realisierung eines Not-Halt-
Kreises.

In Bild ist eine Ubersicht des Ansatzes dargestellt. Auf dem eingesetzten RPI wird die
in Kapitel 4] vorgestellte modellpriadiktive Planung (vgl. Bild d-5) ausgefiihrt. Dazu wird
Sbplx auf Basis der NLopt-Bibliothek eingebunden, sowie die IKP der zwei Teilsysteme,
das DKP des Portals, das eingesetzte Zeitmodell und die Giitefunktion in C implementiert
und auf dem RPI kompiliert, sodass ein ausfiihrbares Programm entstand. Zusétzlich wird
fiir die Kommunikation mit der SPS ein OPC-UA-Client (open62541 [opel9al, [ope19b]])
implementiert. Mittels diesem werden zwischen dem RPI und dem OPC-UA-Server als
Gegenstelle auf der SPS die erforderlichen Parameter iibertragen. Auf der SPS wird zum
einen die Verwaltung der Sollposition ausgefiihrt, die im ersten Schritt aus einer Datenbank
stammen. Im Kontext der immer flexibleren Fertigung besteht ebenso die Moglichkeit der
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SPS Motormodul fiir sichere Ein-/
B&R X20 CP1382-RT vier DC-Motoren Ausginge

Motormodul fiir
zwel Servomotoren

Bild 7-1: Schaltschrank des Mechanismus mit SPS und RPI

Einbindung zusitzlicher Komponenten wie eines Radio Frequency Identification (RFID)-
Lesegerits, welches eine gewisse Anzahl an Produkten im Voraus erfasst und abhédngig von
der vorliegenden Produktintelligenz etwa anhand einer eindeutigen Produktnummer die
Bearbeitungspositionen aus einer Datenbank l4ddt oder diese direkt vom Produkt bezieht
. Die fiir die Optimierung erforderliche aktuelle Position ZTM,k sowie die weite-
ren Positionen Z_)TMJ(H .. Z_)TMJ(Jmp innerhalb des Pradiktionshorizonts werden an den RPI
ibergeben. Zum anderen erfolgt die Anbindung der Antriebe bzw. der Antriebsregler iiber
die SPS, welche somit die aktuellen Positionen g . . . g6« der Antriebe falls erforderlich
skaliert und der Optimierung auf dem RPI bereit stellt. Zudem werden aus den mittels der
modellpridiktiven Planung ermittelten Sollpositionen gs k.1 und ge «+1 der Portalantriebe
und der Sollposition ZTM,k+1 auf der SPS durch Nutzung der Gleichungen des IKP die Soll-
positionen gy x+1 - - - ax+1 der Tricept-Antriebe berechnet und an die Positionsregelung der
Antriebsregler iibergeben. Hier werden die in [4.4] beschriebenen Moglichkeiten moderner
Antriebsregler genutzt, um die SPS zusitzlich zu entlasten.

Um auf dem RPI eine moglichst kurze Rechenzeit zu erzielen und zu diesem Zweck den
tiberwiegenden Teil der verfiigbaren Rechenleistung fiir die Optimierung zu nutzen, wurde
das Betriebssystem Raspbian Lite auf dem RPI installiert, das ohne graphische
Benutzeroberfliche auskommt. Um zudem den Nachteil eines Nicht-Echtzeit-Systems
hinsichtlich der Schwankungen der Rechenzeit durch den Einfluss anderer Prozesse zu
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minimieren, wurde ein Prozessorkern des RPI ausschlieBlich fiir die Optimierung reserviert.
Sobald am RPI die erforderliche Versorgungsspannung anliegt, werden der OPC-UA-
Client sowie das Optimierungsprogramm automatisch initialisiert und gestartet. Von der
SPS koénnen nun mittel OPC-UA die erforderlichen Parameter iibergeben und iiber eine
zusitzliche Variable der eigentlichen Optimierungsvorgang gestartet werden.

Im Folgenden werden die mit diesem System erzielten Ergebnisse vorgestellt, wobei zum
einen die erforderlichen Rechenzeiten und die resultierenden Verfahrzeiten betrachtet
werden. Zum anderen gilt es die durch die Kommunikation iiber OPC UA auftretenden
Verzogerungen zu analysieren. Es ist an dieser Stelle festzuhalten, dass die an der SPS
von B&R angeschlossenen Antriebe aufgrund der auf die in Abschnitt[5.3] vorgestellten
Antriebe angepassten Motoraufnahmen nicht an den realen Mechanismus montiert werden
konnten. Aus diesem Grund wurden die Analysen mit Motoren durchgefiihrt, die nicht
an den realen Mechanismus gekoppelt waren. Um moglichst realitdtsnahe Verfahrzeiten
zu ermitteln, werden die Sollpositionen der einzelnen Antriebe zusitzlich auf der SPS
gespeichert und die resultierenden Verfahrzeiten im Anschluss auf Basis des validierten
Antriebsmodells (vgl. Abschnitte 4.3Jund [5.3]) in MATLAB berechnet.

In Tabelle[/-1]sind die Verfahrzeiten von Referenzansatz, Optimierung in MATLAB und Op-
timierung auf dem RPI gegeniibergestellt (sr: Sbplx RPI). Dabei werden auf dem RPI die in
Tabelle aufgezeigten Parameter fiir die Optimierung verwendet. Die Initialposition und
die Wahl der Startwerte des Optimierers entsprechen denen der simulativen Umsetzung in
MATLAB. Die Ergebnisse zeigen, dass die mittels des modellpridiktiven Planungsansatzes

Tabelle 7-1: Ergebnisse des Referenzverfahrens und des modellprddiktiven Ansatzes mit
Sbplx in MATLAB und auf dem RPI

N Tref Tsm200 Tsr Tsr,min Tsr,max ATstOO ATsr

10 33,71s 27,94 s 27,94 s 14,86 s 46,11s -17,12% -17,12%
50 189,50s 144,05s 144,03s 104,03s 182,33s -23,98% -24,00%
100 388,58s 289,66s 289,62s 24581s 34790s -2546% -25,47%
200 788,49s 578,34s 578,34s 51537s 657,31s -26,65% —26,65%
1000 4028,76s 2893,20s 2892,25s 2712,25s 3078,28s -28,19% -28,21%

und dem Optimierer Sbplx auf dem RPI erzielten Einsparungen im gleichen Bereich wie
in MATLAB liegen. Dass trotz der Nutzung des gleichen Optimierers und der gleichen
Sollpositionsfolgen und Algorithmen bei beiden Analysen minimale Unterschiede in den
erzielten Gesamtverfahrzeiten (sowohl Durchschnitt iiber 1000 Sollpositionsfolgen als
auch Minimal- und Maximalwerte) auftreten, wird auf die unterschiedlich implementierten
Mathematikfunktionen und die Unterschiede in den eingesetzten Datentypen zuriickgefiihrt.
So verwendet MATLAB standardméBig Gleitkommazahlen mit 64 Bit, wihrend bei der C-
Implementierung sogenannte float mit 32 Bit eingesetzt werden. Aquivalent zu dem im
Rahmen der MATLAB-basierten Analyse festgestellten Verhalten ist auch bei dem Ansatz
mit SPS und RPI der Trend zu erkennen, dass die prozentuale Einsparung AT, mit der
Linge N der Sollpositionsfolgen ansteigt. Dies ldsst sich wie in Abschnitt[6.3]beschrieben
begriinden.
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Bild 7-2: Prinzip der modellprddiktiven Planung auf SPS und RPI
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Tabelle 7-2: Parameter fiir Sbplx bei Ausfiihrung auf dem RPI

Parameter Wert
Optimierer Sbplx

np 3

it 200
min(Ags, Age) 1 X 10> mm
min(AJ,e) 1 x10™*s
wq 50

Wo 10

w3 10

Qios 5 mm

Im Hinblick auf die angestrebte Echtzeitfihigkeit gilt es jedoch nicht nur die Verfahrzeiten,
sondern auch die erforderlichen Berechnungszeiten zu analysieren. Hierbei wird unter-
schieden zwischen der Zeit Topt,sr, die der reine Optimierungsprozess benotigt, und der
Zeit Tcalc,sr. Hierbei handelt es sich um die erforderliche Zeit, um die durch die Sollwert-
verwaltung bereitgestellten Sollpositionen ZTM,k .. ZTM,kMP mittels OPC-UA von der SPS
zu holen, die Optimierung durchzufiihren und die Antriebspositionen gs .; und ge i+ als
Ergebnisse an die SPS zuriickschreiben. Zudem wird hier die Zeit zum Ausfiihren des IKP
auf der SPS sowie die Weitergabe von ¢ k41 . .. gex+1 durch die Achsansteuerung an die
Antriebsregler beriicksichtigt. Nachfolgend ist der prinzipielle Ablauf als Pseudocod
dargestellt, in dem die Messzeitpunkte der Zeiten farblich gekennzeichnet sind:
Initialisierung
fork=1...NeNdo
Start der Zeitmessung fiir Teae ok
Lesen der Sollpositionen Z‘TMJ( .. ZTM,HHP auf der SPS
Ubertragen der Sollpositionen ZTM,k . ZTM,HHP und der aktuellen Antriebspositio-
nen ¢ - . . g mittels OPC-UA an den RPI
Start der Zeitmessung fiir Top o
Ausfiihrung der Optimierung
Ende der Zeitmessung fiir Top o
Ubertragen der optimierten Portalpositionen gs .1 und ge .1 mittels OPC-UA
Berechnung der Sollpositionen qj x+1 - - - G4 4+1
Ubergabe der Sollpositionen q1+1 ---9ex+1 an Achsansteuerung
Ende der Zeitmessung fiir 7'cyjc s«
end for
Abschluss

20pseudocode dient der Beschreibung (komplexer) Algorithmen losgel6st von der konkreten Implemen-
tierung in einer Programmiersprache. Zusammen mit der Wahl eines geeigneten Abstraktionsniveaus
liegt das Ziel dabei in einer Verbesserung der Lesbarkeit. [SW07], S. 175
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Aus den N gemessenen Zeiten fiir jede der 1000 unterschiedlichen Sollpositionsfolgen rN
wird zunéchst der Mittelwert

N
Zk: 1 Topt,sr,k

N (7-1)

Topt,sr(rNj) =

fiir die jeweilige Folge rN; mit j = 1...1000 € N der Lénge N und darauf basierend der
Mittelwert

ng(io Topt,sr(r N j)

1000 (7-2)

Topt,sr(rN) =

iber die 1000 unterschiedlichen Folgen mit gleicher Linge berechnet. Die Vorgehensweise
fiir Tcalc’sr ist dquivalent dazu. Zusitzlich zu den Mittelwerten werden die maximalen
Zeiten Topumax,sr UNd Teqiemax,sr betrachtet, da hier bereits ein Ausreif3er zu einer Verletzung
der Echtzeitbedingung fithren kann. Fiir die Ermittlung des Maximalwerts wird die lingste
Optimierungs- bzw. Rechenzeit fiir jede der 1000 Folgen gespeichert und hiervon wiederum
das Maximum ermittelt. Die Ergebnisse sind in Tabelle [7-3] aufgefiihrt.

Tabelle 7-3: Erforderliche Optimierungs- und Rechenzeiten fiir die modellprdidiktive Pla-
nung auf dem RPI

N Topt,sr Toptmax,sr Tcalc,sr Tcalcmax,sr

10 0,785ms 0,963ms 13,0ms 15,1 ms
50 0,775ms 0,979ms 13,5ms 24,0 ms
100 0,774ms 0,950ms 13,5ms 21,2 ms
200 0,773ms 0,970ms 13,6 ms 22,2 ms
1000 0,740ms 0,970ms 13,5ms 14,8 ms

Den gemessenen Zeiten ist zu entnehmen, dass das angestrebte Ziel einer Optimierungszeit
kleiner 1 ms insbesondere auch bezogen auf die maximal auftretende Optimierungszeit
T opimax.sr €rreicht wurde. Die Anzahl an Sollpositionen je Folge hat keinen entscheidenden
Einfluss auf die erforderliche Zeit. Anderes sieht es hinsichtlich der Rechenzeit Tcalc,sr
bzw. dem Maximalwert 7Tcyemaxsr aus. Hier wird unter anderem auch die Zeit fiir die
Kommunikation mit der SPS mittels OPC UA beriicksichtigt, welche einen signifikanten
Einfluss hat. Es wurde eine gesonderte Analyse durchgefiihrt, die die Kommunikationszeit
der ibertragenen Daten betrachtet. Hierbei werden vom RPI 15 zufillig generierte Werte
(Datentyp Double) als Array (Vektor) per OPC UA an die SPS iibertragen. Auf die gleiche
Variable der SPS, auf die der Schreibzugrift erfolgt, wird dann von Seiten des RPI lesend
zugegriffen und tiberpriift, ob die erhaltenen Werte den zuvor generierten Zufallszahlen
entsprechen. Ist dies der Fall, wird der Schreib- und Lesevorgang als abgeschlossen und
korrekt durchgefiihrt angesehen. Die Zeitmessung folgt dabei dem im Folgenden als
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Pseudocode dargestellten Schema:

for i = 1 bis 500 do
Generierung von 15 Zufallszahlen des Typs Double als Array
Start der Zeitmessung
Schreiben der Werte des Arrays auf eine entsprechende Variable der SPS
Lesen der entsprechenden Variable der SPS
if Gelesene Werte gleich den vorher geschriebenen Werten then
Ende der Zeitmessung
else
Erneuter Lesezugriff
end if
end for

Die Zeitmessung wurde fiir 500 unterschiedliche Gruppen von je 15 Zufallszahlen durchge-
fiithrt. Dabei waren die SPS und der RPI direkt iiber ein Ethernet-Kabel verbunden, um eine
Beeinflussung der gemessenen Zeit durch die Auslastung der Netzwerks, etwa bei mehreren
Teilnehmern an einem Netzwerkverteiler, auszuschlieen. Der Mittelwert der gemessenen
Zeit ergibt sich zu Teom = 10,63 ms und der Maximalwert zu Tcom,max = 15,04 ms. Bezo-
gen auf die mittleren Berechnungszeiten Tcalc,sr wird somit ein groBer Anteil davon fiir die
Kommunikation iiber OPC UA verwendet. Nach Abzug dieser Zeit sowie der mittleren Op-
timierungszeit Topw benotigt die SPS ca. 1,5 ms — 2,0 ms fiir die Sollpositionsverwaltung,
die Berechnung des IKP und die Weitergabe der Sollpositionen an die Antriebsregler der
Antriebe M, ... M. Da die eingesetzte SPS bereits mit ihrer minimal méglichen Zykluszeit
von 1,0 ms betrieben wird, ist hier keine weitere Einsparung moglich. Durch den Umstand,
dass OPC UA nicht echtzeitfdhig und ohne deterministisches Zeitverhalten ist, unterliegt
die Kommunikationszeit zudem zusitzlich Schwankungen. Die maximal gemessene Zeit
betridgt dadurch das ungefdhr anderthalbfache der mittleren Zeit.

Es ist an dieser Stelle somit festzuhalten, dass der eigentliche modellpriadiktive Ansatz
mit Optimierung echtzeitfihig ausgefiihrt werden kann, durch die Kommunikation die
insgesamt erforderliche Zeit je Zyklus jedoch stark steigt. Als mogliche Losung kann hier
OPC UA over Time Sensitive Networking (OPC UA TSN) genannt werden, ein dhnlich
wie OPC UA herstelleriibergreifender Kommunikationsstandard, der jedoch explizit fiir
Echtzeitkommunikation entwickelt wurde. Laut der Fa. B&R wurden bei entsprechenden
Versuchen Zykluszeiten von 50 us erreicht [BR19a], insgesamt soll OPC UA TSN im
Durchschnitt 18-mal schneller sein als bisher verfiigbare industrielle Kommunikationsmog-
lichkeiten und ca. doppelt so schnell wie das aktuell schnellste Gigabit-Feldbus-Protokoll
[BR 19; Bru20]. Die im Rahmen der vorliegenden Dissertation eingesetzten Systeme
unterstiitzen OPC UA TSN jedoch noch nicht, sodass eine Adaption der Kommunikati-
on auf diesen Standard nicht méglich ist und an dieser Stelle nur ein Ausblick gegeben
werden kann. Zudem muss die eingesetzte SPS entsprechende Zykluszeiten von < 1,0 ms
ermoglichen. Dies ist mit der aktuell eingesetzten Hardware nicht moglich, durch die
Herstellerunabhiingigkeit von OPC UA beziehungsweise OPC UA TSN kann hierzu neben
leistungsstirkeren Steuerungen des Herstellers B&R aber auch auf andere Steuerungen
zuriickgegriffen werden.
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7.2 Umsetzung der modellpradiktiven Planung auf einer SPS

Nachdem der modellpréadiktive Ansatz zunédchst simulativ in MATLAB und im Anschluss
durch Implementierung auf einem eingebetteten System in Kombination mit einer SPS
validiert und Einsparungen in der Verfahrzeit von bis zu 28 % erzielt wurden, erfolgt nun
die vollstindige Umsetzung auf einer SPS der Fa. Beckhoff (Datenblatt siche Anhang[AT}
[21)). Im Rahmen einer Vorveroffentlichung wurde dies von RUTING ET AL. in und
vorgestellt. Wihrend bei Nutzung des RPI als Rechenhardware die angestrebten
Zykluszeiten kleiner 1 ms zwar erreicht wurden, die Ubertragungszeit zwischen SPS
und RPI mittels OPC-UA jedoch einen signifikanten Einfluss hatte und die insgesamt
benotigte Berechnungszeit somit grofer als die Zielzeit waren, gilt es nun dieses Ziel der
Echtzeitfihigkeit unter Betrachtung aller Einflussfaktoren zu erreichen.

In Bild[7-3]ist der eingesetzte Schaltschrank dargestellt.
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Bild 7-3: Schaltschrank des Mechanismus mit SPS der Fa. Beckhoff

Neben der SPS beinhaltet dieser sichere Ein- und Ausgédnge zur Realisierung einer Not-
Halt-Funktion, zwei Motormodule fiir die drei DC-Motoren M, ... M5 des Tricept, ein
Modul fiir den DC-Servomotor M, und zwei Servoverstiarker der AX5000-Baureihe, die
unter anderem fiir die Antriebe M5 und M des Portals eingesetzt werden.
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Die grundlegende Struktur der Implementierung des modellpréadiktiven Ansatzes auf der
SPS zeigt Bild

SPS
Modellpridiktive Planung Qik---Goxk
q1k+vik -« - 46,k+vik OTZTT,k+v|k
| IKP f=— )_< ] Z—)TN.I,k
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s Y
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Bild 7-4: Prinzip der modellprddiktiven Planung auf einer SPS
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Der Optimierer Sbplx wurde auf Basis der NLopt-Bilbiothek mit der in Abschnitt 4.2]
vorgestellten Giitefunktion und dem erforderlichen Zeitmodell sowie den Gleichungen
des kinematischen Problems als C-Code auf der SPS eingebunden. Trotz der Nutzbarkeit
von C-Code auf der SPS waren hinsichtlich der NLopt-Bibliothek folgende umfangreiche
Anpassungen erforderlich, da diese urspriinglich nicht fiir den echtzeitfdhigen Einsatz
entwickelt wurde (siehe auch [[Abd17]]):

o Alle urspriinglich mittels der Header-Datei math.h in C genutzten mathematischen
Funktionen miissen auf die Beckhoff-spezifische Datei TcMath.h gedndert werden.
Hintergrund ist, dass die math.h-Implementierung nicht echtzeitfahig ist. Beispiels-
weise wird aus dem Befehl sqrt fiir die Quadratwurzel so der Befehl sqrt_.

o Alle Befehle fiir Ausgaben in die Konsole wie etwa printf miissen entfernt werden.
In NLopt dienen sie nur der Ausgabe von zusitzlichen Informationen an den Nutzer,
im Rahmen der eigentlichen Optimierung werden sie nicht bendotigt.

e Funktionen zur dynamischen Allokation (vom engl. allocate, dt. zuweisen, zuteilen)
von Speicher miissen von C-eigenen auf Beckhoff-spezifische Befehle geédndert wer-
den. So wird etwa aus malloc zur Allokation von Speicher der Befehl TcMemAlloc.

e Fiir grole Werte werden in der urspriinglichen Implementierung der NLopt-Bi-
bliothek die Makros DBL_MAX, HUGE_VAL und FLT_MAX genutzt. Die ersten beiden
fiihren jedoch bei der SPS zu einer Uberschreitung der Variablengrenzen, einem
sogenannten overflow. Um dies zu verhindern, wurden alle Stellen im Quellcode,
an denen DBL_MAX oder HUGE_VAL genutzt werden, auf den Einsatz von FLT_MAX
umgestellt.

e In der urspriinglichen Implementierung der NLopt-Bibliothek werden Funktionen
zum Auslesen der aktuellen Systemzeit eingesetzt. Diese stehen bei der SPS nicht
zur Verfiigung, vielmehr muss anstelle der Funktionsaufrufe auf eine zusétzliche
Variable zuriickgegriffen werden. Dieser wiederum wird an anderer Stelle von auflen
in jedem Zyklus die aktuelle Systemzeit iibergeben.

Durch die genannten Anpassungen ist es moglich, die NLopt-Bibliothek in eine sogenannte
statische Bibliothek zu uiberfiihren, welche dann auf der SPS verwendet werden kann.
Fiir weitere Informationen etwa hinsichtlich der zu titigenden Einstellungen auf der
SPS wird hier auf das entsprechende Handbuch der Fa. Beckhoff verwiesen [Bec19c].
Die Verwaltung der Sollpositionen, die Skalierung von Messwerten etwa beziiglich der
aktuellen Achspositionen und die Achsansteuerung wurde nicht iiber die Einbindung von
C-Code sondern als strukturierter Text (ST) implementiert.

Zunichst ermittelt der Optimierer auf Basis der aktuellen TCP-Position ZTM,k, den Achspo-
sitionen ¢ x . . . g und den von der Sollpositionsverwaltung bereitgestellten Sollpositionen
ZQTM,,<+ 1... ZTM,HHP innerhalb des Pridiktionshorizonts n, die optimierten Positionen gs x
und g¢ 41 der Portalachsen. Mittels des zusitzlich in ST implementierten IKP werden hier-
aus die Achspositionen qj x4 - .. qax+1 berechnet. Zusammen werden g 441 ... gex+1 fiir die
Ansteuerung der Achsen verwendet, wobei wie in Abschnitt @] beschrieben auf der SPS
mittels des NC-Profilgenerators ein Sollpositionsprofil basierend auf vorgegebenen Werten
fiir Ruck, Beschleunigung/Verzogerung und Geschwindigkeit generiert wird. Die Positi-
onsregelung der einzelnen Antriebe M, ... Mg nebst der unterlagerten Regelungen ist auf
die Antriebshardware ausgelagert. Die von hier an die SPS zuriickgegebenen Ist-Positionen
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der einzelnen Antriebe werden vor der Weitergabe an die Optimierung zunichst, soweit
erforderlich, skaliert. Zudem kénnen Anderungen der zukiinftigen Sollpositionen, die etwa
mittels eines RFID- oder Barcode-Lesegerits direkt vom Produkt gemeldet werden, im
Rahmen der Verwaltung der Sollpositionen beriicksichtigt werden.

Wie bereits bei der Umsetzung des Ansatzes auf der Kombination aus RPI und SPS erfolgt
auch fiir die vollstandige Umsetzung auf der SPS die Analyse der Ergebnisse zum einen
hinsichtlich der erzielten Einsparungen der Verfahrzeit und zum anderen bezogen auf die
erforderliche Rechenzeit. Analog zum Abschnitt|7.1|wird unterschieden zwischen Tcalc sb
(sb: Sbplx Beckhofl) und T o4, zusitzlich werden zudem die maximalen Zeiten betrachtet.
Die Messung der Zeiten verdeutlicht der folgende Pseudocode:
Initialisierung
fork=1...NeNdo
Start der Zeitmessung fiir 7'cyic sb.x
Lesen der Sollpositionen ZTM,k .. ZTM,ka
Start der Zeitmessung fiir Ty bk
Ausfiihrung der Optimierung
Ende der Zeitmessung fiir Top sk
Berechnung der Sollpositionen qj x4 - .. Gax+1
Ubergabe der Sollpositionen q1+1 - - - 9ox+1, Ausfithrung des NC-Profilgenerator
Ende der Zeitmessung fiir Teaic.sp.4
end for
Abschluss

Um die vorab im Rahmen der Simulation in MATLAB getroffenen Aussagen hinsichtlich
des zu nutzenden Pradiktionshorizonts n, und der Anzahl n; an maximal zugelassenen
Iterationen zu validieren, werden zunichst die gleichen Analysen wie in MATLAB auch
auf der SPS ausgefiihrt. In Bild [7-5]sind die Verfahr- und die Rechenzeit bei Variation des
Pridiktionshorizonts von n, = 1...5 bei n; = 100000 dargestellt. Es ist zu erkennen, dass
auch auf der SPS ein Pridiktionhorizont von n, = 3 einen guten Kompromiss zwischen
der Reduzierung der Verfahrzeit und der erforderlichen Rechenzeit darstellt.
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Bild 7-5: Mittlere Verfahrzeit T, und Rechenzeit Tcalc,sb der Umsetzung auf der SPS fiir
N = 50 bei unterschiedlichen Priidiktionshorizonten ny, und n;, = 100000

Die Analyse des Einflusses der maximal zulédssigen Anzahl an Iterationen n; bei n, = 3
liefert die in Bild [7-6] dargestellten Ergebnisse. Gegeniiber MATLAB wird hier die Optimie-
rungszeit T o o anstelle der insgesamt benotigten Rechenzeit betrachtet, da die Rechenzeit
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jedoch nur zusitzlich die Zeiten etwa fiir den Zugriff auf die Sollpositionen beinhaltet,
stellt dies nur einen Offset der Zeiten dar. Dafiir wird hier zusitzlich der Maximalwert
Toptmax,sb der Optimierungszeit betrachtet, da aufgrund der harten Echtzeitanforderungen
auch kein einziger Rechenschritt ldnger als die geforderte eine Millisekunde benétigen
darf. Wie bereits bei der simulativen Umsetzung in MATLAB steigen sowohl der Mittelwert
als auch der Maximalwert der Optimierungszeit zunédchst niherungsweise linear mit der
Anzahl an Iterationen an. Ab ca. 200 Iterationen wichst der Einfluss der Abbruchkriterien
fiir die minimale Anderung der OptimierungsgroBen min(Ags, Age) durch den Optimierer
sowie die damit erzielte minimale Anderung des Wertes der Giitefunktion min(AJy).
Dadurch wird die maximale Anzahl an Iterationen immer seltener erreicht, der Anstieg
der mittleren Optimierungszeit wird mit zunehmendem n;, geringer. Da jedoch abhingig
von der jeweiligen Sollpositionsfolge die Iterationsgrenze trotzdem erreicht werden kann
beziehungsweise erreicht wird, steigt die maximale Zeit weiter niherungsweise linear
an. Als Schlussfolgerung aus den Ergebnissen wird eine Begrenzung der Iterationen auf
ni = 200 weiterhin als zielfithrend angesehen, da hier die maximale Zeit deutlich unterhalb
der geforderten 1 ms liegt und zudem die Verfahrzeit mit weiter steigender Iterationsanzahl
immer weniger stark sinkt. Somit sind die auf Basis der Simulation in MATLAB getroffenen
Annahmen hinsichtlich der Parameter der Optimierung auch fiir die Umsetzung am realen
System zutreffend. Sie werden somit bei der weiteren Analyse der Optimierungs-, Rechen-
und Verfahrzeit genutzt.
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Bild 7-6: Mittlere Verfahrzeit T, sowie mittlere und maximale Optimierungszeit Topt,sb und

T optmax,sb der SPS bei variierter Iterationbegrenzung und unterschiedlich langen
Sollfolgen

In Tabelle sind zunichst die Verfahrzeiten Ty, und die dabei erzielten Einsparungen
AT, bei vollstindiger Umsetzung auf der SPS den Zeiten des Referenzansatzes sowie
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den Ergebnissen aus MATLAB bei n;; = 200 Iterationen (Index sm200) gegeniibergestellt,
wobei die gleichen Einstellungen fiir den Optimierer genutzt wurden wie beim RPI (siehe
Tabelle[7-2). Die erzielten Ergebnisse liegen dabei sehr nah an den Werten aus der Simu-

Tabelle 7-4: Ergebnisse des Referenzverfahrens und des modellpridiktiven Ansatzes mit
Sbplx auf der SPS

N Tref TstOO st st,min st,max ATstOO Ast

10 33,71s 27,94 s 27,93s 14,86's 46,125 -17,12% -17,15%
50 189,50s 144,05s 144,05s 103,99s 180,35s -23,98% -23,98%
100 388,58s 289,66s 289,55s 249,38s 351,48s -2546% -25,49%
200 788,49s 578,34s 578,26s 516,61s 659,81s —-26,65% —26,66%
1000 4028,76s 2893,20s 2892,24s 2718,27s 3080,00s -28,19% -28,21%

lation in MATLAB sowie der Umsetzung auf dem RPI. Auch hier sind die existierenden
Abweichungen auf eine abweichende Implementierung der eingesetzten Mathematikfunk-
tionen zuriickzufithren. Da die Zeiteinsparung somit weiterhin gegeben ist, gilt es nun
die bei der Berechnung der vorgestellten Ergebnisse erforderlichen Rechen- und Optimie-
rungszeiten hinsichtlich des entscheidenden Kriteriums der Echtzeitfihigkeit zu betrachten.
Sie sind in Tabelle zusammengefasst. Auf Basis der Daten in der Tabelle lisst sich

Tabelle 7-5: Erforderliche Optimierungs- und Rechenzeiten fiir die modellprddiktive Pla-
nung auf der SPS bei n;, = 200

N Topt,sb Toptmax,sb Tcalc,sb Tcalcmax,sb

10 0,616ms 0,671ms 0,641 ms 0,689 ms
50 0,609ms 0,675ms 0,635ms 0,695 ms
100 0,608 ms 0,670ms 0,636 ms 0,658 ms
200 0,607ms 0,674ms 0,632ms 0,661 ms
1000 0,607ms 0,660ms 0,633ms 0,652ms

zunichst die entscheidende Aussage treffen, dass unter Beriicksichtigung einer maximalen
Rechenzeit von Teaemaxsv = 0,675 ms das Ziel der Echtzeitfdhigkeit mit der Bedingung
einer Zykluszeit kleiner 1,0 ms durch den vorgestellten Ansatz auf der SPS vollstindig
erfiillt wird. Dass sowohl die mittlere Optimierungs- als auch die mittlere Rechenzeit Topt’sb
und Tcalc,sb mit steigender Lange N der Sollpositionsfolgen leicht sinkt, ist wie folgt zu
erkliren: Fiir den ersten Durchlauf der Optimierung mit £ = 1 liegen fiir den Optimierer
fest vorgegebene Startwerte vor (Bewegung in x- und y-Richtung erfolgt initial vollstidndig
durch das Portal), in allen weiteren Schritten (1 < k < N) werden die Positionen gs ., und
Je i+ Mit v = 2. ..n, aus dem vorhergegangenen Schritt (k — 1) als Startwerte eingesetzt.
Da diese bereits aus einem Optimierungsdurchlauf stammen, werden sie tendenziell nédher
an dem optimalen Wert liegen als vorab ,,willkiirlich* gewéhlte Startwerte. Somit benotigt
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der Optimierer bei k = 1 aufgrund der ,,ungiinstigen‘ Startwerte teilweise mehr Iterationen
als fiir die darauffolgenden Schritte. Bei kurzen Sollpositionsfolgen, etwa mit N = 10,
hat dieser Effekt bei der Mittelung (vgl. Gleichung (7-1))) iiber die Linge der Folge einen
groBBeren Einfluss als bei Folgen mit vielen Sollpositionen. Bei den Maximalwerten so-
wohl fiir die Optimierungs- als auch die Rechenzeit sind zwar Schwankungen aber kein
eindeutiger Trend zu erkennen.

Es ist an dieser Stelle abschlieBend festzuhalten, dass das Ziel der Entwicklung einer
echtzeitfihigen modellpradiktiven Planung zeitoptimierter Trajektorien fiir kinematisch
redundante Mechanismen und die Umsetzung auf industrielle Rechenhardware mit Zyklus-
zeiten kleiner 1 ms erreicht wurde.
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8 Anwendungsszenario 2: HKM bestehend aus Raumportal
und Sechsachs-Knickarmroboter

Um die Flexibilitit der entwickelten echtzeitfahigen modellpriadiktiven Planung zu zeigen,
wird in diesem Kapitel die Adaption vom Mechanismus des Fraunhofer IEM auf einen
weiteren mehrachsigen kinematisch redundanten Mechanismus vorgestellt. Auch bei die-
sem handelt es sich nach der in Kapitel 2.2] vorgestellten Definition aus [Sch16] um einen
HKM, der durch die serielle Kopplung zweier SKM gebildet wird. Der Mechanismus,
der in Bild @ auf Basis eines CAD-Modells dargestellt ist, besteht aus einem dreiachsi-
gen Raumportal, an dessen TCP T P ein sechsachsiger Knickarmroboter UR10 der Firma
Universal Robots montiert ist. Der TCP T M des resultierenden Gesamtmechanismus ist
deckungsgleich mit dem TCP TUR des UR10.

Mittels des Raumportals konnen Sollpositionen in den drei kartesischen Raumrichtungen
angefahren werden. Der UR10 kann sowohl die Position in x-, y- und z-Richtung als
auch die Orientierung des TCP verdndern. Somit lédsst sich die Position des TCP durch
gemeinsame Bewegungen von UR10 und Portal beeinflussen, die Orientierung iibernimmt
der URI10. Der resultierende Mechanismus ist kinematisch redundant. Es gilt jedoch
die Einschrinkungen zu beachten, dass der UR10 nicht alle Positionen mit beliebiger
Orientierung erreichen kann. Zudem weist er durch seine Gelenkanordnung, die auch
als Winkelhand bezeichnet wird (vgl. Abschnitt [2), einen Bereich ober- und unterhalb
(positive und negative z-Richtung bezogen auf das Roboter-Basiskoordinatensystem mit
dem Ursprung Oyg) der Basis auf, der mit dem Roboter-TCP nicht erreicht werden kann.
Der Arbeitsraum des UR10 ist in Bild dargestellt.

Ein erster Ansatz einer modellbasierten Mehrzieloptimierung zur Reduzierung der Ver-
fahrzeiten des kinematisch redundanten Mechanismus wurde bereits in der studentischen
Arbeit [Ker18] vorgestellt und findet hier Beriicksichtigung. Im Folgenden wird zunéchst
die Adaption des Ansatzes auf den Mechanismus vorgestellt, bevor ndher auf die Herleitung
insbesondere des IKP des UR10 eingegangen wird.

8.1 Adaption des Ansatzes

Entsprechend des modellpradiktiven Ansatzes und wie bereits bei der Adaption auf den
IEM-Mechanismus wird der nun vorliegende Mechanismus zunichst in zwei Teilmecha-
nismen unterteilt. Der UR10 stellt den nicht-redundanten und das Raumportal den zur
kinematischen Redundanz fithrenden Teil dar. Analog zu Gleichung (5-66) kann dazu die
Pose des Mechanismus

- > - T
_ _ 6
OwET™ = 0 ETUR 0w ZTP = [OWZTM,X owZt™My OwZTMz OwRTM.r OwRTMp OWRTM,y] eR
(8-1)

aufgeteilt werden in die Pose oURgTUR des UR10 bezogen auf sein Basiskoordinatensystem
mit Ursprung Oyr und den Positionsvektor OWZTP des Raumportals bezogen auf das
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Bild 8-1: Der hybridkinematische Mechanismus bestehend aus Raumportal und Sechsachs-
Knickarmroboter URI0
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Arbeitsraum, Draufsicht Arbeitsraum, Seitenansicht

2547 mm

1274 mm

Basis 128 mm

w@ 190 mm
Empf. Arbeitsraum 2600 mm
Max. Arbeitsraum 2650 mm

@190 mm

Empf. Arbeitsraum ©2600 mm

Max. Arbeitsraum @2650 mm

Bild 8-2: Arbeitsraum des UR10 nach [Unil6|]

Weltkoordinatensystem mit Ursprung Ow. Der Ursprung Our des Basiskoordintensystems
des UR10 ist dabei im TCP TP des Portals verortet. Das Portal kann nur die Position
des TCP (oyZr™mx> owZtmy> owZrm,z) Variieren, wohingegen durch den Roboter auch
die Orientierung (o Rrmy, oy R1mp, 0w R1m,y) verdndert werden kann. Die Positionen der
insgesamt neun Achsen werden im Vektor

q =191 92 43 41 45 96 47 45 9]’ € R’ (8-2)
zusammengefasst. Dabei stellen g . .. g¢ die Achsen des UR10 und ¢ . .. g9 die Achsen

des Raumportals dar.

Im Rahmen der Adaption des Ansatzes auf den dargestellten neun-achsigen Mechanis-
mus wird auf das in Gleichung (4-T1)) dargestellte Optimierungsproblem zuriickgegriffen.
Aufgrund der drei Achsen ¢; . .. g9 des Raumportals wird diese zu

min S 9,0 QRO o1e) (8-3)

q7 k+vlk 98 k+vlk>99 k+vik

erweitert. Durch die zusitzliche z-Achse des Raumportals steigt gegeniiber dem ersten
Anwendungsszenario die Anzahl der Optimierungsvariablen je Schritt von zwei auf drei.
Die Giitefunktion

p
TG Gy " Thw) = Z wiexp(=(v — 1)) max Afi(Aq; k)

v=1

+ szqmax(f]k+y|k) (8'4)
+ W3pqmin(f]k+vlk)

OuR.6
+ Wi pur (" Trsyik)
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orientiert sich an der Gleichung (4-3). Die gewichteten Strafterme w, pqma"(f]k+v|k) und
w3 pqmin(gk+vl k) werden jedoch nur fiir die drei Achsen des Portals genutzt. Fiir die Grenzen
des Roboters wird der zusétzliche iiber w, gewichtete Strafterm pUR(OUR’6Tk+V|k) eingefiihrt.
Dieser beriicksichtigt mittels der Gleichungen des IKP und der Transformationsmatrix
OUR’(’Tk+V|k zwischen der Roboterbasis und dem Roboter-TCP (vgl. Abschnitt allge-
mein die Erreichbarkeit einer Pose durch den Roboter. Aus Griinden des Umfangs dieser
Arbeit wird hierbei fiir weitere Informationen etwa auf [[Haw13|] verwiesen.

Die Herleitung der erforderlichen Gleichungen fiir das IKP und das DKP wird im folgenden
Abschnitt vorgestellt.

8.2 Herleitung der Gleichungen der kinematischen Probleme

Zunichst wird in diesem Abschnitt das IKP des UR10 betrachtet, im Anschluss daran
werden das IKP und das DKP des Portals vorgestellt.

8.2.1 Inverses kinematisches Problem des Knickarmroboters
Die Pose

N T
— 6
OURé‘:TUR - [OURZTUR,X OURZTUR,y OURZTUR,Z OURRTUR,I‘ OURRTUR,p OURRTUR,y] € R (8_5)

des UR10 setzt sich zusammen aus dem Ortsvektor

R T T
OurZTUR = [OURZTUR,X 0urZTUR y OURZTUR,Z] = [ZTURX ZruRry ZTURZ] eR’ (8-6)

als Position sowie dem Vektor

- T T
ouRrur = [ouRrUR s 0 RTurp 0w R1URy| = [Re Ry Ry| € R (8-7)

des TCP als Angabe der Orientierung. Letzterer besteht aus den sogenannten Kardan- oder
auch Roll-Pitch-Yaw-Winkeln (laut [Corl7] auch als Roll-Pitch-Yaw-Sequenz bezeichnet).
Fiir (Knickarm-)Roboter hat sich dabei laut [[Corl7] die xyz-Konvention durchgesetzt, also
die Winkelreihenfolge Roll-Pitch-Yaw@ Roll (R,) beschreibt die Rotation um die x-Achse,
Pitch (R) die Rotation um die resultierende y-Achse und Yaw (Ry) die Rotation um die
wiederum resultierende z-Achse.

Bei der Losung des IKP des UR10 wird auf die sogenannte DHK (vgl. [2.1)) zuriickgegriffen.
Fiir den UR10 werden die erforderlichen DHP bezogen auf die Grundstellung des Roboters
direkt von Universal Robots angegeben [[Un115], sie sind in Tabelle aufgefiihrt. Bild
[8-3]zeigt die Koordinatensysteme nach [Haw13]] ebenfalls bezogen auf die Nullstellung des
UR10 (g; . .. g6 = 0°), welche in Bild[8-4am realen Roboter aus dem Robotics Lab [HR20]
des Fraunhofer IEM dargestellt ist. Die DHP werden fiir die Beschreibung der Lage zweier

21Bei Fahrzeugen, Flugzeugen, Schiffen oder mobilen Robotern werden die Winkel in der Regel in der
Reihenfolge Yaw-Pitch-Roll angegeben [Cor17].
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Tabelle 8-1: DHP des URI0 nach [|Unil5

Gelenk qi d; a; @;
1 0,00°  0,1273m 0,00m 90,00°
2 0,00°  0,00m -0,612m  0,00°
3 0,00°  0,00m -0,5723m 0,00°
4 0,00° 0,163941m 0,00m 90°
5 0,00°  0,1157m 0,00m -90,00°
6 0,00°  0,0922m 0,00m 0,00°

X4
Handgelenk 2
Y4

XBasis

X6
Werkzeug
<6

Bild 8-3: Koordinatensysteme des URI0 in der Grundstellung nach
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Bild 8-4: Sechsachs-Knickarmroboter URI0 in seiner Grundstellung im Robotics Lab des
Fraunhofer IEM

benachbarter Koordinatensysteme S;_; und S; im Rahmen homogener Matrizen genutzt,
wobei die Matrix

cos(g;) —sin(g;)cos(a;)  sin(g;) sin(e;)  a;cos(g;)
i~Li — sin(g;)  cos(g;) cos(a;) —cos(g;) sin(a;) a;sin(g;) (8-8)
0 sin(a;) cos(a;) d;

0 0 0 1

auch als Denavit-Hartenberg-Matrix bezeichnet wird [Web09]]. Fiir weitere Informatio-
nen zu der Wahl der Gelenkkoordinatensysteme sowie der ausfiihrlichen Herleitung der
Gleichungen zur Ermittlung der Roboter-Gelenkpositionen ¢, ; miti = 1. .. 6 fiir die sechs

Antriebe M, ... M, wird etwa auf [Haw13], [Keal7], [Ker18] oder verwiesen.

Im Rahmen der vorliegenden Arbeit werden aus den genannten Quellen die Gleichungen

_ d T
q = atanZ(OURr5’2, OURrS,l) + COS ! 4 + E (8-9)
OUR’%,I + OURrg,lz
Our6, 4 sin(qy) — O® 1y 4 cos(qy) — d.
g5 = + cos™! ( 1.4 8in(q1) y 2,4 (q1) 4) (8-10)
6
tan? —OwSp, 5 8in(gqy) + P01, cos(gr) U0 sin(gy) — PRt cos(qr)
= atan . -
1 sin(gs) sin(gs)
(8-11)
S12 2 o
Bl —as—a
g3 = £ cos”! [M] (8-12)
2a2a3
as sin
qr = atan2 (1’4l‘2’4, —1’4t1’4) + SiIl_1 3 (Q3) (8-13)
\/ 1’4ti4 + l’4t§,4
qs = atan2 (3’412,1, 3’41‘1,1) + 2 (8-14)

fiir die einzelnen Gelenkwinkel entnommen, wobei sich die dargestellte Reihenfolge
der Berechnungen aus den gegenseitigen Abhingigkeiten ergibt. Die im Rahmen der
Berechnung erforderlichen Parameter werden im Folgenden erléutert.
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Die Transformationsmatrix “***T vom FuBpunkt bis zum TCP des UR10 basiert dabei
auf dem Ortsvektor o, Zrur sowie dem Rotationsvektor o, Rryr des TCP. Mittels der
Gleichung

OmOA =[4, 4, 4 (8-15)
mit
cos(R,) cos(Ry)
A, = |cos(R,) sin(Ry) + cos(Ry) sin(R,) sin(R,) | (8-16)
sin(R;) sin(Ry) — cos(R;) cos(Ry) sin(Ry,)
—cos(R,) sin(Ry)
A, = cos(R;) cos(Ry) — sin(R;) sin(R,) sin(Ry) (8-17)
cos(Ry) = sin(R;) + cos(R;) sin(R,) sin(Ry)
und
sin(Rp)
Az = |—cos(Rp) sin(R;) (8-18)
cos(R;) cos(Rp)

wird aus den drei Winkeln R,, R, und R, die Rotationsmatrix OO A perechnet. Aus dieser
und der Translation kann die Transformationsmatrix wie in Abschnitt[5.2.1] Gleichung
(5-18), zusammengesetzt werden. Mit dieser und dem DHP dg wird

0
=2 Our,6 0
ow’s = T (8-19)
—d

1

ermittelt, sodass nun g; unter Nutzung des DHP d, berechnet werden kann (siehe Gleichung
(®-9)). Mit ¢, und Elementen der Matrix °***T kann nun g5 (Gleichung (8-10)), sowie
hiermit wiederum g (Gleichung (8-11))) ermittelt werden.

Fiir die Berechnung von g3 (Gleichung (8-12)) wird die Position
(8-20)

des dritten Gelenks bezogen auf das erste Gelenk mit

1,4T — 1,6T (4,5T5,6T)_1 (8-21)
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benétigt, wobei *T auch fiir die Berechnung von ¢, und g4 (Gleichungen (8-13) und
(8-14)) erforderlich ist. Fiir die abschlieBende Ermittlung von g4 wird zudem die Transfor-
mation

34 — (1,2T2,3T)‘1 LA (8-22)

zwischen dem dritten und dem vierten Gelenk benétigt. Durch die Losung des vorgestellten
IKP konnen die Stellungen g; . . . g¢ aller sechs Gelenke fiir eine Sollpose oURé?TUR berechnet
werden. Bei einem Knickarmroboter konnen dabei nach [[Sta09]] vier verschiedene Fille
unterschieden werden:

Keine Losung
Die vorgegebene Sollpose liegt aullerhalb des Arbeitsbereichs des Roboters.

Genau eine Losung
Die vorgegebene Sollpose liegt am Rand des Arbeitsraumes und kann nur bei
vollstindig ausgestrecktem Arm erreicht werden, stellt jedoch keine Singularitét dar.

Endlich viele Losungen
Die vorgegebene Sollpose kann durch mehrere unterschiedliche Stellungen der
Robotergelenke (Gelenkkonfigurationen) erreicht werden.

Unendlich viele Losungen
Die vorgegebene Sollpose kann durch unendlich viele Stellungen der Gelenke er-
reicht werden, es liegt eine Singularitét vor. Dies tritt etwa auf, wenn die Drehachsen
von zwei oder mehr Gelenken in Flucht liegen und sich somit die Bewegungen der
entsprechenden Gelenke gegenseitig ausgleichen konnen.

In Bild [8-5]ist der Fall mit mehreren Losungen dargestellt. Diese resultieren direkt aus den
Gleichungen des IKP. Fiir ¢; wird der Kosinus-Term sowohl addiert als auch subtrahiert,
was zu zwei Losungen und somit zwei moglichen Positionen des Antriebs fiihrt. Im Bereich
der Robotik wird dies als Arm links oder Arm rechts bezeichnet [SSVOO0Y]. Die jeweils
zwei Losungen fiir g5 fithren zu einer Verdrehung des Handgelenks, die zwei Positionen
bei g3 zu den Fillen Ellenbogen oben oder Ellenbogen unten [SSVOO09|. Insgesamt ergeben
sich aus den Gleichungen des IKP acht unterschiedliche Gelenkstellungen fiir eine Pose,
diese sind in Bild [§-6] anhand des UR10 beispielhaft dargestellt. Aufgrund etwa des
nicht-erreichbaren zylinderformigen Bereichs innerhalb des Arbeitsraumes sind jedoch
nicht immer alle Losungen moglich, dies gilt es bei der Berechnung im Rahmen des
modellpridiktiven Ansatzes auf Basis geeigneter mathematischer Formulierungen der
Grenzen zu beriicksichtigen, hierzu wird an dieser Stelle auf [Haw13]] verwiesen.

Da die Gelenke des UR10 jeweils einen Winkelbereich von +360° aufweisen (siche
Datenblatt im Anhang[AT-12)), gibt es fiir jedes Gelenk zusitzlich zu den mittels des IKP
berechneten Losungen die um +360° oder —360° verschobene Position. Somit ergeben sich
theoretisch vier Positionen fiir ¢y, fiir jede dieser Positionen wieder vier fiir g5, dann wieder
zwel fiir g¢ usw., sodass abschlieBend maximal 4-4-2-4-2-2 = 512 Losungen vorliegen.
Aufgrund von Singularitdten oder der Begrenzung des Arbeitsraumes sind jedoch nicht
alle Varianten jederzeit nutzbar.

Im folgenden Abschnitt werden das DKP und das IKP des Raumportals vorgestellt.
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Arm links/recht

___________________________

Bild 8-5: Mogliche Gelenkkonfigurationen des URI0O

Ellenbogen oben Ellenbogen unten
Arm
links
Arm
rechts
Handgelenk Handgelenk Handgelenk Handgelenk
nicht verdreht verdreht nicht verdreht verdreht

Bild 8-6: Unterschiedliche Gelenkkonfigurationen des URIO fiir eine TCP-Pose
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8.2.2 Inverses und direktes kinematisches Problem des Portals
Der Ortsvektor

R T
owZtp = [OWZTP,X owZTPy OWZTP,Z] eR’ (8-23)

des Portals dhnelt stark der Gleichung (5-62)) des Flichenportals aus dem Abschnitt [5.2.2]
Aufgrund der Auspriagung dieses Teilmechanismus als Raumportal ist die z-Komponente
owZtp., des Vektors entgegen dem bisherigen Fldachenportal ebenfalls variabel.

Auch hier gilt, dass die Position des TCP T P bezogen auf das Weltkoordinatensystem
genau den Positionen der einzelnen Achsen entspricht. Die Achsstellung ¢; = 0, gs = 0 und
g9 = 0 entspricht dem Fall, dass sich der TCP im Ursprung Oy des Weltkoordinatensystems
befindet. Das DKP ergibt sich ebenfalls wie in Abschnitt[5.2.2]beschrieben.

8.2.3 Simulative Validierung des inversen kinematischen Problems mittels
Mehrkorpersimulation

Wie bereits bei der Ermittlung der Gleichungen der inversen kinematischen Probleme im
Rahmen des ersten Anwendungsszenarios wird auch fiir den zweiten Mechanismus auf eine
Mehrkorpersimulation in der Software RecurDyn zuriickgegriftfen. Ziel ist es mittels des
Modells das IKP des UR10 simulativ zu validieren. Das IKP des Portals wird nicht erneut
validiert. Es wurden unterschiedliche Sollposen mit unterschiedlichen Orientierungen
untersucht. Tabelle [8-2] zeigt exemplarisch die Sollwerte fiir die sechs Elemente der
Pose OURE’TUR sowie jeweils die maximalen und minimalen Werte der resultierende Pose

OURg?TURreS bezogen auf die fiir die Pose insgesamt moglichen 256 Gelenkkonfiguration. Es

Tabelle 8-2: Ergebnisse der Simulation fiir die erste Sollpose (maximale und minimale
resultierende Werte)

- . - -
oURfTUR mln(oURfTURres) maX(oURfTURres)

owZrurx  d00mm  499,8856 mm  500,1008 mm
owZrury 400mm  399,9013mm  400,1064 mm
owZrurz 1000mm 1001,70 mm 1001,80 mm

o RTur:  90,00° 89,9987° 90,0008°
owRrurp 0,00° -0,0016° 0,0016°
owRrury 180,00°  179,6046° 179,6086°

ist an den Ergebnissen zu erkennen, dass die Abweichungen zwischen Soll- und Istpose
bezogen auf die absoluten Werte gering sind. Fiir o, Zrur , und o, Rtur,y liegen nahezu
konstante Abweichungen vor, dies kann in einer geringfiigigen Abweichung der DHP vom
CAD-Modell begriindet liegen. Das grundlegende IKP inklusive der Erweiterung auf die
Verfahrbereiche von +360° je Gelenk erfiillt fiir die weiterfiihrenden simulativen Analysen
die Anforderungen, fiir den Einsatz am realen Roboter sollte jedoch ein Abgleich der DHP
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erfolgen. Hierzu konnen beispielsweise die in jedem UR10 hinterlegten DHP ausgelesen
und mit den bisher eingesetzten Werten verglichen werden.

Im folgenden Abschnitt wird die simulative Umsetzung des modellpridiktiven Ansatzes
unter Nutzung der vorgestellten Gleichungen erldutert.

8.3 Simulative Umsetzung des modellpradiktiven Ansatzes

Im Rahmen der vorliegenden Arbeit erfolgt im Kontext der modellbasierten Entwicklung
lediglich die simulative Analyse des Ansatzes fiir den im Rahmen des zweiten Anwen-
dungsszenarios genutzten Mechanismus. Eine Umsetzung auf die reale Hardware wird als
Ausblick gesehen. Beziiglich der Struktur des Systems hinsichtlich des Informationsaus-
tausches und der synchronisierten Ansteuerung von Portal und Roboter kann hierzu auf der
von ScHUTZ ET AL. in [SRHT19]], [SRHT20] und [SRHT?21]] im Rahmen eines Schweil3vor-
gangs vorgestellten Struktur aufgesetzt werden. Dabei wird eine zentrale SPS eingesetzt,
die wie im Rahmen der vorliegenden Arbeit die Ansteuerung des Portal realisiert, zusétzlich
aber auch die Ansteuerung des Roboters, die Auswertung zusitzlicher prozessspezifischer
Sensoren und die Einbindung zusitzlicher Komponenten iibernimmt. Auf dieser zentralen
SPS kann zusitzlich der modellpréadiktive Optimierungsansatz implementiert werden.

Gegeniiber des ersten Anwendungsszenarios werden fiir die durchzufiihrenden Analysen
Sollposen anstelle von Sollpositionen bendtigt. Die Generierung erfolgt erneut mittels eines
Zufallsgenerator in MATLAB (vergleiche Abschnitt[6.1). In jedem Schritt werden sechs
gleichverteilten Zufallszahlen (o Z1m x> 0wZM,y> OwZTM,2» OwRTM.s OwRTMp> 0w RTM,y) €I-
zeugt. Diese liegen innerhalb der Grenzen

-500mm < o, Zmx < 500 mm
=500mm < o, Zrmy < 500 mm
1000 mm < o, Zrm ., < 2000 mm
-90° < oy Rrmr < 90°
=90° < oy Rrmp < 90°
—90° < oy Rrmy < 90°

(8-24)

und bilden in x-, y- und z-Richtung die Moglichkeiten des Gesamt-Mechanismus ab.
Hinsichtlich der Orientierung wird der eigentlich mogliche Winkelbereich eingeschrinkt.
Es wird angenommen, dass nur Bauteile im Bereich zwischen Roboter und der x-y-Ebene
des Weltkoordinatensystems bearbeitet werden.

Die Simulation erfolgt wie in Abschnitt 6.3 beschrieben unter Einsatz des Optimierers
Sblpx mit den in Tabelle [8-3|aufgezeigten Parametern. Aufgrund der hoheren Anzahl an
Optimierungsvariablen wird eine hohere Abbruchgrenze n; fiir die Anzahl an zugelassenen
Iterationen verwendet.

In Tabelle [8-4] sind die resultierenden Verfahrzeiten sowohl des Referenzansatzes als auch
der je Sollpose individuellen optimierten Aufteilung mittels des vorgestellten Ansatzes
dargestellt. Wie bei den bisherigen Analysen handelt es sich dabei um die Mittels- sowie
die Minimal- und Maximalwerte bezogen auf die 1000 Folgen der jeweiligen Liange N. Es
ist auffdllig, dass fiir den Referenzansatz (siehe Abschnitt[d.5) keine Werte eingetragen sind.
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Tabelle 8-3: Parameter fiir Sbplx bei der simulativen Ausfiihrung im Rahmen des zweiten

Anwendungsszenarios

Parameter

Wert

Optimierer

p

Nit

min(Ags, Ags)
min(AJ)

w1

w2

w3

Wy

Qi,os

Sbplx

3

10000

1 X 10> mm
1 x107*s
50

10

10

1

5mm

Tabelle 8-4: Ergebnisse des Referenzverfahrens und des modellprddiktiven Ansatzes mit
Sbplx in MATLARB fiir das zweite Anwendungsszenario

N Tref Tsm Tsm,min Tsm,max ATsm
10 - 129s 10,95 15,79 -
50 - 65,38s 6191s 69,80s -
100 - 1304,27 s 1250,19s 1377,17 s -
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Der Optimierer fmincon findet keine feste Aufteilung € o die fiir alle Sollposen einer Folge
der Linge N alle Nebenbedingungen erfiillt. Dies liegt im kugelformigen Arbeitsraum
des UR10 mit dem innen liegenden nicht-erreichbaren zylinderférmigen Bereich und der
Abhingigkeit von Position und erreichbarer Pose begriindet. Der UR10 kann nicht in jeder
Position jede Orientierung erreichen. Dies fiihrt dazu, dass der Roboter fiir eine geforderte
Orientierung in eine Position verféahrt, die durch das Portal kompensiert werden muss.
Die grof3e Varianz an vorgegebenen Sollposen kann durch eine feste Aufteilung nicht
mehr erreicht werden. Eine weitere Analyse mittels eines Brute-Force-Ansatze§} bei dem
mit einer Schrittweite von Aés = 0,05 alle moglichen Kombinationen fiir die Elemente
von ¢ . zwischen Null und Eins analysiert wurden, liefert die gleiche Aussage. Somit ist
fiir einen derartigen kinematisch redundanten Mechanismus zwingend eine individuelle
Bewegungsaufteilung je Sollpose erforderlich, welche durch die vorgestellte echtzeitfahige
modellpréadiktive Planung zeitoptimierter Trajektorien ermittelt wird.

Da keine Referenzzeiten fiir die weitere Validierung des Funktionsprinzips der modell-
pradiktiven Planung vorliegen, werden wie bereits beim ersten Anwendungsszenario
zusitzlich die Verfahrzeiten der jeweils langsamsten Achse der beiden Teilmechanismen
verglichen. Diese miissen entsprechend der grundlegenden Uberlegungen (vergleiche
Abschnitt[6.4.2)) ihre jeweilige Sollposition fiir einen iiberwiegenden Teil der Sollposen
nahezu zeitgleich erreichen. In Bild[8-7]sind die Verfahrzeiten fiir zwei unterschiedliche
Folgen der Lange N = 10 dargestellt.

a) b)
6 - 7 —
m UR10 m UR10
1,4 | = Portal ] L6 m Portal | -
12 1,41
1,21
1,0 .
» Z 1,01
208/ | £
> < 08¢
0.6) 0,6
0.4 ] 04|
0,2 | ] 02|
0,0 0,0
12345k678910 12345k678910

Bild 8-7: Verfahrzeiten der jeweils langsamsten Achse von URI10 und Portal bei N = 10
fiir die Sollpositionsfolgen a) r10, und b) r10,

Es ist zu erkennen, dass die Verfahrzeiten der langsamsten Achse von Portal und UR10
fiir einen Grofteil der dargestellten Posen nahezu identisch sind und der Ansatz somit die

22Mit Brute-Force (engl. rohe Gewalt) wird im Bereich der Kryptografie eine Angriffsmethode bezeichnet,
bei der alle mdglichen Kombination, beispielsweise aus Zahlen, Buchstaben und Sonderzeichen,
nacheinander ausprobiert werden, um einen Passwortschutz zu umgehen [LLL*20].
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Anforderung erfiillt. Die Ausnahmen bei der ersten sowie bei der zweiten Folge (k = 2
und k = 7 sowie k = 4) liegen in einer Anderung der Orientierung begriindet, aus der
sich fiir einzelne Gelenke des UR10 ein groerer Verfahrweg ergibt. Hinzu kommt die
Wahl eines Pridiktionshorizonts von n, = 3, sodass die Verfahrwege der Gelenke nicht nur
aus der nédchsten Sollpose resultieren, sondern auch aus dem Streben nach einer ,,guten
Ausgangskonfiguration fiir die folgenden Posen.

Insgesamt ldsst die durchgefiihrte Simulation im Rahmen der Adaption der modellpradikti-
ven Planung auf einen HKM bestehend aus einem Sechsachs-Knickarmroboter und einem
dreiachsigen Raumportal den Schluss zu, dass der Ansatz die an ihn gestellten Erwartun-
gen iibergreifend erfiillt und sehr gut fiir die Ermittlung zeitoptimierter Trajektorien fiir
kinematisch redundante mehrachsige Mechanismus eingesetzt werden kann.
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Nach einer Vorstellung relevanter Grundlagen und Begrifflichkeiten wird in der vorlie-
genden Arbeit zunéchst der aktuelle Stand der Wissenschaft und Technik bezogen auf
drei Themenfelder diskutiert. Dabei handelt es sich um die Regelung seriellkinematischer,
parallelkinematischer und hybridkinematischer Mechanismen im Allgemeinen, die opti-
male Regelung dieser Mechanismen mit und ohne Redundanz bezogen auf verschiedene
Kriterien und die Ausfiithrung modell- und optimierungsbasierter Ansitze auf industrieller
Hardware. Daran anschlieend wird als Kern dieser Arbeit die echtzeitfdhige modellpra-
diktive Planung zeitoptimierter Trajektorien fiir kinematisch redundante Mechanismen
erldutert. Diese ermoglicht eine Minimierung der Verfahrzeit zwischen diskreten Sollposi-
tionen im Rahmen von PTP-Bewegungen unter Nutzung der kinematischen Redundanz.
Die insgesamt durchzufiihrenden Bewegungen werden individuell fiir jede Sollposition
derart auf die entsprechenden Achsen des Gesamtmechanismus aufgeteilt (joint space de-
composition), dass die fiir die gesamte Bewegung benotigte Zeit minimiert wird. Als erstes
Anwendungsszenario wird die Adaption des Ansatzes auf einen kinematisch redundanten
HKM bestehend aus einem Tricept und einem zusétzlichen zweiachsigen Flichenportal
vorgestellt. Entsprechend des methodischen Vorgehens der modellbasierten Entwicklung
wird die Funktionsfahigkeit des Ansatzes zunéchst virtuell abgesichert. Dies erfolgt simu-
lativ in der Software MATLAB. Die dabei durchgefiihrten Analysen zeigen, dass mit dem
modellbasierten Ansatz Einsparungen der Verfahrzeit zwischen 18 % und 30 % gegeniiber
einem Vergleichsansatz mit fester Aufteilung der Bewegung erzielt werden konnen. Zu-
dem wird anhand der Simulation gezeigt, dass der Ansatz auch bei zufillig auftretenden
Anderungen zukiinftiger Sollpositionen des Mechanismus gute Ergebnisse erzielt, er ist
somit im Rahmen flexibler Fertigungen mit kleinen und kleinsten Losgroen im Kontext
Industrie 4.0 einsetzbar. Aufgrund dieses Ergebnisses erfolgt im Anschluss die Umset-
zung auf realer Hardware im Rahmen zweier unterschiedlicher Varianten. Im ersten Fall
wird die modellbasierte Optimierung auf eingebetteter Hardware ausgefiihrt, die mittels
OPC UA mit einer SPS verbunden ist. Hierbei werden nahezu gleiche Einsparungen wie
bei den Analysen in MATLAB erzielt. Bezogen auf die reine Optimierung wird zudem
das Ziel der Echtzeitfdahigkeit, hier definiert als Zykluszeiten < 1 ms, erreicht. Die Kom-
munikation zwischen den beiden Systemen sorgt jedoch fiir Verzogerungen, wodurch
die insgesamt erforderliche Rechenzeit die zeitliche Grenze iiberschreiten. Deswegen
erfolgt im zweiten Fall die vollstindige Umsetzung auf einer Industriesteuerung, wo-
bei keine zusitzliche Kommunikation benétigt wird. Bei nahezu gleichen Einsparungen
der Verfahrzeit liegt die erforderliche Rechenzeit bei unter 0,7 ms, somit ist das Ziel
der echtzeitfahigen Ausfithrung mit Steuerungsechtzeit erreicht. AbschlieBend wird die
Leistungsfahigkeit des modellbasierten Ansatzes durch die Adaption auf einen zweiten ki-
nematisch redundanten Mechanismus bestehend aus einem drei-achsigen Raumportal und
einem Sechsachs-Knickarmroboter simulativ demonstriert. Die Ergebnisse zeigen, dass fiir
ein derartiges System die bisher als Vergleichsansatz genutzte, fiir alle Sollpositionen einer
Folge feste, Aufteilung der Bewegungen keine plausiblen Ergebnisse liefert. Vielmehr ist
zwangsldufig eine fiir jede Sollpose individuelle Aufteilung der Positionen erforderlich.
Der vorgestellte modellpradiktive Optimierungsansatz liefert hier eine Losungsansatz, der
zusitzlich simulativ validiert wurde.
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Abschlielend gilt es zu analysieren, inwieweit die in Abschnitt[I.2]definierten Anforderun-
gen an den vorgestellten Ansatz erfiillt werden:

Handhabung der Unbestimmtheit des IKP kinematisch redundanter Mechanismen
Die Unbestimmtheit des IKP kinematisch redundanter Mechanismen wird durch
den vorgestellten Ansatz genutzt, um die erforderliche Verfahrzeit zwischen diskre-
ten Sollpositionen im Rahmen von PTP-Bewegungen zu minimieren. Dazu wird
die insgesamt durchzufithrende Bewegung aufgeteilt auf den nicht-redundanten
Teilmechanismus sowie den Redundanz-erzeugenden Teilmechanismus. Letzterer
besteht aus den zusitzlichen Achsen, die zu einer kinematischen Redundanz des
Gesamt-Mechanismus fiithren. Mittels des Ansatzes wird das IKP des Mechanismus
eindeutig 10sbar, die fiir eine Sollpositionen erforderlichen Achspositionen kénnen
eindeutig berechnet werden. Die Anforderung ist damit erfiillt.

Onlinefihigkeit

Der vorgestellte Ansatz nutzt neben einem Pridiktionshorizont von n, = 3 das
Prinzip des gleitenden Horizonts. Es werden immer die nichsten drei Sollpositionen
betrachtet, nach erfolgter Optimierung wird jedoch nur der ermittelte Wert fiir die
néchste Position genutzt und der betrachtete Bereich dann um eine Sollposition in die
Zukunft verschoben. Sollte sich einer der zukiinftigen Positionen zur Laufzeit dndern,
so kann im néchsten Zyklus online darauf reagiert werden. Zusétzlich wird iiber eine
exponentiell abfallende Gewichtung zukiinftiger Sollwerte der Einfluss kurzfristiger
Anderungen auf die Gesamt-Verfahrzeit einer Folge reduziert. Im Abschnitt [6| wird
diese simulativ nachgewiesen, der Ansatz ist wie gefordert online-fihig.

Ausfiihrbarkeit auf SPS und industrielle Akzeptanz
Durch die Nutzung einer als C-Code verfiigbaren Optimierungsbibliothek und Durch-
fiihrung der erforderlichen Quellcode-Anpassungen sowie die Implementierung des
Zeitmodells, des IKP und zusétzlicher Bausteinen etwa fiir die Verwaltung der Soll-
positionen in C und strukturierten Text kann der modellpradiktive Ansatz auf einer
Industriesteuerung ausgefiihrt werden. Diese Anforderung wird somit erfiillt.

Echtzeitfihigkeit

Bei Ausfiihrung des modellpriadiktiven Ansatzes auf einer SPS liegen die bendtigten
Rechenzeiten unter der geforderten Zeit von 1 ms. Durch die Verwendung eines
Echtzeit-Systems mit einer definierten Zykluszeit in Kombination mit der Begren-
zung der maximalen Anzahl an Iterationen des Optimierers treten keine Ausreiller
in der Rechenzeit auf, die die geforderte Grenze iiberschreiten. Wird der Ansatz
auf dem RPI als eingebettetes System ausgefiihrt, so liegt die benotigte Rechenzeit
ebenfalls immer unter 1 ms. Der modellpridiktive Ansatz selber ist somit auch echt-
zeitfahig im Sinne der im Rahmen der Arbeit genutzten Definition (vgl. Abschnitt
[2.2). Als Zusatz ist festzuhalten, dass die Definition der Zeitschwelle abhidngig vom
Anwendungsfall und dem Mechanismus anders gewihlt werden kann oder muss (vgl.
Abschnitt[I.2). Die im Rahmen der vorliegenden Arbeit genutzte Schwelle ermdg-
licht jedoch eine Einsetzbarkeit fiir eine grole Bandbreite an Anwendungsfillen.

Retrofit
Insbesondere der Ansatz mit der Ausfiithrung der modellpridiktiven Optimierung
auf einem eingebetteten System (RPI) eignet sich fiir die Integration in eine bereits
existierende Anlage im Rahmen eines Retrofits. Es gilt jedoch eine geeignete Kom-
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munikation zwischen dem RPI und der SPS des urspriinglichen Systems zu wihlen,
damit die insgesamt erforderliche Zeit als Kombination von Rechen- und Kommu-
nikationszeit nicht iiber 1 ms bzw. iiber der fiir das Gesamtsystem erforderlichen
Zykluszeit liegt.

Nutzung der Moglichkeiten moderner Automatisierungssysteme
Um moglichst viel Rechenleistung fiir die Optimierung nutzen zu konnen, gilt es
die SPS von zusitzlichen Aufgaben zu entlasten. Aus diesem Grund wird in der
vorliegenden Arbeit die Positionsregelung der eingesetzten Antriebe inklusive der
unterlagerten Geschwindigkeits- und Stromregelung auf die Antriebshardware ausge-
lagert. Zudem iibernimmt diese die Uberwachung der Grenzen fiir Beschleunigung,
Ruck etc., sodass diese nicht in der Optimierung beriicksichtigt werden miissen.

Kommerzielle Nutzbarkeit

Der Punkt der kommerziellen Nutzbarkeit ist insbesondere hinsichtlich der Lizenzie-
rung des eingesetzten Optimierers beziehungsweise der entsprechenden Optimie-
rungsbibliothek entscheidend. Die NLopt-Bibliothek steht unter der GNU Lesser
General Public License. Dies ermdglicht die freie Nutzung der Bibliothek sowie
ihre Veridnderung, die Weitergabe und den Verkauf der resultierenden Software. Das
Copyleft besagt lediglich, dass dem Endnutzer der aus der urspriinglichen Bibliothek
stammende Code offengelegt werden muss, nicht jedoch die gesamte verkaufte
Software. Somit stellt die Lizenz der Optimierungsbibliothek kein Hindernis bei der
Vermarktung der Software dar.

Adaptierbarkeit
Wie anhand zweier unterschiedlicher mehrachsiger kinematisch redundanter HKM
im Rahmen der beiden Anwendungsszenarien gezeigt wurde, ist der modellpradiktive
Ansatz auf unterschiedliche Mechanismen adaptierbar. Somit ist diese Anforderung
erfiillt.

Zusammenfassend ldsst sich somit festhalten, dass die vorgestellte modellpradiktive Pla-
nung zeitoptimierter Trajektorien fiir mehrachsige redundante Mechanismen bezogen auf
den kinematisch redundanten HKM aus dem ersten Anwendungsszenario Einsparungen
der Verfahrzeit bei PTP-Bewegungen zwischen 18 % und 30 % ermoglicht. Um den Ansatz
bei einer Kombination aus eingebetteter Hardware und SPS unter Echtzeitbedingungen
einzusetzen, muss iiber eine Alternative zur Kommunikation mittels OPC UA nachgedacht
werden. Hier bietet sich OPC UA TSN als Kommunikationsprotokoll an, welches ebenfalls
herstelleriibergreifend nutzbar ist, explizit aber fiir Echtzeitanwendungen entwickelt wurde.
Dies muss jedoch durch die eingesetzte Hardware unterstiitzt werden, was bei den im
Rahmen der Arbeit eingesetzten Komponenten nicht der Fall ist. Somit ist dies als Ausblick
fiir zukiinftige Arbeiten zu sehen.

Bezogen auf den zweiten Anwendungsfall ist festzuhalten, dass mit der festen Bewegungs-
aufteilung im Rahmen des Referenzansatzes keine praktikable Nutzung des Mechanismus
moglich ist. Dies wird erst durch den modellpriadiktiven Optimierungsansatz und die damit
verbundene individuelle Bewegungsaufteilung fiir jede Sollpose erreicht. In zukiinftigen
Arbeiten gilt es daher die bisher simulativ durchgefiihrte Adaption auf den zweiten Me-
chanismus auf die reale Hardware zu iibertragen und hinsichtlich der Echtzeitfahigkeit
zu untersuchen. Dabei gilt es auch die Wahl der Abbruchgrenzen des Optimierers ins-
besondere hinsichtlich der maximalen Anzahl an Iterationen n; zu iiberpriifen. Um die
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erzielten Verfahrzeiten bewerten zu konnen, wird zudem ein entsprechender Referenzansatz
benotigt.

In einem weiteren Entwicklungsschritt kann zudem die Giitefunktion um zusétzliche
Terme etwa fiir die Kollisionserkennung erginzt oder das Zeitmodell von Punkt-zu-Punkt-
Bewegungen auf kontinuierliche Bewegungen erweitert werden, um die Durchfiihrung
weiterer industrieller Anwendungsszenarien mit den betrachteten kinematisch redundanten
Mechanismen zu ermoglichen.
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A1

Al1.1

Datenblatter

Parallele Antriebe M, ...

M; des Tricept

Be inspired. Move forward,

J° BST eltromaot

// Produktdatenblatt: EMS 18/CX (DF-Austausch)

Abbildung Abmessungen

INTERNATIONAL

Abbiidung EMS 18/CX

50 Hub-319, 100 =05t 200 ook

moomn
Hab  stroka

E

o

@201

Anwendung

Der elektromotorische Stellantrieb EMS
18/CX wird in Verbindung mit einem
BST-eltromat-Regelgerat und einem
mechanischen Steliglied Gberall dort
eingesetzt, wo eine Korrektur der Lage
von laufenden Bahnen wie z.B. Papier,
Kunststoffen, Gummi, Textilien etc.
erforderlich ist.

Die kompakte anschlussfertige Bauwei-
se ermdglicht eine schnelle und
kostengiinstige Montage in den ent-

P Anlagen, insbesondere
auch bei der Nachristung bzw. dem

Bestslidaten Austausch in bestehenden Aniagen.
-Stellkraft Fy Nenn-Stell- Hub| Art.-Nr.
|Typ Nenn-Stellkraft Fy Nenn-Si ev" ul I. Bedonderiialion
EMS 18/200/ 4,21/ 16x5/CX 840N 10mm/s|* 200 mm| 152458) = kompletter Eﬁel_lagtrieb mit - war-
EMS 18/100/4,21/16x5/CX 840 N| 10mm/s| 100 mm| 152456 ":me
EMS 18/50/4,21/16x5/CX 840 N| 10 mm/s| 50 mm| 152454 = fir ormige und geradlinige
EMS 18/200/2,45/ 16x5 / CX 420 N| 20mm/s| 200 mm| 152464 Verstellung .
E e i ioVARY < aes I pryY PYSPpyn av-v—— yyyes [ Kombinationen aus
18/100/2,45/ 16x5 / CX 420N 2Gwns| 100 mni| 152402 Hub, Stellkraft und Steligeschwin-

EMS 18/50/2,45/16x5/ CX 420 N 20 mm/s| 50 mm| 152460 digkeit méglich
EMS 18/200/1,33/16x5/CX 200 N| 40mm/s| 200 mm| 231768 U
|EMS 18/100/1,33/16x5/CX 200N 40mm/s| 100 mm| 231766 ) =
|EmMs 18750/ 1,337 16%6 / X 200 N| 40mmis|_ somm| 23i7es| Stellantieb EMS 1§CX. bestehend
Technische Daten (mechanisch) S BEETeIE
Getriebeilbersetzung 1:4,21 1:2,45 T 1:1,33 sung )

- . mit Lagerung und
Gewicht 50 mm Hub = 4,55 kg; 100 mm Hub = 5,05 kg; 200 mm Hub = 5,85 kg Getriebe
eCl@ss 27-02-90-90 = K mit

= = Endlagendé@mpfun

<70dB * Befesti B 1
t IP 54
RoHS konform ja Berechnung der Nenn-Stellkraft
L -10°C bis +60°C Die Nenn-Stellkraft Fv des Stellantrie-
i Te 0°C bis +40°C bes muss gréRer sein als die Losbrech-
bsdingungen Luffeuchtigkeit: 5 % bis 90 %: nicht betauend kraft F. der 2u verschiebenden Ausrls-
3 3 ung.

Technische Daten (efektrisch)

Brechnung der Losbrechkraft F [N]:
FL=G*o

£ Motor:
g 24V DC Ga Gesamtgewicht dar_ Ausrustung
g k t
g Nennstrom 1.1A {z.B. 0,1 bei Rollreibung)
g I 12W
E Elektrischer Anschluss Nur tiber BST eltromat Anschlusskabel
g Wegriickfilhrung:
g | [ 2-24VDC 1
§ | [ 010V ; maximal 1 mA il
v
a
g
3
@
-]
&
BST eltromat Intemnational Bielefeld GmbH + Heidsieker Heide 53 « D-33739 Bielefeld * Tel. +49 (0) 5206 999-0 * Fax +49 (0) 5206 899-999 + www.bst-international.com Seite: 1/1
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4 BST eltrormat
N

Product data sheet EMS 18/C

Actuator; electric motor driven

| RoHS

Special features:

O Complete actuator with maintenance-free drive

0 Plug-type connection

C3 for curved and linear positioning

Q various combinations of stroke, positioning force
and positioning speed are possible

EMS 18/C

(DF Application)
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Application:

Included parts:

The electric motor driven actuator EMS 18/C is used in combination with a
BST eltromat control unit and a mechanical ing device anywhere where
correction of the position of running webs, e.g. paper, plastic materials,
rubber, textiles, etc., is necessary.

The complete connection-ready design, enables fast and inexpensive
instaltation in appropriate systems, and is especially suitabie for upgrading
or replacement in existing systems.

Actuator EMS 18/C

comprising:

- electric motor

- integral absolute position detection

- housing block with bearing and gearbox
- bail screw with push pipe

- final position damping

- mounting bolts

Order data:
Model Nominal Nominal Available | Part number
positioning force | positioning speed stroke
EMS 18/200/4,21/16x5/C _B40N 10 mm/s. 200 mm 152445
EMS 18/100/4,21/16x5/C 840N 10 mm/s 100 mm 162443
EMS 18/ 50/4,21/16x5/C 840N 10 mavis, 50 mm 152441
EMS 18/200/2,45/16x5/C 420N 20 mmis 200 mm 162452
EMS 18/100/2,45/16x8/C 420N 20 mm/s. 100 mm 152450
EMS 18/ 50/2,45/16x8/C 420 N 20 mm/s 50 mm 152448

BST eltromat intenational Bielefeld GmbH + Heidsieker Heide 53 + D-33739 Bielefeld = Telefon 05206 / 899-0 » Fax 05206 / 999-999

Website: http:/Aww, bstintemational.com
PDB.016.01.02/04.04.2011
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Al.1 Parallele Antriebe M, ... M3 des Tricept

J* BST eltromaot

Dimensions:

18

50 stroke = 266, 100 stioke = 341, 200 stoke = 491 18

TERNATIONA Product data sheet EMS 18/C

As 8 replacement for EMS 16

- Loosen the fastening screws
of the bracket

- Turn the bracket by 180°
Screw the fastening screws

in again and secure it with

Loctite 243 or

Weicon An 302-43

14,21 [ 1:2.48
840N | 420N
Nominal positioning speed Vis: | 10mmis [ 20mmis
Available stroke: 50/100/200 mm
Weight i =45kg =5,0kg; 200 58kg
eCl@ss 27-02-90-90
Noise emission: <704dB
Protection class: 1P 54
RoHS conformity: yes
Storage temperature: -10°C to +60°C
‘Ambient conditions: 0°C to +40°C
 [Humigity 5% - 90 %; no

The nominal positioning force Fy of the actuator must exceed the break-away force Fy of the
equipment to be moved.

" o G total weight of the equipment
Caloulation of the break-away force Fy NI | E=G +u | i q

(e.9. 0,1 with reel friction)

2. electrical
24V DC
1A
Nominal power. L 12w
Electrical connection: Only via BST eltromat connecting cable
Posil
[ Power supply: | 12-24VDC |
[Output value: | 0-10V : maximum 1 mA
BST eltromat International Bislefeld GmbH « Heidsieker Heide 53 + D-33730 Bielefeld + Telefon 05206 / 999-0 + Fax 05208 / 999-999
Website: http:/www.bst-intemational.com E-Mail: info@bst-international.com
PDB.018.01.02/04.04.2011 Subject to change
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A1 Datenblatter

BECKHOFF

A1.2 Serieller Antrieb M, des Tricept

Technische Daten

10.3 AM813x
Elektrische Daten Symbol AM8131-F AM8131-F an AM8131-J AM8132-J
[Einheit] EL7201

Stillstandsdrehmoment M, [Nm] 1,35 0,80 1,35 2,37
Stillstandsstrom loms [A] 5.0 2,8 8,0 8,0
Max. mech. Drehzahl Ny [min] 10000 10000 10000 10000
Max. Netzspannung Uy [Vocl 50 50 50 50

Uy =24VDC |Nenndrehzahl N, [min] 300 300 600 300
Nenndrehmoment M, [Nm] 1,35 0,80 1,35 2,36
Nennleistung P, [W] 28 25 94 74

Uy =48 VDC |Nenndrehzahl N, [min”'] 1000 1000 1800 1000
Nenndrehmoment M, [Nm] 1,35 0,80 1,34 2,35
Nennleistung P, W] 140 84 253 246
Spitzenstrom Tomax [A] 27,8 5,66 44,7 443
Spitzendrehmoment Moax [NM] 6,07 1,76 6,07 1,7
Drehmomentkonstante Kiims INM/A] 0,27 0,28 0,169 0,296
Spannungskonstante Kerms [MVmMin] 19 19 11,8 21
Wickic i d R20 [Q] 1,95 1,95 0,73 0,96
Wicklungsinduktivitat L [mH] 53 53 2,05 3.4

* Bemessungsflansch Aluminium 230 mm x 130 mm x 10 mm

Einbau eines Wellendichtrings fiihrt zu einer Reduktion der Nenndaten.

Mechanische Daten Symbol [Einheit] AM8131 AM8132

Rotortrégheitsmoment (ohne Bremse) J [kgem?] 0,462 0,842

Rotortrégheitsmoment (mit Bremse) J [kgem?] 0,541 0,921

Polzahl 8 8

Statisches Reibmoment Mg [Nm] 0,009 0,009

‘Thermische Zeitkonstante try [min] 24 24

Gewicht (ohne Bremse) G [kg] 1,80 2,4

Gewicht (mit Bremse) G [kg] 2,20 2,8

Zulassige Radialkraft am Wellenende Fg [N] Siehe 10.3.2

Zulassige Axialkraft Fa [N]

Daten der optionalen Bremse

Daten 'Symbol [Einheit] AM813x

Haltemoment bei 120°C Mgg [Nm] 2,0

Anschlussspannung Ugg [Vocl 24 +6 -10 %

Elektrische Leistung Per W] "

Strom 1, [A] 0,33

Luftverzégerungszeit tory [MS] 25

Einfallverzogerungszeit tor, [MS] 8

Synchron - Servomotoren AM8100 Version: 2.0 37

([BeclSb], 5. 37

Bild A1-4: Datenblatt des Antriebs My (AMS8131-0OF21-0000 der Fa. Beckhoff), Seite 1
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Technische Daten BECKHOFF

10.3.1 MaRzeichnung AM813x
30 Y () #

19
7 I‘B_S’ ’———‘
2.5 ; . —
= 3
3
2 1:
Il
o ’["" [ - ]
=
Motortyp Y Z (Bremse) 16 I 20
AM8131 129 168 ‘
AM8132 154 194
10.3.2 Radial / Axialkréfte am Wellenende
AM8131 (without Brake) x = 15mm Lifetime = 30000h
i [ RedulowsFors —— Aumilosifors === FRmax e
1000
800 +
£ o0 |
I
400
F,
i - 200
Fe ] f
0 1 2 3 4 5 6 7 8 9 10
T x Speed [rpm] (1043)
10.3.3 Drehmoment-/ Drehzahlkennlinien
Drehmoment- / Drehzahlkennlinien finden Sie auf der Beckhoff-Homepage unter Motion.
38 Version: 2.0 Synchron - Servomotoren AM8100

Bild Al-5: Datenblatt des Antriebs My (AMS8131-0F21-0000 der Fa. Beckhoff), Seite 2
([IBecl8b|], S. 38)



174 A1 Datenblatter

A1.3 Antriebe M5 und My des Portals

Technische Daten

AM803x & AM853x
Elektrische Daten AMB80xx / AM85xx
31C 31D 31F 32D 32E 32H 33E 33F 33J
Stillstandsdrehmoment* M, [Nm] 1,37 1,38 1,40 2,38 2,37 2,37 3,20 3,22 3,22
Stillstandsstrom loms [Al 1,00 1,95 | 3,20 1,70 | 295 | 510 | 2,10 | 4,10 6,80
mechanische Drehzahl N, [min] 10000
Netz-Nennspannung Uy, [V,c] 480
Spitzenstrom Iy, [A] 55 10,7 17,6 9,6 172 | 295 12,9 | 246 39,8
Spitzendrehmoment M, [Nm] 61 | 607 | 6,07 | 11,66 | 11,66 | 11,65 | 17,19 | 17,71 | 17,22
Drehmomentkonstante Ky, [Nm/A] 1,37 0,71 0,44 1.4 0,8 0,46 1,62 0,78 0,47
Spannungskonstante Kg,,s [mVmin] 99 50 30 100 56 32 106 57 34
Wicklungswiderstand Ph-Ph Ry, [Q] 51,0 12,6 50 21,0 6,5 22 13,2 3.9 1,35
Wicklungsinduktivitat Ph-Ph, gemessen bei 1 kHz 134 36 13,3 719 22,6 7,7 46,3 14 49
L [mH]
Spannungsversorgung U= 115V
Nenndrehzahl Nn [min-1] 400 1400 | 2700 | 600 1400 | 2700 | 600 1400 | 2700
Nenndrehmoment* M, [Nm] 1,36 1,38 1,37 2,37 2,34 2,29 3,15 3,10 3,05
Nennleistung P, [kW] 0,06 020 | 0,39 | 0,15 | 0,34 | 0,65 | 0,20 | 045 0,86
Spannungsversorgung U,= 230 V
Nenndrehzahl Nn [min-1] 1400 | 3300 | 6000 | 1500 | 3000 | 6000 | 1500 | 3000 | 5900
Nenndrehmoment* M, [Nm] 1,35 1,36 1,34 2,34 2,30 2,10 3,10 3,00 2,70
Nennleistung P, [kW] 0,20 047 | 0,84 | 0,37 | 0,76 1,32 | 049 1,00 1,67
Spannungsversorgung U,= 400 V
Nenndrehzahl Nn [min-1] 3000 | 6000 | 9000 | 3000 | 6000 | 9000 | 3000 | 6000 | 9000
Nenndrehmoment* M, [Nm] 1,34 1,33 1,30 | 2,30 | 2,20 1,85 | 2,98 | 2,70 2,30
Nennleistung P, [kW] 0,42 0,84 1,23 0,72 1,38 1,74 0,94 1,70 2,17
Nennstrom |, [A] 0,95 1,90 | 3,00 1,60 | 2,75 | 4,10 | 2,00 | 3,60 5,10
Spannungsversorgung U,= 480 V
Nenndrehzahl Nn [min-1] 3400 | 6800 | 9000 | 3400 | 6800 | 9000 | 3400 | 6800 | 9000
Nenndrehmoment* M, [Nm] 1,33 1,32 1,3 2,26 21 1,85 2,95 2,6 23
Nennleistung P, [kW] 0,47 0,94 1,23 0.8 15 1,74 1,05 1,85 2,17
A i iTec
* Bemessungsflansch Aluminium 230 mm x 130 mm x 10 mm
Mechanische Daten AMB80xx / AM85xx
AM8031 AM8531 AM8032 | AMB8532 AM8033 AM8533
Rotortrégheitsmoment ohne Bremse J [kgem?] 0,467 1,67 0,847 2,05 1,23 2,440
Rotortragheitsmoment mit Bremse J [kgem?] 0,546 1,76 0,926 2,15 1,46 -
Polzahl 8 8 8 8 8 8
Statisches Reibmoment M [Nm] 0,009 0,009 0,015 0,015 0,020 0,020
Thermische Zeitkonstante tr,, [min] 24 24 26 26 28 28
Gewicht ohne Bremse [kg] 1,80 2,40 2,40 3,00 3,00 3,60
Gewicht mit Bremse [kg] 2,20 2,60 2,80 3,30 3,60 -
Flansch IEC-Norm / DIN 42955
Passung J6
Toleranzklasse N
Schutzart
Gehéause Standardausfiihrung P65
Wellendurchfiihrung Standardausfiihrung P54
Wellendurchfiihrung mit Wellendichtring P65
Lackfarben
Eigenschaften Acryl-pulverbeschichtet
Farbton dunkelgrau / RAL 7016
BECKHOFF Version: 4.1 AMB8000 & AM8500 —25

Bild A1-6: Datenblatt der Antriebe Ms und Mg (AM8031-0D21-0000 der Fa. Beckhoff),
Seite 1 ([|Becl19d]], S. 25)
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Technische Daten

Optionale Haltebremse [+] AMS031 | AM8531 | AMS032 | AMS532 | AM8033
Haltemoment bei 120 °C Mgy, [Nm] 20 | 2,0 | 20 | 20 | 35
Anschlussspannung Ugg [Vpc] 24; +6 % bis -10 %

Elektrische Leistung Pgg [W] 11 1" 11 11 12
Strom |,, [A] 0,33 0,33 0,33 0,33 0,36
Liiftverzgerungszeit tgg, [Ms] 25 25 25 25 35
Einfallverzégerungszeit tgz, [ms] 8 8 8 8 15

Malzeichnung .

30 Y (Z) 11

]

Alle Angaben in Millimetern

Motor Y Z - Bremse
AM8031 129 168
AM8032 154 194
AM8033 180 229
AMB8531 168 194
AMB532 194 229
AM8533 229 -
«  Zentrierbohrung gemag DIN 332-D
‘ 16 T‘ 5 20
n + =

:I: L<‘<4‘/

M5x12,5
26 — AMB8000 & AM8500 Version: 4.1 BECKHOFF

Bild Al-7: Datenblatt der Antriebe Ms und Mg (AM8031-0D21-0000 der Fa. Beckhoff),

Seite 2 ([|Bec19al], S. 26)
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Technische Daten

Kréaftediagramm 3

BECKHOFF Version: 4.1

Beckhoff Last / Kraft Kalkulator

Die Software dient zur Darstellung von Axialkréften und Radial-
kraften an der Motorwelle. Diese werden im folgenden Beispiel an
einem AM8032 ohne Haltebremse gezeigt.

» Download Last / Kraft Kalkulator

AMB032 (without Brake) x = 15mm Lifetime = 30000h

1000
%0
a0
70

&0 3
50
[ w0 \\\\
J \

FIN

. 300

200 &l
i t 100 T ——
; 3 000 2000 %00 4000 500 6000
X Speed (]
AMB8000 & AM8500 —27

Bild Al1-8: Datenblatt der Antriebe Ms und Mg (AM8031-0D21-0000 der Fa. Beckhoff),

Seite 3 (, S.27)
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A1.4 Getriebe der Antriebe M,, M5 und M

BEGKHUFF Product ID PLE

5 Product ID PLE

5.1 Scope of delivery AG2250-PLE

« Check the completeness of the delivery against the delivery note.

« Missing parts or damage should be reported immediately in writing to the carrier, the insurance
company and / or Beckhoff Automation.

5.2 Type plate AG2250-PLE

BECKHOFF
New Automation Technology PLE 40 1=5
F-Nr. 2044345 -2 -004 —— |
OP 02,14 06/2009
AG2250-+PLE40-M01-5-1B1-AM311x

5.3 Type key AG2250-PLE

AG2250 - +PLE40 - MF1 -5 - 1B1 - AM811x

- \—, Motorsize
Gearhead series See motor documentation
AG2250 = PLE

Backlash
| 1= Standard

Gearhead type
PLE 40/60

Clamping hub bore hole diameter
Not freely selectable

Gearhead variations

‘ M = Motor attachement gearhead

0 = Smooth shaft / flange

Gearhead model 1= Shaft with key DIN 6885 Form A
F = Standard

— |

Output shape ‘

atio i
See 8 (technical data)

Number of stages
1= 1-stage
2= 2-stage
3=3-stage

AG2250 Version: 1.4 15

Bild A1-9: Datenblatt der Getriebe fiir die Antriebe M, sowie Ms und Mg der Fa. Beckhoff,

Seite 1 (, S. 15)
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Technical data, PLE BECKHUFF

8.2 PLE60

£ Sy;a
E HEHH
B BES
NRE kil P
8 2|3
g s |&|g RNEL
g - § gé B % £|3|8
g BEIE
2 BElH
g 2|23
B 2 2|28
B g HEIE
H H t|alg
H B le | B | ] L
H B 2|zl
g Z £ [§|
H 2] 2|2l
H = |24

22 Version: 1.4 AG2250

Bild A1-10: Datenblatt der Getriebe fiir die Antriebe My (AG2250-+PLE60-M01-3-1C1-
AMS813x) sowie Ms und Mg (AG2250-+PLE60-M02-25-1C1-AM813x) der Fa.

Beckhoff, Seite 2 (, S.22)
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BECKHUFF Technical data, PLE

8.2.1 Dimensional drawing, PLE60

Power takeoff side Drive side
X
ve z = DIN 6885
T k55025
e )
25
1 s
Sl
by \) |
852 H - g
“@J; —(— — —] 3 | EEE
/o
i H /
s g
o sl
om 332
08 M1z 5
size unit | PLEGO Materials:
Input flange: aluminium - unfreafed
D30 motor schaft diameter™ mm 6/6,35/8/9/9,525/ Housing: steel - black
10/11/12/14/16/19 Output flange: aluminium - untreated
i |
130 min. motor shaft length” | mm 13 (16%) Modification reserved!
X" vy z" (1) dimensions depend on the motor
(2) refered to horizontal and stationary mounting
1-stepped |106,00mm  |2400mm | 47,00 mm :i; Shalt it 6: ke
(5) D30 > 14 mm
2-stepped 118,50 mm 24,00 mm 59,50 mm (6) D30 > 19 mm
(7) D30 > 24 mm
3-stepped 131,00 mm 24,00 mm 72,00 mm (8) D30 > 35 mm
AG2250 Version: 1.4 23

Bild Al-11: Datenblatt der Getriebe fiir die Antriebe M4 (AG2250-+PLE60-M01-3-1C1-
AMS813x) sowie Ms und Mg (AG2250-+PLE60-M02-25-1C1-AM813x) der Fa.
Beckhoff, Seite 3 ([Becl7], S. 23)
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A1.5 Universal Robots UR10

R
UNIVERSAL ROBOTS

Technische Daten

UR10

SCHALTKASTEN

Leistung Eigenschaften

Wiederholgenauigkeit +0,1 mm / £0,0039 in (4 mils) IP-Klassifikation 1P20

L " 0-50° I1SO Reinraum Klassifizierung ¢

Stromverbrauch Min. 90 W, typisch 250 W, max. 500 W Larmbelastung <65dB(A)

Kollaborationsbetrieb 15 erweiterte Sicherheitsfunktionen 1/0-Anschliisse Digital ein 16
Vom TiiV NORD genehmigte Sicherheitsfunktion Digital aus 16
Test in Ubereinstimmung mit: Analog ein 2
EN ISO 13849:2008 PL d Analog aus 2

24V 2A

Spezifikation

1/0-Stromversorgung

TCP/IP 100 Mbit, Modbus TCP,

Profinet, EthernetIP

Traglast 10kg
Reichweite 1300 mm
Freiheitsgrade 6 rotierende Gelenke

100-240 VAC, 50-60 Hz
L i 0-50°

Programmierung

Bewegungen

yscope grafische auf12*

Touchscreen mit Halterung

Max. Geschwindigkeit

Ful +360° +120°/Sek.
Schulter +360° +120°/Sek.
Ellenbogen +360° 4180°/Sek.
Gelenk 1 +360° +180°/Sek.
Gelenk 2 +360° +180°/Sek.
Gelenk 3 +360° +180°/Sek.
Typisches Werkzeug 1 m/Sek.
Eigenschaften
IP-Klassifikation P54
I1SO Reinraum Klassifizierung 5
Larmbelastung 72dB
Roboterbefestigung Jede
1/0-Anschliisse Digital ein 2

Digital aus 2

Analog ein 2

Analog aus 0

1/0-Stromversorgung
im Werkzeug

Technische Daten

12V/24V 600 mA in Werkzeug

Grundflache © 190mm

Material Aluminium, PP-Kunststoff
Werkzeugverbindung, Typ M8

Kabellange, Roboterarm 6m

Gewicht einschl. Kabel 289kg

Technische Daten

MaBe Schaltkasten 475 mm x 423 mm x 268 mm
Gewicht 17kg
Material Stahl

TEACH PANEL

Eigenschaften

IP-Klassifikation 1P20

Technische Daten

Material Aluminium, PP
Gewicht 1,5kg
Kabelldnge 45m

Bild Al-12: Datenblatt des Universal Robots URIO
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A1.6 Raspberry Pi 4B

8 Raspberry Pi 4 Model B Datasheet
Copyright Raspberry Pi (Trading) Ltd. 2019

2 Features

2.1 Hardware

® Quad core 64-bit ARM-Cortex A72 running at 1.5GHz

1, 2 and 4 Gigabyte LPDDR4 RAM options

H.265 (HEVC) hardware decode (up to 4Kp60)

H.264 hardware decode (up to 1080p60)

VideoCore VI 3D Graphics

Supports dual HDMI display output up to 4Kp60

2.2 Interfaces

802.11 b/g/n/ac Wireless LAN

Bluetooth 5.0 with BLE
1x SD Card

2x micro-HDMI ports supporting dual displays up to 4Kp60 resolution

2x USB2 ports

2x USB3 ports

1x Gigabit Ethernet port (supports PoE with add-on PoE HAT)

1x Raspberry Pi camera port (2-lane MIPI CSI)

1x Raspberry Pi display port (2-lane MIPI DSI)

28x user GPIO supporting various interface options:
— Up to 6x UART
— Upto 6x I2C
— Upto 5x SPI
— 1x SDIO interface
— 1x DPI (Parallel RGB Display)
- IxPCM
— Up to 2x PWM channels
— Up to 3x GPCLK outputs

6 Release 1

Bild Al-13: Datenblatt des Raspberry Pi 4B ([Ras19], S.6)
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8 Raspberry Pi 4 Model B Datasheet
Copyright Raspberry Pi (Trading) Ltd. 2019

2.3 Software

e ARMVS Instruction Set
e Mature Linux software stack
e Actively developed and maintained
— Recent Linux kernel support
— Many drivers upstreamed
— Stable and well supported userland

— Availability of GPU functions using standard APIs

3 Mechanical Specification

85
58

CORNER RADIUS = 3.0mm

29

| ”D - = L2815 B%

1

2:13.5

1:16.0
[% 45.75

o
12:16.0

Figure 1: Mechanical Dimensions

4 Electrical Specification

Caution! Stresses above those listed in Table 2 may cause permanent damage to the device. This is
a stress rating only; functional operation of the device under these or any other conditions above those
listed in the operational sections of this specification is not implied. Exposure to absolute maximum
rating conditions for extended periods may affect device reliability.

7 Release 1

Bild Al-14: Datenblatt des Raspberry Pi 4B ([Ras19], S.7)
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8 Raspberry Pi 4 Model B Datasheet
Copyright Raspberry Pi (Trading) Ltd. 2019

Symbol Parameter Minimum Maximum Unit

VIN 5V Input Voltage -0.5 6.0 \4

Table 2: Absolute Maximum Ratings

Please note that VDD_IO is the GPIO bank voltage which is tied to the on-board 3.3V supply rail.

Symbol Parameter Conditions Minimum Typical Maximum Unit
Vir Input low voltage® VDD_IO = 3.3V - - TBD \'
Vin Input high voltage® VDD_O =33V TBD - - v
I Input leakage current TA = +85°C - - TBD HA
Cin Input capacitance - - TBD - pF
Vor Output low vollage” VDD_IO =33V, IOL =-2mA - - TBD v
Vou Output high voltage” VDD_I0 =3.3V,IOH =2mA TBD - - v
Ior Output low current® VDD_IO =3.3V, VO = 0.4V TBD - - mA
lon Output high current®  VDD_IO = 3.3V, VO =2.3V TBD - - mA
Rpu Pullup resistor - TBD - TBD kQ
Rpp Pulldown resistor - TBD - TBD kQ

@ Hysteresis enabled
b Default drive strength (8mA)
¢ Maximum drive strength (16mA)

Table 3: DC Characteristics

Pin Name Symbol Parameter Minimum Typical Maximum Unit
Digital outputs  t,;se 10-90% rise time® - TBD - ns
Digital outputs  # ¢4 90-10% fall time* - TBD - ns

@ Default drive strength, CL = 5pF, VDD_IO = 3.3V

Table 4: Digital I/O Pin AC Characteristics

DIGITAL
OUTPUT

Figure 2: Digital IO Characteristics

8 Release 1

Bild Al-15: Datenblatt des Raspberry Pi 4B ([Ras19], S.8)
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A1.7 SPS B&R X20CP1382-RT

4 Technische Daten

X20CP1381-RT und X20(c)CP1382-RT

X20CP1381-RT X20CP1382-RT X20cCP1382-RT

1x RS232, 1x Ethernet, 1x POWERLINK, 2x USB, 1x X2X Link, 1x CAN-Bus

Kihlung
B&R ID-Code

Lifterlos
0xE35D 0xE35E 0xE707

Statusanzeigen

CPU-Funktion, Ethernet, POWERLINK, RS232, CAN-Bus, CAN-Bus-Ab-
CPU- 1/0- 1/0-Funktion pro Kanal

Diagnose
Ausgéinge
CPU-Funktion
Dateniibertragung CAN-Bus
Dateniibertragung RS232

Digitalausgénge: Ja, per Status-LED und SW-Status (Ausgangsfehlerstatus)
Ja, per Status-LED
Ja, per Status-LED
Ja, per Status-LED

Eingénge Analogeingange: Ja, per Status-LED und SW-Status
Ethemet Ja, per Status-LED
1/0-Versorgung Ja, per Status-LED
POWERLINK Ja, per Status-LED
Versorgungsspannungsiiberwachung Ja, per Status-LED
Ubertemperatur Ja, per SW-Status
Ja, per Status-LED

CPU Redundanz moglich Nein

ACOPOS fahig Ja

reACTION-fahige /Os Ja

Visual C fahig Ja

L ohne Schni und 51W 58W

ohne USB

L fir X2X Link " 08W

Leistungsaufnahme "
/O-intern

Zusatzliche Verlustleistung durch Aktoren (ohmsch)

1
Ausfuhrung der Signalleitungen

Fiir alle schnellen digitalen Ein-/Ausgange sind geschirm-
te Leitungen zu L max. 20 m

Zulassungen
CE

ATEX

uL

Hazloc
DNV GL

KR
EAC

Ja
Zone 2, 11 3G ExnAnC IIAT5 Ge
1P20, Ta (siehe X20 Anwenderhandbuch)
FTZU 09 ATEX 0083X
cULus E115267
Industrial Control Equipment
CCSAus 244665
Process Control Equipment
for Hazardous Locations
Class |, Division 2, Groups ABCD, T5
Temperature: B (0 - 55 °C)
Humidity: B (up to 100%)
Vibration: B (4 g)
EMC: B (bridge and open deck)
Ja

Ja

CPU und X2X Link

24 VDC -15% / +20%

max. 1A

Sicherung Integriert, nicht tauschbar
Verpolungsschutz Ja
Ausgang X2X Link

[ 2w

I Jan
Redundanzbetrieb | Ja?
Eingang /O

[ 24 VDC -15% / +20%
Sicherung | Erforderliche Vorsicherung max. T 10 A
Ausgang I/0-Versorgung

[ 24VDC
Zulassige [ 10A
Controller

| Pufferung min. 300 Std., typ. 1000 Std. bei 25°C, Auflsung 1's, 18 bis 28 ppm it bei 25°C
FPU [ Ja

Tabelle 3: Technische Daten

Datenblatt V 1.23 3

Bild Al-16: Datenblatt der SPS X20CP1382-RT der Fa. B&R, Seite 1 ([|[BR19b|], S. 3)
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X20CP1381-RT und X20(c)CP1382-RT

max. Reichweite

X20CP1381-RT X20CP1382-RT X20cCP1382-RT
Prozessor
Typ VX86EX
Taktfrequenz 200 MHz 400 MHz
L1 Cache
Datencode 16 kByte
Programmcode 16 kByte
L2 Cache 128 kByte
ierter |/O-Prozessor Bearbeitet I/0-D: im b
Modulare i 1
Remanente Variablen 16 kByte FRAM, Puf- 32 kByte FRAM, Pufferung >10 Jahre 4
ferung >10 Jahre ¢
Kiirzeste T: ykluszeit 2ms 1ms
Typische i 0,0419 s 0,0199 s
Standardspeicher
Avrbeitsspeicher 128 MByte DDR3-SDRAM 256 MByte DDR3-SDRAM
Typ Flashspeicher 1 GByte eMMC Flashspeicher 2 GByte eMMC
D; 10 Jahre
schreibbare Datenmenge
garantiert 40 TByte
ergibt bei 5 Jahren 21,9 GByte/Tag
i Losch- 20.000
Error Correction Coding (ECC) Ja
Schnittstellen
i IF1
Signal RS232
U tber 16-polige F X20TB1F
900 m

[

max. 15,2 kBit/s

IF2
Signal Ethernet
Ausfiihrung 1x RJ45 geschirmt
Leil £l max. 100 m zwischen 2 Stationen
[V 10/100 MBit/s
Ubertragung
Physik 10BASE-T/100BASE-TX
Halbduplex Ja
Vollduplex Ja
Autonegotiation Ja
Auto-MDI/MDIX Ja
i IF3
Feldbus POWERLINK Managing oder Controlled Node
Typ Typ 49
U 1x RJ45 geschirmt
L max. 100 m zwischen 2 Stationen
0 100 MBit/s
Ubertragung
Physik 100BASE-TX
Halbduplex Ja
Vollduplex POWERLINK-Modus: Nein / Ethernet-Modus: Ja
Autonegotiation Ja
Auto-MDI/MDIX Ja
i IF4
Typ USB 1.1/2.0
{ Typ A
max. 05A
i IF5
Typ USB 1.1/2.0
u Typ A
max. 01A
i IF6
Feldbus X2X Link Master
i IF7
Signal CAN-Bus
i iiber 16-polige X20TB1F
max. Reichweite 1000 m
0 max. 1 MBit/s
Im Modul integriert
Controller SJA 1000
Digitale Eingédnge
Anzahl 14 Standardeingénge, 4 schnelle Eingange und 4 Mischkana-

le, Konfiguration als Ein- oder Ausgang erfolgt iiber Software
24 VDC

Tabelle 3: Technische Daten

Bild Al-17: Datenblatt der SPS X20CP1382-RT der Fa. B&R, Seite 2 ([BR19b], S. 4)

Datenblatt V 1.23



186

A1 Datenblatter

X20CP1381-RT und X20(c)CP1382-RT

X20CP1381-RT X20CP1382-RT ‘ X20cCP1382-RT

24 VDC -15% / +20%

Eingangsstrom bei 24 VDC

X1 - Standardeingange: Typ. 3,5 mA

X2 - Standardeingénge: Typ. 2,68 mA

X2 - schnelle Eingange: Typ. 3,5 mA
X3 - Mischkanéle: Typ. 2,68 mA

Sink

Eingangsfilter
Hardware

Software

Standardeingénge und Mischkanale: <200 ps
Schnelle Eingéinge: <2 ps, bei Verwendung als Standardeingange: $200 ps
Default 1 ms, zwischen 0 und 25 ms in 0,1 ms Schritten einstellbar
1-Leitertechnik

Eingangswiderstand

X1 - Standardeingange: 6,8 kQ
X2 - Standardeingéinge: 8,9 kQ
X2 - schnelle Eingéinge: 6,8 kQ

X3 - 8,9 kQ
Zusatzfunktionen X2 - schnelle digitale Eingénge:
2x 250 kHz Ereigniszéhlung, 2x AB-Zahler, ABR ichtung/Frequenz, Pe-
T Di i F a F
Schaltschwellen
Low <5VDC
High >15VDC
Anzahl 2
gange 24V,
Zahltiefe 32 Bit
max. 100 kHz
Auswertung 4-fach
rsorgung max. 300 mA|
i werhalten der ung
Anzahl 1
Gebereingange 24V, asymmetrisch
Zahltiefe Bit
i max. 100 kHz
Auswertung 4-fach
rsorgung max. 300 mA
Uberlastverhalten der Geberversorgung
Anzahl 2
Signalform Rechteckimpulse
Auswertung 1-fach
i max. 250 kHz
Zahlfrequenz 250 kHz
Zéhltiefe 32 Bit
!
Mbgliche T Di F F
Messungen pro Modul Jede Funktion bis zu 2-mal
Zahltiefe 32 Bit
i max. 10 kHz

1 ps Auflsung

Analoge Eingéinge

Eingang £10 V oder 0 bis 20 mA /4 bis 20 mA, Gber
sart D
Digitale Wandleraufisung
Spannung +12 Bit
Strom 12 Bit

Wandlungszeit

1 Kanal aktiviert: 100 ps
2 Kanale aktiviert: 200 ps

Ausgabeformat
Datentyp INT
Spannung INT 0x8001 - Ox7FFF / 1 LSB = 0x0008 = 2,441 mV
Strom INT 0x0000 - Ox7FFF / 1 LSB = 0x0008 = 4,883 pA
Eingangsimpedanz im Signalbereich
Spannung 20 MQ
Strom -
Biirde
Spannung -
Strom <300 Q
i Schutz gegen mit
Zulassiges Eingangssignal
Spannung max. £30 V
Strom max. 50 mA

Tabelle 3: Technische Daten

Datenblatt VV 1.23

Bild Al-18: Datenblatt der SPS X20CP1382-RT der Fa. B&R, Seite 3 ([[BR19b|], S. 5)
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X20CP1381-RT und X20(c)CP1382-RT

X20CP1381-RT X20CP1382-RT X20cCP1382-RT
Ausgabe des Digitalwertes unter Uberlastbedingun- Konfigurierbar
gen
SAR
Tiefpass 3. Ordnung / Eckfret 1kHz
max. Fehler bei 25°C
Spannung
Gain 0,18% (Rev. <C0: 0,37%) ©)
Offset 0,04% (Rev. <C0: 0,25%) 7
Strom
Gain 0 bis 20 mA = 0,15% (Rev. <C0: 0,52%) / 4 bis 20 mA = 0,25% ©
Offset 0 bis 20 mA = 0,1% (Rev. <CO: 0,4%) / 4 bis 20 mA = 0,15% 9
max. Gain-Drift
Spannung 0,017 %/°C¥
Strom 0 bis 20 MA = 0,015 %/°C / 4 bis 20 mA = 0,023 %/°C ®
max. Offset-Drift
Spannung 0,008 %/°C 7
Strom 0 bis 20 MA = 0,008 %/°C / 4 bis 20 MA = 0,012 %/°C ¥
Gleichtaktunterdriickung
DC 70 dB
50 Hz 70dB
i 12V
Ubersprechen zwischen den Kanalen <70dB
Nichtlinearitat
Spannung <0,025%
Strom <0,05 % ©
Anzahl 1
Eingang g mit isung fir 2-L
Digitale 13 Bit
Wandlungszeit Nur Temperatureingang aktiviert: 200 s
Temp und aktiviert: 400 ps
Wandlungsverfahren SAR

format INT bzw. UINT fiir
Fiihler

PT1000 -200 bis 850°C

i 0,1 bis 4000 Q
Auflésung T 1LSB = 0x0005 = 0,16 °C
Auflésung bei 1LSB = 0x0005 = 0,49 Q

i Tiefpass 1. Ordnung / Eckfre: 7Hz
Fihlernorm EN 60751

1V

Linearisierungsmethode Intern
Messstrom 1 mA

Kurzzeitig max. 30 V.

max. Fehler bei 25°C
Gain
Offset

0,3% (Rev. <CO0: 1,93%) ¥
0,15% (Rev. <C0: 0,32%) )

max. Gain-Drift

0,023 %/°C

max. Offset-Drift

0,012 %/°C '@

Nichtlinearitét <0,05% '@
normierter ich bei 0,1 bis 4000,0
Ubersprechen zwischen den Kanalen <70dB
Gleichtaktunterdriickung

50 Hz >60 dB

DC -
Normierung Temperaturfihler

PT1000 -200 bis 850°C
Digitale Ausgange
Anzahl 4 Standardausgange, 4 schnelle Ausgénge und 4 Mischkana-

le, Konfiguration als Ein- oder Ausgang erfolgt tiber Software
Ausfiihrung und Mi ile: FET Pl haltend
Schnelle Ausgénge: Push-Pull
Nennspannung 24 VDC
24 VDC -15% / +20%
Ausgangsnennstrom Standardausgénge und Mischkanale: 0,5 A
Schnelle Ausgénge: 0,2 A

Summennennstrom Standardausgange und Mischkanéle: 4 A

Schnelle Ausgénge: 0,8 A
1-Leitertechnik

‘Ausgangsbeschaltung

Standardausgange und Mischkanale: Source
Schnelle Ausgange: Sink oder Source

Ausgangsschutz Thermische Abschaltung bei Uberstrom oder (siehe Wert )
Interne F iode zum Schalten induktiver Lasten (siehe Abschnitt "Schalten induktiver Lasten")
Tabelle 3: Technische Daten
6 Datenblatt V 1.23
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A1 Datenblatter

X20CP1381-RT und X20(c)CP1382-RT

X20CP1381-RT X20cCP1382-RT

X20CP1382-RT |

Pulsweitenmodulation 2

Periodendauer 5 bis 65535 s entspricht 200 kHz bis 15 Hz
Impulsdauer 0 bis 100%, minimal 2,5 ps
Auflésung fir 0,1% der Frequenz
Diagnosestatus énge und g mit 10ms
Schnelle Ausgéinge: g mit Verzo 10 ps

Leckstrom im ausgeschalteten Zustand

Standardausgange und Mischkanale: 5 pA
Schnelle Ausgange: 25 pA

Rosien

140 mQ ¥

Restspannung

<0,1V bei

une 05A
Schnelle Ausgange: <0,9 V bei Nennstrom 0,1 A

Kurzschlussspitzenstrom

Standardausgange und Mischkanale: <3 A
Schnelle Ausgéinge: <20 A

Einschaltung bei Uberlastabschaltung bzw. Kurz-
schlussabschaltung
Schaltverzégerung

0>1

1->0

Standardausgange und Mischkanale: ca. 10 ms (abhangig von der Modultemperatur)
Schnelle Ausgange: Keine Einschaltung

Standardausgange und Mischkanéle: <300 ps
chnelle Ausgange: <3 ps

Standardausgange und Mischkanale: <300 ps
Schnelle Ausgénge: <3 ps

Schaltirequenz
ohmsche Last '

induktive Last

Standardausgange und Mischkanale: max. 500 Hz
Schnelle Ausgange: 50 kHz, max. 200 kHz (siehe Abschnitt "De-
rating fiir Schaltfrequenz der schnellen digitalen Ausgénge")
Siehe Abschnitt "Schalten induktiver Lasten”

Bremsspannung beim Abschalten induktiver Lasten

Standardausgénge und Mischkanle: typ. 45 VDC

Potenzialtrennung

Ethernet (IF2), POWERLINK (IF3) und X2X (IF6) zuein-
ander, zu weiteren Schnittstellen und zur SPS getrennt
anal zu Bus getrennt
Kanal zu Kanal und Kanal zu SPS nicht getrennt

Einbaulage

waagrecht Ja

senkrecht Ja

ber NN

0 bis 2000 m Keine Einschrankung

>2000 m Reduktion der L um 0,5°C pro 100 m
Schutzart nach EN 60529 1P20
Temperatur

Betrieb

waagrechte Einbaulage -25 bis 60°C
senkrechte Einbaulage -25 bis 50°C

Derating Siehe Abschnitt "Derating fiir Schaltfrequenz der schnellen digitalen Ausgénge"

Lagerung -40 bis 85°C

Transport -40 bis 85°C
Luftfeuchtigkeit

Betrieb 5 bis 95%, nicht kondensierend Bis 100%, kondensierend

Lagerung 5 bis 95%, nicht kondensierend

Transport 5 bis 95%, nicht
Anmerkung X20 Abschlussplatte rechts im Lieferumfang enthalten

3 Stiick X20 Feldklemmen 16-fach im Lieferumfang enthalten
fiir den im L enthalten

Abmessungen

Breite 164 mm

Héhe 99 mm

Tiefe 75 mm
Gewicht 3109

Tabelle 3: Technische Daten

1) Die Werte sind Beispiele firr die genaue Berechnung sind im X20 System im Abschnitt "

und elektrische Konfiguration" zu finden.

2) Bei Parallelbetrieb darf die Nennleistung von 2 W nicht zur Gesamtleistung addiert werden.

3) Bis zu 2 W Buslast.
4) Die i oRe fiir die

Studio einstellbar.

Variablen ist in
5) Siehe Help unter " ikati

Hardware - IF/LS"

r weitere Informationen.

6)  Bezogen auf den aktuellen Messwert
7)  Bezogen auf den Messbereich 20 V.

8)  Bezogen auf den Messbereich 20 mA.

9)  Bezogen auf den aktuellen Widerstandsmesswert.
Bezogen auf den gesamten Widerstandsmessbereich.

POWERLINK,

Bei den schnellen digitalen Ausgangen ist bei einer Schaltfrequenz >50 kHz ein Derating zu beachten (siehe Abschnitt "Derating firr Schaltfrequenz der

schnellen digitalen Ausgange). Es ist kein Ubertemperaturschutz vorgesehen.

Datenblatt VV 1.23

Bild A1-20: Datenblatt der SPS X20CP1382-RT der Fa. B&R, Seite 5 (|BR19b|],
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A1.8 SPS Beckhoff C6030-0060

€6030-0060

C6030-0060 | Ultra-Kompakt-Industrie-PC

€6030-0060

Intel® Celeron® G3900 2.8 GHz, 2 Cores (TC3: 50) ja

*Die TwinCAT-3-Leistungsklasse bestimmt die genaue Bestellnummer fiir das jeweilige TwinCAT-3-Produkt. Eine Ubersicht der einzelnen

TC3-Leistungsklassen finden Sie hier.

€6030-0060

Ultra-Kompakt-Industrie-PC

Gehéuse

Leistungsmerkmale

Industrie-PC fiir den raumsparenden Schaltschrankeinbau

Montageplatte an der Riickwand zur freien Orientierung der Anschlussebene
alle Anschliisse auf einer Ebene

flexible ichtung zur freien Orienti der Ansc

Aluminium-Zinkdruckguss-Gehéuse

Status-LEDs

Lithiumbatterie leicht zuganglich unter der seitlichen Abdeckung

2 Slots fiir M.2-SSDs leicht zuganglich unter der seitlichen Abdeckung
drehzahliberwachter geregelter Lifter, doppelt kugelgelagert, wechselbar
5 cm freier Raum umlaufend um den PC zur Luftzirkulation erforderlich
Schutzart IP 20

Betriebstemperaturbereich 0...55 °C

geringe Abmessungen (B x H x T) 129 x 133 x 76 mm, ohne Montageplatte
Prozessor Intel® Celeron® G3900 2,8 GHz, 2 Cores (TC3: 50)

kompaktes Motherboard fiir Intel® Celeron®, Pentium®, Core™ i3, Core™ i5 oder Core™ i7 der sechsten und siebten

Generation

4 GB DDR4-RAM, erweiterbar auf 32 GB, mit einem 32-Bi sind nur 3 GB
Grafikadapter im Intel®-Prozessor integriert, 2 DisplayPort-Anschliisse
On-Board-Ethernet-Adapter mit 4 x 100/1000BASE-T-Anschluss

40-GB-M.2-55D, 3D-Flash, erweiterter Temperaturbereich

4xUSB 3.0

24-V-DC-Netzteil

€6030-0060

€9900-C611

€9900-C612

€9900-C615

€9900-C613

€9900-C616

€9900-C614

€9900-C617

(€9900-R270
€9900-R271
€9900-R272
€9900-2468
€9900-B406
€9900-M668
€9900-M669
(€9900-H597
(€9900-H598
€9900-H594
(€9900-H595
€9900-H596

BECKHOFF New Automation Technology

Bild Al-21: Datenblatt der SPS C6030-0060 der Fa. Beckhoff [Bec19b]

Prozessor Intel® Pentium® G4400 der sechsten Generation, 3,3 GHz, 2 Cores (TC3: 50), statt Intel® Celeron® G3900

2,8 GHz (TC3: 50)

Prozessor Intel® Core™ i3-6100 der sechsten Generation, 3,7 GHz, 2 Cores (TC3: 60), statt Intel® Celeron® G3900 2,8 GHz
(TC3: 50)

Prozessor Intel® Core™ i3-7101E der siebten Generation, 3,9 GHz, 2 Cores (TC3: 60), erfordert Windows 10, 64 Bit, statt

Intel® Celeron® G3900 2,8 GHz (TC3: 50)

Prozessor Intel® Core™ i5-6500 der sechsten Generation, 3,2 GHz, 4 Cores (TC3: 70), statt Intel® Celeron® G3900 2,8 GHz
(TC3: 50)

Prozessor Intel® Core™ i5-7500 der siebten Generation, 3,4 GHz, 4 Cores (TC3: 70), erfordert Windows 10, 64 Bit, statt

Intel® Celeron® G3900 2,8 GHz (TC3: 50)

Prozessor Intel® Core™ i7-6700 der sechsten Generation, 3,4 GHz, 4 Cores (TC3: 80), statt Intel® Celeron® G3900 2,8 GHz
(TC3: 50)

Prozessor Intel® Core™ i7-7700 der siebten Generation, 3,6 GHz, 4 Cores (TC3: 80), erfordert Windows 10, 64 Bit, statt

Intel® Celeron® G3900 2,8 GHz (TC3: 50)

Speichererweiterung auf 8 GB DDR4-RAM, statt 4 GB, erfordert ein 64-Bit-Betriebssystem.
Speichererweiterung auf 16 GB DDR4-RAM, statt 4 GB, erfordert ein 64-Bit-Betriebssystem.
Speichererweiterung auf 32 GB DDR4-RAM, statt 4 GB, erfordert ein 64-Bit-Betriebssystem.
Adapterkabel DisplayPort auf DVI, 40 cm

Motherboard mit On-Board-SATA-RAID-1-Controller, Intel® Rapid Storage Technology, statt Standard Motherboard
Montageplatte an der Seitenwand, statt an der Riickwand

Montageplatte fiir die seitliche Montage des C603x, Einzelteil, nicht montiert
80-GB-M.2-5SD, 3D-Flash, erweiterter Temperaturbereich, fiir C603x, statt 40-GB-M.2-SSD
160-GB-M.2-55D, 3D-Flash, erweiterter Temperaturbereich, fiir C603x, statt 40-GB-M.2-SSD
40-GB-M.2-SSD, 3D-Flash, erweiterter Temperaturbereich, fiir C603x

80-GB-M.2-5SD, 3D-Flash, erweiterter Temperaturbereich, fiir C603x

160-GB-M.2-SSD, 3D-Flash, erweiterter Temperaturbereich, fiir C603x

Technische Anderungen vorbehalten
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