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Zusammenfassung

Unvollstindige Anforderungslisten, mehrdeutige Anforderungen und Anforderungs-
dnderungen sind Hauptgriinde fiir das Scheitern von Entwicklungsprojekten. Die manuelle
Analyse von natiirlich-sprachlichen Anforderungsdokumenten — zur Erhhung der Vollstindig-
keit der Anforderungsliste — ist aufwéndig, fehleranféllig und fiihrt zu hohen Kosten. Es besteht
ein Bedarf nach einer automatisierten Extrahierung von Anforderungen, um Aufwinde und
Kosten in der Analyse natiirlich-sprachlicher Anforderungsdokumente zu reduzieren.
Natiirliche Sprache ist inhdrent mehrdeutig. Es ist fiir Software-Werkzeuge nicht mdglich, diese
direkt zu interpretieren. Auflerdem miissen Anforderungen formalisiert werden, um diese fiir
verschiedene Software-Werkzeuge in der Produktentwicklung interpretierbar zu machen. Zur
Handhabung von Anforderungsanderungen wird ein Risikomanagement bendtigt, welches
frithzeitig im Projekt anwendbar ist. Durch die Methodik zur Extrahierung, Formalisierung und
Handhabung von Anderungen technischer Anforderungen werden Losungen zur Uberwindung
dieser Schwierigkeiten zur Verfiigung gestellt. In der Methodik werden KI-basierte Methoden
als ,,Enabler fiir vollstdndige und eindeutige Anforderungslisten genutzt. Aulerdem wird ein
Mehrwert fiir das Risikomanagement von Anforderungsinderungen generiert, indem
Anforderungsabhingigkeiten aufwandsarm erkannt werden und die Berechnung von
Anderungsrisiken von Anforderungen in der industriellen Praxis ermdglicht werden.

Abstract

Incomplete requirement specifications, ambiguous requirements and requirement changes are
the main reasons of failure of engineering projects. Manual analysis of natural language
specification documents — to increase completeness of requirement specifications — is time-
consuming, error-prone and leads to high costs. There is a need for automated extraction of
requirements to reduce the effort and cost of analysing natural language specification
documents. Natural language is inherently ambiguous. It is not possible for software tools to
interpret it directly. Furthermore, requirements need to be formalised to make them
interpretable for different engineering tools. To handle changes in requirements, risk
management is needed that can be applied early in the project. The methodology for extracting,
formalising and handling changes to technical requirements provides solutions for overcoming
these difficulties. In the methodology, Al-based approaches are used as enablers for complete
and unambiguous requirement specifications. In addition, value is generated for the risk
management of requirements changes, in that requirement dependencies can be identified with
little effort and the calculation of change risks is enabled in practice.






Inhaltsverzeichnis I

Methodik zur automatisierten Extrahierung, Formalisierung und
Handhabung von Anderungen technischer Anforderungen

Inhaltsverzeichnis

1 Einleitung .......cooiiiieei i 1
1.1 Motivation und ZielSEtZUNG .........ccccuuieiieiiciiiie et 2
1.2 Wissenschaftliches Vorgehen............ccccooiiiniiiiiiie e 3
2 (€7 1T 3T | F=T e - o T S 7
2.1 AnforderungsentwiCkIUNg ............ccocuiiiiiiiiiiiiie e 8
2.2  Resilient Requirements ENgINEering .........ccccooviiieiiiiiiiieic e 11
3 Stand der Forschung.........cccccuvvimineiiiini s 13
3.1 Extrahierung von Anforderungen............cccoccueeeiiieiniiec e 14
3.2  Formalisierung von Anforderungen .........ccccovecveeeeeeieiiieieeeeesieeee e 17
3.3  Abhéangigkeitsanalyse von Anforderungen ............cccccovieiiinienininieennn. 20
4 Feldstudie zur Untersuchung des Anwendungszusammenhangs.. 25
4.1 Erkenntnisse zur Abhangigkeitsanalyse von Anforderungen................. 25
4.2  Erkenntnisse zur Risikoberechnung von Anforderungsanderungen...... 29
5 Forschungsbedarf und Anforderungen an die Methodik................. 31
5.1  Forschungsbedarf und Forschungsfragen............ccccccooeiiiiiiiniincnne. 31
5.2  Erfolgsfaktoren der MethodiK............cooiiiiiiiiiiiieieee e 37
6 Entwicklung der Methodik .........cccccmiimmiiininir s 41
8.1 MOUEIIE ...t e 42

6.1.1 Software-ArchiteKtur.........ccoooeiiiiieee e 42



Inhaltsverzeichnis I

6.1.2

6.2

6.2.1
6.2.2
6.2.3
6.2.4

6.3
6.4

7.1
711
7.1.2

7.2
7.3

7.4
7.41
74.2

7.5

Referenzprozess der Methodik-Anwendung ...........cccccveeeeiiiiieeeeennns 48
Entwicklung der Methoden ...........ccooiiiiiiiiiiiicee e 50
Extrahierung von Anforderungen ............cccceoieeeieeeeiiee e 51
Formalisierung von Anforderungen ............cccceeenieeniieinniieieseee e 56
Abhangigkeitsanalyse von Anforderungen...........ccccceveevvciieeee e, 60
Berechnung der Anderungsrisiken von Anforderungen...................... 65
SOftWArE-WEIKZEUQ ......ccueeiieiiiieeiii ettt 71
Abgrenzung zu Vorarbeiten des Lehrstuhls fir Produktentstehung....... 76
Validierung der Methodik..........cccoomimiiinieeen s 79
Extrahierung und Klassifizierung von Anforderungen..............cccccvee... 80
Vorstudie: Augmentation von Anforderungsdaten mittels GPT-J........ 80
Extrahierung von Anforderungen mittels Daten-Augmentierung......... 82
Formalisierung von Anforderungen ...........ccocoveeiiiiinciie e 88
Abhéangigkeitsanalyse von Anforderungen ............cccccooiiiieniiieniieeenee. 91
Validierung des Methodik-Erfolgs .........ccuvvvieiiiiiiiee e 96
Auswertung der Bewertungsbogen ... 97
Erflllung der Erfolgsfaktoren...........ccceeveeiiciiiee e 104
DISKUSSION ... e 114
Zusammenfassung und AusbIick.........cccccviicimmmniinicieernninscsnereennnns 119
Literaturverzeichnis..........ccccoiiiiiiiiininincc e 121



Inhaltsverzeichnis I

Anhang

A1 Erganzende Unterlagen zu den Grundlagen ..........cccccocrriuennnnnenne 141
A2  Unterlagen zu den Vorarbeiten...........cccccciviiiceinninicisennnnsscseennnnnens 146
A21 Wirkkettenmodellierung...........cooooiiiii e 147
A2.2 NUIZWEANAIYSE.......eeiiiiiiiieeeeeieeeee e 151
A2.3  ARCA PrOJEKL ......oiuiiiiiiieieitecee ettt 153
A2.4 ProMaRC-MethOdiK...........cciiiiriirierieniese e 156
A2.5 Bewertung von Anderungsauswirkungen von Anforderungen ......... 165
A2.6 Projektcharakteristika zur Auswahl von Vergleichsprojekten ........... 166
A2.7 Systemmodellierung...........ccooooiiiiiiii e 167
A3  Aktivitiaten zur Einbindung von Industrieanwendern..................... 169
A3.1 ARCA: Rahmendaten von Aktivitdten und Unterlagen.................... 169
A3.2 BIKINI: Rahmendaten von Aktivitdten und Unterlagen..................... 184
A4  Unterlagen zur Methodikentwicklung .........ccccoomiriinininnnnincnnianenn, 200
A4 Anforderungsdiagramme...........ccoceeiiiriiiiieeie e 200
A4.2 Use-Case Diagramme.........ccuuviveeiiiiiieeeeiiiiee e e ieeee e 204
A4.3 AKLIVItAtsdiagramme.........coooiiiiiiii e 207
Ad.4 Paketdiagrammee ..........c.eeiiiiiiii e 210
A4.5 Algorithmen zum Extrahieren von Textsegmenten ..............cc..c.... 212
A4.6 Algorithmen zur Klassifizierung von Anforderungen.............ccc.cc..... 213
A4.7 Algorithmen zur Formalisierung von Anforderungen........................ 214
A4.8 DOmMANENIEXIKA ......cc.eeiiiiii e 215
A4.9 Algorithmen zur Abhangigkeitsanalyse von Anforderungen............. 235

A5  Unterlagen zur Validierung der Methodik...........cccccvvmriiiiiiinnrnnnnnnee 236






Abkiirzungsverzeichnis \Y%

Abkiirzungsverzeichnis

AM
ARCA
ATOS
BERT
BIKINI

BMBF
BMWK
CAD
CoNLL
CSv
DFG
DMM
DSM
ECM
EDAG
EF

FF
GalP

gPLC
GPT
GUI
ID
IEEE
IoT

IPO

Anforderungsmanagement

Automated Requirement Change Analysis for complex technical systems
Atos Information Technology GmbH

Bidirectional Encoder Representations from Transformers

Bionik und KI zur nachhaltigen Integration der Entwicklung von Leicht-
bau-Produkten

Bundesministerium fiir Bildung und Forschung
Bundeministerium fiir Wirtschaft und Klimaschutz
Computer-aided Design

Conference on Natural Language Learning
Comma-separated values

Deutsche Forschungsgemeinschaft

Domain Mapping Matrix

Design Structure Matrix

Engineering Change Management

Edag Engineering GmbH

Erfolgsfaktor

Forschungsfrage

Gestaltevolution durch algorithmisierte Informationsriickfithrung aus dem
Produktlebenszyklus

generic product lifecycle

Generative Pre-trained Transformer

Graphical User Interface

Identifier

Institute of Electrical and Electronics Engineers
Internet of things

Input-Processing-Output



Abkiirzungsverzeichnis VI

IT
KI

LTL
MECA
MLR
NER
NLP

NN
OptiAMix

OOSEM
POS

PDF
ProMaRC
RCM

RF

RNN
RRE
RTM
SVM
SYSMOD
SysML
UML
UNECE
VUCA
WiRPro

ZWM

Informationstechnologie

Kiinstliche Intelligenz

Linearer Temporaler Logik
Model-based Effect Chain Analysis
Multinomiale Logistische Regression
Named Entity Recognition

Natural Language Processing
Neuronales Netz

Mehrzieloptimierte und durchgéingig automatisierte Bauteilentwicklung
fiir additive Fertigungsverfahren im Produktentstehungsprozess

Object-Oriented Systems Engineering Method
Part-of-speech

Portable Document Format

Proactive Management of Requirement Changes
Requirement Change Management

Random Forest

Recurrent Neural Network

Resilient Requirements Engineering
Requirements Traceability Matrix

Support Vector Machine

Systems Modeling Toolbox

Systems Modeling Language

Unified Modeling Language
Wirtschaftskommission fiir Europa

Volatilitat, Unsicherheit, Komplexitit, Ambiguitét

Erweiterung des Product Lifecycle Managements durch wissensbasierte
Riickfilhrung von Produktnutzungsinformationen in die Produkt-
entwicklung

Zertifizierungsgerechte Wirkkettenmodellierung



Symbolverzeichnis VIl

Symbolverzeichnis

Eexogen Erwartete Anzahl an Anderungen durch exogene Einfliisse
Eendogen Erwartete Anzahl an Anderungen durch endogene Einfliisse
Egesame Gesamte erwartete Anzahl an Anderungen

fa False negative

fp False positive

Uinderungen Durchschnittliche Anzahl an Anderungen pro Anforderung

UpRr Mittelwert des PageRank

Pendogen Endogene Anderungswahrscheinlichkeit
Pyesamt Gesamte Anderungswahrscheinlichkeit
PR(1;) PageRank von Anforderung i

tn True negative

tp True positive






Einleitung 1

1 Einleitung

Eine zentrale Aufgabe der Anforderungsentwicklung ist es, ein hoch-qualitatives
Anforderungsset zu ermitteln. Qualititsdefizite sowie Ineffizienzen in der Handhabung
von Anforderungsdnderungen fithren dazu, dass Projektziele hinsichtlich Qualitdt, Zeit
und Kosten nicht erreicht werden [HVM18, Thel7, Wicl7]. Dieses Problem besteht seit
langerer Zeit und wurde in einer Studie der Standish Group vor fast 30 Jahren umfassend
untersucht [The95]. Qualitdtsdefizite von Anforderungen — FEindeutigkeit und
Vollstindigkeit — sowie Anforderungsdnderungen sind Hauptursachen fehlgeschlagener
Entwicklungs-Projekte: 13 % der Projekte scheitern aufgrund unvollstdndiger
Anforderungslisten und 9 % der Projekte scheitern aufgrund von Anforderungs-
anderungen. Insgesamt sind ca. 44 % der Ursachen, weshalb ein Projekt scheitert, auf
eine  ineffektive  Anforderungsentwicklung  zuriickzufithren:  unvollstdndige
Anforderungslisten, fehlender Einbezug von Nutzern, Anforderungsidnderungen und
unrealistische Erwartungen (siehe Bild 1-1, links). Eine Studie, in welcher 226
Unternehmen aus 10 Landern befragt wurden, zeigt die Aktualitét dieser Problematik
[MWK16]. Hauptursachen fehlgeschlagener Projekte (siche Bild 1-1, rechts) sind
weiterhin unvollstdndige Anforderungslisten (48 %), nicht-eindeutige Anforderungs-
listen (33 %) und Anforderungsinderungen (33 %)!. Diese Qualititsdefizite sind nach
einer Erhebung der Robert Bosch GmbH insbesondere fiir die Entwicklung komplexer
technischer Systeme relevant [GHS12]. Ein GroBteil der Feldbeanstandungen sind laut
dieser Erhebung auf eine unzureichende Anforderungsentwicklung zuriickzufiihren.

; . Unvollstindige
Unverirauthet mit Technokogie Anforderungslisten

Fehlendes (T-Management

Projekt wird nicht mehr,

bendiigt Fehlender

Einbezugvon
Fehlende Planung Nutzem

Anforderungs-
anderungen Fehlende Ressourcen

Sonstige .UnrealislscheEmartmgen Unvollstandige  Nicht-eindeutige  Anforderungs-

Anforderungslisten Anforderungslisten  anderungen

%

48

%
%

33
kx]

Fehlende Exekutivunterstiitzung

»,Chaos Report* der Standish Group »,Naming the Pain in RE*

Bild 1-1:  Ursachen fiir das Scheitern von Projekten [MWK]16, The95]

! Im ,,Chaos Report* wurde eine Ursache fehlgeschlagener Projekte abgefragt (eine Antwortmdglichkeit)
und in ,Naming the Pain in RE®“ konnten die Befragten mehrere Ursachen angeben (mehrere
Antwortmoglichkeiten). Aus diesem Grund kommt es zu deutlichen Unterschieden in den angegebenen
Prozentzahlen der Ursachen fiir fehlgeschlagene Projekte. Die Prozentzahlen sind nicht direkt
vergleichbar. Es wird aber deutlich, dass ein Bedarf zur Adressierung dieser Ursachen besteht.
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1.1 Motivation und Zielsetzung

Um ein volilstindiges Anforderungsset zu ermitteln, miissen in der Entwicklung
komplexer technischer Systeme verschiedene informelle, natiirlich-sprachliche
Anforderungsdokumente wie Interview-Transkripte oder narrative Szenarien analysiert
werden. 80 % der Anforderungen an das zu entwickelnde System werden in solchen
Dokumenten festgehalten [MMM15, NLO3]. Natiirliche Sprache ist ausdrucksstark und
wird fiir die Kommunikation zwischen einem breiten Spektrum von Stakeholdern genutzt
[CGC10]. Jedoch ist natiirliche Sprache inhdrent mehrdeutig [CKZ04]. Durch die
Verwendung von natiirlicher Sprache in Spezifikationsdokumenten [VDI21] — z. B.
Lastenhefte — sind diese per se mehrdeutig [WRHO97]. AuBerdem ist es fiir Software-
Werkzeuge nicht mdglich, natiirlich-sprachliche Spezifikationsdokumente direkt zu
interpretieren [MMM15]. Beispielsweise miissen fiir die Erstellung von Geometrien in
der generativen Entwicklung sémtliche Parameter wie Produkteigenschaften, verfiigbarer
Bauraum, zu verwendende Materialien oder anzuwendendes Fertigungsverfahren
manuell vom Anforderungsingenieur! aus dem Lastenheft ermittelt und in das
entsprechende Software-Werkzeug — z. B. Synera [Syn23] — liberfiihrt werden. In dieser
Arbeit bezieht sich die Mehrdeutigkeit von Anforderungen auf die Fahigkeit von
Software-Werkzeugen, Anforderungen interpretieren zu kdnnen. Damit Anforderungen
durch Software-Werkzeuge interpretiert werden konnen, miissen diese in eine eindeutige
Darstellung tiberfiihrt werden. Daher besteht ein Bedarf nach einer Formalisierung.

Anforderungsdnderungen sind unvermeidbar, treten in allen Phasen eines Entwicklungs-
projekts auf und {iber die Hélfte aller Anforderungen an das System unterliegen einer
hohen Anderungswahrscheinlichkeit [HVMI8]. Beispielsweise wurden in der
Entwicklung einer Flugzeugturbine von Rolls-Royce ca. 700 Anforderungen ermittelt
[FHS15]. Es wurden im Verlauf des Projekts {iber 1000 Anderungen vorgenommen.
Bisher werden Anforderungsdnderungen in der industriellen Praxis nicht auf der Grund-
lage objektiver Daten, sondern reaktiv, unsystematisch und auf Basis von subjektiven
Einschétzungen gehandhabt [GO19, JL17]. Es existieren nur vereinzelt Vorgehens-
modelle oder Software-Werkzeuge fiir eine systematische Bewertung des Anderungs-
risikos von Anforderungen [HVM18, Neul7]. Um die Anzahl und die negativen
Auswirkungen von Anforderungsédnderungen zu reduzieren, bietet die Abhdngigkeits-
analyse ein grofes Potenzial [GPO20, KCC12]. Anforderungsidnderungen werden
zundchst durch externe Ausloser (z. B. verdnderte Kundenpriferenzen oder ein
verbessertes Systemverstindnis) verursacht, pflanzen sich aber auch innerhalb des
Anforderungssets fort. Solche konsekutiven Anderungen umfassen etwa 50 % aller
Anforderungsdnderungen [GWBO09]. Die Abhéngigkeitsanalyse erhoht nicht nur das
Systemverstdndnis, sondern ermoglicht auch eine ganzheitliche Analyse der
Auswirkungen von Anderungen und ein effizientes Anderungsmanagement [GOP21,
MSS12]. Die Abhidngigkeitsanalyse muss kontinuierlich durchgefiihrt werden, um das

! Das in dieser Arbeit gewihlte generische Maskulinum bezieht sich zugleich auf beliebige
Geschlechteridentitéten.
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Anderungsmanagement in allen Entwicklungsphasen zu unterstiitzen. Eine besondere
Herausforderung stellt sie in frithen Entwicklungsphasen dar, bevor ausreichend Daten
iiber die Losungselemente und deren Wirkzusammenhénge vorliegen [GP21, GP22].
Eine friihzeitige Abhingigkeitsanalyse erschlieBt Effizienzpotenziale im Anderungs-
management und in der Bewertung von Anderungsauswirkungen [GOS20].

Die manuelle Extrahierung und Formalisierung von Anforderungen aus natiirlich-sprach-
lichen Spezifikationsdokumenten ist zeitaufwandig, fehleranféllig, monoton und fiihrt zu
hohen Kosten fiir Unternehmen [AGO06]. Bei der Entwicklung komplexer technischer
Systeme konnen Anforderungssets iiber 700 Anforderungen umfassen [FHSI15].
Aufgrund der hohen Anzahl an Anforderungen ist der Zeitaufwand fiir die Extrahierung
und Formalisierung von Anforderungen hoch und Abhéngigkeitsanalysen werden
aufgrund des hohen Zeitbedarfs in der industriellen Praxis héufig nicht durchgefiihrt
[GOP22]. Darum ist in diesem Anwendungskontext eine automatisierte Extrahierung und
Formalisierung sowie Abhéngigkeitsanalyse besonders notwendig. In der Software-
Entwicklung werden Algorithmen, die auf kiinstlicher Intelligenz (KI) basieren, zur Ver-
arbeitung natiirlicher Sprache fiir die Anforderungsentwicklung angewendet. Dies gilt
z. B. fiir die Klassifizierung von Anforderungen [MMM15]. Es wird untersucht, wie
Anforderungen aus einer natiirlich-sprachlichen Software-Spezifikation extrahiert
werden konnen [HK20] oder Anforderungsbeschreibungen formalisiert werden kénnen
[GPM21a]. KI-Algorithmen besitzen das Potenzial, natiirlich-sprachliche Anforderungen
aus Spezifikationsdokumenten automatisiert zu extrahieren und in eine formale,
eindeutige Darstellung zu transformieren. Diese Ansétze miissen fiir die Entwicklung
komplexer technischer Systeme weiterentwickelt und in einer Methodik anwendbar
gemacht werden. Ziel dieser Arbeit ist daher eine

Methodik zur automatisierten Extrahierung, Formalisierung und Handhabung
von Anderungen technischer Anforderungen.

1.2 Wissenschaftliches Vorgehen

Diese Arbeit ist ein Teil der ingenieurwissenschaftlichen Forschung, welche der
angewandten Wissenschaften nach ULRICH und HiLL [UH76] zuzuordnen ist. Die
angewandten Handlungswissenschaften folgen dem Ziel, Probleme des praktisch
handelnden Menschen, fiir die keine Losungen bzw. ausreichendes Wissen existiert, zu
bewiltigen. Aufgrund des praxisnahen, offenen und integrativen Charakters und des
Bezugs sowohl zu den Ingenieur- als auch den Betriebswissenschaften wird innerhalb der
Arbeit der Forschungsprozess nach ULRICH verwendet [Ulr81]. Entsprechend ist der
Aufbau nach der Strategie der angewandten Forschung von ULRICH strukturiert.

Zu Beginn der Arbeit (Kapitel 1) erfolgen die Erfassung und Typisierung praxisrelevanter
Probleme. Die Motivation und Zielsetzung der Arbeit wird durch Literaturanalysen sowie
vorbereitete und moderierte Workshops mit Industriepartnern erarbeitet. Eine Ubersicht
iiber die durchgefiihrten Workshops ist in Anhang A3 aufgefiihrt. In Kapitel 2 werden
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Grundlagen erldutert und zentrale Begriffe definiert: Generischer Produktlebenszyklus,
Anforderungsentwicklung, und Resilient Requirements Engineering. Es werden
Herausforderungen in diesen Bereichen dargestellt, welche in folgenden Kapiteln genutzt
werden, um Anforderungen an die Methodik zu ermitteln. Zur Analyse dieser Grundlagen
wird eine Literaturanalyse durchgefiihrt.

Anschliefend werden spezifische problemrelevante Vorarbeiten aus der Verarbeitung
natiirlicher Sprache hinsichtlich der Zielsetzung dieser Arbeit untersucht (Kapitel 3).
Betrachtet werden Methoden zur Extrahierung und Formalisierung von Anforderungen
sowie zur Abhéngigkeitsanalyse. Es wird eine Literaturrecherche nach MACHI und
McEvoy durchgefiihrt [MM16]. In Kapitel 4 werden Validierungsergebnisse in der
Anwendung von Methoden zur Verarbeitung natiirlicher Sprache aus dem BMBE-
geforderten Forschungsprojekts ,,Automated Requirement Change Analysis of Complex
Technical Systems“ (ARCA) dargestellt und Erkenntnisse abgeleitet (siche Anhang A2).
Die Erkenntnisse beziehen sich auf die Abhingigkeitsanalyse von Anforderungen sowie
zur Risikoberechnung von Anforderungsidnderungen. Die gewonnenen Erkenntnisse
flieBen als Anforderungen an die zu entwickelnde Methodik ein. Aus den Reviews
bestehender Ansétze sowie den Erkenntnissen, die aus der Anwendung und Analyse der
Ergebnisse von Methoden zur Verarbeitung natiirlicher Sprache gewonnen worden sind,
resultiert ein wissenschaftlicher Handlungsbedarf, den diese Arbeit adressiert. Der
Forschungsbedarf und die Anforderungen an die Methodik werden in Kapitel 5 ermittelt.

Aufbauend auf dem Forschungsbedarf und den Anforderungen wird in Kapitel 6 die
Methodik-Entwicklung dargestellt. Eine Methodik ist nach GRABLER eine Sammlung von
Modellen, Methoden und Hilfsmitteln zur Losung einer Aufgabenstellung [Gra00]. Hilfs-
mittel sind beispielsweise Software-Werkzeuge. Es wird ein Modell der Software-
Architektur des Werkzeugs zur Extrahierung, Formalisierung und Handhabung von
Anderungen technischer Anforderungen entwickelt und ein Referenzprozess zur
Methodik-Anwendung abgeleitet. Die Methodik besteht aus vier Methoden: Extrahierung
von Anforderungen (1), Formalisierung von Anforderungen (2), Abhéngigkeitsanalyse
von Anforderungen (3) sowie Berechnung der Anderungsrisiken von Anforderungen (4).
Die Methoden werden in einem Software-Werkzeug implementiert.

In Kapitel 7 erfolgt die Validierung der Methodik im Anwendungszusammenhang. Die
implementierten Methoden werden anhand von Fallbeispielen im Rahmen eines
Forschungsprojekts ~ validiert. Dazu werden Lastenhefte von vergangenen
Entwicklungsprojekten der Industriepartner analysiert und aufbereitet, um
Anforderungsdaten zu generieren. Die Methoden werden angewendet, um
Anforderungsdaten zu verarbeiten. Es werden Kennzahlen berechnet, um die
Leistungsfahigkeit der Methoden zu bewerten. Aulerdem werden Experten-Workshops
durchgefiihrt, um die Methoden im Anwendungskontext zu bewerten. Es werden
Bewertungsbogen erstellt, von Industrievertretern ausgefiillt und ausgewertet.
Abschlielend wird die Erfiillung der Anforderungen an die Methodik bewertet.
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In Kapitel 8§ werden die Ergebnisse der Arbeit zusammengefasst und ein Fazit hinsichtlich
der Zielerreichung gezogen. Es wird eine Beratung fiir die Praxis gegeben und es werden
auf den Ergebnissen aufbauende Forschungsbedarfe aufgezeigt.

Das Vorgehen der Arbeit wird in Bild 1-2 in Anlehnung an die Darstellung und das
Vorgehen nach ULRICH [Ulr81] visualisiert. Links in Bild 1-2 werden die Ergebnisse, die
aus den Schritten des Vorgehens resultieren, dargestellt. Rechts werden die
wissenschaftlichen Methoden, die innerhalb der einzelnen Schritte des Vorgehens
angewendet werden, aufgefiihrt. Die Nutzung von Erkenntnissen aus der Praxis, die im
Kontext von Forschungsprojekten gewonnen worden sind, werden innerhalb des Ablaufs,
bzw. der Schritte des Vorgehens dargestellt. Innerhalb des Ablaufs werden rechts von den
Schritten des Vorgehens Pfeile dargestellt, um Iterationen aufzuzeigen, die in dem
Vorgehen nach ULRICH [Ulr81] moglich sind.

Ergebnisse Ablauf Vorgehen
+  Motivation und = Erfassungund Typisierung ® (A) « Literaturanalyse
Zielsetzung 5 praxisrelevanter Probleme ™ @ +  Experten-Workshops
__________________ :_ [ —— L o oo
+ Herausforderungen £ Erfass_ung und Interprete_mon » Literaturanalyse
E praxisrelevanter Theorien
__________________ G- L .
+ Anforderungenandie % Erfassungund Spezifiz'erungeﬁ + Literaturanalyse
Methodik "E“. problemrelevanterVerfahren ~ @ + Experten-Workshops
X

+ Extrahierte natdrlich-

Extrahierungund Klassifizierung ©@

sprachliche
Anforderungen von Anforderungen (C]
+ Entwicklungder
+ Formalisierte Formalisierung von (E] Methodik
Anforderungen © Anforderungen +  Kontinuierliche
= Evaluationder
53 Methodik
«  Anforderungs- x Analyse von () «  Experten-Workshops
abhangigkeiten Anforderungsabhangigkeiten @ «  Implementierungim
Software-Werkzeug
* Risikokennzahlenvon Berechnungvon Anderungs- €
Anderungen risikenvon Anforderungen @
= - " +  Fallbeispicle
. : [T} Validierung der Methodikim , @ ;
+ Validierte Methodik = Expertenworkshaps
3 Anwendungszusammenhang™ @ und Fragebdgen
""""""""" P — = . rbecenweion
+ Implikationenfir die K 0 » Aufzeigenweiterer
Praxis =2 SRR Q) (B) Forschungsbedarfe
¥

Legende: Nutzen von Ergebnissen und Erkenntnissen aus ARCA @), BIKINI B und ZWME©

Bild 1-2:  Vorgehen dieser Arbeit in Anlehnung an ULRICH [ULR81]
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2 Grundlagen

Die Entwicklung komplexer technischer Systeme folgt dem Generischen Produkt-
lebenszyklus (,,generic product lifecycle® — gPLC, siehe Bild 2-1). Entscheidungen in der
Entwicklung miissen unter Beriicksichtigung von Ambiguitdt, Unsicherheit, Komplexitét
und Volatilitdt (VUCA-Dimensionen) getroffen werden [BL14]. Die Produktentstehung
erfordert geeignete Modelle, Methoden und Werkzeuge von der Strategie bis zum Ende
des Produktlebens [GP22, Grdl5].

iquita Material- 3 i
Ambiguitat S formations Unsicherheit
Zirkularitat
= -
=l ‘..
20 =
s = ©o
- ©

T

=

o0l

Komplexitat Technologiekompetenz Volatilitat

Bild 2-1:  Generischer Produktlebenszyklus (gPLC) nach [GP22]

Die Produktentstehung umfasst die Ausarbeitung von Produktideen sowie deren
Realisierung. Ausgehend von der strategischen Ausrichtung eines Unternehmens werden
in der Strategischen Planung die erfolgversprechendsten Produktideen identifiziert. Es
werden zukiinftige Kundenbediirfnisse bestehender Mérkte sowie potenzielle neue
Mirkte antizipiert. Bei komplexen technischen Systemen wird eine Produktidee
interdisziplindr entwickelt und nach einem Gesamtoptimum iiber die verschiedenen
Disziplinen iteriert (Entwicklung). Parallel zur Entwicklung werden in der Realisierung
geeignete Umsetzungs- und Produktionskonzepte geplant. Daraus resultierende
Restriktionen werden an die Entwicklung iibermittelt. Die Produktentstehung umfasst
explizit die ersten drei Phasen des gPLC. Die spitere Phase Betrieb und Dienstleistungen
wird implizit einbezogen, da Einschrinkungen und Moglichkeiten von
Anwendungsfillen und Szenarien der AuBerbetriecbnahme als Restriktionen
beriicksichtigt werden. [GP22]

Die Produktentwicklung wird durch Entwicklungsmethodiken systematisiert. Dazu
zdhlen u. a. das Systems Engineering [WRF15] die Richtlinien VDI/VDE 2206 [VDI21],
VDI 2221 [VDI19] oder die Pahl/Beitz Konstruktionslehre [BG21]. Die Anwendung von
Entwicklungsmethodik zielt auf die erfolgreiche Produktentwicklung trotz wachsender
System- und Lebenszykluskomplexitdt ab. Das Wachstum der Systemkomplexitiit resultiert
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aus grundlegenden Trends wie z. B. Individualisierung, Globalisierung oder neuer
Konsummuster [KG18]. Unternehmen werden durch diese Trends gezwungen, die
Bediirfnisbefriedigung der Stakeholder zu fokussieren, wodurch komplexe
Anforderungslisten entstehen [Fra09]. Fiir die Erfiillung dieser Anforderungen werden
wiederum komplexe technische Systeme bendtigt. Die Komplexitdt der Systeme ist
struktureller und dynamischer Natur [Ole22, Sen92]. Strukturelle Komplexitit ist durch
die Anzahl, Varietdt und Konnektivitdt der Systemelemente begriindet [Pat82]. Die
dynamische Komplexitit resultiert aus der Vielzahl unterschiedlicher Systemzustdnde
[Sen92]. Die Lebenszykluskomplexitit [GO22] erfordert aus dem Streben nach
Zirkularitdt eine vorausschauende Berlicksichtigung nachgelagerter Lebenszyklusphasen
des zu entwickelnden Systems, woraus Anforderungsdnderungen im Laufe der
Entwicklung resultieren [GP21].

Aufgrund der Komplexitét von technischen Systemen ist es eine Herausforderung, ein
vollstindiges und eindeutiges Anforderungsset zu ermitteln. Es muss eine hohe Anzahl
an Anforderungen aus dem gesamten Lebenszyklus des Systems beriicksichtigt werden.
Aufgrund der Dynamik in der Entwicklung resultieren Anforderungsénderungen.!

2.1 Anforderungsentwicklung

Unzureichendes Wissen iiber Anforderungen in der Entwicklung komplexer technischer
Systeme kann schwerwiegende Folgen im Lebenszyklus haben [WHT14, WPHI15].
Wenn fehlerhafte Informationen nicht erkannt werden, Anforderungen falsch interpretiert
werden oder sich im Laufe der Entwicklung dndern, miissen Projekte moglicherweise
abgebrochen oder mit erheblichen zusitzlichen Entwicklungskosten gerettet werden
[DS19, GHS12]. Besonders die Entwicklung von Cyber-Physischen- und Produkt-
Service-Systemen stellt die Anforderungsentwicklung vor Herausforderungen [WHT15,
WMT17]. ,,Gute” Anforderungssets erfiillen die Qualitdtskriterien Vollstandigkeit und
Eindeutigkeit [GHS12, WRF15]. Die Informationsgrundlage muss alle relevanten
Informationen  zur  Spezifikation des Produkts enthalten (Vollstdndigkeit).
Anforderungen miissen eindeutig interpretiert werden konnen (Eindeutigkeit). Haupt-
aktivitdten der Anforderungsentwicklung sind die systematische Anforderungserhebung
und das kontinuierliche Management von Anforderungsédnderungen durch die Analyse,
Dokumentation, Priifung und Verwaltung von Anforderungen [GO22]. Die Aufgaben zur
Ermittlung einer validierten Spezifikation sind in Bild 2-2 visualisiert. Die Zahlen, die in
den folgenden Sdtzen genannt werden, referenzieren auf diese Abbildung. Zunéchst muss
durch die Anwendung geeigneter Methoden die Sozialisierung von Wissen angeregt
werden (1). Gleichzeitig ist es notwendig, Problem bzw. Aufgabe im Kontext eines
Problemraums durch Beobachtungen zu identifizieren (2). Auf diesen beiden Wegen
externalisiertes implizites Wissen der Bedarfstriger wird analysiert (3). Auf Grundlage

! In dieser Arbeit werden eingerahmte Absitze genutzt, um Kernaussagen aus dem vorherigen Abschnitt
zusammenzufassen.
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expliziter Bediirfnisse und des Problemraums werden die Benutzeranforderungen
spezifiziert (4). Anhand der Benutzeranforderungen werden Bedingungen und
Féhigkeiten festgelegt, die von einem System erfiillt werden miissen: die Spezifikation
(5). Insbesondere miissen Randbedingungen wie Fertigungsrestriktionen bestimmt
werden, die den Losungsraum einschrinken (6). Anderungen der Anforderungen miissen
verwaltet werden (7). Die Verifikation stellt sicher, dass eine implementierte Version des
Systems mit der Spezifikation konform ist (8). Durch die Validierung wird sichergestellt,
dass das System die Anforderungen erfiillt (9). [Ehr07, GPO21, VDI21, WRF15]

Legende {7 < —» definieren/ P
9 ~Ground Truth spgziﬁzieren I:l Spezifikation
¢~ "} Wahmehmung «--- verifizieren/ 17" "1 Realisierung
o= validieren L. =
= Vom impliziten zum o
o T o . @
2 expliziten Bediirfnis s 2
i £ .2
% analysieren : th Ss
- =
5 Bediirfnisse 4 - enutzer % 5]
@ spezifizieren anforderungen g =
=S 5 - A -_
§ ~ Anforderungen validieren 'y = E
= , verifizierenund Is Restriktion
ableiten validieren 5
849
3
N r— e
Problem/Aufgabe 1 9 | g Spezifikation
. .1 i L
) - 4 Eigentfiches | Venjzeren
N emmmme—a- =7 Validieryngsziel | |
Problemraum 2 Losungsraum

Vom impliziten
Problemraum zum
expliziten System-Kontext

Bild 2-2:  Aufgaben zur Definition einer validierten Spezifikation nach [GPO21]

Nach IEEE 610.12-1990 sind Anforderungen l6sungsorientiert [IEE90]. Im Gegensatz
dazu wird der Begriff ,,Bediirfnisse fiir problem- bzw. aufgabenorientierte Aussagen
verwendet [WRF15]. Benutzeranforderungen (losungsorientiert, aber weiter 10sungs-
neutral) konnen von Systemanforderungen (Iosungsspezifisch) unterschieden
werden [JHH13]. Eine Anforderung wird definiert als [PR21]:

1) Ein notwendiges Bediirfnis eines Stakeholders.
2) Eine Fahigkeit oder Eigenschaft, die ein System erfiillen muss.

3) Eine dokumentierte Reprisentation eines Bediirfnisses, einer Fihigkeit oder
Eigenschatft.
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In dieser Arbeit werden Anforderungen in funktionale und nicht-funktionale
Anforderungen (Anforderungsarten) unterteilt. Die nicht-funktionalen Anforderungen
werden unterteilt in Qualitéts- und technologische Anforderungen, Anforderungen an die
Benutzungsoberfliche und rechtlich-vertragliche Anforderungen [Rup14].

Anforderungsidnderungen und -abhangigkeiten

Aufgrund der Komplexitdt in der Produktentwicklung unterliegen Anforderungen
kontinuierlich Anderungen. Eine Anforderungsinderung ist definiert als jede Anderung,
die an einer Anforderung vorgenommen wird [GOS20]. Anforderungsinderungen
resultieren u. a. aus Anpassungen [WB85, Wicl7]. Aufgrund von Abhéngigkeiten
zwischen Anforderungen umfasst dies auch Anpassungen an weiteren Anforderungen,
welche aufgrund von Anforderungsdnderungen durchgefithrt werden miissen.
Anforderungsdnderungen werden durch externe Ausloser (z. B. verdnderte Kunden-
praferenzen) verursacht. Aufgrund von Anforderungsabhidngigkeiten kann dieser
Anderungsbedarf aber auf weitere Anforderungen propagieren (Anderungspropagation).

Ein Beispiel fiir Anderungspropagation wird anhand der Entwicklung eines Traktors
erldutert (sieche Bild 2-3). Aufbauend auf der Architektur eines Traktors soll eine neue
Variante entwickelt werden, die ,,Internet of Things“ (IoT-)Systeme verwendet. Hierbei
wurde wihrend einer Feldstudie festgestellt, dass die Beleuchtung der Traktorfront fiir
den Einsatz der IoT-Systeme (optische Sensorik) nicht ausreichend ist. Deshalb muss die
Traktorfront besser ausgeleuchtet werden (initialer Anderungsimpuls). Die Anzahl an
LEDs muss erhoht werden (dnderungspropagation) und dementsprechend die Kapazitit
der Batterie angepasst werden (Weitere Anderungspropagation), damit die Laufzeit des
Systems nicht verdndert wird.

? 8 Lésungsraum
N g
" .
? i Anderungspropagation
S ,Die Anzahl an LEDs muss erhoht werden". \
A0 \
Kapazitét Batterie fod]
Anzahl LEDs A
Bagraum [« Weitere Anderungspropagation
Initialer Anderungsimpuls ,Die Kapazitat der Batterie muss erhoht

,Die Traktorfront muss besser werden.

ausgeleuchtet sein, sodass die
Funktionalitat von loT-Systemen (optische

Sensorik) gewahrleistet wird.” \

Bild 2-3:  Propagationseffekte von Anforderungsinderungen am  Beispiel der
Entwicklung eines Traktors
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Die Abhingigkeitsanalyse erhoht nicht nur das Systemverstidndnis, sondern ermdglicht
auch eine ganzheitliche Analyse der Auswirkungen von Anderungen [GOP21, MSS12].
Um Abhéngigkeiten anhand ihrer Eigenschaften zu unterscheiden, konnen bestehende
Referenzmodelle fiir Abhéngigkeitsarten verwendet werden [DP03, Poh96].

Aufgabe der Anforderungsentwicklung ist es, Anforderungen inklusive deren Abhéngig-
keiten vollstindig und eindeutig zu ermitteln. Zur Ermittlung eines vollsténdigen
Anforderungssets muss eine hohe Anzahl an Informationen aus verschiedenen Doku-
menten (insbesondere Lastenhefte) beriicksichtigt werden. Um Auswirkungen von
Anderungspropagationen bewerten zu kénnen, miissen Anforderungsabhingigkeiten
bekannt sein. Aufgrund der Komplexitit des Anforderungssets existiert eine Vielzahl an
Abhéngigkeiten zwischen Anforderungen.

2.2 Resilient Requirements Engineering

Die Auswirkungen von VUCA auf die Produktentwicklung zeigen sich beispielsweise in
der Anforderungsentwicklung. Volatilitdt fiihrt zu einer Vielzahl an Anforderungs-
anderungen. Unsicherheit und Komplexitdt zeigen sich in umfangreichen und doch
unvollstindigen Anforderungslisten. Ambiguitdt wird durch Missverstindnisse
hinsichtlich nicht eindeutiger Anforderungsbeschreibungen sichtbar. Um das Risiko von
Projektfehlschlagen in der Entwicklung komplexer technischer Systeme trotz VUCA-
Rahmenbedingungen zu reduzieren, muss die Resilienz der Produktentwicklung gestarkt
werden. Nach Pariés et al. steht Resilienz fiir "die einem System innewohnende Fahigkeit,
seine Funktionsweise vor, wihrend oder nach Verdnderungen und Stdrungen so
anzupassen, dass es den erforderlichen Betrieb sowohl unter erwarteten als auch
unerwarteten Bedingungen aufrechterhalten kann" [PWH17]. Durch die Anforderungs-
entwicklung wird eine vollstidndige und eindeutige sowie jederzeit aktuelle Erfassung der
Stakeholderbediirfnisse gewihrleistet und als Zielsystem fiir die weiteren Entwicklungs-
aktivititen formalisiert. Das Resilient Requirements Engineering (RRE) beschreibt die
drei wichtigsten Innovationsfelder der Anforderungsentwicklung, in denen methodische
und technische Verbesserungen zu mehr Resilienz und einer hoheren Erfolgs-
wahrscheinlichkeit von Entwicklungsprojekten fiihren. [GOP23]

Den Anforderungen an ein System miissen eindeutige Projektziele und ein zukunfts-
fahiges  Geschiftsmodell —zugrunde liegen.  AuBerdem  miissen  extreme
Anforderungswerte effektiv gehandhabt werden [HTB23]. Dafiir ist im Rahmen der
Anforderungsentwicklung systematisch Vorausschau zu betreiben. Die so ermittelten
Megatrends und daraus abgeleiteten Marktentwicklungen werden durch das
Geschiftsmodell aufgegriffen und spiegeln sich in der Anforderungsliste wider.

Neben der Vorausschau ist die Effizienz der Tétigkeiten innerhalb der Anforderungs-
entwicklung ein wesentlicher Einflussfaktor auf die Resilienz. Etablierte Methoden der
Anforderungsentwicklung und die Funktionalitit der verfligbaren Werkzeuge zeigen,
dass trotz der Digitalisierung einzelner Aktivititen ein manuelles Vorgehen
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dominiert [PR21]. Der Anwendungsaufwand fiihrt aufgrund der Vielzahl an
Anforderungen zu Qualitdtseinbullen, da nach einer initialen Anforderungserhebung nur
noch reaktiv gehandelt wird (z. B. Anderungsantrag). Erst durch eine Automatisierung
zeitintensiver ~ Tétigkeiten kann die Anforderungsentwicklung kontinuierlich
durchgefiihrt und die Qualitit des Anforderungssets auf hohem Niveau gehalten werden.

Die Nachhaltigkeit ist der dritte und letzte Bereich des RRE. Nachhaltigkeit beruht auf
den drei Siulen Okologie, Okonomie und Soziales [Bru87]. Im Rahmen der
Anforderungsentwicklung gilt es, Stakeholderbediirfnisse entlang dieser drei Sdulen zu
ermitteln, in Anforderungen abzubilden und zu priorisieren. Diese drei Innovationsfelder
sind in einem Trendradar visualisiert (siche Bild 2-4). Es werden verschiedene Techno-
logien der Felder, sowie deren Reifegrade abgebildet. [GOP23]

Megatrendanalyse : .~ Kl-basierte Extrahierung und Formalisierung
»

Verknipfung mit Strategischer

B S
Planung - K
o v
S
>

B Abhéngigkeitsanalyse
N Wiederverwendung

Bediirfnismodellierung Auswirkungsanalyse

Szenario-Technik Proaktives Anderungsmanagement
Durchgéngige Traceability

Mehrzieloptimie
rZielopimiening - Simulation und Prototyping

N, iqkelt i
Unsicherheitsreprésentation achhaltigke 2ur Absicherung R
/ = Industrielle Anwendun
. . Prototyp ¢
Virtual Reality gestiitzte Erhebung S Konzept

Forschungsfeld

Bild 2-4:  Trendradar des Resilient Requirements Engineering [GOP23]

Eine Automatisierung der Ermittlung und Formalisierung von Anforderungen stdrkt auch
die Resilienz der Anforderungsentwicklung. Anforderungen werden effizient aus Lasten-
heften extrahiert. Dadurch wird Zeit in der Entwicklung reduziert, um eine vollstindige
Spezifikation zu generieren. Diese Anforderungen werden formalisiert, um eine ein-
deutige Anforderungsbeschreibung zu realisieren und Unterstiitzung durch Software-
Werkzeuge zu ermdglichen. Anforderungsabhdngigkeiten werden identifiziert, um als
Grundlage fiir das Risikomanagement zu fungieren und besser Einfliisse aufgrund VUCA
handhaben zu kénnen. Einerseits werden Effizienzpotenziale in der Ermittlung eines voll-
stindigen und eindeutigen Anforderungssets erschlossen. Andererseits konnen dadurch
informierte und nachvollziehbare Anderungsentscheidungen getroffen werden, sodass
Anderungskosten reduziert werden. Weitere grundlegende Begriffe dieser Arbeit werden
in Anhang Al aufgefiihrt.
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3 Stand der Forschung

Zur Erfassung und Spezifizierung der problemrelevanten Vorgehensweisen wird eine
ergdnzende Literaturrecherche nach MACHI und MCEvVOY durchgefiihrt [MM16]. Es
werden relevante Verdffentlichungen zu Ansétzen zur Extrahierung von Anforderungen,
Formalisierung von Anforderungen und Abhdngigkeitsanalyse von Anforderungen
gesucht. Suchbegriffe werden direkt aus diesen Bereichen abgeleitet und mit booleschen
Operatoren verkniipft. Diese Suchbegriffe werden in den Online-Forschungsdatenbanken
Google Scholar, Web of Science und Scopus verwendet. Die verwendeten Suchbegriffe
sind in Tabelle 3-1 aufgefiihrt.

Tabelle 3-1:  Suchbegriffe fiir die Literaturrecherche zum Stand der Forschung in
Anlehnung an MACHI und MCEvoy [MM16]

Kategorie Bereich Suchbegriff
Al: , Extract i e
A Extrahierung von Anforderungen = ra.c requl?emen
A2:,,Classify requirement*
Bl1: ,Formal“
B F lisi Anford
ormalisierung von Anforderungen B2: . Pattern®
Cl: ,,Detect”
C Abhiéngigkeitsanalyse von Anforderungen | C2:,Identify*
C3: ,,Classify*
D Quelle D1:,,Specification
El:,Requi t
E Objekt equiremen ¢
E2: ,,Dependency

Die Suchbegriffe werden zu Suchstrings kombiniert, um pro Bereich einen Suchstring zu
erstellen (siche Tabelle 3-2). Innerhalb dieser Artikel werden relevante Methoden ent-
deckt. Die Relevanz der Ergebnisse wird schrittweise anhand der Titel, Kurzfassungen
und des Textes bewertet. Die Artikel werden ausgeschlossen, wenn sich diese wieder-
holen oder keine Methode fiir die jeweiligen Bereiche darstellen.

Tabelle 3-2:  Suchstrings fiir die Bereiche

Bereich Suchstring Relfev?nte
Beitriige
Extrahi
Xirahierung von (A1 ODER A2) UND DI UND E1* 16
Anforderungen
F lisi
oA ISICIung vor (Bl ODER B2) UND D1 UND E1¢ 12
Anforderungen
Abhéngigkeitsanalyse von | ,,(C1 ODER C2 ODER C3) UND D1 17
Anforderungen UND (E1 ODER E2)*
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3.1 Extrahierung von Anforderungen

Aufgrund der hohen Anzahl von Anforderungen an komplexe technische Systeme und
des damit verbundenen Aufwands muss die Extrahierung von Anforderungen mit einem
hohen Automatisierungsgrad durchgefiihrt werden. Hierzu werden Techniken zur Ver-
arbeitung natiirlicher Sprache (NLP) eingesetzt. KURTANOVIC und MAALEJ wenden iiber-
wachtes Machine-Learning an, um Sdtze einer Software-Spezifikation zu
klassifizieren [KM17]. Es werden die Klassen ,,funktionale Anforderung“ und ,,nicht-
funktionale Anforderung® unterschieden. Die Merkmale, die fiir die Klassifizierung
genutzt werden, sind beispielsweise N-Gramme! der Worter und der ,,Part-of-speech-
Tags“ (POS-Tags)’. HARIS und KURNIAWAN definieren semantische Regeln, die auf
POS-Tags basieren, um natiirlich-sprachliche Anforderungen in einer Software-
Spezifikation zu identifizieren, die einem vordefinierten Schema (Anforderungs-
schablonen — z. B. nach [Rupl6]) folgen [HK20, HKR20]. Solche Anforderungs-
schablonen umfassen in Abhéngigkeit der Anforderungsart die jeweiligen Bestandteile
einer Anforderung. BOUTKOVA und HOUDEK extrahieren Merkmale von natiirlich-
sprachlichen Anforderungen in Spezifikationsdokumenten von Referenzprojekten, um
relevante Anforderungen fiir die Wiederverwendung zu identifizieren [BH11]. METH,
MUELLER und MAEDCHE verarbeiten natiirlich-sprachliche Rezensionen von Nutzern auf
Online-Marktpldtzen, um Anforderungen fiir eine neue Produktgeneration einer
Software-Applikation zu ermitteln [MMM15]. GRABLER, DATTNER und BOTHEN fiihren
eine Strukturierung der Anforderungen mit Hilfe einer erweiterten Hauptmerkmalliste fiir
mechatronische und Cyber-physische Systeme durch [GDB18]. [GPB22]

Die automatisierten Ansédtze haben gemein, dass zundchst eine Text-Segmentierung
durchgefiihrt werden muss (siehe Bild 3-1). Hierbei werden z. B. Co-Referenzen
aufgelost. Dies sind Anforderungen mit Bezug zu Objekten, die in einem vorherigen
Segment beschrieben wurden. Im ndchsten Schritt werden die Text-Segmente
Klassifiziert: funktionale Anforderung, nicht-funktionale Anforderung oder keine
Anforderung. Um den Aufwand zu reduzieren, werden Qualititsdefizite mit einem hohen
Automatisierungsgrad erkannt. Hierzu existieren verschiedene Ansdtze. OSMAN und
ZAHARIN priifen, ob natiirlich-sprachliche Anforderungen eindeutig formuliert sind
[0Z18]. GNEsI, LAMI und TRENTANNI definieren Indikatoren, um die Vollstandigkeit von
Anforderungen automatisiert zu bewerten [GLTO05]. ARORA ET AL. priifen, ob natiirlich-
sprachliche Anforderungen sédmtliche Bestandteile einer Anforderungsschablone
enthalten (Vollstidndigkeit) [AMB15]. HARIS und KURNIAWAN definieren semantische
Regeln, um die Einzigartigkeit von natiirlich-sprachlichen Anforderungen automatisiert
zu priifen [HK20, HKR20]. In einem DFG-geforderten Projekt wird untersucht, wie
bestehende Produktmodelle in der Entwicklung wiederverwendet und gleichzeitig In-
konsistenzen sowie Irrelevantes entfernt werden konnen (COFFEE [SW16]). [GPB22]

! Ein N-Gramm ist eine Sequenz von N aufeinanderfolgenden Fragmenten/Wdortern in einem Text.
2 Part-of-speech-Tagging (POS-Tagging) ist die Zuordnung von Wértern und Satzzeichen eines Textes zu
Wortarten, beispielsweise Nomen oder Verben.
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Extrahierung und Klassifizierung technischer Anforderungen

Text Segmentierung
Bilden von Textsegmenten, indem u.a. Co-Referenzen aufgelést werden

Klassifizierung von Anforderungen
Klassifizierung nach funktionaler, nicht-funktionaler und keiner Anforderung

Qualitatspriifung der extrahierten Anforderungen
Aufdecken von Qualitétsdefiziten der extrahierten Anforderungen

I Extrahierte Anforderungen |

Bild 3-1:  Extrahierung von Anforderungen in Anlehnung an [GPP22]

Aspekte, die eine Kl-basierte Extrahierung erschweren

In den oben beschriebenen automatisierten Ansitzen wird Kiinstliche Intelligenz zur Ver-
arbeitung natiirlicher Sprache eingesetzt. Es existieren verschiedene Aspekte, die eine KI-
basierte Extrahierung erschweren und beriicksichtigt werden miissen. Das Dateiformat
des Lastenhefts muss fiir die Extrahierung beriicksichtigt werden. Beispielsweise werden
in .docx-Dokumenten bestimmte Word-Vorlagen genutzt, um Textelemente zu kenn-
zeichnen. In der Text-Segmentierung miissen die entsprechenden Informationen ver-
arbeitet werden. Die Bildung von Textsegmenten wird erschwert aufgrund verschiedener
Formatierungen im Text: beispielsweise Aufzdhlungen, die auf einen einleitenden Satz
aufbauen. Im Lastenheft werden Verweise auf Richtlinien und Normen gesetzt (Quer-
verweise). Co-Referenzen miissen fiir die Bildung von Textsegmenten aufgeldst werden.
Anforderungen kénnen Qualitdtsdefizite enthalten. Unvollstindige oder mehrdeutige
Anforderungen fithren zu Klassifizierungsfehlern. Anforderungsbeschreibungen sind
teilweise unstrukturiert. Ein einheitliches Formulierungsschema kann im Gegensatz zu
strukturierten Anforderungsdokumenten nicht vorausgesetzt werden. AuBerdem
existieren Unterschiede in der Formulierung verschiedener Anforderungsarten. Die
Datengrundlage muss ausreichend grof3 sein, damit das Modell verschiedene Formulie-
rungen korrekt klassifizieren kann. Zusdtzlich miissen ausreichend viele fachspezifische
Daten in den jeweiligen Sprachen verfiigbar sein. Die Aspekte, beispielhafte
Auspriagungen und Herausforderungen zur Extrahierung und Klassifizierung von
Anforderungen werden in der folgenden Tabelle 3-3 zusammengefasst. [GPP22]
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Tabelle 3-3:  Aspekte, die eine Kl-basierte Extrahierung erschweren [GPP22]
Aspekt Ausprigung Herausforderung
Dateiformat .docx, .pdf, .xlsx Textelemente erkennen
. . Bild Text-
Formatierung im Text Aufzdhlung, Tabelle Haung von Lex
segmenten
Verweise Querverweise, Co- Bildung von Text-
Referenzen segmenten
Qualitdtsdefizite Unvollstandig, mehrdeutig | Unvollsténdige Merkmale

Anforderungsbeschreibung

Unstrukturiert, strukturiert

Keine konsistenten Regeln

Funktional, nicht- Multiklassen-
Anforderungsarten . e
funktional Klassifizierung
D lage fii
Sprache Deutsch, Englisch atengrundlage fiir

mehrere Sprachen bendtigt

Die Extrahierung von Anforderungen aus Lastenheften besteht aus der Bildung von Text-
segmenten, der Klassifizierung von Anforderungen und einer abschlieBenden Qualitéts-
priifung. Verschiedene Aspekte erschweren die automatisierte Extrahierung von
Anforderungen. Lastenhefte und Anforderungsbeschreibungen sind nicht standardisiert,
weshalb eine intelligente Verarbeitung der Lastenhefte durch KI-Ansétze unter Beriick-
sichtigung der aufgefiihrten Aspekte benotigt wird.

Verfiigbarkeit von Trainingsdaten in der Praxis

Ein weiterer Aspekt erschwert die Anwendung auf klassische Spezifikationen komplexer
technischer Systeme insbesondere in der Praxis: die Verfiigharkeit von Trainingsdaten
fir KI-Modelle zur Klassifizierung, bzw. Klassifizierungsmodelle. Zum Trainieren von
Klassifizierungsmodellen wird eine ausreichend groBle Anzahl an gekennzeichneten
domaénenspezifischen Daten bendtigt. Aufgrund des verwendeten Vokabulars ist es not-
wendig, doménenspezifische Daten zu verwenden. Andernfalls fithrt das zu einer
niedrigen Leistungsfahigkeit der Modelle. Diese Anzahl an Daten ist in der Praxis oft
nicht verfiigbar und muss generiert werden [KM17, KO14]. Dies geschieht z. B. durch
die manuelle Kennzeichnung von Texten in Spezifikationen — es wird ermittelt, ob der
jeweilige Textabschnitt eine Anforderung ist. Dieser Prozess ist sehr zeitaufwéndig.
Methoden zur Daten-Augmentation haben ein grofles Potenzial, den Aufwand fiir die
manuelle Kennzeichnung von Anforderungen zu reduzieren und um doménenspezifische
Daten zu generieren [Nau21]. Dabei wird eine niedrige Anzahl an gekennzeichneten
Daten bendtigt, um kiinstliche Daten zu erzeugen. [GPB23]
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Daten-Augmentation

Zur Identifikation von Methoden zur Daten-Augmentation wurde eine Literaturrecherche
durchgefiihrt. Die Anwendung verschiedener Methoden zur Daten-Augmentation auf
Klassifizierungsdatensétze in einer breit angelegten Untersuchung zeigte filir die meisten
Datensitze und Klassifizierungsmodelle eine Verbesserung der Leistungsfiahigkeit im
Vergleich zum Training der Modelle ausschlieBlich mit dem Originaldatensatz [BKR21].
Insbesondere die Methode der Daten-Augmentation, bei der komplett neue Texte
generiert werden, anstatt Teile des bestehenden Textes zu verdndern (z. B. durch Ersetzen
von Synonymen), zeigt erhebliche Verbesserungen der Klassifizierungskennzahlen fiir
reale Datensétze [BKB21]. Dieser Vorteil kommt insbesondere dann zum Tragen, wenn
die Variabilitit moglicher Satzstrukturen und Formulierungsoptionen im Datensatz nicht
reprasentiert ist, da dies nicht durch Modifikation der vorhandenen Texte kompensiert
werden kann. Allerdings hat die Generierung neuer Texte mit einem Klassifizierungs-
modell in der Regel zwei Nachteile: Abhédngig von den Quelldaten des Klassifizierungs-
modells kann der generierte Text Verzerrungen und Vorurteile wiedergeben [SBC19].
Auflerdem kann die Generierung langer Texte aufgrund der Komplexitdt von
Klassifizierungsmodellen hohe Rechenzeiten verursachen [HDL22]. Beide Nachteile
konnen jedoch im spezifischen Bereich komplexer technischer Systeme vernachlissigt
werden, da die Doméne weniger anfillig fiir soziologische Probleme durch Verzerrungen
ist und die Anforderungstexte in der Regel kurz sind. Die Steigerung der Leistungs-
fahigkeit fiir doméanenspezifische Textklassifizierungsaufgaben durch Daten-Augmen-
tation wurde beispielsweise in einem Experiment in der medizinischen Doméne unter
Beweis gestellt [AIV20]. Hierbei wurde unter anderem das Textgenerierungsmodell
GPT-2 [RWC19] verwendet. Ein Nachfolger fiir GPT-2 wurde bereits verdffentlicht, ist
aber nicht 6ffentlich zugénglich. Eine verfiigbare Open-Source-Alternative zu GPT-2 ist
GPT-J [GPT22]. [GPB22]

3.2 Formalisierung von Anforderungen

Die extrahierten Anforderungen miissen formalisiert werden, um automatisiert von Soft-
ware-Werkzeugen interpretiert und weiterverarbeitet werden zu konnen. Relevante
Ansitze zur Formalisierung von Anforderungen werden im Folgenden erldutert. Es
werden Ansitze zur Formalisierung natiirlich-sprachlicher Texte recherchiert. Zusétzlich
werden Ansétze recherchiert, welche Ansétze zur Formalisierung natiirlich-sprachlicher
Texte anwenden, um Anforderungen zu formalisieren.

Formalisierung natiirlich-sprachlicher Texte

Fiir die Formalisierung natiirlich-sprachlicher Texte, d. h. die Extraktion unstrukturierter,
in Texte eingebetteter Informationen in ein strukturiertes und maschinenlesbares Daten-
format, werden die Ansétze in drei Aufgabentypen unterteilt [JIM21]. [GPB23]
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e Relationsextraktion (engl. ,,Relation Extraction”): Erkennen von Entitdten und
Beziehungen zwischen Entitdten, sodass eine Graphenstruktur, z. B. ein Wissens-
graph (engl. ,,Knowledge Graph®), erstellt werden kann. Die Erstellung des Graphen
kann entweder von Grund auf neu erfolgen, oder die gefundenen Entititen kdnnen
mit einem bestehenden Graphen verkniipft werden, um diesen zu erweitern.

o Ereignis-Extraktion (engl. ,,Event Extraction®): Identifizierung von Erwihnungen
von Ereignissen in Texten, einschlieBlich der Erkennung der beteiligten Entitdten.
Zusétzlich muss der zeitliche Ausdruck des bestimmten Punktes oder Intervalls in der
Zeit des Ereignisses extrahiert sowie in ein strukturiertes Format normalisiert werden.

o Ausfiillen von Vorlagen (engl. ,,Template filling): Eine Vorlage ist definiert als eine
Menge von semantischen Schliisseln und entsprechenden Datentypen. Jeder Schliissel
der Vorlage muss mit Konzepten wie Zeiten, Betrigen oder Ontologie-Entitéiten aus
dem Ausgangstext gefiillt werden, die den richtigen Datentyp haben und als Wert des
Schliissels mit der erwarteten Semantik des Schliissels tibereinstimmen. Ein Schliissel
mit einem zugewiesenen Wert wird als Schliissel-Wert-Paar bezeichnet.

Im Kontext der Formalisierung von Anforderungen sind Ereignisse vernachléssigbar. Die
Erstellung eines Wissensgraphen durch Relationsextraktion und das Ausfiillen von
Vorlagen sind anwendbare Ansédtze. Wissensgraphen sind eine umfassende
Formalisierung des Textes, in der viele Informationen enthalten sind, wéhrend Schliissel-
Wert-Paare eine sehr enge, aber konkrete Formalisierung darstellen. [GPB23, JIM21]

Wenn ein Programm die formalisierten Daten verwendet, um eine Frage zu beantworten,
hat ein vollstdndiger Wissensgraph eine hohere Chance, die Informationen zu enthalten,
aber das Programm muss den Graphen durchsuchen und die gefundenen Graphenknoten
und -kanten interpretieren, um eine Antwort auf die Frage zu erhalten. Andererseits
enthilt eine gefiillte Vorlage nur dann die Antwort, wenn zuvor ein Schliissel fiir die
spezifische Frage definiert wurde, aber in diesem Fall ist keine weitere Verarbeitung
erforderlich und der Wert des Schliissels kann direkt als Antwort ohne weitere Inter-
pretation verwendet werden. Die Auswahl einer Textformalisierungsmethode ist also ab-
héngig von der Frage, wie bekannt die zukiinftigen Fragen sind, die iiber die extrahierten
und formalisierten Informationen beantwortet werden sollen. [GPB23, JIM21]

Beiden Aufgaben ist gemein, dass ein Ansatz zur Erkennung von Entititen notwendig ist,
sodass die Entitdten entweder in Bezug auf Beziehungen in Graphen oder als mdgliche
Werte fiir Schliissel analysiert werden konnen. Entitdten sind Worter aus dem Ausgangs-
text, die einer bestimmten Kategorie angehoren, z. B. Person, Ort oder Organisation.
Daher werden diese Entitdten auch mit dem Begriff ,,Named Entities bezeichnet und die
Erkennung wird als ,,Named Entity Recognition” (NER) bezeichnet [JIM21]. [GPB23]

Gingige Techniken/Algorithmen zum Trainieren eines NER-Modells auf der Grundlage
geeigneter Trainingsdaten sind zum Beispiel die vier Folgenden. [JJIM21]
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o Versteckte Markov-Modelle (engl. ,,Hidden Markov Models*)

o Bedingte Zufallsfelder (engl. ,,Conditional Random Fields*)

e Rekurrente Neuronale Netze (engl. ,,Recurrent Neural Networks®)
o Transformer-Modelle (z. B. BERT)

Ein weit verbreiteter Benchmark fiir NER-Modelle ist der ,,CoNLL 2003 NER Task*, bei
dem Personen, Orte, Organisationen und verschiedene Entititen aus Nachrichten-
berichten extrahiert werden miissen [STMO03]. Aktuell wurde das beste Benchmark-
Ergebnis von einem Ansatz erzielt, der transformerbasierte Einbettungen verwendet
[WIB21]. [GPB23]

Ansaétze zur Formalisierung von Anforderungen

SHWETA, SANYAL und GHOSHAL erstellen ein Klassen-Diagramm von Anforderungen
aus einer semi-formalen Use-Case Beschreibung [SG18]. BToUusH und HAMMAD erstellen
ein Entity-Relationship-Modell eines Software-Systems aus einer natiirlich-sprachlichen
Software-Spezifikation durch die Anwendung von NLP-Techniken [SM15]. MORE und
PHALNIKA entwickeln eine Methode zur Erstellung von UML-Modellen aus natiirlich-
sprachlichen Anforderungen unter Verwendung von NLP-Techniken wie POS-Tagging
und Doménen Ontologien [MP12]. Ein anderer Ansatz wird im ARSENAL-Tool gewihlt,
das einen Graphen mit Bezichungen und Abhéngigkeiten zwischen Entitéten verwendet,
um eine Darstellung der Anforderungen als Formeln mit Linearer Temporaler Logik
(LTL) als Formalismus zu erstellen [GEL14]. Andere Ansétze zielen ebenfalls darauf ab,
natiirlich-sprachliche Anforderungen in einen logischen Formalismus mit einer eigenen
Formalismus-Syntax anstelle von LTL und mit verschiedenen Transformationsmethoden
anstelle von Graph-Transformationen zu {ibertragen, z. B. ein hierarchisches Clustering
zur Strukturierung erkannter Entititen und Beziehungen [GPM21b] oder ein
regelbasierter Ansatz auf der Grundlage der gefundenen Entitéten und grammatikalischen
Abhiangigkeiten [KGG21]. In Abhéngigkeit der Anforderungsart definiert RuPP
Anforderungsschablonen [Rup16]. Beispielsweise besteht die Schablone fiir funktionale
Anforderungen aus den Bestandteilen: Das [System] muss/sollte/wird dem [Akteur] die
Maoglichkeit bieten/fahig sein [Objekt] [Prozesswort]. Beispiel: ,,Der Staubsaugerroboter
muss fahig sein, Tierhaare mit einer Ldnge von 3 mm aufzunehmen.“. Solch ein
Bestandteil der Anforderungsschablone — z. B. Prozesswort — entspricht einem Attribut
im Metadaten-Modell der Anforderung. Im DFG-geforderten Projekt WiRPro werden
Produktnutzungs-Informationen, die durch ,,Condition Monitoring* gesammelt werden,
fir die Entwicklung einer neuen Produktgeneration formalisiert [AF09]. In einem
weiteren DFG-geforderten Projekt werden durch statistische Analysen der Nutzungsdaten
entwicklungsrelevante Informationen generiert und mit Modellen des Systems verkniipft,
um Produktvarianten zu generieren (Gestaltevolution durch algorithmisierte
Informationsriickfithrung aus dem Produktlebenszyklus — DFG GalP [LM13]). [GPB23]
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Fiir die Formalisierung von Anforderungen ist besonders die Relationsextraktion sowie
das Ausfiillen von Vorlagen relevant. Aufgrund des hohen Grads der Formalisierung
eignen sich insbesondere Ansitze zum Ausfiillen von Vorlagen. Es miissen Schliissel-
Wert-Paare in Anforderungen erkannt werden. Hierzu muss u. a. eine Named Entity
Recognition (NER) durchgefiihrt werden.

3.3 Abhangigkeitsanalyse von Anforderungen

Zur Identifikation und Auswahl von Ansdtzen zur Abhédngigkeitsanalyse von
Anforderungen werden auf Basis eines Industrieworkshops im Kontext des ARCA
Projekts mit IAV Stakeholder-Anforderungen (im Sinne von [WRF15]) aufgenommen
[GPO20]. Die Workshops wurden vorbereitet, indem relevante Ansdtze zur
Abhéngigkeitsanalyse von Anforderungen recherchiert worden sind. Durch den Input der
Industrievertreter soll die Anwendbarkeit der Ansdtze in der Praxis gewdhrleistet werden.
Zur Auswahl relevanter Ansétze, die in der Literaturanalyse identifiziert worden sind,
wird eine Nutzwertanalyse durchgefiihrt. Die Kriterien der Nutzwertanalyse werden auf
Basis der Anforderungen erarbeitet und in einem zweiten Workshop mit sechs
Industrievertretern diskutiert und gewichtet. Die sechs Industrievertreter sind bei IAV
titig. Sie haben die folgenden Positionen: Abteilungsleiter, Projektleiter, Teamleiter,
Prozess-Manager, Anforderungsingenieur und Entwickler. Es wird ein paarweiser
Vergleich der Kriterien durchgefiihrt, um die Prioritdt zu ermitteln. Dies erfolgt
ausschlieBlich durch die Industrievertreter, um die Bedeutung der Kriterien aus
Anwender-Perspektive zu beriicksichtigen. AnschlieBend wird unter Berticksichtigung
der Anwender-Priorisierung sowie der Anzahl und Prioritit der zugrunde liegenden
Anforderungen eine qualitative Gewichtung fiir jedes Kriterium festgelegt. Um
unterschiedliche Rollen in der Entwicklung zu beriicksichtigen, werden fiir beide
Workshops dieselben Industrievertreter aus allen fiir die Anwendung relevanten
Aufgabenfeldern beteiligt [GPO20].

Bewertungskriterien

Die Kriterien werden inhaltlich anhand der vier Kategorien Input/Datengrundlage, Out-
put/Ergebnisse, Anwendung und Aufwand gruppiert. Die Bewertungskriterien sind {iber-
schneidungsfrei und unabhingig von Aspekten der Nutzerfreundlichkeit. [GPO20]

Der Losungsansatz soll Expertenwissen (K1.1) bei der Anwendung beriicksichtigen. Dies
erlaubt eine Anwendbarkeit in friihen Entwicklungsphasen ohne umfassende Datenbasis
und stellt eine Moglichkeit dar, das Erfahrungswissen der Anwender einzubeziehen.
Dieses implizite Wissen der Experten ist hdufig die wichtigste Entscheidungsgrundlage
in Unternehmen. Da es neben Erfahrungswerten auch auf Fachwissen beruht, ermoglicht
es zudem die Identifikation von Abhidngigkeiten, welche einer rein retrospektiven
Bewertungsgrundlage unzugénglich sind. Um bereits fiih in der Entwicklung (K1.2) das
Anderungsrisiko von Anforderungen beurteilen zu konnen, muss die eingeschrinkte
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Datengrundlage, die zu diesem Zeitpunkt vorliegt (insbesondere natiirlich-sprachliche
Anforderungstexte), ausgewertet werden konnen. [GPO20]

Fir den Output bzw. die Ergebnisse werden drei Kriterien unterschieden. Erstes
Kriterium ist die Differenzierung der Abhdngigkeiten (K2.1) nach Intensitdt und Art.
Hierarchische oder kausale Abhdngigkeiten (z. B. naturwissenschaftliche Gesetz-
miBigkeiten) fiihren beispielsweise zwangsliufig zu einer Propagation der Anderung,
wenn auch mit unterschiedlichen Auswirkungen. Weniger ausgepréigte Abhédngigkeits-
arten (z. B. ,,konfliktdr) hingegen lassen nur bedingt Riickschliisse auf das Propagations-
verhalten zu und erfordern eine Kkontextspezifische Analyse. Auch wenn eine
Abhingigkeit vorliegt, muss diese nicht zwangsliufig zu einer Anderungspropagation
filhren. Ein weiteres Kriterium ist die Lernfdihigkeit (K2.2) des Ansatzes. Dieses
Kriterium beschreibt, ob die Ergebnisgiite des Ansatzes mit wiederholter Anwendung zu-
nimmt. Ein Ansatz gilt als erprobt (K2.3), wenn dieser fiir die Anwendung in inter-
disziplindren Entwicklungsprojekten regelméBig Anwendung findet. [GPO20]

Die Transferfihigkeit (K3.1) beschreibt, ob der Ansatz auch auf andere Anwendungsflle
iibertragbar ist. Die Ansédtze werden hauptsdchlich in der Software-Entwicklung
angewandt. Der Aufwand zur Ubertragbarkeit wird nicht betrachtet, sondern aus-
schlieBlich die Machbarkeit. Der Losungsansatz ist nachvollziehbar (K3.2), wenn es fiir
den Anwender transparent ist, wie die Ergebnisse gebildet wurden und diese auf kausalen
Zusammenhingen beruhen. Dies ist wichtig fiir die Akzeptanz und Weiterverwendung
der Ergebnisse. Die Robustheit (K3.3) beschreibt, inwiefern die Ergebnisse sich éndern,
wenn bestimmte Randbedingungen nicht eingehalten wurden. Dies bezieht sich vor allem
auf das Format des Inputs. Viele der Ansdtze wenden Techniken zur natiirlichen Sprach-
verarbeitung an. Ein Ansatz ist z. B. robust, wenn er keine kontrollierte Sprache oder die
Einhaltung einer Vorlage verlangt, um eine hohe Ergebnisgiite zu erzeugen. [GPO20]

Ein hoher Automatisierungsgrad (K4.1) ist notwendig, um umfangreiche Anforderungs-
sets mit dem Ldsungsansatz bearbeiten zu konnen, ohne dass ein hoher Anwendungs-
aufwand flir den Nutzer resultiert. Dies ist besonders fiir komplexe interdisziplinére
Entwicklungsprojekte relevant. Das Kriterium Datenvorbereitung (K4.2) beschreibt, wie
hoch der Aufwand ist, um den Ansatz anwenden zu kdnnen. [GPO20]

Die verschiedenen Losungsansitze zur Erkennung von Anforderungsabhingigkeiten
werden hinsichtlich der Differenzierung der Anforderungen geordnet. Es wird zwischen
Ansiétzen unterschieden, die eine differenzierte, semi-differenzierte und singulére
Betrachtung vornehmen. Ansétze zur differenzierten Betrachtung bestimmen die Art der
Abhingigkeit zwischen Anforderungen. Ansétze zur semi-differenzierten Betrachtung
bestimmen den Grad der Abhingigkeit zwischen Anforderungen. Ansétze zur singuldren
Betrachtung bestimmen, ob eine bestimmte Abhéingigkeitsart vorliegt. [GPO20]



Stand der Forschung 22

Ansaétze zur differenzierten Betrachtung von Abhéngigkeitsarten

Bei den Ansidtzen zur differenzierten Beriicksichtigung von Abhédngigkeitstypen wird
zwischen ontologiebasierten Ansdtzen und maschinellen Lernansétzen unterschieden.
Bei sogenannten ontologiebasierten Ansitzen wird das Expertenwissen in einer Wissens-
basis formalisiert. Dabei werden Entitéiten mit bestimmten Abhéngigkeitstypen vernetzt
[MBP19, ZH17]. Da ontologiebasierte Ansétze einen hohen Erstellungsaufwand haben
und Wissen voraussetzen, das in frilhen Entwicklungsstadien nicht ausreichend vor-
handen ist, werden sie nicht weiter betrachtet. [GPO20]

In Ansidtzen, die Techniken des Maschinellen Lernens verwenden [ASF18, DARI19,
SSA19], werden Klassifizierungsmodelle mit dem Lerntyp (schwaches) iiberwachtes
Lernen trainiert. Input ist die textuelle Beschreibung von Anforderungen. Beim {iber-
wachten Lernen wird der Output vom Experten fiir das Training bewertet (K1.1). Nach-
teilig ist, dass eine grole Menge an Daten notwendig ist, um die Klassifizierungmodelle
zu trainieren. Die frithzeitige Bereitstellung solcher Daten kann zudem nur gewéhrleistet
werden, wenn das Entwicklungsprojekt dhnlich zu vergangenen Projekten ist und das
Klassifizierungsmodell mit historischen Daten trainiert werden kann (K1.2). Eine grofere
Datengrundlage fiihrt zu einer hoheren Ergebnisgiite (K2.2). Entwicklungsprojekte be-
sitzen einen hohen Neuheitsgrad, wodurch die Ubertragbarkeit eines Klassifizierungs-
modells, das fiir ein anderes Entwicklungsprojekt trainiert wurde, auf ein weiteres Projekt
jedoch nicht moglich ist (K3.1) oder zu einer schlechten Ergebnisgiite fithren kann.
Ansitze des Maschinellen Lernens basieren auf probabilistischen Methoden und sind
daher in der Regel nicht nachvollziehbar (K3.2). Anforderungen konnen als textuelle
Beschreibungen ohne spezielle Restriktionen verarbeitet werden (K3.3). Der Output der
Ansitze ist die Klassifizierung der Art der Abhédngigkeit zwischen den Anforderungen
und wird automatisiert berechnet (K4.1). Der Aufwand zur Anwendung eines
Klassifizierungsmodells, welches bereits trainiert worden ist, ist gering (K4.2). [GPO20]

In der Literaturrecherche wurde der Fokus auf Ansétze mit hohem Automatisierungsgrad
gelegt, die fiir eine hohe Anzahl an Anforderungen anwendbar sind (siche Abschnitt 2).
Aus diesem Grund wird nur ein einzelner, exemplarischer manueller Ansatz betrachtet.
Ein Beispiel priasentieren KOHLER ET AL. Sie priifen, welche Eigenschaften des Produkts
von einem Anderungsantrag abhingig sind [KCWO08]. AnschlieBend wird anhand einer
manuell erstellten Abhédngigkeitsmatrix gepriift, welche Merkmale des Produkts die
Eigenschaften beeinflussen. Daraus wird ersichtlich, welche Merkmale durch den
Anderungsbedarf betroffen sind. [GPO20]

Ansitze zur semi-differenzierten Betrachtung von Abhangigkeitsarten

HEIN ET AL. berechnen semantische Ahnlichkeiten zwischen Anforderungen [HVM18].
Semantisch dhnliche Anforderungen werden als abhéngig klassifiziert und in einer Matrix
représentiert. Sie gewichten den Grad der Abhingigkeit zwischen den Anforderungen
anhand der Pfadlinge. Es ist keine priizise Aussage zur Anderungspropagation méglich.
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Ursache-Wirkungs-Beziehungen von Anforderungsédnderungen werden nicht erkannt.
Aus diesem Grund wurde nur ein exemplarischer Ansatz ausgewdhlt, der typische
Charakteristika semi-differenzierter Ansétze vereint und diese Art von Ansétzen nicht
weiter betrachtet. [GPO20]

Ansatze zur singuldren Betrachtung von Abhangigkeitsarten

Weiterhin existieren Ansitze, die einzelne Abhéngigkeitsarten detektieren und keinen
ibergreifenden Ansatz anstreben. HAMDAQA hat einen Ansatz zur Erkennung externer
Querverweise entwickelt [HH11]. Es werden automatisiert Textstellen hervorgehoben.
OCH DAG ET AL. verwenden lexikalische Analysen in Kombination mit ,,Stemming* und
der Entfernung von Stopp-Wértern, um die Ahnlichkeiten von Anforderungen unter-
einander zu bestimmen [NRCO02]. Sie setzen dabei Ahnlichkeit mit Abhingigkeit gleich.
MARTINEZ ET AL. verwenden ebenfalls semantische Ahnlichkeiten, um Abhingigkeiten
zu erkennen. Sie vergleichen Anforderungsbeschreibungen mit ,,Use-Cases” und
Szenarien [MCG19]. PARK ET AL. berechnen die Ahnlichkeit zwischen Anforderungssets,
um Redundanzen und Inkonsistenzen zu identifizieren, und extrahieren die moglichen
mehrdeutigen Anforderungen [PKK00]. Die Ahnlichkeitsmessmethode kombiniert ein
Schiebefenster- und ein ,,Parsermodell“. Es existieren weitere Ansdtze, um
Inkonsistenzen in Anforderungssets zu detektieren [Mis16, ZJ05]. DI THOMAZZO ET AL
entwickeln einen Ansatz zur automatischen Erstellung einer ,,Requirements Traceability
Matrix“ (RTM) auf der Grundlage von ,,Fuzzy“-Logik [DRO13]. Um die Abhéngigkeit
zwischen funktionalen Anforderungen zu bestimmen, werden die Frequenzvektor- und
die Cosinus-Ahnlichkeitsmethode verwendet. Abadi et al. vergleichen die Effektivitit
verschiedener ,,Information Retrieval“-Techniken zum Auffinden von ,,Traceability-
Links“ vom Code zur Dokumentation (Anforderungen, Benutzerhandbiicher, ...)
[ANSO08]. [GPO20]

Auswertung der Ergebnisse

In der Matrix in Anhang A2.2 wird die Bewertung der Ansétze nach den erarbeiteten
Kriterien visualisiert. Anhand der Gewichtung der Kriterien und der Bewertung wird der
Nutzwert berechnet. Umso hoher der Nutzwert ist, umso besser erfiillt der Ansatz die
Kriterien. Die Nutzwerte der Ansdtze werden zusammenfassend in Tabelle 3-4 dar-
gestellt. Die Nutzwertanalyse zeigt, dass Ansétze, die eine differenzierte Betrachtung
vornehmen, einen besonders hohen Nutzen haben. Zu diesen Ansétzen gehdren Ansétze
des maschinellen Lernens. [GPO20]
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Tabelle 3-4: Nutzwerte der Ansdtze der verschiedenen Gruppen [GPO20]

Gruppe Ansiitze Nutzwert

Diff ierte Ansitze:

HHerenzictic ASTZE: | I pAR19], [ASF18], [SSA19] 61 %, 55 %, 55 %
Maschinelles Lernen
Differenzierte Ansitze:

0,
Manuell [KCWO08] 55 %
Semj-differenzierte [HVMI8] 60 %
Ansitze
Sineulire Ansitze [Mis16], [DRO13], [PKKO00], 55 %, 55 %, 53 %,
£ [NFS14], [LGNO07], [MCG19] 51 %, 49 %, 46 %

Besonders relevant fiir die automatisierte Abhingigkeitsanalyse von Anforderungen sind
Ansidtze des maschinellen Lernens. Die Vorteile dieser Ansdtze sind der hohe
Automatisierungsgrad und die Robustheit. Propagationseffekte hoherer Ordnung und um-
fangreiche Anforderungslisten kdnnen effizient analysiert werden. Ein Nachteil ist, dass
eine hohe Anzahl an Trainingsdaten benétigt wird, um eine hohe Leistungsfahigkeit in
der Abhingigkeitsanalyse von Anforderungen zu erreichen.

Zusammenfassung: Stand der Forschung

Zur Extrahierung von Anforderungen aus Lastenheften existieren KI-basierte Ansétze zur
Extrahierung von Textsegmenten und zur Klassifizierung nach Anforderungsart. Diese
Ansitze besitzen einen hohen Automatisierungsgrad und sind deshalb geeignet, um eine
Vielzahl an Anforderungen zu extrahieren. Aufgrund der Verfiigbarkeit von Trainings-
daten in der Praxis ist die Anwendbarkeit dieser Ansétze eingeschrinkt. Zur effizienten
Generierung von Trainingsdaten fiir KI-Modelle existieren Ansétze zur Daten-Augmen-
tation, z. B. GPT-J. Die extrahierten Anforderungen miissen formalisiert werden, um
automatisiert von Software-Werkzeugen interpretiert und weiterverarbeitet werden zu
konnen. Ansétze zum Ausfiillen von Vorlagen besitzen fiir die Formalisierung von
Anforderungen aufgrund der engen Formalisierung einen hohen Mehrwert, um relevante
Parameter aus Anforderungen zu extrahieren. Solch eine enge Formalisierung wird durch
Schliissel-Wert-Paare realisiert: z. B. ,,Masse des Bauteils” und der dazugehorige Wert
,»max. 50 kg“. Zur Erkennung von Schliissel-Wert-Paaren sind NER-Modelle geeignet.
NER-Modelle ermdglichen beispielsweise die Erkennung der Phrase ,,Robert Bosch
GmbH*" innerhalb eines Texts und die automatisierte Klassifizierung als ,,Unternehmen®.
Ansitze des maschinellen Lernens sind aufgrund des hohen Automatisierungsgrads fiir
die Abhdngigkeitsanalyse einer Vielzahl von Anforderungen geeignet. Allerdings wird
eine hohe Anzahl an Trainingsdaten benétigt, um eine hohe Leistungsfahigkeit fiir die
Klassifizierung von Abhéngigkeiten zu erreichen. Es wird ein Ansatz bendtigt, um
effizient Daten fiir das Training von Modellen des maschinellen Lernens zu generieren.
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4 Feldstudie zur Untersuchung des Anwendungszusam-
menhangs

Zur Untersuchung des Anwendungszusammenhangs wurde eine Feldstudie zum pro-
aktiven Management von Anforderungsdnderungen in der Entwicklung komplexer
technischer Systeme durchgefiihrt. Ziel der Feldstudie war es, eine Methodik fiir das
Risikomanagement von Anforderungsinderungen zu entwickeln, die frithzeitig in der
Entwicklung komplexer technischer Systeme angewendet werden kann. Hierzu wurden
verschiedene Ansédtze zur Verarbeitung natiirlicher-Sprache im Kontext der
Abhingigkeitsanalyse von Anforderungen untersucht. Es wurden Erkenntnisse zur
Abhdngigkeitsanalyse  von  Anforderungen sowie zur Risikoberechnung von
Anforderungsdinderungen gewonnen, welche in die Methodik-Entwicklung einflieBen
sollen. Es wird die Ursache von Projektfehlschldgen durch Anforderungsénderungen
adressiert. Die Feldstudie wurde im Rahmen des offentlich geférderten BMBF-Projekts
ARCA (,,Automated Requirement Change Analysis of Complex Technical Systems®) als
Initiative des Software Campus durchgefiihrt und dauerte zwei Jahre. Das Projekt bestand
aus vier Schritten [GOP22]:

1) Problemanalyse und Ermittlung von Anforderungen an die Methode

2) Entwicklung einer Methode fiir das proaktive Management von Anforderungs-
anderungen

3) Implementierung der Methoden in einem Software-Prototypen
4) Validierung der Methode in Zusammenarbeit mit Industrievertretern

Die vier Schritte des ARCA Projekts werden in Anhang A2.3 detailliert dargestellt. Die
Unterlagen zur Zusammenarbeit mit den Industrievertretern sind in Anhang A3.1 dar-
gestellt. Kernergebnis des Projektes ist die ProMaRC-Methodik (siche Anhang A2.4).

41 Erkenntnisse zur Abhangigkeitsanalyse von Anforderungen

Besonders die Abhingigkeitsanalyse von Anforderungen wurde wihrend der Feldstudie
untersucht. Um den besten Ansatz fiir die Abhéngigkeitsanalyse zu finden, wurde ein
systematischer Vergleich von Ansdtzen des maschinellen Lernens durchgefiihrt
[GOH22a]. Speziell fiir BERT zeigen frithere Forschungen ein hohes Potenzial hin-
sichtlich der Leistungsfihigkeit und der Mdglichkeit, Abhédngigkeitstypen zu unter-
scheiden [AAV21, PMM21]. Das von VASWANI ET AL. [VSP17] entwickelte BERT
erzielt in verschiedenen Anwendungskontexten gute Ergebnisse [GG20]. Aus diesem
Grund wurde eine Vergleichsstudie durchgefiihrt, um die Leistungsfdhigkeit von BERT
fiir die Abhdngigkeitsanalyse von Anforderungen zu ermitteln.
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Als Benchmark fiir den Vergleich mit alternativen Ansétzen werden die etablierten
statistischen Ansdtze Multinomiale Logistische Regression (MLR) und ,,Support Vector
Machine® (SVM) sowie ,Recurrent Neural Network® (RNN) verwendet. Die
Fallbeispieldaten wurden auf Basis des Open-Source-Roboterprojekts "BCN3D Moveo"
erstellt, um einen geeigneten Datensatz fiir den Vergleich zu haben'. Der Datensatz
umfasst 145 Anforderungen, die manuell durch eine Abhéngigkeitsmatrix mit 21.025
Eintrdgen angereichert wurden. Diese werden fiir den Vergleich in einen Trainingssatz
(16.820 Eintrige) und einen Validierungssatz (4205 Eintrage) aufgeteilt (80/20).

Kriterien fiir den Vergleich sind die Prazision (engl. ,,Precision®), die Sensitivitit (engl.
,Recall) und die daraus resultierende Kennzahl F1. Die Prézision gibt die Anzahl der
vorhergesagten richtig positiven Ergebnisse im Vergleich zu den richtig und falsch
positiven Klassen an. Eine Prizision nahe bei 1 weist auf zuverldssige Modelle hin. Die
Sensitivitét gibt den Anteil der richtig-positiv klassifizierten Ergebnisse an den gesamten
positiven Ergebnissen an. F1 ist der harmonisierte Durchschnitt zwischen Prizision und
Sensitivitdt. F1 misst das Ausmaf, in dem die Klassen ausgewogen verteilt sind, und
bewertet somit die Gesamtqualitit des Modells [Alp22]. Da der Datensatz eine
Hauptklasse ("Keine") mit vielen Eintrdgen und mehrere Nebenklassen mit wenigen
Eintrdgen (z. B. "Benoétigt") enthilt, mussten die Kriterien als Makro-Durchschnitt
betrachtet werden (gleiches Gewicht fiir alle Klassen), um aussagekréftig zu sein (siche
Tabelle 4-1).

Tabelle 4-1:  Vergleich der Ergebnisse fiir die Erkennung von Anforderungs-
abhdngigkeiten mit verschiedenen Modellen [GOH22a]

Kriterien | MLR SVM RNN |  BERT
Prizision (M.D.) 20,47 % 24,00 % 22,07 % 54,10 %
Sensitivitit (M.D.) | 21,30 % 23,43 % 60,92 % 56,98 %
F1 (M.D.) 6,29 % 23,92 % 12,92 % 55,12 %

M.D.: Makro-Durchschnitt

Der Vergleich zeigt, dass die Prézision, die Sensivitét und F1 von BERT fiir ein Mehr-
klassen-Klassifikationsproblem vielversprechend sind (vergleiche [PMM21]). Besonders
der hohe F1 von BERT (55,12 %) zeigt, dass die Abhéngigkeitsanalyse zuverldssig ist.
Daher wurde BERT ausgewdhlt, um im Detail untersucht zu werden.

Vorstudie zur Evaluation der Abhéingigkeitsanalyse mit BERT

Die Methode zur automatisierten Anforderungsabhingigkeitsanalyse wurde in einem
vierstufigen Ansatz evaluiert. Zunidchst werden Anforderungen aus einem Fallbeispiel
zur Entwicklung eines intelligenten Handhabungsroboters analysiert, um die Leistungs-
fahigkeit der Abhdngigkeitsanalyse zu bestimmen. Weiterhin werden Anforderungen aus

! https://github.com/BCN3D/BCN3D-Moveo
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einem interdisziplindren Entwicklungsprojekt eines Entwicklungsdienstleisters unter-
sucht. Zweitens wird die Transferfdhigkeit evaluiert, indem das urspriingliche Modell
(trainiert mit Daten des intelligenten Knickarmroboters) verwendet wird, um die
Anforderungen von vier studentischen Entwicklungsprojekten von Elektrowerkzeugen zu
klassifizieren und die Leistungsféhigkeit zu bestimmen. Drittens wird das Modell sowohl
mit den Daten des intelligenten Knickarmroboters als auch mit den Daten der
studentischen Entwicklungsprojekte trainiert und auch mit den Daten dieser Projekte
getestet, um die Leistungsfahigkeit bei der Verwendung heterogener Daten fiir das
Training zu untersuchen. Viertens wird die Anwendbarkeit und Niitzlichkeit der Methode
und des Software-Werkzeugs durch Pilotanwender aus der Industrie bewertet.

Zur Bewertung der Leistungsfihigkeit der Anforderungsabhdngigkeitsanalyse werden
Anforderungen aus dem Fallbeispiel des intelligenten Knickarmroboters "BCN3D
Moveo" verwendet. Zur Bewertung werden die Kennzahlen Prézision, Sensitivitdt und
F1 fiir die jeweiligen Abhéngigkeitstypen ermittelt (siche Tabelle 4-2).

Tabelle 4-2:  Ergebnisse fiir den intelligenten Knickarmroboter [GOH22a]

Abhingigkeiten ‘ Anzahl Prizision Sensitivitit ‘
,.keine* 3081 98,70 % 98,44 % 98,57 %
L.spezifiziert 15 38,89 % 46,67 % 42,42 %
,,wird spezifiziert 15 38,46 % 33,33 % 3571 %
,,bendtigt 31 44,44 % 38,71 % 41,38 %
,,wird bendtigt 31 50,00 % 67,74 % 57,53 %
M.D.. - 54,10 % 56,98 % 55,12 %
G.D. - 97,12 % 97,01 % 97,05 %

M.D.: Makro-Durchschnitt, G.D.: Gewichteter Durchschnitt

Die Ergebnisse zeigen, dass "keine" Abhéngigkeiten mit einer hohen Leistungsfihigkeit
korrekt Kklassifiziert werden (F1: 98,57 %). Zur Unterscheidung verschiedener
Abhingigkeitstypen ist das Modell nur bedingt geeignet (Makro-Durchschnitt F1:
55,12 %). Daher wird die Leistungsfihigkeit ohne Unterscheidung der Abhiingigkeits-
typen untersucht. Alle Abhéngigkeitstypen werden als "abhéngig" eingestuft (siche
Tabelle 4-3), was legitim ist, da sie alle auf eine zwangsléufige Propagation hinweisen
[GOP21].

Tabelle 4-3:  Ergebnisse: Abhdngigkeitsarten werden nicht unterschieden [GOH22a]

Abhingigkeiten Anzahl Prizision Sensitivitit ‘
keine 3081 99,12 % 99,06 % 99,09 %
abhingig 92 69,15 % 70,65 % 69,89 %
M.D. - 84,14 % 84,86 % 84,49 %
G.D. - 98,25 % 98,24 % 98,24 %

M.D.: Makro-Durchschnitt, G.D.: Gewichteter Durchschnitt
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Der Makro-Durchschnitt von F1 liegt bei 84,49 %, was zeigt, dass die Leistungsfahigkeit
bei der Erkennung von Abhéngigkeiten hoher ist, wenn nicht zwischen verschiedenen
Arten von Abhéngigkeiten unterschieden wird. Der Grund fiir diesen Effekt ist, dass die
Daten fiir die Feinabstimmung des BERT-Modells heterogener sind, was die Probleme
der Uberanpassung (engl. ,,overfitting) verringert. Um die Leistungsfihigkeit zu steigern
und gleichzeitig geniigend Informationen iiber das Ausbreitungsverhalten zu erhalten,
wird bei den folgenden Untersuchungen nicht mehr zwischen den Abhédngigkeitstypen
unterschieden.

Um die Transferfihigkeit von fein abgestimmten Modellen zu bewerten, wird ein Fall-
beispiel von vier Studentenprojekten zur Entwicklung von Elektrowerkzeugen (z. B.
Akkuschrauber) untersucht. Aufgrund der verschiedenen Produkte sind die
Anforderungsdaten heterogen. Die Anforderungen dieser Studentenprojekte werden mit
Hilfe des BERT-Modells analysiert, das mit Daten des intelligenten Handhabungs-
roboters feinabgestimmt wurde. Fiir die Berechnung der Kennzahlen werden die
Ergebnisse der vier Projekte kumuliert (siche Tabelle 4-4).

Tabelle 4-4:  Ergebnisse: Transferfihigkeit des BERT-Modells [GOH22a]

Abhiingigkeiten Anzahl ‘ Prizision ‘ Sensitivitit

keine 4291 86,79% 99,39% 92,67%
abhéngig 655 18,75% 0,92% 1,75%
M.D. - 52,77% 50,16% 47,21%
G.D. - 77,78% 86,35% 80,63%

M.D.: Makro-Durchschnitt, G.D.: Gewichteter Durchschnitt

"Keine" Abhidngigkeiten werden mit einer hohen Leistungsfahigkeit klassifiziert (F1-
Wert: 92,67 %), wihrend "abhéngige" Anforderungen mit einer niedrigen Leistungs-
fahigkeit klassifiziert werden (F1-Wert: 1,7 %). Die Ergebnisse zeigen, dass die
Leistungsfahigkeit des Modells abnimmt, wenn das Modell nicht anhand von Daten aus
dem untersuchten Projekt feinabgestimmt wird, bzw. die Anforderungsdaten heterogen
sind (Makro-Durchschnitt F1 von 47,21 % vs. 84,49 %, siche Tabelle 4-3).

Die Vorstudie zeigt, dass BERT im Vergleich zu anderen Modellen die hdchste
Leistungsfahigkeit fiir die Abhédngigkeitsanalyse besitzt. Durch die Reduzierung der
Abhingigkeitsarten von drei auf zwei Klassen wird die Ergebnisgiite hoher. Fiir die
Propagationsanalyse ist die Betrachtung von zwei Klassen ausreichend. Die Ergebnisgiite
fiir die Transferfahigkeit des trainierten BERT-Modells ist niedrig. Vortrainierte Modelle
konnen nur begrenzt fiir die Klassifizierung heterogener Daten angewendet werden. Fiir
die industrielle Anwendbarkeit ist es notwendig, dass heterogene Daten aufwandsarm
klassifiziert werden konnen. Besonders bei der Klassifizierung von Daten aus neuen
Projekten durch BERT-Modelle besteht im Kontext der Abhéingigkeitsanalyse
Forschungsbedarf.
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Aktives Lernen fiir die Analyse von Anforderungsabhéngigkeiten

Das Training von Modellen durch aktives Lernen besitzt fiir die Klassifizierung von
Daten aus neuen Projekten Potenzial. Aktives Lernen ist eine Form des maschinellen
Lernens, bei der ein Lernalgorithmus interaktiv ein Orakel (typischerweise einen mensch-
lichen Experten) befragt, um die gewiinschte Kennzeichnung fiir neue Daten zu erhalten
[Set09]. Es hat sich als effektiv erwiesen, um den menschlichen Aufwand bei der Daten-
analyse zu reduzieren [ASN19, DPA18]. Es existieren mehrere Abfragestrategien, um
auszuwdhlen, welche Daten gekennzeichnet werden sollen. Bei der Verwendung von
,Least Confidence Uncertainty Sampling™ werden beispielsweise die Daten mit der
hochsten Unsicherheit bei der Klassifizierung durch das Orakel fiir die Kennzeichnung
ausgewdhlt [Set09]. Dies bedeutet, dass nur eine Teilmenge der Daten vom Experten
manuell klassifiziert werden muss. Die restlichen Daten werden automatisiert durch das
Modell klassifiziert.

4.2 Erkenntnisse zur Risikoberechnung von Anforderungs-
anderungen

Als tibergreifende Methode fiir die Evaluierung der Risikoberechnung von Anforderungs-
dnderungen wurde die Erprobung in einem industriellen Kontext mit anschlieBenden
Bewertungsbogen und Interviews gewéhlt. Nach ULRICH [Ulr81] ist es notwendig, die
Evaluation im vorgesehenen Anwendungskontext durchzufiihren. Daher wurde sie ohne
zusétzliche Unterstiitzung und auf der Grundlage realer Entwicklungsdaten durchgefiihrt.
Um eine Pilotnutzung zu ermdglichen, wurde den Pilotanwendern das Software-
Werkzeug sowie ein Benutzerhandbuch und ein Demonstrationsvideo zur Verfiigung
gestellt. Die Pilotanwender haben die ProMaRC-Methodik fiir ein Projekt angewendet.
Die Pilotanwender wurden nach ihrem Hintergrund und ihrer Erfahrung in der
Anforderungsentwicklung ausgewdhlt. Um die Einschidtzung der Pilotanwender zu
objektivieren und emotionale Voreingenommenheit zu reduzieren, wurde ein
Bewertungsbogen flir die anfingliche Bewertung verwendet. Um {iber den
Bewertungsbogen hinausgehendes detailliertes Feedback und Bewertungsaspekte zu
ermoglichen, wurden anschlieBend mit jedem Pilotanwender halbstrukturierte Interviews
(30 bis 45 Minuten) gefiihrt.

Ein Kriterium, welches von den Pilotanwendern bewertet werden sollte, ist die Verfiig-
barkeit von Informationen, die fiir die Anwendung der ProMaRC-Methodik notwendig
sind (siehe Tabelle 4-5). Das Feedback der Pilotnutzer zeigt iiberwiegend die Verfiig-
barkeit aller erforderlichen Informationen: Der Medianwert fiir alle Fragen ist "verfiig-
bar". Ausgehend von den rollenspezifischen Verantwortlichkeiten wurde teilweise
angegeben, dass die Informationen nicht verfiigbar sind. Anforderungsingenieure ant-
worten, dass Informationen zu Anderungsinitiatoren von Anforderungen teilweise nicht
verfiigbar sind. Insgesamt wurden drei Pilotanwender befragt. Zwei der Anwender haben
angegeben, dass Informationen zu den Anderungsinitiatoren nicht verfiighar sind.
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AuBerdem wurde angemerkt, dass in der Anderungshistorie in der Praxis haufig nicht die
Ursache der Anderung inklusive des zugehdrigen Anderungsinitiators dokumentiert wird.

Da Informationen zu Anderungsinitiatoren hiufig nicht in der Praxis verfiigbar sind,
besteht ein Bedarf nach einer Berechnung der Anderungswahrscheinlichkeit von
Anforderungsidnderungen, fiir deren Anwendung diese Informationen nicht benotigt
werden.

Tabelle 4-5:  Auswertung der Bewertungsbogen im zur Kategorie "Verfiigharkeit von
Informationen” [GOP22]

Verfiigbarkeit von Informationen verfugl.)‘ar/nlcht
verfiigbar
Natiirlich-sprachliche Anforderungen 3/0
Prioritét der Anforderungen 3/0
Anderungsinitiatoren 3/0
Anderungen durch Anderungsinitiator im laufenden Projekt 1/2
Anderungen durch Anderungsinitiator im vergangenen Projekt 1/2
Korrektheit der Anforderungsabhéingigkeiten 2/1
Anderungsauswirkungen 2/1
Anwendbarkeit der ausgewéhlten Risikosteuerungsmalinahmen 2/1

Zusammenfassung der Vorstudie

Es wurde die Transferfihigkeit von BERT-Modellen untersucht. Die Leistungsfahigkeit
fiir die Klassifizierung heterogener Anforderungsdaten ist niedrig. Fiir die industrielle
Anwendbarkeit muss die Leistungsfahigkeit hoch sein und Modelle miissen effizient
generiert werden koénnen. Besonders bei der Klassifizierung von Daten aus neuen
Projekten durch BERT-Modelle besteht im Kontext der Abhéngigkeitsanalyse
Forschungsbedarf.

Auflerdem wurden Industrievertreter zum Risikomanagement von Anforderungs-
inderungen befragt. Die Befragung hat ergeben, dass Informationen zu Anderungs-
initiatoren in der Praxis teilweise nicht verfiigbar sind. Diese Informationen werden laut
Industrievertretern in der Entwicklung von Automobilen hédufig nicht dokumentiert. Um
die Anwendbarkeit der Methodik zu verbessern, muss die Berechnung der
Anderungswahrscheinlichkeit angepasst werden, sodass Informationen zu Anderungs-
initiatoren nicht mehr bendtigt werden.
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5 Forschungsbedarf und Anforderungen an die Methodik

Eine hohe Anzahl an Entwicklungsprojekten scheitert an einer unzureichenden
Anforderungsentwicklung. Ursachen dafiir sind Qualititsdefizite von Anforderungen
sowie Anforderungsanderungen (sieche Abschnitt 1.1). Aufgrund der Komplexitit von
technischen Systemen ist es eine Herausforderung, ein vollstindiges und eindeutiges
Anforderungsset zu ermitteln. Zur Ermittlung eines vollstdndigen Anforderungssets muss
eine hohe Anzahl an Informationen aus verschiedenen Dokumenten (insbesondere
Lastenhefte) beriicksichtigt werden. Um Auswirkungen von Anderungspropagationen
bewerten zu konnen, miissen Anforderungsabhédngigkeiten bekannt sein (sieche Abschnitt
2.1). Es wird eine Methodik benétigt, um Anforderungen effizient aus Lastenheften zu
extrahieren. Dadurch wird Bearbeitungszeit in der Entwicklung reduziert, um eine
vollstindige Spezifikation zu generieren. Diese Anforderungen miissen formalisiert
werden, um eine eindeutige Anforderungsbeschreibung und die Interpretation durch
Entwicklungswerkzeuge zu ermdglichen. Anforderungsabhidngigkeiten miissen
identifiziert werden, um als Grundlage fiir das Risikomanagement zu fungieren und
besser Einfliisse aufgrund der VUCA-Dimensionen zu handhaben. Auflerdem muss die
Berechnung des Anderungsrisikos von Anforderungen mittels Informationen, die in der
Praxis verfiigbar sind, durchgefiihrt werden.

5.1 Forschungsbedarf und Forschungsfragen

In der Literatur existieren verschiedene Ansétze zur automatisierten Extrahierung von
Anforderungen aus Lastenheften. Aufgrund verschiedener Aspekte (Dateiformat, Forma-
tierung im Text, Verweise, Qualititsdefizite, Anforderungsbeschreibung, Anforderungs-
arten und Sprache — siehe Tabelle 3-3, S. 16) wird eine automatisierte Extrahierung
erschwert und die industrielle Anwendbarkeit ist nur bedingt gegeben. Lastenhefte und
Anforderungsbeschreibungen sind nicht standardisiert, weshalb eine intelligente Ver-
arbeitung der Lastenhefte durch KI-Ansétze unter Berlicksichtigung der aufgefiihrten
Aspekte benétigt wird (siche Abschnitt 3.1). Aulerdem ist fiir die industrielle Anwend-
barkeit der Kl-basierten Extrahierung von Anforderungen die Verfiigbarkeit von
Trainingsdaten fiir Klassifikationsmodelle problematisch. Zum Trainieren von
Klassifikationsmodellen wird eine ausreichend grole Anzahl an dominenspezifischen
Daten benétigt. Die Verwendung doménenspezifischer Daten ist aufgrund des ver-
wendeten Vokabulars notwendig. Andernfalls konnen die Daten von den Klassifikations-
modellen nicht verarbeitet werden, was zu einer geringen Leistungsféhigkeit der Modelle
fiihrt. Diese Anzahl an doménenspezifischen Daten ist in der Praxis oft nicht verfiigbar
und Daten miissen generiert werden (siehe Abschnitt 3.1). Dies geschieht z. B. durch die
manuelle Kennzeichnung von Texten in Spezifikationen — es wird ermittelt, ob das
jeweilige Textsegment eine Anforderung ist. Methoden zur Daten-Augmentation haben
grof3es Potenzial, den Aufwand fiir die manuelle Kennzeichnung von Anforderungen zu
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reduzieren und doménenspezifische Daten zu generieren. Mit Hilfe der Daten-Augmen-
tation wird nur eine geringe Anzahl von realen Daten bendtigt, um einen signifikanten
Datensatz fiir das Training von Modellen zu generieren (siche Abschnitt 3.1).

Forschungsbedarf: Es besteht der Bedarf nach einem automatisierten Ansatz zur Extra-
hierung von Anforderungen, der industriell anwendbar ist. Die industrielle Anwend-
barkeit bezieht sich auf die Verfiigbarkeit der bendtigten Daten, um eine hohe Leistungs-
fahigkeit der KI-Modelle in der praktischen Anwendung zu erreichen. Auch bei einer
geringen Anzahl an real-verfiigbaren und gekennzeichneten Daten, muss die
Leistungsfahigkeit ausreichend hoch sein.

Aktuell existiert noch kein Ansatz fiir die Formalisierung von Anforderungen fir
komplexe technische Systeme, um Anforderungen in eine eindeutige, maschinenlesbare
Form zu bringen. Sie sollen direkt von Entwicklungswerkzeugen, wie fiir die generative
Entwicklung von Bauteilen (u. a. Synera [Syn23]) verarbeitet werden konnen. Fiir die
Formalisierung von Anforderungen ist besonders die Relationsextraktion sowie das Aus-
filllen von Vorlagen relevant. Aufgrund des hohen Grads der Formalisierung, der zur
automatisierten Verarbeitung der Anforderungen erforderlich ist, eignen sich Ansétze
zum Ausfiillen von Vorlagen. Es miissen Schliissel-Wert-Paare in Anforderungen erkannt
werden. Diese Schliissel-Wert-Paare miissen Parameter definieren, welche fiir die
generative Entwicklung von Bauteilen bendtigt werden. Hierzu muss u. a. eine NER
durchgefiihrt werden (siche Abschnitt 3.2). Es wurde bisher nicht evaluiert, welche
Ansitze sich fiir diesen Anwendungskontext eignen und wie hoch die Leistungsfahigkeit
dieser Ansitze ist.

Forschungsbedarf: Es besteht der Bedarf nach einem automatisierten Ansatz zur
Formalisierung von Anforderungen in der Entwicklung komplexer technischer Systeme.
Anforderungen miissen maschinenlesbar sein, sodass diese durch Entwicklungs-
werkzeuge zur generativen Entwicklung interpretiert werden konnen.

Die Entwicklung eines Ansatzes zur Abhdngigkeitsanalyse von Anforderungen ist ein
multikriterielles Optimierungsproblem. Kriterien sind der Anwendungsaufwand, die
Vollstindigkeit der Ergebnisse und die Differenzierung der Abhidngigkeiten nach
Ausbreitungsverhalten. Da weder singuldre noch ontologiebasierte Ansétze in diesem
Kontext geeignet sind, werden nur maschinelle Lernansétze betrachtet. Die Vorteile
dieser Ansitze sind der hohe Automatisierungsgrad und die Robustheit. Anderungen
hoherer Ordnung und groBe Anforderungsmengen kénnen effizient analysiert werden.
Nachteilig ist die hohe Menge an Trainingsdaten, die benétigt wird, um eine hohe
Leistungsfahigkeit in der Abhédngigkeitsanalyse zu erreichen (siche Abschnitt 3.3). In
einer Feldstudie wurden drei Anforderungen an eine Abhédngigkeitsanalyse von
Anforderungen komplexer technischer Systeme ermittelt: ,,Verarbeitbarkeit einer hohen
Anzahl an Anforderungen sowie von Anforderungen aus unterschiedlichen Disziplinen®,
,,Beriicksichtigung von Propagationseffekten zwischen Anforderungen® und ,,Verfiig-
barkeit der erforderlichen Daten und Informationen in frithen Entwicklungsphasen®
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(siche Abschnitt 4.1). Die Feldstudie zeigt, dass BERT im Vergleich zu anderen Modellen
die hochste Ergebnisgiite besitzt. Fiir die Propagationsanalyse ist die Betrachtung von
zwei Klassen ausreichend. Es werden die Anforderungen als abhéngig definiert, die eine
zwangsldufige Propagation aufweisen. Die Leistungsfihigkeit fiir die Klassifizierung
heterogener Daten (bzw. bei abweichenden Trainings- und Testsets) ist niedrig. Vor-
trainierte Modelle konnen nur begrenzt fiir die Klassifizierung unbekannter Daten (z. B.
aus unterschiedlichen Projekten) angewendet werden. Fiir die industrielle Anwendbarkeit
ist es notwendig, dass Daten aufwandsarm klassifiziert werden konnen (sieche Abschnitt
4.1). In der Literatur wird ,,aktives Lernen als Lernverfahren eingesetzt, um den Auf-
wand zum Kennzeichnen unbekannter Daten zu reduzieren und aufwandsarm die
Leistungsfahigkeit von Modellen zu verbessern. Die Anwendbarkeit von ,aktivem
Lernen” in Kombination mit BERT muss im Kontext der Abhdngigkeitsanalyse von
Anforderungen untersucht werden.

Forschungsbedarf: Es besteht der Bedarf nach einer automatisierten Abhéngigkeits-
analyse, welche industriell anwendbar ist. Fiir eine industrielle Anwendbarkeit ist es not-
wendig, dass unbekannte Daten (heterogenes Trainings- und Testset; z. B. Daten aus
neuen Projekten) mit einer hohen Leistungsfahigkeit korrekt klassifiziert werden und der
Aufwand fiir das Training neuer Modelle gering ist.

Fiir das Risikomanagement von Anforderungsinderungen wird eine Methodik benétigt,
um systematisch Anderungsentscheidungen zu treffen und geeignete Steuerungs-
maBnahmen auszuwéhlen. Die ProMaRC Methodik wurde dazu in Vorarbeiten des
Lehrstuhls fiir Produktentstehung entwickelt (siche Anhang A2.4). In einer Vorstudie
wurde die Methodik evaluiert. Hierbei wurde festgestellt, dass fiir die Berechnung des
Anderungsrisikos nicht alle Informationen verfiigbar sind, damit die Methodik in der
Praxis anwendbar ist (siche Abschnitt 4.2). Dies betrifft vor allem die Anzahl an
Anderungen durch Anderungsinitiatoren im laufenden Projekt.

Forschungsbedarf: Es besteht der Bedarf nach einer Risikoberechnung von
Anforderungsdnderungen, welche industriell anwendbar ist. Die industrielle Anwend-
barkeit bezieht sich auf die Verfligbarkeit der benétigten Daten — speziell auf die Verfiig-
barkeit von Informationen zu Anderungsinitiatoren von Anforderungen.

Neuheitsgrad der Arbeit

Die Ansitze, die im Stand der Forschung beschrieben werden, werden hinsichtlich
verschiedener Kriterien (K/-5) bewertet und von dieser Arbeit abgegrenzt, um den
Neuheitsgrad darzustellen (siche Bild 5-1). Zur automatisierten Extrahierung von
natiirlich-sprachlichen Anforderungen aus dem Lastenheft miissen diese klassifiziert
werden (K1: Automatisierte Klassifizierung von Anforderungen). Fir eine industrielle
Anwendbarkeit ist es notwendig, dass ausreichend Daten zum Trainieren von Modellen
fiir die Extrahierung vorliegen, bzw. effizient generiert werden. Hierzu kdnnen beispiels-
weise Ansitze zur Daten-Augmentation genutzt werden (K2: Effiziente Generierung
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einer Datengrundlage zur Extrahierung von Anforderungen). Zur Formalisierung der
Anforderungen miissen Informationen, die fiir die generative Entwicklung relevant sind,
aus einem Text extrahiert und strukturiert werden, sodass sie von Entwicklungs-
werkzeugen direkt interpretiert werden konnen (K3: Formalisierung entwicklungs-
relevanter Informationen). Anforderungsabhingigkeiten miissen automatisiert erkannt
werden. Fiir eine industrielle Anwendbarkeit ist es ebenfalls notwendig, dass unbekannte
Daten (z. B. aus neuen Projekten) mit einer hohen Leistungsfahigkeit erkannt werden
(K4: Hohe Leistungsfihigkeit von Modellen der Abhdingigkeitsanalyse fiir neue Projekte).
Fiir das Risikomanagement von Anforderungsinderungen muss das Anderungsrisiko von
Anforderungen berechnet werden. Fiir eine industrielle Anwendbarkeit miissen die
bendtigten Daten verfiigbar sein (K5 Risikoberechnung von Anforderungsdnderungen).

Forschungsansétze

Extrahierungund

Abgrenzungskriterien

Klassifizierung von
Abhéngigkeitsanalyse
von Anforderungen
Risikomanagementvon
Anforderungsanderungen
Dissertationsmanuskript

Anforderungen
Formalisierung von

Anforderungen
DFG: COFFEE
Prof. Wartzack
DFG: WiRPro
Prof. Abramovici
DFG: GalP

Prof. Lachmayer
Vorliegendes

K1: Automatisierte Klassifizierung
von Anforderungen

K2: Effiziente Generierung einer
Datengrundlage zur Extrahierung
von Anforderungen

K3: Formalisierung
entwicklungsrelevanter
Informationen

K4: Hohe Leistungsfahigkeitvon
Modellender Abhangigkeitsanalyse
fiir neue Projekte

K5: Risikoberechnung von
Anforderungsanderungen

Legende: Losung@ TeillssunglD Keine Lsung -

Bild 5-1:  Abgrenzungsmatrix zum Stand der Forschung

Die folgenden Ansitze sind relevant fiir die einzelnen Gruppen:

o  Extrahierung und Klassifizierung von Anforderungen: [AIV20, AMBI15, BH11,
BKB21, BKR21, GDB18, GLT05, GPT22, HDL22, HK20, HKR20, KM17, KO14,
MMM15, Nau21, OZ18, Rup16, RWC19, SBC19]

e Formalisierung von Anforderungen: [GEL14, GPM21b, JIM21, KGG21, MP12,
Rupl16, SG18, SM15, STM03, WIB21]
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o Abhdngigkeitsanalyse von Anforderungen: [ANS08, ASF18, DAR19, DROI13,
HH11, HVM18, KCWO08, LGN07, MCG19, Mis16, NFS14, NRCO02, Ole22, PKKO00,
SSA19, ZJ05]

o Risikomanagement von Anforderungsdnderungen: [CSE04, Diel3, DINI18, Gerll,
GOP22, GOS20, MBP19, MSS12, Neul7, Ole22, SPL17, Vanl12]

In der Literatur existieren Ansdtze, die eine automatisierte Klassifizierung von
Anforderungen ermoglichen (K/7). Es werden Modelle des maschinellen Lernens zum
Klassifizieren von Anforderungen angewendet. Auf den Ansidtzen des Stands der For-
schung wird in diesem Bereich deshalb aufgebaut. Bewertung: Teillosung. Es werden
bestehende Ansdtze des maschinellen Lernens angepasst und eingebunden.

Aktuell existieren keine Ansitze, in denen Daten-Augmentation genutzt wird, um kiinst-
liche Anforderungen zu generieren (K2). Es muss untersucht werden, wie hoch die
Leistungsfahigkeit von Modellen ist, welche mit kiinstlichen Anforderungen trainiert
worden sind. Bewertung: Losung. Bestehende Ansdtze greifen in diesem Anwendungs-
kontext nicht auf Daten-Augmentation zuriick.

Es existieren bereits Ansétze zur Formalisierung von natiirlicher Sprache (K3). Im Rah-
men dieser Arbeit werden die Ansidtze zur Formalisierung hinsichtlich der zu
extrahierenden Informationen angepasst und weiterentwickelt. Die Methode wird fiir die
generative Entwicklung von Bauteilen ausgelegt. In diesem Anwendungskontext
existieren keine Ansdtze zur automatisierten Formalisierung der bendtigten
Informationen. Bewertung: Losung. /m Anwendungskontext von Anforderungen
komplexer technischer Systeme und speziell der generativen Entwicklung von Bauteilen
existieren keine Ansdtze zur automatisierten Formalisierung von Anforderungen.

In der Literatur und in Vorarbeiten bestehen bereits Ansdtze zur automatisierten
Abhingigkeitsanalyse von Anforderungen (K4). Ein Problem dieser Ansétze ist aktuell,
dass die Leistungsfahigkeit von Modellen des maschinellen Lernens bei der
Klassifizierung von unbekannten Daten aufgrund der Heterogenitit der Daten zum
Testset deutlich abnimmt. BERT-Modelle werden in diesem Anwendungskontext nicht
durch aktives Lernen trainiert. Bewertung: Losung. Bestehende Ansdtze, bzw. Modelle
haben eine niedrige Leistungsfihigkeit in der Klassifizierung von unbekannten
Anforderungen aus neuen Projekten.

Fiir das Risikomanagement von Anforderungsanderungen bestehen in der Literatur An-
sitze, um das Anderungsrisiko von Anforderungen zu berechnen (K5). Eine Methode zur
Berechnung des Anderungsrisikos wurde in Vorarbeiten (als Teil der ProMaRC-
Methodik [Ole22]) entwickelt [GOP22]. Es wurde festgestellt, dass teilweise Infor-
mationen zu Anderungsinitiatoren nicht verfiigbar sind, um die Methode anzuwenden.
Bewertung: Teillosung. Es wird auf der Methode von ProMaRC zur Risikoberechnung
von Anforderungsdnderungen aufgebaut. Diese Methode muss angepasst werden, damit
industriell-verfiigbare Daten zur Anwendung ausreichen.
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Forschungsfragen

Aus dem Forschungsbedarf ergeben sich die flir die vier Bereiche Extrahierung von
Anforderungen, Formalisierung von Anforderungen, Abhéngigkeitsanalyse von
Anforderungen sowie Risikomanagement von Anforderungsdnderungen jeweils
Forschungsfragen (FF), die im Rahmen dieser Arbeit beantwortet werden.

Fir die Extrahierung von Anforderungen muss untersucht werden, inwiefern Daten-
Augmentation fiir die Generierung von kiinstlichen Anforderungen angewendet werden
kann. Hierzu muss die Leistungsfahigkeit der Daten-Augmentation bewertet werden.
AuBerdem muss bewertet werden, wie hoch die Leistungstahigkeit von Modellen ist, die
mit kiinstlichen Anforderungsdaten trainiert worden sind:

e Wie hoch ist die Leistungsfahigkeit der Daten-Augmentation von Anforderungen
durch kiinstliche Intelligenz?* (FF 1)

e, Wie hoch ist die Leistungsfahigkeit von Klassifizierungsmodellen, die augmentierte
Daten verwenden, im Vergleich zu Modellen, die auf realen Daten basieren? (FF 2)

Zur Formalisierung von Anforderungen muss untersucht werden, welche Ansétze fiir eine
automatisierte Formalisierung der benétigten Informationen aus Anforderungen geeignet
sind. Speziell wird die generative Entwicklung als Anwendungskontext untersucht, weil
die Anwendung einen hohen Mehrwert zu erwarten hat:

e, Welche Ansitze sind fiir die Formalisierung von Anforderungen im Anwendungs-
kontext der generativen Entwicklung anwendbar?* (FF 3)

e ,Wie hoch ist die Leistungsfihigkeit von Ansidtzen zur Formalisierung von
Anforderungen im Kontext der generativen Entwicklung?* (FF 4)

Fiir die Abhdingigkeitsanalyse von Anforderungen muss untersucht werden, wie hoch die
Leistungsfahigkeit von BERT-Modellen ist, die mit aktivem Lernen trainiert worden
sind:

e ,Wie hoch ist die Leistungsfahigkeit von BERT-Modellen in der Abhingigkeits-
analyse von Anforderungen, welche mit aktivem Lernen trainiert worden sind?“
(FF5)

Fir das Risikomanagement von Anforderungsdinderungen muss eine Berechnung des
Anderungsrisikos von Anforderungen definiert werden, fiir die alle notwendigen
Informationen zur Anwendung der Methode verfiigbar sind:

e, Wie muss eine Berechnung des Anderungsrisikos von Anforderungen definiert sein,
damit die bendtigten Informationen zur Anwendung der Berechnung in der
industriellen Praxis verfligbar sind?* (FF 6)
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5.2 Erfolgsfaktoren der Methodik

Zur Operationalisierung des Forschungsbedarfs wurden Anforderungen an die zu
entwickelnde Methodik definiert. Es wurden Use Cases fiir die Rollen des
Anforderungsingenieurs und des Entwicklungsingenieurs erstellt und in einem Workshop
mit Industrievertretern diskutiert, um die Anwendbarkeit in der Praxis zu gewahrleisten
(siche Anhang A3.2: B-W3). Insgesamt wurden 66 Anforderungen ermittelt, die in
Anlehnung an HAMRAZ in die Kategorien Input, Funktionalitit, Anwendbarkeit und
Output [HCW13] eingeteilt wurden. Diese Anforderungen wurden dann nach BALZERT
in Bezug auf ihre Notwendigkeit priorisiert [Bal10]. Dabei wurde zwischen wesentlichen,
bedingt notwendigen und optionalen Anforderungen unterschieden. Im Folgenden
werden die 13 Anforderungen mit der Prioritit wesentlich beschrieben. Im Kontext dieser
Arbeit werden Anforderungen an die Methodik Erfolgsfaktoren genannt. Dieser Begriff
wird gewihlt, um die Lesbarkeit zu verbessern, da die Forschungsgegenstinde dieser
Arbeit ebenfalls Anforderungen sind.

Input

Erfolgsfaktor 1: Das System muss dem Anwender die Méglichkeit bieten, ein branchen-
tibliches Lastenheft einlesen zu konnen.

Branchentibliche Lastenhefte miissen von der Methodik verarbeitet werden koénnen.
Anforderungen werden in Lastenheften standardméBig als natiirlich-sprachlicher Text
dokumentiert. Diese kdnnen sowohl als FlieBtext oder als Tabellen formatiert werden.
Auflerdem miissen verschiedene Aspekte, die eine Kl-basierte Extrahierung erschweren,
berticksichtigt werden (siehe Tabelle 3-3). Der Erfolgsfaktor ist erfiillt, wenn:

e PDF-Dokumente verarbeitet werden konnen (Dateiformat),

e Flieitext, Listen und Tabellen verarbeitet werden konnen (Formatierung im Text),

e Co-Referenzen aufgeldst werden konnen (Verweise),

o Anforderungen mit niedriger Qualitdt verarbeitet werden konnen (Qualitétsdefizite),

e unstrukturierte  Anforderungsbeschreibungen  verarbeitet =~ werden  konnen
(Anforderungsbeschreibung) und

o funktionale und nicht-funktionale Anforderungen mit einer hohen Leistungsfahigkeit
erkannt werden koénnen (Anforderungsarten).

Erfolgsfaktor 2: Das System muss dem Anwender die Moglichkeit bieten, ein englisch-
sprachiges Lastenheft einlesen zu konnen.

Englischsprachige Anforderungen miissen verarbeitet werden konnen. Dies fiihrt dazu,
dass die Anwendbarkeit der Methodik auch international ermoglicht wird. Auerdem
werden Lastenhefte deutscher Unternehmen héufig in englischer Sprache geschrieben.
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Der Erfolgsfaktor ist erfiillt, wenn die Leistungsfahigkeit der Methoden hoch ist, wenn
englischsprachige Anforderungen eingelesen werden.

Funktionalitat
Erfolgsfaktor 3: Das System muss Anforderungsdaten aufwandsarm generieren konnen.

Fiir das Training von Modellen zur automatisierten Klassifizierung von Anforderungen
muss eine ausreichend grofle Anzahl an Anforderungsdaten verfiigbar sein. Es soll eine
aufwandsarme Generierung von Anforderungsdaten moglich sein, damit die
Klassifizierung, bzw. Extrahierung von Anforderungen durch KI-Modelle aufwandsarm
moglich ist und die Anwendbarkeit in der industriellen Praxis erhoht wird. Der Erfolgs-
faktor ist erfiillt, wenn Anforderungsdaten mit einer hohen Leistungsfihigkeit generiert
werden und der Aufwand zur Generierung der Anforderungsdaten niedrig ist.

Erfolgsfaktor 4: Das System muss Anforderungen nach ihrer Art klassifizieren kénnen.

Aufbauend auf den extrahierten Textsegmenten muss bestimmt werden, ob es sich bei
dem Textsegment um eine Anforderung handelt. Der Erfolgsfaktor ist erfiillt, wenn Text-
segmente mit einer hohen Ergebnisgiite hinsichtlich funktionaler, nicht-funktionaler und
keiner Anforderung klassifiziert werden konnen. AuBlerdem muss die Ergebnisgiite hoch
sein, wenn kiinstliche Anforderungsdaten fiir das Training des KI-Modells genutzt
worden sind. Dadurch wird die Anwendbarkeit der Methode aufgrund des niedrigen
Aufwands zur Generierung von Trainingsdaten erhoht.

Erfolgsfaktor 5: Das System muss Anforderungen formalisieren kénnen.

Die extrahierten Anforderungen miissen in eine formale Darstellung tiberfiihrt werden,
um maschinenlesbar zu werden. Der Erfolgsfaktor ist erfiillt, wenn Anforderungen mit
einer hohen Ergebnisgiite formalisiert werden konnen. Speziell wird der Anwendungsfall
fiir die generative Entwicklung von Bauteilen untersucht. Es muss gepriift werden, ob
Parameter, die fiir die generative Entwicklung relevant sind und in Lastenheften doku-
mentiert werden, formalisiert werden konnen.

Erfolgsfaktor 6: Das System muss Abhdngigkeiten von Anforderungen erkennen kénnen.

Wissen iiber Anforderungsabhéngigkeiten ist beispielsweise fiir das Risikomanagement
von Anforderungsdnderungen entscheidend. Der Erfolgsfaktor ist erfiillt, wenn die
Abhéngigkeitsarten, die eine Propagation von Anforderungsdnderungen verursachen
(siehe Abschnitt 4.1), mit einer hohen Leistungsfahigkeit erkannt werden.

Anwendbarkeit

Erfolgsfaktor 7: Das System muss so gestaltet sein, dass nur brancheniiblich verfiighare
Informationen zur Anwendung bendtigt werden.
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Um eine hohe Anwendbarkeit in der Praxis zu gewihrleisten, sollen fiir die Anwendung
der Methodik nur Informationen bendtigt werden, die in der Produktentwicklung fiir
komplexe technische Systeme iiblicherweise vorliegen. Speziell muss fiir die Risiko-
berechnung von Anforderungen beriicksichtigt werden, dass Informationen zu
Anderungsinitiatoren von Anforderungen in der Praxis héufig nicht verfiigbar sind. Der
Erfolgsfaktor ist erfiillt, wenn die Anwendungspartner die bendtigten Informationen als
,brancheniiblich verfiigbar bewerten. AuBlerdem muss die Leistungsfdhigkeit der
Methoden hoch sein, wenn brancheniibliche Lastenhefte zur Anwendung der Methoden
verwendet werden.

Erfolgsfaktor 8: Das System muss so gestaltet sein, dass die bendtigten Informationen in
der Projektinitiierungsphase verfiighar sind.

Die bendtigten Informationen zur Anwendung der Methodik miissen friih im Projekt ver-
fiigbar sein. Die Methoden unterstiitzen primér in frilhen Phasen, weshalb eine frithe
Anwendbarkeit notwendig ist. Beispielsweise sollen frithzeitig Anforderungs-
abhéngigkeiten bekannt sein, um diese fiir das Risikomanagement von Anforderungs-
dnderungen beriicksichtigen zu konnen. Der Erfolgsfaktor ist erfiillt, wenn die
Anwendungspartner die bendtigten Informationen als ,,friih verfiigbar bewerten.

Erfolgsfaktor 9: Das System muss so gestaltet sein, dass eine generische Anwendbarkeit
in der Entwicklung komplexer technischer Systeme gegeben ist.

Fiir eine hohe Anwendbarkeit der Methodik soll diese fiir unterschiedliche, komplexe
technische Systeme eingesetzt werden konnen. Der Erfolgsfaktor ist erfiillt, wenn
Anwendungspartner die Methodik als ,.generisch anwendbar* bewerten. Auflerdem
miissen in der Validierung der Methoden verschiedene Produkte untersucht werden und
die Leistungsfahigkeit hoch sein.

Erfolgsfaktor 10: Das System muss so gestaltet sein, dass der Vorbereitungsaufwand
akzeptabel ist.

Die Methodik soll effizient fiir eine Vielzahl an Anforderungen anwendbar sein. Damit
die Methodik angewendet werden kann, miissen verschiedene Téatigkeiten durchgefiihrt
werden. Beispielsweise miissen KI-Modelle trainiert werden. Der Erfolgsfaktor ist erfiillt,
wenn die Industriepartner den Vorbereitungsaufwand als ,,akzeptabel bewerten.

Erfolgsfaktor 11: Das System muss so gestaltet sein, dass der Anwendungsaufwand
akzeptabel ist.

Der Anwendungsaufwand der Methodik ist abhéngig vom Umfang des Projekts und des
Anforderungssets, weshalb kein absoluter Wert fiir den maximalen Anwendungsaufwand
definiert wird. Der Erfolgsfaktor ist erfiillt, wenn die Industriepartner den Anwendungs-
aufwand als ,,akzeptabel“ bewerten. Dabei muss die weitere Zeitersparnis im Projekt
durch die Anwendung der Methodik beriicksichtigt werden.
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Erfolgsfaktor 12: Die Methodik muss so gestaltet sein, dass sie in das Vorgehen einer
Methodik zur Entwicklung komplexer technischer Systeme in der industriellen Praxis in-
tegriert werden kann.

Damit die Methodik im Unternechmen Anwendung finden kann, muss diese in den
Entwicklungsprozess integriert werden. Der Erfolgsfaktor ist erfiillt, wenn die Integration
der Methoden in eine Entwicklungsmethodik fiir komplexe technische Systeme vom
Anwendungspartner als ,,geeignet* bewertet wird. Aulerdem muss die Methodik als ,,ein-
fach anwendbar bewertet” werden. Durch die einfache Anwendung wird die Akzeptanz
der Methodik in der industriellen Praxis erhoht.

Output

Erfolgsfaktor 13: Die Ergebnisse des Systems miissen in einem gdngigen Austausch-
format ausgegeben werden, sodass diese in brancheniibliche Anforderungsmanagement-
Software eingelesen werden kénnen.

Die Anwendbarkeit der Methodik wird erhoht, wenn die Ergebnisse in einem géngigen
Austauschformat ausgegeben werden. Dadurch konnen die extrahierten und
formalisierten Anforderungen sowie deren Abhéngigkeiten in ein brancheniibliches
Anforderungsmanagement-Werkzeug eingelesen werden. Der Erfolgsfaktor ist erfiillt,
wenn die Ergebnisse (extrahierte und formalisierte Anforderungen sowie deren
Abhingigkeiten) in ein brancheniibliches Anforderungsmanagement-Werkzeug ein-
gelesen werden konnen. Exemplarisch wird in dieser Arbeit IBM DOORS als
brancheniibliches ~ Anforderungsmanagement-Werkzeug  betrachtet. = Die 13
Erfolgsfaktoren der Methodik werden in Tabelle 5-1 zusammenfassend dargestellt.

Tabelle 5-1:  Erfolgsfaktoren der Methodik

1)) Kategorie Erfolgsfaktor
1 | Input Verarbeitung brancheniiblicher Lastenhefte
2 | Input Verarbeitung englischsprachiger Anforderungen
3 | Funktionalitét Generierung von Anforderungsdaten
4 | Funktionalitét Klassifizierung von Anforderungen
5 | Funktionalitét Formalisierung von Anforderungen
6 | Funktionalitit Abhiéngigkeitsanalyse von Anforderungen
7 | Anwendbarkeit Verfiigbarkeit bendtigter Informationen
8 | Anwendbarkeit Friihzeitige Anwendbarkeit
9 | Anwendbarkeit Generische Anwendbarkeit
10 | Anwendbarkeit Akzeptabler Vorbereitungsaufwand
11 | Anwendbarkeit Akzeptabler Anwendungsaufwand
12 | Anwendbarkeit Integrierbarkeit in den Entwicklungsprozess
13 | Output Giéngiges Austauschformat
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6 Entwicklung der Methodik

Aufbauend auf dem Stand der Forschung, der Vorstudie und den Erfolgsfaktoren wird
eine Methodik zur automatisierten Extrahierung, Formalisierung und Handhabung von
Anderungen technischer Anforderungen entwickelt. Die Methodik besteht aus einem
Software-Werkzeug, einem Modell der Software-Architektur, einem Referenzprozess der
Methodik-Anwendung und vier Methoden:

1) Extrahierung und Klassifizierung natiirlich-sprachlicher Anforderungen
2) Formalisierung von Anforderungen

3) Erkennung von Anforderungsabhéngigkeiten

4) Berechnung der Anderungsrisiken

Es sollen Textsegmente aus Lastenheften extrahiert und hinsichtlich Anforderungsart
klassifiziert werden. Die Anforderungen sollen formalisiert werden. Es sollen
Anforderungsabhingigkeiten erkannt werden. Auf Basis der Anforderungs-
abhingigkeiten und Experteneinschitzungen sollen Anderungsrisiken der Anforderungen
berechnet werden. Eine Ubersicht der Methodik wird in Bild 6-1 dargestellt.

Extrahierung, Formalisierungund Handhabungven

Anwendung Anderungen technischer Anforderungen Ergebnisse

- Extrahierung und Klassifizierung natiirlich-

— sprachlicher Anforderungen Klassifizierte
Wirkketien- K_\as_ﬁzwemng von Anfﬂrderurwgen in naturlich-sprachlichen Lastenheften Anforderungen
modelierung hinsichtich funktonaler und nicht-funktionaler Anforderungen.
5]
= Formalisierung von Anforderungen e
=EE ﬂ Anforderungen werden in Schiussel-Wert-Paaren abgebildet und Atribute A':]:;T::rsul:rt:n
Generative (Anforderungsart, Tag, ID, g
Entwicklung
Erkennung von Anforderungsabhéngigkeiten .
Abhangigkeiten zwischen Anforderungen werden automatisiert durch ein ;n;;;d?r:;%:n
BERT Modell und akives Lernen erkannt. aig
Risikomanagement
von Anforderungs- Berechnung der Anderungsrisiken B
anderungen Auf Basis der Anforderungsabhangigkeiten und Experteneinschatzungen Anderungsrisiken

werden die Anderungsrisiken der Anforderungen berechnet

Formalisierte technische Anforderungen und deren Anderungsrisiken I

Bild 6-1:  Methodik zur Extrahierung, Formalisierung und Handhabung von
Anderungen technischer Anforderungen
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6.1 Modelle

Teil der Methodik ist ein Modell der Software-Architektur sowie ein Modell des
Referenzprozesses zur Methodik-Anwendung. Die Software-Architektur ist eine
funktionale Sicht auf die zu entwickelnde Software. Ziel der Modellierung ist es, das
Software-Werkzeug systematisch zu entwickeln, damit die Erfolgsfaktoren der Methodik
erfiillt werden. Grundlagen zur Systemmodellierung werden in Anhang A2.7 be-
schrieben. Das Systemmodell wurde im Rahmen der Betreuung einer Bachelorarbeit ent-
wickelt [Zha22]. Der Referenzprozess dient als Orientierung fiir die unternehmens-
spezifische Ausgestaltung der Anwendung der entwickelten Methodik.

6.1.1 Software-Architektur

Fir die Modellierung der Software-Architektur muss eine geeignete Modellierungs-
sprache, ein Modellierungswerkzeug sowie eine Modellierungssprache ausgewihlt
werden. Die Modellierungssprache muss Diagramme unterstiitzen, um eine Software in
Struktur und Verhalten abzubilden. Fiir die Struktur des Software-Werkzeugs (z. B. in
Form von Softwaremodulen) sind Klassendiagramme und Komponentendiagramme
relevant. Das (gewiinschte) Verhalten der Software wird durch Anforderungs-, Use-Case-
und Aktivitdtsdiagramme abgebildet. Die Modellierungssprache UML ermoglicht die Er-
stellung dieser Diagramme, weshalb sie ausgewdhlt wird. Zur Erstellung des
Anforderungsdiagramms wird SysML als Erweiterung der UML verwendet. Das
Modellierungswerkzeug muss die Sprache UML/SysML unterstiitzen und die Erstellung
der benétigten Diagramme (s.0.) ermdglichen. Das Modellierungswerkzeug MagicDraw
von NoMagic erfiillt diese Anforderungen, weshalb es zur Modellierung ausgewéhlt
worden ist.

Als Modellierungsmethode wird eine Vorgehensweise in Anlehnung an SYSMOD von
Weilkiens ausgewihlt [Weil4]. Diese Methode gibt Schritte vor, wie unter Beriick-
sichtigung der Sprache UML/SysML die Software-Architektur modelliert werden kann.
Es werden konkret die folgenden Schritte durchgefiihrt: Anforderungen ermitteln,
Systemkontext modellieren, Anwendungsfille modellieren und Anwendungsfille
realisieren. Um die Software-Architektur modellieren zu kénnen, ist ein umfangreiches
Verstindnis der Problemstellung, die durch die Nutzung des Software-Werkzeugs in der
Praxis adressiert werden soll, notwendig. Aus diesem Grund wurde ein Workshop zur
Absicherung der Anwendbarkeit in der Praxis durchgefiihrt (siche Anhang A3.2.: B-W9).

Anforderungen ermitteln

Die Erfolgsfaktoren werden zugrunde gelegt, um Anforderungen an die Software-
Architektur zu ermitteln. Der Fokus wurde auf die Ermittlung funktionaler
Anforderungen gelegt. Es wurden fiir die vier Methoden ,Extrahierung und
Klassifizierung  natiirlich-sprachlicher ~ Anforderungen®, ,Formalisierung von
Anforderungen®, ,,Erkennung von Anforderungsabhéngigkeiten und ,,Berechnung der
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Anderungsrisiken” funktionale Anforderungen abgeleitet. Beispielsweise wurde fiir die
,»Extrahierung und Klassifizierung natiirlich-sprachlicher ~Anforderungen® die
funktionale Anforderung ,,Das Werkzeug muss Worter in Sétzen segmentieren kdnnen.*
definiert. Auerdem wurden iibergeordnete Funktionalitidten des Software-Werkzeugs
betrachtet und dazu Anforderungen abgeleitet. Hierzu zédhlen beispielsweise die
Verwaltung von Projekten, die im Software-Werkzeug angelegt werden koénnen oder der
Import von Lastenheften. Als Anforderung an den Import von Lastenheften wurde
beispielsweise ermittelt: ,,Das Dateiformat des Lastenhefts muss PDF sein.“. Die
Anforderungsdiagramme sind in Anhang A4.1 dargestellt. Exemplarisch wird das
Anforderungsdiagramm der Methode ,.Extrahierung und Klassifizierung natiirlich-
sprachlicher Anforderungen® in Bild 6-2 dargestellt. Es wurden die folgenden Attribute
definiert: ,,ID%, ,,Art der Anforderung®, , Extrahierte Schliissel-Wert-Paare®, ,, Tags®.
Insgesamt wurden 66 Anforderungen ermittelt.

req [Paket] Anforderungen [Funkionale_Anforderungen_Extrahierung_und_Formalisierung_von_Anforderungen] )

«requirement»
Extrahierte Anforderungen anzeigen

> d="35" <<salisfy>>

Text = “Das System muss dem Anwender -—————————
die Méglichkeit bieten, extrahierte
Anforderungen anzuzeigen ™ <

<<deriveReqt>>

<<deriveReqt>>

<<deriveReqt>>

«functionalRequirement» «funclionalRequirements «funclionalRequirements «funclionalRequirements
Tag anzeigen Art der Anforderung Formalisierte ID anzeigen
anzeigen Anforderungen anzeigen
Id="35.1" ld="356"
Text = "Der Tag muss ld="352" id="354" Text = “Die ID muss
angezeigt werden Text = “Die Art der Text = “Die formalisierien angezeigt werden
konnen.” Anforderung muss Anforderungen missen konnen.”
angezeigt werden angezeigt werden konnen.”
konnen.”
Bild 6-2:  Ausschnitt aus dem Anforderungsdiagramm der "Extrahierung und

Klassifizierung natiirlich-sprachlicher Anforderungen"

Systemkontext modellieren

In der Modellierung des Systemkontexts werden Akteure (Menschen oder Software-Sys-
teme) identifiziert, die mit dem Software-Werkzeug interagieren. Es wird zwischen Be-
nutzer, Fremdsystem, Benutzersystem, Schnittstellensystem, Umwelteinfluss, Aktuator
und Sensor unterschieden [Weil4]. Es wurden die folgenden menschlichen Akteure
identifiziert: Anforderungsingenieur, Doménenexperte und Projekt-Manager. Der
Anforderungsingenieur  bedient das  Software-Werkzeug zur  Extrahierung,
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Formalisierung und Handhabung von Anderungen technischer Anforderungen. Der
Doménenexperte  bewertet ~Anforderungsabhingigkeiten. Der Projekt-Manager
interagiert mit der Anforderungsmanagement-Software, in welcher die Ergebnisse der
Anwendung des Software-Werkzeugs zur Extrahierung, Formalisierung und
Handhabung von Anderungen technischer Anforderungen (Extrahierte Anforderungen,
Formalisierte Anforderungen, Anforderungsabhingigkeiten, Anderungsrisiko, ...)
importiert worden sind. Beispielsweise legt er auf Basis der Anderungsrisiken der
Anforderungen Risikosteuerungsmafinahmen in der Anforderungsmanagement-Software
fest. Identifizierte Software-Systeme sind: Software-Werkzeug zur Extrahierung,
Formalisierung und Handhabung von Anderungen technischer Anforderungen (Benutzer-
System), eine Wissensbasis (Schnittstellensystem), Anforderungsmanagement-Software
(Fremd-System) und Synera (Fremd-System). In der Wissensbasis werden Ergebnisse
gespeichert. Beispielsweise werden Anforderungen, die durch das zu entwickelnde
Software-Werkzeug formalisiert werden, in der Wissensbasis gespeichert. Die
formalisierten Anforderungen werden aus der Wissensbasis in Synera importiert und sind
Randbedingungen fiir die generative Entwicklung von Bauteilen. In das Software-
Werkzeug der Methodik soll ein Export von ,,Comma-separated values (CSV-)Dateien
implementiert werden. In die CSV-Dateien werden die Ergebnisse der Anwendung der
Methodik (extrahierte Anforderungen etc.) geschriecben und sie konnen in
brancheniibliche Anforderungsmanagement-Software (z. B. IBM DOORS) importiert
werden.

Anwendungsfille modellieren

Auf Basis der funktionalen Anforderungen und des Systemkontexts (bzw. der beteiligten
Akteure) werden Use-Cases definiert. Es wird ein Paket-Diagramm erstellt, um das
Zusammenspiel der Use-Cases, Akteure und Software-Komponenten abzubilden (siche
Bild 6-3). Der Anforderungsingenieur fiihrt Use-Cases des Software-Werkzeugs zur
Extrahierung, Formalisierung und Handhabung von Anderungen technischer
Anforderungen aus. Dies sind die folgenden: ,,Projekt erstellen®, ,,Anforderungen in
Wissensbasis exportieren, ,,Extrahierte Anforderungen anzeigen“, ,,Anforderungs-
abhéngigkeiten erkennen®, ,,Schliissel-Wert-Paare detailliert anzeigen®, ,,Risiko von
Anforderungsénderungen analysieren” und ,,CSV-Export“. Fiir diese Use-Cases wurden
Use-Case-Diagramme erstellt (siche Anhang A4.2).
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packageExtrahierung_Formalisierung_und Handhabung_von_Anderungen_technischer_Anforderungen [Extrah\erungvon,Anfordemngeny

[ ]

«component»
Extrahierung, Formalisierung und Handhabung
von Anderungen technischer Anforderungen

T
Projekt erstellen A 4
«component»
Wissensbasis
Anford Anforderungenin
nrorderungs Wissensbasis exportieren Anforderungen
-ingenieur in Wissensbasis
Extrahierte Anforderungen bortieren
anzeigen

Anforderungs-
— abhéngigkeiten erkennen
Domén:n- Schliissel-Wert-Paare
experte detailliert anzeigen Projektleiter

Risiko von
Anforderungsanderungen
analysieren
«components
Uploadin Anforderungsmanagement Software
Anforderungsmanagement

Software
'y CSV-Import der
1 Anforderungen
1

Bild 6-3:  Paket-Diagramm der Use-Cases, Akteure und Software-Komponenten

Das Use-Case-Diagramm zu ,,Extrahierte Anforderungen anzeigen® ist beispielhaft in
Bild 6-4 dargestellt. In diesem Use-Case-Diagramm wird detailliert, welche
Informationen dem Anforderungsingenieur angezeigt werden, wenn ihm extrahierte
Anforderungen angezeigt werden. Beispiele hierfiir sind verschiedene Attribute der
Anforderungen, wie ,,ID“, ,,Anforderungsart*, ,,Anforderungsbeschreibung* oder ,,Extra-
hierte Schliissel-Wert-Paare*. AuBlerdem soll ihm eine Detailansicht der extrahierten
Anforderungen angezeigt werden. In dieser Detailansicht werden weitere Informationen
der Anforderungen dargestellt, wie z. B. Anforderungsabhingigkeiten. AuBerdem hat der
Anforderungsingenieur die Moglichkeit, Schliissel-Wert-Paare (die in der betrachteten
Anforderung enthalten sind), hinzuzufligen oder zu loschen (falls beispielsweise ein
Schliissel-Wert-Paar falsch erkannt worden ist). Insgesamt wurden 6 Use-Case-
Diagramme mit insgesamt 73 Use-Cases erstellt (sieche Anhang A4.2).
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usecase Exfrahierte Anforderungen anzeigen [Extrahierte Anforderungen anzeigen])

Artder

Anforderung Anforderungs-
abhéangigkeiten

Tag anzeigen o
anzeigen f 5 i
g ! anzeigen anzeigen
SRR Anforderungs-
! ! <<include>> - <<include>> -~ ;
<<include>> i besr.hrfabung
3 : - anzeigen

- <include>>
Extrahierte <<include>>
Anforderungen

Detailansicht der
Anforderungen

anzeigel anzeigen 29 Schiiissel-
<<ji > . L o Wert-Paare
include <<include>> . _ <<incluge>> anzelgen
nn'nali‘si = Natiirlich- <<include>> ",
Anforderungen sprachliche 3
i er? Anforderungen Tag
* anzeigen anzeigen
<<include>>) <<include>> 4 <<indude>> n‘\<<mc\ude>>

= Anforderungs- i
?’::Irzs:na:eviver:; peachbing Tag ldschen 1ad
ge anzeige o hinzufiigen

Bild 6-4:  Ausschnitt aus dem Use-Case-Diagramm "Extrahierte Anforderungen an-
zeigen"

Aktivitdten modellieren

Fiir die vier Use-Cases, welche die vier Methoden zur Extrahierung und Formalisierung
technischer Anforderungen représentieren, werden Aktivitdtsdiagramme erstellt (siche
Anhang A4.3). Aktivititsdiagramme bilden den Ablauf der Use-Cases ab. Auflerdem
werden Objektfliisse modelliert. Diese bilden ab, welche Inputs und Outputs an Daten
innerhalb der Use-Cases erhalten und verarbeitet werden [Weil4]. Insgesamt wurden vier
Aktivititsdiagramme erstellt. Beispielsweise ist das Aktivitdtsdiagramm des Use-Cases
,Extrahierung und Klassifizierung von Anforderungen“ in Bild 6-5 dargestellt. Zu
Beginn muss ein PDF-Lastenheft hochgeladen werden. Es werden Textelemente extra-
hiert. AnschlieBend werden die Textelemente hinsichtlich Anforderungsart klassifiziert.
Die Klassifizierung erfolgt durch ein KI-Modell. Outputs sind die extrahierten und
klassifizierten Anforderungen.
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activity Extrahierung und Klassifizierung von Anforderungen [Extrahierung und Klassifizierung von Anforderungen] )

input

PDF-Lastenheft [ ] Lastenheft hochladen

I

Textelemente extrahieren ]

Kl-Modell zur Klassifizierung input Textelemente klassifizieren output ' .
von Anforderungen [] nach Anforderungsart [] :Extrahierte Anforderungen

input
Doménenlexikon [ | Formalisierung von Anforderungen]

'
®

Bild 6-5:  Aktivitdtsdiagramm "Extrahierung und Klassifizierung von Anforderungen”

—

—

Anwendungsfille realisieren

Parallel zur Realisierung des Software-Werkzeugs werden Diagramme erstellt, um die
Erfiillung der Erfolgsfaktoren und Use-Cases durch die Komponenten des Software-
Werkzeugs nachzuvollziechen. Es wird ein Paketdiagramm erstellt, in dem die
hierarchische Struktur der Komponenten des Software-Werkzeugs abgebildet sind (siche
Anhang A4.4, Bild A-71). Aulerdem wird ein Komponentendiagramm erstellt, um den
Austausch von Daten zwischen den Komponenten des Software-Werkzeugs zu visuali-
sieren (siche Anhang A4.4, Bild A-70). Mittels Klassendiagramm (siche Anhang A4.4,
Bild A-68) werden Attribute und Vererbungen von verschiedenen Klassen dargestellt.
Beispielsweise besitzt die Klasse ,,Anforderung™ die folgenden Attribute: ,,ID*, ,, Tags*,
Beschreibung®, ,,Art der Anforderung®, ,,Schliissel, ,,Wert", ,,Art der Abhéngigkeit®.
Die Klasse ,,Anforderung® erbt die Attribute ,,Schliissel und ,,Wert* von der Klasse
,»Schliissel-Wert-Paar und das Attribut ,,Art der Abhédngigkeit“ von der Klasse
~Anforderungsabhingigkeit*.

Das Modell der Software-Architektur bildet das Verhalten und die Struktur des Software-
Werkzeugs ab. Es wurde der Systemkontext modelliert, um Interaktionen mit
verschiedenen Akteuren abzubilden. Die Interaktionen wurden durch Use-Cases be-
schrieben und in Aktivititsdiagrammen detailliert. Das Modell wird genutzt, um die
Methoden und das Software-Werkzeug geméll den Erfolgsfaktoren und unter Beriick-
sichtigung des Systemkontexts zu entwickeln.
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6.1.2 Referenzprozess der Methodik-Anwendung

In der Software-Architektur werden funktionale und strukturelle Eigenschaften des Soft-
ware-Werkzeugs beschrieben. Darauf aufbauend wird ein Referenzprozess entwickelt,
der als Ausgangspunkt fiir das unternehmensspezifische Tailoring [WRF15] dient. Der
Referenzprozess wird in Anlehnung an OLEFF [Ole22] in die drei Schritte: Potenzial-
analyse der Methodik-Anwendung einer Organisationseinheit (1), Inhaltliche FEin-
ordnung der Methodik in den Entwicklungsprozess einer Organisationseinheit (2) und
Projektspezifische Ausgestaltung der Methodik-Anwendung (3) unterteilt. Der
Referenzprozess der Methodik-Anwendung ist in Bild 6-6 dargestellt.

Legende: Ablauf
@ Oroenisationseinheit-Ebene
(] Projekt-Ebene

Ergebnisse

1. Potenzialanalyse Vorgehen

* Potenziale + Bewertungvon Nutzen

Abbruchbedingung (Nutzen zu niedrig)

2. Inhaltliche Einordnung «  Identifikationund

Anpassungrelevanter
Abbruchbedingung Entwicklungsprozesse
(Prozesse geprift)

= Einfilhrung der Methodik
in Organisationseinheit

= Einfihrungder + Rollenspezifische
Methodik in Projekt Aufgaben verteilen

Erfolgskontrolle

Ende
Bild 6-6:  Referenzprozess der Methodik-Anwendung

In der Potenzialanalyse wird der Mehrwert der Methodik-Anwendung fiir die
Organisationseinheit ermittelt. Die Bewertung wird von der Unternehmensfiihrung
durchgefiihrt. Es werden die vier Kern-Anwendungsfille (bzw. Methoden), die in der
Software-Architektur modelliert worden sind, betrachtet: Extrahierung von
Anforderungen, Formalisierung von Anforderungen, Abhédngigkeitsanalyse von
Anforderungen sowie Risikomanagement von Anforderungsinderungen. Fiir die
Anwendungsfélle muss der Nutzen bewertet werden.

Zur Potenzialanalyse miissen verschiedene Kennzahlen herangezogen werden. Sechs
Beispiele fiir Kennzahlen sind im Folgenden aufgelistet.
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1) Durchschnittliche Anzahl an Anforderungen

2) Durchschnittliche Anzahl an Seiten natiirlich-sprachlicher Anforderungsdokumente
3) Durchschnittlich benétigte Zeit fiir die Extrahierung von Anforderungen

4) Durchschnittliche Anzahl benétigter Parameter

5) Durchschnittliche Anzahl an Anderungsantrigen

6) Durchschnittliche Anderungskosten

Kennzahlen 1-4 sind fiir die Bewertung des Nutzens der Extrahierung und Formalisierung
von Anforderungen anwendbar. Beispielsweise nimmt der Aufwand fiir die manuelle
Extrahierung von Anforderungen mit der Anzahl an Anforderungen oder der Anzahl an
Seiten natiirlich-sprachlicher Anforderungsdokumente zu. Fiir die Abhéngigkeitsanalyse
von Anforderungen und das Risikomanagement von Anforderungsidnderungen sind
beispielsweise die Anzahl an Anderungsantrigen oder die Anderungskosten relevant.
Falls nach der Bewertung der Nutzen von mindestens einem Anwendungsfall als hoch
bewertet wird, dann werden die weiteren Schritte durchlaufen. Falls der Nutzen jedes
Anwendungsfalls als niedrig bewertet wird, dann miissen die weiteren Schritte nicht
durchgefiihrt werden und die Einfiihrung der Methodik wird abgebrochen (Abbruch-
bedingung). Ergebnis von Schritt 1 ist das Potenzial der Methodik-Anwendung.

In der inhaltlichen Einordnung wird der Entwicklungsprozess der Organisationseinheit
analysiert. Die Analyse erfolgt durch prozessverantwortliche Fach- und Fiihrungskrifte.
Es miissen relevante Entwicklungsprozesse identifiziert werden und fiir die Anwendung
der Methodik angepasst werden. Grundlage fiir den unternehmensspezifischen
Entwicklungsprozess komplexer technischer Systeme ist hdufig die Methodik der
Richtlinie VDI/VDE 2206:2021 [VDI21]. Die Anwendungspotenziale der Methodik
werden in das V-Modell der VDI/VDE 2206:2021 eingeordnet (siehe Bild 6-7).

Die Extrahierung von Anforderungen ist in der Aufgabe Anforderungserhebung relevant.
Natiirlich-sprachliche Anforderungsdokumente (speziell Lastenhefte) werden effizient
analysiert. Die Formalisierung von Anforderungen ist fiir die Modellierung & Analyse
relevant. Ein Anwendungsfall ist beispielsweise die generative Entwicklung von Bau-
teilen. Parameter, die fiir die generative Entwicklung relevant sind, werden effizient aus
Anforderungen extrahiert und sind maschinenlesbar. Fiir die Abhéngigkeitsanalyse von
Anforderungen ist ebenfalls die Modellierung & Analyse relevant. Die Wirkketten-
modellierung [GWK22] ist beispielsweise ein Anwendungsfall. Durch die
Abhingigkeitsanalyse von Anforderungen werden effizient Abhéngigkeiten zwischen
Elementen des Artefakts ,,Anforderung® erkannt. Die Berechnung des Anderungsrisikos
von Anforderungen ist im Anforderungsmanagement relevant. Es wird das Anderungs-
management unterstiitzt. Ergebnis von Schritt 2 ist die Einfilhrung der Methodik in der
Organisationseinheit, bzw. in den Entwicklungsprozess.
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Anwendungspotenziale
0 Extrahierung von Anforderungen
o Formalisierung von Anforderungen

e Abhéngigkeitsanalyse von Anforderungen

0 Risikoberechnung von Anforderungsénderungen

Bild 6-7:  Einordnung der Anwendungspotenziale der Methodik in das V-Modell der
VDI/VDE-Richtlinie 2206:2021

In der projektspezifischen Ausgestaltung miissen Entwicklungsteams zur Anwendung der
Methodik befahigt werden. Die Durchfiihrung des Schritts erfolgt durch Projektleiter.
Einerseits miissen die bendtigten Informationen zur Anwendung der Methodik bereit-
gestellt werden. Andererseits miissen Projektbeteiligte das notwendige Wissen zur An-
wendung der Methodik haben. In der Software-Architektur wurden die notwendigen
Informationsbedarfe zur Anwendung der Methodik modelliert. Dazu zéhlen natiirlich-
sprachliche Lastenhefte, ein Dominenlexikon und historische Anderungsdaten. Es muss
projektspezifisch gepriift werden, ob die notwendigen Informationen vorliegen oder
generiert werden miissen. Beispielsweise miissen Strukturregeln definiert werden, um
Parameter durch die Formalisierung von Anforderungen zu erkennen.

In Abhéngigkeit der Rollen miissen Projektbeteiligte bestimmte Aktivititen zur An-
wendung der Methodik ausfiihren. Diese Aktivitdten sind in der Software-Architektur in
Form von Aktivititsdiagrammen modelliert. Projektbeteiligte miissen im Umgang mit
dem Software-Werkzeug geschult werden. Anforderungsingenieure miissen beispiels-
weise Lastenhefte einlesen und Schliissel-Wert-Paare festlegen konnen. Doménen-
experten miissen Anforderungsabhingigkeiten bewerten konnen. Das Ergebnis von
Schritt 3 ist die Befdhigung der Projektbeteiligten zur Anwendung der Methodik.

Die Methodik-Anwendung muss einer Erfolgskontrolle unterzogen werden. Es muss nach
Projekt-Abschluss gepriift werden, ob bestimmte Kennzahlen (die u. a. in Schritt 1 fest-
gelegt worden sind) verbessert worden sind. Dies konnen beispielsweise die Zeit zur
Extrahierung von Anforderungen oder die Anderungskosten sein. Falls sich die
Kennzahlen nicht verbessern, dann besteht ggf. Anpassungsbedarf der Ziele in Schritt 1.

6.2 Entwicklung der Methoden

Die Methodik zur automatisierten Extrahierung, Formalisierung und Handhabung von
Anderungen technischer Anforderungen besteht aus vier Methoden. Diese werden im
Folgenden beschrieben. Der Nutzen der Methoden wird jeweils anhand eines
Anwendungsfalls erldutert.
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6.2.1 Extrahierung von Anforderungen

Ziel der Extrahierung von Textsegmenten aus Lastenheften ist es, den natiirlich-sprach-
lichen Text aus dem Lastenheft vorzubereiten, sodass nachfolgende Algorithmen diesen
verarbeiten konnen, um z. B. Anforderungen zu klassifizieren oder zu formalisieren. Das
brancheniibliche Dateiformat von Lastenheften ist PDF. Es wird ein PDF-Parser ver-
wendet, um verschiedene Elemente zu extrahieren. Elemente sind ,,FlieBtext®, , Listen*
und ,,Tabellen®. Innerhalb der Elemente wird ein Satzteiler-Algorithmus angewendet, um
abgeschlossene Sitze zu erkennen. Die Regeln zur Satztrennung werden an 2 Sitzen
(Satz 1 und Satz 2) erldutert. Satz 1 ist ein beliebiger Satz im Lastenheft. Satz 2 ist der
auf Satz 1 folgende Satz. Der Software-Code zur Trennung von Sétzen ist auszugweise
in Anhang A4.5, Bild A-72 dargestellt. Die Sdtze 1 und 2 werden nicht getrennt, wenn:

e Satz 1 mit einem Satzzeichen endet, welches indiziert, dass Satz 1 nicht abge-
schlossen ist: ":", ",", "-" oder "/",

e Satz 2 mit einem Satzzeichen startet, welches indiziert, dass Satz 1 nicht abge-
schlossen ist: ":", ",", "-" oder "/",

e oder Satz 2 mit einem Kleinbuchstaben beginnt.

AnschlieBend werden Co-Referenzen mittels Coreferee! aufgeldst. Hierzu wird satz-
tibergreifend POS-Tagging durchgefiihrt. Wenn innerhalb eines Satzes ein POS-Tag
identifiziert wird, welches auf eine Co-Referenz hindeutet (,,Determinatoren” und ,,Pro-
nomen“ [Bet22]), dann wird im vorherigen Satz das referenzierte Nomen gesucht und die
Co-Referenz aufgeldst. Das Vorgehen wird anhand eines Beispiels erldutert (siche Bild
6-8). In dem Beispiel wird ein FlieBtext aus einem Lastenheft zur Entwicklung eines
Tiirmoduls betrachtet. Zunichst wird der PDF-Parser durchgefiihrt, um den FlieBtext zu
erkennen. Die Satze im Flieftext werden getrennt. In dem Beispiel muss bei der Trennung
der Sétze beachtet werden, dass der ,,.“ im ersten Satz in der Zahl ,,300.000° nicht das
Ende eines Satzes markiert. Anschliefend werden Co-Referenzen aufgeldst. Im zweiten
Satz wird das Wort ,,Es“ durch ,,Das Tiirmodul® ersetzt. Dieses Vorgehen wird fiir weitere
Elemente im Lastenheft wiederholt. Der Software-Code zum Auflésen von Co-
Referenzen ist auszugsweise in Anhang A4.5, Bild A-73 dargestellt.

! https://spacy.io/universe/project/coreferee, zuletzt gepriift am 02.01.2023
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FlieRtext- Eingabe

,Das Tirmodulist so auszulegen, dass seine volle Funktionsfahigkeit fir mindestens 15 Jahre oder
mindestens 300.000 km gewahreistet ist. Es ist so auszulegen, dass seine Funktionsfahigkeit fur die
angegebene Zeitbzw. Entfernung ohnejegliche Wartung gewahrieistet ist.

Co-
E gt?rlc::hl::r:?:r: Sétzetrennen Referf_-nzen G%

auflésen }
Lastenheft Extrahierte Textsegmente
Qo Qo %, i

Lk, automatisiert |
1

Extrahierte Textsegmente - Ausgabe

« Das Turmodulist so auszulegen, dass seinevolle Funktionsfahigkeit fir mindestens 15 Jahre oder
mindestens 300.000 km gewahreistet ist.

+ Das Turmodulist so auszulegen, dass seine Funktionsfahigkeit fur die angegebene Zeit bzw. Entfernung
ohne jegliche Wartung gewahrleistetist.

Bild 6-8:  Extrahierung von Textsegmenten aus Lastenheften im PDF-Format

Ergebnis der Extrahierung von Textsegmenten sind getrennte Sétze, die aus PDF-
Dokumenten extrahiert worden sind und keine Co-Referenzen enthalten. Zur Bildung der
Sitze werden Elemente aus dem Flietext, Listen und Tabellen beriicksichtigt. Die
Extrahierung der Textsegmente erfolgt automatisiert.

Klassifizierung nach Anforderungsart

Ziel der Klassifizierung nach Anforderungsart ist es, die extrahierten Textsegmente nach
funktionale Anforderung®, ,nicht-funktionale Anforderung* oder ,,keine Anforderung*
zu klassifizieren. Das Vorgehen wird beispielhaft in Bild 6-9 dargestellt.

Eingabe

natirlich-sprachiliche Texte aus Textsegmente aus dem
Lastenheften Lastenheft des Tiirmoduls

A;: Die Entwicklung des Tarmoduls muss
konform zur Regularie UN GTR No. 1

Verarbeitung erfolgen . —,
Kiassifizierung der Texte nach nicht-funktionale Anforderung
Anforderungsart
Agz: .Das Tarmodul muss gegen Schall-, Luft-
Anforderungen .

und Wassereintritt abdichten.

Extrahierte Textsegmente

funktionale Anforderung Kla55|f|2|erung von
Ausgabe Anforderungen
_nicht-funktionale Anforderung”. _funktionale . ) g
Anforderung” oder keine Anfordening” Ay .Dt‘E‘ﬂtExS Dokumentistin funf Abschnitte
singetilt

keine Anforderung

Bild 6-9:  Beispiel fiir die Klassifizierung nach Anforderungsart. Der Output ist in
dunkelblau unterhalb der Anforderungen dargestellt.
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Fiir die Klassifizierung nach Anforderungsart wird aufbauend auf dem Ansatz von
KurTANOVIC und MAALEJ Kiinstliche Intelligenz, speziell: ein liberwachtes machinelles
Lernverfahren, angewendet [KM17]. Hierzu werden die extrahierten Textsegmente
klassifiziert. Die Klassifizierung nach Anforderungsart ist in die fiinf Schritte Generie-
rung von Daten, Vorverarbeitung der Daten, Training des Klassifizierungsmodells,
Klassifizierung der Daten und Ausgabe der Daten fiir eine Anforderungsmanagement-
Software aufgeteilt.

Generierung von Daten

Um Anforderungen mittels maschinellem Lernen zu klassifizieren, miissen Daten verfiig-
bar sein. Diese Daten werden aus Spezifikationsdokumenten extrahiert. Wenn iiberwach-
tes maschinelles Lernen verwendet wird, dann miissen diese Daten gekennzeichnet wer-
den (,,funktional, ,,nicht-funktional* oder ,.keine Anforderung). In dieser Methode wird
GPT-J (siche Abschnitt 3.1) fiir die Augmentation von englischen Anforderungsdaten
genutzt. Die generierten Daten (reale und augmentierte Daten) miissen vorverarbeitet
werden (nédchster Schritt), sodass ein Klassifizierungsmodell trainiert werden kann.

Vorverarbeitung der Daten

Zur Vorverarbeitung der Anforderungsdaten werden verschiedene Operationen durchge-
fuhrt. Fiir jeden Satz aus den extrahierten Textsegmenten werden die Worter als Tokens
formatiert (Tokenisierung). Hierzu wird der Tokenizer von spaCy! verwendet. Die ein-
zelnen Tokens werden als Vektoren mit Hilfe des vortrainierten Universal Sentence En-
coders? von Tensorflow dargestellt.

Training des Klassifikationsmodells

Zur Klassifizierung von Anforderungen hinsichtlich ,,funktional®, ,,nicht-funktional*
oder ,,keine Anforderung* miissen Modelle trainiert werden. Dazu werden die (im vor-
herigen Schritt) generierten Daten benétigt. Als Teil dieser Arbeit werden verschiedene
Modelle mittels Scikit-learn® und Tensorflow” trainiert und deren Leistungsfihigkeit ver-
glichen. Diese Modelle werden untersucht, weil frithere Untersuchungen auf eine hohe
Leistungsfahigkeit in der Klassifizierung von Anforderungsarten hindeuten [KM17]:

e Support Vector Machine (SVM) mit radialem Basisfunktions-Kernel,
e Random Forest (RF) und

e Neuronales Netz (NN) mit zwei versteckten Schichten und einer Ausgabe-Schicht.

! https://spacy.io/api/tokenizer

2 https://www.tensorflow.org/hub/tutorials/semantic_similarity with_tf hub_universal encoder
3 https:/scikit-learn.org

4 https://www.tensorflow.org
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Klassifizierung der Daten

Die vorverarbeiteten Anforderungsdaten werden durch das Modell klassifiziert. Es wer-
den verschiedene Modelle zur Klassifizierung der Anforderungsdaten und zum Vergleich
der Leistungsfahigkeit angewendet (siehe oben).

Ausgabe der Daten fiir die Anforderungsmanagement-Software

Die klassifizierten Anforderungen werden im CSV-Format exportiert. Pro Anforderung
werden die Attribute ID, Anforderungstext und Anforderungstyp (,,funktional” oder
,nicht-funktional*) ausgegeben. Daten, welche als ,.keine Anforderung“ klassifiziert
worden sind, werden fiir den Import nicht beriicksichtigt. Fiir den Import in
Anforderungsmanagement-Software sind werkzeugspezifische Schnittstellen zu
beachten. So miissen z.B. fiir einen Import in IBM DOORS die Namen der
Spalteniiberschriften in der CSV-Datei mit den Namen der Attribute der Anforderungen
im Projekt iibereinstimmen. Der Ablauf der Klassifizierung nach Anforderungsart ist in
Bild 6-10 visualisiert. In der Generierung der Daten miissen teilweise Daten manuell
gekennzeichnet werden. Die restlichen Schritte sind automatisiert. Der Algorithmus zur
Klassifizierung von Anforderungen ist auszugsweise in Anhang A4.6 dargestellt.

Daten generieren klassifizierte Trainingdes Legende:
(und vorverarbeiten) extsegmente Klassifikatormodells automatisiert o

.3, g, (elavtomaisiert 54
Text. trainiertes AM: Anforderungsmanagement
segmente Modell
Text- vorverarbeitete Anforderungs-
segmente Textsegmente arten
Datenaus Ausgabe von -
E Spezifikationen . : Dgte_n Daten fiirdas —
: vorverarbeiten klassifizieren —
extrahieren AM Werkzeug
Lastenheft ry o o, o AM
o chd oo % Werkzeug

Bild 6-10: Ablauf der Klassifizierung nach Anforderungsart [GPB22]

Ergebnis der Klassifizierung von Anforderungen ist eine Liste von Textsegmenten, die
als Attribute ,,Anforderungsart” und ,textuelle Beschreibung® besitzen. Die textuelle
Beschreibung enthilt den extrahierten natiirlich-sprachlichen Text aus dem Lastenheft.
Die Anforderungsart gibt das Ergebnis der Klassifizierung wieder. Textsegmente, die als
Anforderungsart ,.keine Anforderung besitzen, sind keine Anforderungen und werden
nicht weiter betrachtet. Weitere Auspridgungen dieses Attributs sind ,,funktionale
Anforderung” und ,nicht-funktionale Anforderung“. Textsegmente, welche diese
Anforderungsart als Attribut besitzen, sind Anforderungen und werden fiir die weiteren
Methoden der entwickelten Methodik beriicksichtigt.
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Die Klassifizierung durch maschinelles Lernen erfolgt automatisiert. Durch das
Klassifizierungsmodell konnen unstrukturierte Anforderungen sowie Anforderungen mit
niedriger Qualitét verarbeitet werden. Durch den CSV-Export konnen Anforderungen in
brancheniibliche Anforderungsmanagement-Software eingelesen werden.

Anwendungsfall der Methode

Eine aktuelle Herausforderung in der Entwicklung von Automobilen besteht darin, dass
Automobilhersteller aufgrund der UN-ECE R156 Regularie verpflichtet sind, die Aus-
wirkungen von technischen Anderungen auf Softwarckomponenten jederzeit
nachvollziehen zu konnen [GWK22]. Aufgrund des komplexen Zusammenspiels von
Systemelementen (wie Softwarekomponenten) haben Anderungen nicht nur unmittelbare
Auswirkungen auf ein bestimmtes Systemelement, sondern pflanzen sich innerhalb des
Gesamtsystems fort und fithren zu steigenden Kosten oder sogar zum Scheitern des
Projekts [EECO7]. Die daraus resultierenden Auswirkungen sind ohne systematischen
Ansatz und Softwareunterstiitzung kaum zu bewerten. Die Auswirkungsanalyse kann
genutzt werden, um vorhandene Informationen zu analysieren und den Entwicklern zu
helfen, die Auswirkungen von auftretenden Anderungswiinschen abzuschitzen [GW21].
Die Modellierung von Wirkketten ist eine Moglichkeit, ein solches Informationsmodell
zu erstellen. Hierbei werden Artefakte miteinander verkniipft, um eine
Nachverfolgbarkeit herzustellen (siche Bild 6-11).

Die ,,Model-based Effect Chain Analysis“ (MECA) Methode wurde von GRABLER,
WIECHEL, KOCH, PREUS und OLEFF veroffentlicht [GWK22]. Die MECA-Methode wird
im Anhang A2.1 ausfiihrlich beschrieben. Ein Problem in der Wirkkettenmodellierung
besteht darin, dass die detaillierte Modellierung bestimmter Artefakte aufwéndig ist. Dies
betrifft unter anderem das Umgebungs-Artefakt ,,Regularien”. In Regularien werden
bestimmte Anforderungen an Automobile gestellt. Innerhalb des Projekts zur
Wirkkettenmodellierung [GWK22] wurde von Praktikern berichtet, dass Regularien
aktuell lediglich als Klasse ,,Regularie mit den Instanzen auf Regularien-Ebene — z. B.
,UN/ECE R26% — angelegt werden. Dieser niedrige Detailgrad wurde aufgrund des Auf-
wands zur Extrahierung und Klassifizierung der Anforderungen aus den Regularien ge-
wihlt. Wenn eine technische Anderung auftritt, dann ist nicht direkt ersichtlich, ob die
Anforderungen der verkniipften Regularien weiterhin erfiillt sind. Ein Mehrwert besteht
darin, die Anforderungen, die in den Regularien dokumentiert sind, direkt mit den
Entwicklungsartefakten zu verkniipfen. AufBerdem ist eine Verkniipfung der
Anforderungen aus den Regularien mit Entwicklungsartefakten notwendig, um effizient
zu priifen, ob sdmtliche Anforderungen in der Entwicklung des Automobils beriick-
sichtigt worden sind.
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Organisationsartefakte

Interne Rand- Interne h
bedingungen ] | Informationen

’r Entwicklungsartefakte

Logische Physische s
[Anforderungen][ Funktionen ][ Elemente ][ Homants ]E] -'1-'-

Umgebung Urhmehrm

[ Umgebungsartefakie

Rand-
[ Regularien ] [ Richtlinien ][bedingungen] [:] m

Bild 6-11: Zertifizierungsgerechte Wirkkettenmodellierung [GWK22]

Die entwickelte Methode zur Extrahierung und Klassifizierung von Anforderungen unter-
stiitzt die Wirkkettenmodellierung, indem Anforderungen effizient aus Regularien extra-
hiert werden. Diese Anforderungen werden wiederum im Systemmodell abgebildet und
mit Elementen der Wirkkette verkniipft. Dadurch kann im Rahmen einer Analyse
festgestellt werden, ob die verkniipften Elemente die Anforderungen aus den Regularien
erfiillen und das System zertifizierungsgerecht entwickelt worden ist. Aulerdem kann bei
Anderungen an Elementen nachvollzogen werden, ob die Anderungen Einfluss auf die
Zertifizierung des Systems haben.

6.2.2 Formalisierung von Anforderungen

Ziel der Formalisierung von Anforderungen ist es, natiirlich-sprachliche Anforderungen
in eine eindeutige Darstellungsform zu tiberfithren. Dadurch werden Anforderungen ein-
deutig interpretierbar.

Damit die extrahierten Informationen maschinenlesbar sind und durch Werkzeuge zur
generativen Entwicklung interpretiert werden konnen, ist ein hoher Formalisierungsgrad
erforderlich. Aus diesem Grund wird ein Ansatz zum Ausfiillen von Vorlagen in
Kombination mit NER gewihlt (sieche Abschnitt 3.2). Fiir diese Aufgabe werden
Transformer-Modelle verwendet, da diese die besten Ergebnisse fiir NER zeigen
[WIB21]. Um Anforderungen zu formalisieren, werden Schliissel-Wert-Paare in natiir-
lich-sprachlichen Anforderungen erkannt. Ein Beispiel fiir ein Schliissel-Wert-Paar ist in
Bild 6-12 dargestellt.

Das Schliissel-Wert-Paar der Anforderung "Die Lebensdauer des Systems muss min.
300.000 km betragen." muss extrahiert werden. In diesem Beispiel ist der Schliissel "life-
span_range". Die Lebensdauer wird in einer Entfernungseinheit angegeben. Der Wert des
Schliissels ist "> 300.000 km". Das Schliissel-Wert-Paar lautet also "lifespan_range:
>300.000 km". Zur Erkennung des Schliissel-Wert-Paares werden verschiedene
Strukturregeln und Textindikatoren verwendet, die im Doménenlexikon definiert sind.
Fiir jedes Schliissel-Wert-Paar werden Wertklassen definiert. In diesem Beispiel ist der
Wert eine Zahl (in Kombination mit dem relationalen Operator "min." bzw. "=" und der
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Einheit Kilometer bzw. "km"). Werte miissen im Zusammenhang mit der Formalisierung
von Anforderungen nicht unbedingt reelle Zahlen sein. In der Beispielanforderung "Das
Tiirmodul soll mittels additiven Fertigungsverfahren hergestellt werden" ist der Schliissel
"Fertigungsverfahren" und der Wert "additive Fertigung".

hat wird
Anforderung Anforderung formalisiert ; i
----> ‘Die Lebensdauerdes Systems ----- > ,H:Su’;:a?::d‘;i];g; rggg ;m
muss min. 300.000 km sein” G EE
Anforderung Foma\'\‘é‘epiqe\oa“
- verarbeiten g2
Tarmodul N\Wc‘f?’
Doménenlexikon

- Schlussel lifespan__range
Legende: Doménen- Textindikator: [ Lebensdau

anforderungsspezifsch - - -3 lexikon lesen Stukturregein: [ funkional
Schrit der Methade Methode zur Formalisierung Wertklasse: .Zahl & Einheit’

von Anforderungen

Bild 6-12: Beispiel-Anforderung (Lebensdauer als Entfernungseinheit) eines Tiirmoduls
zur Bildung von Schliissel-Wert-Paaren [GPB23]

Die Methode zur Formalisierung von Anforderungen besteht aus drei Schritten. Schritt 1:
Die Anforderungskandidaten miissen identifiziert werden. Um die Laufzeit und die Gene-
rierung falsch positiver Ergebnisse des Algorithmus zur Formalisierung von Anfor-
derungen zu reduzieren, sollen nur bestimmte Anforderungen auf das Vorhandensein be-
stimmter Schliissel-Wert-Paare gepriift werden. Eine Anforderung wird nur dann nach
einem Schliissel-Werte-Paar untersucht, wenn alle Strukturregeln erfiillt sind. Anforde-
rungen, die diese Bedingungen erfiillen, werden Anforderungskandidaten genannt.
Strukturregeln werden pro Schliissel-Wert-Paar definiert. Diese Strukturregeln werden
als Positiv- oder Negativliste verwendet. Zum Beispiel lauten die Strukturregeln fiir die
Anforderung an die Lebensdauer des Tiirmoduls:

o Strukturregel I: "Der Schliissel "lifespan_range" kann nur dann in einer Anforderung
vorkommen, wenn eine Entfernungseinheit vorhanden ist". (positiv)

o  Strukturregel 2: "Der Schliissel "lifespan_range" kann in einer funktionalen Anfor-
derung nicht vorkommen." (negativ)

Ist eine Entfernungseinheit (z.B. "km") in einer Anforderung nicht vorhanden, so wird
die Anforderung nicht darauthin tiberpriift, ob ein Schliissel-Wert-Paar fiir den Schliissel
"lifespan_range" existiert (Strukturregel 1). Darliber hinaus kénnen Metadaten der Anfor-
derungen zur Bildung von Strukturregeln verwendet werden. Ein Schliissel-Wert-Paar
zum Schliissel "lifespan_range" kann nicht in einer funktionalen Anforderung vor-
kommen, weshalb funktionale Anforderungen nicht auf dieses Schliissel-Wert-Paar ge-
priift werden (Strukturregel 2).
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Schritt 2: Die Anforderungskandidaten werden gefiltert, indem sie mit Textindikatoren
von Schliisseln verglichen werden. Textindikatoren fiir "lifespan range" sind z. B.
"Lebensdauer” oder "Haltbarkeit". Diese Textindikatoren werden manuell im Doménen-
Lexikon definiert. Die Definition kann teilweise automatisiert werden, indem Synonyme
aus lexikalischen Datenbanken wie WordNet [Fel05] identifiziert werden. Alle Worter
der Anforderungskandidaten (nach Entfernung der Stoppwdorter) werden als Kandidaten
fir Schliissel-Wert-Paare verwendet. Die Schliissel-Wert-Paar-Kandidaten werden
lemmatisiert und direkt mit den Lemmata der Textindikatoren verglichen und nach
Ubereinstimmungen durchsucht.

Schritt 3: Wird mindestens eine Ubereinstimmung gefunden, werden die Schliissel-Wert-
Paar-Kandidaten daraufthin tiberpriift, ob sie einen Wert fiir den passenden Schliissel ent-
halten. Je nach Schliissel werden unterschiedliche Ansitze zur Erkennung von Werten
verwendet. Zum Beispiel kann der Schliissel "lifespan_range" die Werte 0 bis n und eine
Entfernungseinheit (wie "km" oder "kilometer") annehmen. Diese Wertklasse wird als
"Zahl & Einheit" bezeichnet. Reguldre Ausdriicke (RegEx) werden zur Erkennung ver-
wendet. Wenn es mehrere mogliche Werte fiir einen Schliissel gibt, die nicht einer festen
Syntax folgen, wie die Werteklasse "Zahl & Einheit", wird NER verwendet. Zum Beispiel
erfordert der Schliissel "manufacturing site" einen Wert fiir den Standort der
Produktionsstitte (z. B. Land "Deutschland" oder Stadt "Paderborn"). Fiir einige NER-
Aufgaben existieren bereits trainierte Modelle. In diesem Ansatz werden die NER-
Modelle von spaCy fiir die Werteklasse "Standort" verwendet. Fiir andere Werteklassen
wie "Material" oder "Fertigungsprozess" werden NER-Modelle speziell trainiert. Wenn
es nur wenige mogliche Werte fiir einen Schliissel gibt, wird ein String-Matching-Ansatz
verwendet. Eine Liste von Zeichenketten fiir diesen Wert wird manuell definiert. Die
lemmatisierten Zeichenfolgen werden mit den lemmatisierten Wertkandidaten ab-
geglichen. Zum Beispiel erfordert der Schliissel "energy type" einen Wert fiir die Art der
Energie fiir den Antrieb eines Fahrzeugs (z. B. "Diesel" oder "elektrisch"). Wenn der
Schliissel-Wert-Paar-Kandidat keinen Wert enthidlt, der mit dem Schliissel iiber-
einstimmt, wird er als Kandidat fiir diesen Schliissel verworfen. Enthélt die Anforderung
einen einzigen passenden Wert, wird dieser als Wert fiir das Schliissel-Wert-Paar ver-
wendet. Wenn es nicht moglich ist, einen eindeutigen Wert zu ermitteln, miissen alle
Wertkandidaten dem Benutzer zur Uberpriifung vorgelegt werden. Die Methode ist in
Bild 6-13 dargestellt. Der Software-Code zur Formalisierung von Anforderungen ist
auszugsweise in Anhang A4.7 dargestellt. AuBlerdem werden die implementierten
Dominenlexika der Schliissel-Wert-Paare in Anhang A4.8 dargestellt (siche Bild A-77
bis Bild A-96).
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Bild 6-13: Ablauf der Formalisierung von Anforderungen [GPB23]

Ergebnis der Formalisierung von Anforderungen sind Schliissel-Wert-Paare, die in den
klassifizierten Anforderungen erkannt worden sind. Schliissel sind Parameter, wie z. B.
,Lebensdauer”. Werte sind die Ausprdgungen der Parameter, beispielsweise ,,min.
300.000 km*. Die zu erkennenden Schliissel-Wert-Paare werden im Doménenlexikon
definiert. In diesem Dokument werden Regeln festgelegt, um Schliissel-Wert-Paare zu
erkennen. Die formalisierten Anforderungen, bzw. die Schliissel-Wert-Paare konnen in
verschiedene Entwicklungswerkzeuge eingelesen werden. Ein Anwendungsfall ist
beispielsweise die generative Entwicklung von Bauteilen in Synera. Die Schliissel-Wert-
Paare definieren Restriktionen fiir die Bauteilentwiirfe.

Anwendungsfall der Methode

Bei der generativen Entwicklung werden Geometrien automatisch auf der Grundlage von
Restriktionen erzeugt. Die Restriktionen werden aus Anforderungen abgeleitet, die in
Lastenheften enthalten sind. Die generierten Geometrien werden im Hinblick auf
bestimmte Kriterien optimiert. So kann z. B. ein Tiirmodul hinsichtlich des Kriteriums
"Masse" optimiert werden und gleichzeitig Restriktionen hinsichtlich verschiedener Last-
félle einhalten. In der generativen Entwicklung ist es das Ziel, einen Workflow zu defi-
nieren, der die Systemkomponente anhand bestimmter vorgegebener Parameter automa-
tisch generiert. Da der Prozess der manuellen Modellierung einer Systemkomponente
sehr zeitaufwindig ist, spart der generative Ansatz Zeit durch einen hohen
Automatisierungsgrad. Software-Werkzeuge wie Synera ermdglichen einen solchen An-
satz. Eine beispielhafte Ansicht eines Synera-Workflows zur Erzeugung von Geometrien
(in diesem Fall fiir ein Tiirmodul) ist in Bild 6-14 dargestellt.
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Bild 6-14: Generative Entwicklung eines Tiirmoduls in Synera [GPB23]

Aktuell miissen samtliche Parameter, die fiir die Restriktionen relevant sind, vom Inge-
nieur manuell aus den Anforderungen, die im Lastenheft definiert sind, ermittelt und in
das Werkzeug zur generativen Entwicklung eingegeben werden. Dieser Prozess ist zeit-
aufwindig und fehleranfillig. Durch die Methoden zur Formalisierung von Anfor-
derungen werden diese Parameter automatisiert ermittelt. Die Anforderungen kénnen
beispielsweise in Synera iiber eine Schnittstelle (CSV-Import) direkt als Input eingelesen
werden. Durch die Formalisierung der Anforderungen und das automatische Einlesen der
Parameter wird die Zeit an Routinetdtigkeiten des Ingenieurs verringert.

6.2.3 Abhiangigkeitsanalyse von Anforderungen

Durch die Abhéngigkeitsanalyse von Anforderungen sollen Abhéngigkeiten zwischen
den extrahierten Anforderungen identifiziert werden. In der Vorstudie (siche Abschnitt
4.1.) wurde erkannt, dass BERT-Modelle fiir die Erkennung von Anforderungs-
abhingigkeiten besonders geeignet sind. In Bild 6-15 wird eine Ubersicht iiber die
einzelnen Schritte der Abhéngigkeitsanalyse von Anforderungen mittels BERT-Modell
gegeben.

S
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- ] ‘ e @
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Bild 6-15: Ubersicht: Abhdngigkeitsanalyse von Anforderungen
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Im ersten Schritt werden Anforderungspaare gebildet. Durch die Abhingigkeitsanalyse
von Anforderungen sollen Abhédngigkeiten zwischen sdmtlichen Anforderungen des Pro-
jekts gepriift werden. Zur Datenvorbereitung werden daher einzelne Anforderungen zu
Anforderungspaaren kombiniert, um in der nachfolgenden Klassifizierung die Abhéngig-
keiten zwischen den Anforderungen festzustellen. Es werden exemplarisch zwei
Anforderungen betrachtet, um das Vorgehen zu erldutern:

e Al: ,Das Tirmodul ist so auszulegen, dass seine volle Funktionsfdhigkeit fiir min-
destens 15 Jahre oder mindestens 300.000 km gewihrleistet ist.

e A2:,Das Tiirmodul muss gegen Schall-, Luft- und Wassereintritt abdichten.*

Zur Bildung der Anforderungspaare werden die natiirlich-sprachlichen Anforderungs-
beschreibungen miteinander verkettet. Beispiel fiir das Anforderungspaar 41+A42: ,.Das
Tiirmodul ist so auszulegen, dass seine volle Funktionsfihigkeit fiir mindestens 15 Jahre
oder mindestens 300.000 km gewdhrleistet ist. Das Tiirmodul muss gegen Schall-, Luft-
und Wassereintritt abdichten.

Im néchsten Schritt werden die Worter in den Anforderungspaaren fokenisiert. Der
gesamte String mit den verketteten Anforderungsbeschreibungen der Anforderungspaare
wird heruntergebrochen in einzelne Strings pro Wort in den Anforderungs-
beschreibungen. Dies ist notwendig, um in nachfolgenden Schritten einzelne Worter in
den Anforderungspaaren verarbeiten zu koénnen. Beispiel: |Tiirmodul|, |Funktions-
fihigkeit| und |gewdhrleistet| sind Tokens aus dem Anforderungspaar.

AnschlieBend werden die tokenisierten Anforderungspaare vektorisiert. Die natiirlich-
sprachlichen Tokens werden durch das BERT-Modell in eine mathematische Darstellung
iberfiihrt, um im néchsten Schritt fiir die Klassifizierung der Abhédngigkeiten verarbeitbar
zu sein. Durch BERT werden den einzelnen Tokens in Abhéngigkeit des Kontexts, in
dem die Worter der Tokens auftreten, einem Vektor zugewiesen.

Im letzten Schritt werden die Anforderungspaare klassifiziert. Durch das BERT-Modell
wird festgestellt, ob zwischen den Anforderungen, die durch das Anforderungspaar
reprisentiert werden, eine Abhdngigkeit vorliegt. Fiir die Propagationsanalyse von
Anforderungsénderungen ist eine bindre Klassifizierung von Abhéngigkeiten (,,ab-
héngig* oder ,nicht-abhdngig®) ausreichend, weshalb in dieser Arbeit eine binére
Klassifizierung durchgefiihrt wird.

Abhingigkeitsanalyse mit aktivem Lernen

Die Klassifizierung von Anforderungsabhingigkeiten durch BERT Modelle wurde be-
reits in ARCA erforscht (siche Abschnitt 4.1). Hierbei wurde festgestellt, dass
Forschungsbedarf in der Verbesserung der Transferfahigkeit der Modelle besteht. Fiir die
industrielle Anwendbarkeit ist es notwendig, dass Daten aus neuen Projekten mit einer
hohen Leistungsféhigkeit klassifiziert werden kdnnen. Potenzial bietet hierbei das Trai-
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ning von Modellen mittels aktivem Lernen. Aktives Lernen ist eine Form von Maschinel-
lem Lernen, bei der ein Lernalgorithmus interaktiv ein Orakel (typischerweise einen
menschlichen Experten) befragt, um das gewlinschte Label fiir neue Datenpunkte zu er-
halten [Set09]. Es hat sich als effektiv erwiesen, um den menschlichen Aufwand bei der
Datenanalyse zu reduzieren [ASN19, DPA18]. Dadurch muss nur eine Teilmenge der
Daten aus neuen Projekten vom Experten manuell klassifiziert werden. Die restlichen
Daten werden automatisiert durch das Modell klassifiziert.

Die Abhédngigkeitsanalyse mittels BERT wird durch aktives Lernen erweitert, um die
Leistungsfahigkeit der Modelle in der Klassifizierung von Daten aus neuen Projekten zu
verbessern und gleichzeitig den Aufwand fiir die Kennzeichnung neuer Daten zu redu-
zieren. Das Vorgehen besteht aus den Schritten: Datenvorbereitung, initiales Training,
Aktives Lernen und Klassifizierung (siche Bild 6-16).
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Bild 6-16: Abhdngigkeitsanalyse von Anforderungen mit aktivem Lernen [GP23]

In der Datenvorbereitung werden, analog zum vorherigen Vorgehen, die Schritte
,Anforderungspaare bilden* und ,,Tokenisierung® durchlaufen. Es werden sdmtliche
Anforderungsdaten, die klassifiziert werden sollen, aus dem Anforderungsmanagement-
Werkzeug exportiert und vorbereitet.

Waihrend des initialen Trainings wird das BERT-Modell mit Anforderungsdaten fein
abgestimmt (,,Fine-Tuning*). Diese Trainingsdaten sind, analog zum vorherigen Vor-
gehen, Daten aus vergangenen Projekten, in denen Anforderungsabhingigkeiten ge-
kennzeichnet worden sind.

Im Schritt Aktives Lernen werden iterativ Anforderungspaare ausgewihlt, die manuell
vom Orakel bzw. Experten gekennzeichnet werden miissen. Die Auswahl der
Anforderungspaare erfolgt unter Anwendung der poolbasierten Stichprobentechnik
[Set09]. Aus der Menge der zu klassifizierenden Anforderungspaare wird eine Teilmenge
gebildet. Aus dieser Teilmenge werden die unsichersten Daten mittels ,,Least Confidence
Uncertainty Sampling™ bestimmt [Set09]. Das sind die Daten mit der héchsten Un-
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sicherheit der Klassifizierung. In jeder Iteration, werden dem Orakel die unsichersten Da-
ten angezeigt, und das Orakel kennzeichnet diese Daten manuell [DMP20]. Diese Daten
werden der Menge der Trainingsdaten filir das aktive Lernen hinzugefiigt. Dies ist eine
separate Menge an Trainingsdaten, die nur wahrend des aktiven Lernens genutzt wird.
Waihrend des Schritts Training & Evaluation wird das BERT-Modell fein abgestimmt mit
den Trainingsdaten des aktiven Lernens. Anschlieend wird das BERT-Modell getestet
und es werden Kennzahlen bestimmt, um die Verbesserung des Modells zu messen.
Hierzu wird der F1 berechnet. Wenn die Anderung des F1 fiir eine bestimmte Anzahl an
Iterationen unter einem definierten Wert liegt (Abbruchbedingung), dann wird das aktive
Lernen beendet. Andernfalls wird die ndchste Iteration gestartet. Weitere mogliche
Abbruchbedingungen sind beispielsweise eine bestimmte Anzahl an Iterationen oder
Erreichung einer definierten Anzahl an gekennzeichneten Daten.

In der Klassifizierung werden samtliche verbleibende Anforderungspaare durch das
BERT-Modell hinsichtlich Abhédngigkeitsart klassifiziert. Fiir die weitere Verwendung
der Ergebnisse muss der Output des BERT-Modells in ein geeignetes Datenformat trans-
formiert werden — z. B. xIs oder ReqlF. Ziel ist es, eine interpretierbare Darstellung der
Anforderungen und ihrer Abhéngigkeiten zu erstellen. Der Software-Code zur
Abhingigkeitsanalyse von Anforderungen ist auszugsweise in Anhang A4.9 dargestellt.

Ergebnis der Abhédngigkeitsanalyse von Anforderungen sind die klassifizierten
Abhéngigkeiten zwischen den Anforderungen. Anforderungsabhéngigkeiten werden bi-
nér als ,,abhéingig* und ,,nicht abhéngig* definiert. Anforderungen sind abhingig, wenn
die Anderung einer Anforderung zu einer Anderung der abhiéingigen Anforderung fiihrt.
Es kommt demnach zu einer Anderungspropagation. Die Informationen beziiglich der
Abhéngigkeiten von Anforderungen sind fiir verschiedene Anwendungsfille relevant.
Ein Anwendungsfall ist das Risikomanagement von Anforderungsanderungen. Im Ver-
gleich zu bisherigen Forschungsergebnissen besteht der Neuheitsgrad der Abhédngigkeits-
analyse in der Verwendung von aktivem Lernen in Kombination mit einem BERT Mo-
dell. Durch das aktive Lernen soll die Leistungsfahigkeit des BERT Modells in der
Klassifizierung von Anforderungsdaten aus neuen Projekten gesteigert werden.

Anwendungsfall der Methode

Ein Anwendungsfall ist die Bewertung des Anderungsrisikos im Risikomanagement von
Anforderungsanderungen [Ole22]. Das Risiko von Anforderungsénderungen besteht aus
den Dimensionen ,,Auswirkungen* und ,,Eintrittswahrscheinlichkeit* einer Anderung.
Anforderungsinderungen werden initial durch einen exogenen Anderungsinitiator (z. B.
Anderung von Kundenwiinschen) verursacht. Die Implementierung dieser Anderung
fiihrt zu einer Auswirkung, die direkt mit der Anderung der betroffenen Anforderung
verbunden ist (lokale Anderungsauswirkung). Die Implementierung der Anderung kann
aber auch Auswirkungen auf nachfolgende Anforderungen haben (konsekutive
Anderungsauswirkungen). Diese entstehen aufgrund von Abhingigkeiten zwischen den
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Anforderungen und miissen umgesetzt werden, um die Konsistenz und Giiltigkeit des
Anforderungssatzes zu gewihrleisten (Propagationseffekte). Durch Addition der lokalen
Anderungsauswirkungen aller Anforderungen auf einem Propagationspfad kann die
kollektive Anderungsauswirkung der urspriinglichen Anderungsanforderung bewertet
werden (siche Bild 6-17, [GOP21]).

Anforderung Konsekutive @ ” L Abhéngigkeiten

Anderungsauswirkung gbgerer
. Ordnung

initiale Anderung
. e
Lokale Anderungsauswirkung

Anderungsanirag

Bild 6-17: Auswirkungen von Anforderungsdnderungen in Anlehnung an [GOP21]

Die Anforderungsanderungswahrscheinlichkeit setzt sich aus der exogenen und endo-
genen Anderungswahrscheinlichkeit zusammen. Exogene Anderungsausloser 16sen eine
erste Anforderungsénderung aus. Diese haben nichts mit dem Zusammenspiel der
Anforderungen zu tun und kommen von auflerhalb des Anforderungssatzes. Endogene
Anderungen kénnen nur auftreten, nachdem eine initiale Anderung ausgeldst wurde und
entstechen durch Propagationseffekte [GOS20]. Zur Berechnung der exogenen
Anderungswahrscheinlichkeit konnen historische Anderungsdaten analysiert werden
[GOP22]. Die endogene Anderungswahrscheinlichkeit kann auf Basis der Anforderungs-
abhéngigkeiten und deren Ausbreitungsverhalten berechnet werden. Das Anforderungs-
netz kann mittels PageRank-Algorithmus analysiert werden, um die Konnektivitit der
Anforderungen zu berechnen [GOP22]. Die Unterscheidung zwischen exogenen und
endogenen Anderungsursachen ist in Bild 6-18 dargestellt.
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Sowohl fiir die Bewertung der Auswirkungen als auch fiir die Berechnung der
Wahrscheinlichkeit von Anforderungsénderungen ist es notwendig, dass Anforderungs-
abhéngigkeiten bekannt sind. Sie werden benétigt, um die Auswirkungen von konseku-
tiven Anderungen (bzw. Propagationseffekte) bewerten zu kénnen. Sie werden ebenfalls
bendtigt, um die Konnektivitit des Anforderungsnetzes (z. B. mittels PageRank) berech-
nen zu kdnnen und so Aussagen zur Anderungswahrscheinlichkeit von Anforderungen
ableiten zu konnen. Nach einer empirischen Studie sind ca. 50 % aller Anforderungs-
dnderungen auf solche konsekutiven Anderungen zuriickzufithren [GWB09]. Aus diesem
Grund ist es notwendig, dass Anforderungsabhingigkeiten bekannt sind, um Anderungs-
kosten zu senken. Ein weiterer Anwendungsfall fiir die Abhédngigkeitsanalyse ist die
Wirkkettenmodellierung. Abhéngigkeiten von Anforderungen werden automatisiert er-
kannt, um den Aufwand zur Wirkkettenmodellierung zu reduzieren (siche Anhang A2.1,
Uberschrift ,,Abhingigkeitsanalyse von Anforderungen zur Wirkkettenmodellierung®).

6.2.4 Berechnung der Anderungsrisiken von Anforderungen

In Vorarbeiten des Lehrstuhls fiir Produktentstehung wurde eine Methodik fiir das
proaktive Risikomanagement von Anforderungsinderungen entwickelt (,,ProMaRC",
siche Anhang A2.3). Diese Methodik erlaubt eine frithzeitige Bewertung von
Anderungsrisiken von Anforderungen. Forschungspotenziale wurden fiir die
Risikoberechnung von Anforderungsidnderungen in der Verbesserung der industriellen
Anwendbarkeit identifiziert (siche Abschnitt 4.2). In der Validierung der Methodik wurde
durch Industrie-Anwender erkannt, dass bestimmte Informationen zur Anwendung der
ProMaRC-Methodik iiblicherweise nicht verfiigbar sind. Dazu zahlt der Initiator einer
Anderung, bzw. die Ursache einer Anforderungsénderung. Daher wird aufbauend auf der
ProMaRC-Methodik im Folgenden die Methodik mit dem Ziel einer Erhéhung der
praktischen Anwendbarkeit weiterentwickelt.

Risikoberechnung

Zur Ermittlung der Anforderungsinderungswahrscheinlichkeit werden exogene und
endogene Anderungswahrscheinlichkeiten berechnet und zu einer Gesamt-
anderungswahrscheinlichkeit zusammengefiihrt. Zur Berechnung der exogenen
Anderungswahrscheinlichkeit werden die historischen Anderungsdaten analysiert. Die
historischen Anderungsdaten bestehen aus der Anzahl an Anforderungsinderungen pro
Projekt sowie der Anzahl an Anforderungen pro Projekt. Um die Giiltigkeit der histori-
schen Anderungsdaten fiir das betrachtete Projekt sicherzustellen, werden die histori-
schen Anderungsdaten hinsichtlich Relevanz eingegrenzt. Dies erfolgt durch die manuel-
le Auswahl von Referenzprojekten. Referenzprojekte sind durch dhnliche Merkmale wie
das betrachtete Projekt gekennzeichnet. Um Referenzprojekte zu identifizieren, werden
zwolf Projektmerkmale sowie eine kurze Projektbeschreibung erfasst und verglichen.
Eine vollstdndige Liste der Projektmerkmale ist in Anhang A2.6 dargestellt. Exempla-
rische Merkmale sind Neuheitsgrad, Art des Kunden (Neu- oder Bestandskunde) und
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Komplexitit des Systems. Bei der Auswahl der Projektmerkmale wurden die Verfiigbar-
keit der bendtigten Informationen zu Projektbeginn beriicksichtigt. Die Erfassung der
Merkmale und die Auswahl der Referenzprojekte werden manuell von Experten durch-
gefiihrt. Auf Basis der Anforderungsabhingigkeiten kann die endogene Anderungs-
wahrscheinlichkeit berechnet werden. Dieser Schritt ist vollstdndig automatisiert und ba-
siert auf dem PageRank-Algorithmus. AnschlieBend wird die gesamte Anderungs-
wahrscheinlichkeit automatisiert berechnet.

Berechnung der exogenen Anderungswahrscheinlichkeit

Exogene Anderungen werden von Ursachen auBerhalb des Anforderungssatzes ausgelost.
Nach einer empirischen Studie werden ca. 50 % der gesamten Anforderungsinderungen
in Projekten durch exogene Anderungen und die restlichen Anderungen werden durch
endogene Anderungen verursacht [GWBO09]. Fiir die endogene Anderungs-
wahrscheinlichkeit Pepgogen Wird daher die Annahme getroffen, dass sie 50 % der ge-
samten Anderungswahrscheinlichkeit Pyesame betrigt (siche Gleichung 1).

Pendogen =05" Pgesamt

Gleichung 1: Annahme zur endogenen Anderungswahrscheinlichkeit

Die exogene Anderungswahrscheinlichkeit der Anforderungen wird auf Basis von histo-
rischen Anderungsdaten von Referenzprojekten berechnet. Die durchschnittliche Anzahl
an Anderungen pro Anforderung Uinderungen des Projekts wird nach Gleichung 2 be-

rechnet.

Anzahl Anderungen
Anzahl Anforderungen

Hinderungen =
Gleichung 2: Durchschnittliche Anzahl an Anderungen pro Anforderung

Es wird die Annahme getroffen, dass aufgrund der Ahnlichkeit der Projekte bzw. der
Projektmerkmale die durchschnittliche Anzahl an Anderungen pro Anforderung
Uiinderungen,Referenz der Referenzprojekte der durchschnittlichen Anzahl an Anderungen
pro Anforderungen Ujngerungen,projext des betrachteten Projekts entspricht. Diese An-

nahme ist in Gleichung 3 dargestellt.

Hinderungen,Projekt = HinderungenReferenz — Hinderungen

Gleichung 3: Annahme zur Anzahl an durchschnittlichen Anderungen pro Anforderung

Mit der Annahme aus Gleichung 1 ergibt sich fiir die erwartete Anzahl an Anderungen
durch exogene Einfliisse E,yqgen des Projekts die folgende Gleichung 4:
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Eexogen =05- Hinderungen

Gleichung 4: Erwartete Anzahl an Anderungen durch exogene Einfliisse

Das Vorgehen ist in Bild 6-19 dargestellt.
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Bild 6-19: Berechnung der Anderungswahrscheinlichkeit einer Anforderung

Berechnung der endogenen Anderungswahrscheinlichkeit

Endogene Anderungen werden durch Propagationseffekte von Anderungen innerhalb des
Anforderungsnetzes ausgeldst. Daher wird ein Mal} benétigt, das auf der Konnektivitéit
einer Anforderung in Bezug auf die Propagation von Anderungen basiert. Der PageRank
ist solch ein Konnektivitidtsmall. Der PageRank-Algorithmus wurde bereits im Kontext
von Anforderungsabhéngigkeiten untersucht [GTO19]. Dieser Algorithmus ist geeignet,
um effizient umfangreiche Anforderungsnetze zu analysieren. Der PageRank setzt sich
aus verschiedenen Elementen zusammen (siehe Gleichung 5). d ist ein Dampfungsfaktor,
um unendliche Schleifen in Anforderungsnetzen zu losen. n ist die Anzahl an Anforde-
rungen im Anforderungsnetz. r sind die betrachteten Anforderungen. v sind die Kanten-
gewichte bzw. die gewichteten Anforderungsabhingigkeiten. In der Methodik werden
Anforderungsabhingigkeiten bindr betrachtet, sodass diese Variable entweder 0 oder 1
betréigt. E™ bzw. E°“ sind die Mengen der eingehenden bzw. ausgehenden Abhingig-
keiten, die filir die Berechnung des PageRanks betrachtet werden miissen.

1-d PR(1y)
PROD=——+d » (> —
n i Vg j
TjEEim TkEEfut
d: Ddmpfungsfaktor, n: Anzahl an Anforderungen, r: betrachtete Anforderung,
v: Kantengewichte, E™ bzw. E®*t: Mengen der eingehenden bzw. ausgehenden

Abhdngig—keiten

Gleichung 5: PageRank

Die gesamte Anzahl an endogenen Anforderungsanderungen entspricht aufgrund der An-
nahme in Gleichung 1 der Anzahl an exogenen Anforderungsanderungen. Das Ziel ist es,
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durch einen Wert fiir die Konnektivitit (PageRank) festzustellen, welche Anforderung
mit einer hohen Anzahl an Anforderungen vernetzt ist. Umso hoher der PageRank ist,
umso héher ist die erwartete Anzahl an endogenen Anderungen. Wenn die Anforderung
eine durchschnittliche Konnektivitit im Anforderungsnetz besitzt (wenn PR(r;) gleich
den Mittelwert des PageRanks ppr annimmt), dann entspricht der Erwartungswert der
endogenen Anderungen dem Erwartungswert der exogenen Anderungen (siehe
Gleichung 1). Fiir den Erwartungswert fiir eine Anderung durch endogene Ursachen
Eendogen fur eine Anforderung 7; gilt daher Gleichung 6:

PR(1;)
Eendogen(ri) =05- Hinderungen *
Hpr

Gleichung 6: Erwartete Anzahl an Anderungen durch endogene Ursachen

Berechnung der gesamten Anderungswahrscheinlichkeit

Der gesamte Erwartungswert Egegqm, flir eine Anderung durch exogene und endogene
Ursachen fiir eine Anforderung ist die Summe der Erwartungswerte fiir Anderungen
durch exogene oder endogene Ursachen (siehe Gleichung 7).

PR(1;)
Egesamt(ri) = Eexogen(ri) + Eendogen(ri) =05- Hinderungen a1+ L - )
PR

Gleichung 7: Gesamte Anzahl erwarteter Anforderungsinderungen

Egesame Wird als Kennzahl fir die Anderungswahrscheinlichkeit einer Anforderung ver-
wendet. Die Interpretation der Kennzahl wird anhand eines Beispiels erldutert: wenn
Egesame(1;) = 1,2 betrigt, wird erwartet, dass sich die Anforderung 7; im Laufe des Pro-
jekts 1,2 Mal @ndert. Um die Interpretation in der industriellen Praxis zu vereinfachen,

werden die folgenden Kategorien definiert (siche Tabelle 6-1).

Tabelle 6-1:  Interpretation der Anderungswahrscheinlichkeit einer Anforderung in An-
lehnung an [GOP22]

Erwartete Anzahl an
Anforderungsiinderungen

Anderungswahrscheinlichkeit

Niedrig: es werden fiir diese Anforderung weniger als

E 1) < 0,25 X
gesame (1) 0,25 Anderungen erwartet

Mittel: es werden fiir diese Anforderung zwischen 0,25

0,25 <E, r;) < 0,75 .
gesamt(1) und 0,75 Anderungen erwartet

Hoch: es werden fiir diese Anforderung zwischen 0,75

0,75 <E r)<1 A
gesame (Ti) und 1 Anderungen erwartet

Sehr hoch: es werden fiir diese Anforderung mehr als

E, .
eine Anderung erwartet

gesamt(ri) >1
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Fiir die Berechnung des Anderungsrisikos von Anforderungen werden neben der
Anderungswahrscheinlichkeit auch die Auswirkungen von Anforderungsinderungen be-
notigt. AuBerdem miissen auf Basis der Anderungswahrscheinlichkeit und der
Auswirkungen das Gesamtrisiko berechnet werden und Handlungsempfehlungen (Aus-
wahl von Risikosteuerungsmafinahmen) fiir den Anwender gegeben werden. Die
ProMaRC Methodik ermoglicht bereits eine Bewertung der Auswirkungen von
Anforderungsanderungen, die Berechnung des Gesamtrisikos und die Unterstiitzung des
Nutzers durch Handlungsempfehlungen und wurde von Industrievertretern im Rahmen
des ARCA Projekts als anwendbar fiir die Entwicklung komplexer technischer Systeme
bewertet. Aus diesem Grund wird fiir diese Schritte die ProMaRC Methodik angewendet.

Das Anderungsrisiko einer Anforderungsinderung besteht aus den Dimensionen
Anderungswahrscheinlichkeit und Auswirkungen. Defizite in der ProMaRC-Methodik
bestehen darin, dass Informationen hinsichtlich Anderungsinitiatoren in der Praxis hiufig
nicht verfligbar sind, weshalb die industrielle Anwendbarkeit eingeschrénkt ist. Diese
Informationen sind in der ProMaRC Methodik fiir die Berechnung der
Anderungswahrscheinlichkeit zwingend notwendig. Aus diesem Grund wurde in der
Methodik, die in dieser Dissertation entwickelt worden ist, die Berechnung der
Anderungswahrscheinlichkeit weiterentwickelt.

Anwendungsfall der Methode

Analog zur Abhéngigkeitsanalyse von Anforderungen ist ein Anwendungsfall der
Berechnung der Anderungsrisiken das Risikomanagement von Anforderungsinderungen.
Ziel des Risikomanagements ist es, die Handhabung von Anforderungsinderungen zu
unterstiitzen, um Anderungskosten zu senken. Es soll friihzeitig in der Entwicklung das
Risiko von Anforderungsédnderungen beherrscht werden. Hierzu ist es notwendig, dass
fir jede Anforderung das Anderungsrisiko bekannt ist, um risikospezifisch
SteuerungsmafBnahmen festzulegen. Die proaktive Auswahl von
RisikosteuerungsmafBinahmen erfolgt in drei Schritten [GOP22]. Zunéchst werden die
Anforderungen auf der Basis eines Risikoportfolios priorisiert und ein Anforderungs-
profil mit Risikoparametern erstellt. AnschlieBend werden jeder Anforderung eine
Handlungsstrategie und zugehdrige SteuerungsmafBnahmen zugeordnet. Daraus wihlen
die Anwender die bevorzugte Steuerungsmalinahme aus. Die drei Schritte sind demnach
die Folgenden.

1) Priorisierung der Anforderungen in einem Portfolio
2) Zuordnung von Handlungsstrategien und Steuerungsmafinahmen
3) Auswahl von Risikosteuerungsmafinahmen

Fiir die Priorisierung der Anforderungen (Schritt 1) wird ein Risikoportfolio mit den
Dimensionen Anderungswahrscheinlichkeit und Anderungsauswirkung durch Propaga-
tion verwendet (siche Bild 6-20).
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Bild 6-20: Risikoportfolio mit exemplarischen Anforderungen [GPO21]

Um die Anforderungen zu priorisieren, wird fiir jede Portfoliodimension ein Schwellwert
definiert. Auf der Grundlage der Schwellwerte wird das Portfolio in vier Quadranten ein-
geteilt, die einer Risikokategorie zugewiesen werden (hoch, mittel und niedrig). Die
Anforderungen werden kategorisiert und entsprechend dem zugehorigen Quadranten pri-
orisiert. Die Schwellwerte konnen abhédngig von der Risikoaffinitit angepasst werden.
Als Standard werden Durchschnittswerte der gewichteten Anderungsrisiken der
Anforderungen im Projekt verwendet. Auf der Grundlage des Risikoportfolios wird fiir
jede Anforderung eine Handlungsstrategie festgelegt (Schritt 2). Es werden vier
Handlungsstrategien unterschieden: Vermeidung, Ubertragung, Reduzierung und Ak-
zeptanz [SMO2].

e Vermeidung: Eliminierung der Eintrittswahrscheinlichkeit (z. B. Ablehnung eines
Auftrags oder von Anderungswiinschen [SHB19]).

e Verringerung: Minderung der Wahrscheinlichkeit des Auftretens oder der
Auswirkungen (z. B. die Vereinbarung von Aufwandsbeschréankungen [Diel3])

e Ubertragung: Teilen oder Ubertragen der Anderungsauswirkungen (z. B. Ver-
sicherung oder vertragliche Weitergabe der Anderungskosten an den Kunden
[Gerl1]).

e Akzeptanz: Keine Aktion und keine Auswirkung.

Die Auswahl geeigneter Maflnahmen wird durch einen Empfehlungsmechanismus unter-
stiitzt (Schritt 3). Es werden alle Maflnahmen hervorgehoben, die der Risikokategorie der
Anforderungen zugeordnet sind. Auf Basis der vorgeschlagenen Mafinahmen erfolgt eine
Auswahl durch den Anwender.
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6.3 Software-Werkzeug

Es wird ein Software-Werkzeug entwickelt, um die Anwendung der Methoden zur Extra-
hierung, Formalisierung und Handhabung von Anderungen technischer Anforderungen
zu unterstiitzen. Die Methoden werden in Python implementiert. Die graphische
Benutzeroberfliche (GUI) wird genutzt, um die Anwendung der Methoden zu
demonstrieren. Die 6 Schritte zur Anwendung der Methoden im Software-Werkzeug sind
in Bild 6-21 dargestellt.

1. Projekt erstellenund
verwalten

2. Anforderungen extrahieren
und formalisieren

R 3. Schliissel-Wert-Paare
""" festlegen
4. Anforderungsabhangigkeiten
erkennen

5. Anderungsrisikos berechnen
und handhaben

——

6. Ergebnisse exportieren

Extrahierte und formalisierte technische Anforderungen |

Bild 6-21: Ubersicht der sechs Schritte im Software-Werkzeug der Methodik

In Schritt 1 muss der Anwender im Software-Werkzeug ein Projekt erstellen (siehe Bild
6-22). Nach dem Offnen des Software-Werkzeugs wird dem Anwender eine tabellarische
Ansicht der bisher erstellten Projekte (,,Projektverwaltung®) angezeigt. Rechts in der
Projektverwaltung wird ein rechteckiges Element zur Erstellung von Projekten angezeigt.
Der Anwender hat die Moglichkeit, Attribute von Projekten (,,Name des Projekts®, ,,Er-
stellt von“ und ,,Beschreibung™) festzulegen. Durch das Betdtigen des Buttons ,,Neues
Projekt™ wird ein neues Projekt mit den vorher definierten Attributen angelegt. In der
tabellarischen Ansicht (links) konnen bestehende Projekte gedffnet, archiviert oder ge-
16scht werden. In dieser Tabelle werden fiir die jeweiligen Projekte die o. g. Attribute von
Projekten angezeigt. Durch das Archivieren wird das Projekt in der tabellarischen Liste
von Projekten fiir den Anwender ausgeblendet.



Entwicklung der Methodik 72

0oEE W @O

-

28 a2 8| f
5

Projektliste | | Projekt erstellen |

Bild 6-22: Projekt erstellen und verwalten

Nach dem Erstellen eines Projektes muss ein Lastenheft importiert werden (Schritt 2).
Nach dem Import des Lastenhefts startet die automatisierte Extrahierung, Klassifizierung
und Formalisierung von Anforderungen. Anschlieend 6ffnet sich eine Ansicht mit den
extrahierten und formalisierten Anforderungen (siche Bild 6-23). Diese Ansicht ist die
Hauptansicht des Software-Werkzeug. Es werden Buttons angezeigt, um die verschie-
denen Funktionen des Werkzeugs auszufiihren und die zugehdrigen Ansichten anzu-
zeigen. Dazu zdhlen: »Schliissel-Wert-Paare (KVP) festlegen®,
,Anforderungsabhéngigkeiten erkennen®, ,»Risikomanagement von
Anforderungsanderungen sowie ,,CSV-Export“. Die Anforderungen werden in dieser
Ansicht links in einer Tabelle dargestellt. Dargestellte Attribute der Anforderungen in der
Tabelle sind: ,ID“, , Anforderungsart“ (funktional oder nicht-funktional),
~Anforderungsbeschreibung® oder ,,Schliissel-Wert-Paare* und ,,Tags“. Der Anwender
hat die Moglichkeit, entweder die extrahierten Schliissel-Wert-Paare der Anforderungen
oder die textuelle Beschreibung der Anforderungen anzeigen zu lassen. Oberhalb der
Tabelle befindet sich ein Schalter, um zwischen der Anzeige der textuellen Beschreibung
oder den extrahierten Schliissel-Wert-Paaren der Anforderungen umzuschalten. Die Tags
sind Stichworte zu den Anforderungen, welcher der Anwender manuell anlegen kann, um
Anforderungen beispielsweise zu gruppieren. Wenn eine Anforderung vom Anwender
markiert worden ist, dann Offnet sich auf der rechten Seite in der Ansicht eine
Detailansicht der markierten Anforderung. In dieser Detailansicht werden zusétzlich zu
den oben beschriebenen Informationen noch erkannte Anforderungsabhingigkeiten
angezeigt. Anforderungsabhingigkeiten werden durch die ID der abhéingigen
Anforderung dargestellt. Die Anforderungsabhéngigkeiten werden erst dargestellt, wenn
die Abhédngigkeitsanalyse von Anforderungen ausgefiihrt worden ist. Aulerdem hat der
Anwender in der Detailansicht die Moglichkeit, den Wert von erkannten Schliissel-Wert-
Paaren zu editieren.
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BIKINI-Projekt: Service Specification vers: 121 3

Risikomanagement CSV-Export
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Bild 6-23: Ansicht der extrahierten und formalisierten Anforderungen

In Schritt 3 miissen die Schliissel-Wert-Paare gepriift und festgelegt werden (siehe Bild
6-24). Hierzu muss der Anwender den Button ,,Schliissel-Wert-Paare festlegen betéti-
gen. Als Anwendungsfall der Extrahierung und Formalisierung wird die generative
Entwicklung eines Bauteils betrachtet. Der Anwender hat in dieser Ansicht die
Maoglichkeit, samtliche Schliissel-Wert-Paare fiir die generative Entwicklung des Bauteils
festzulegen. Die Liste der Schliissel-Wert-Paare wird initial automatisiert durch die
erkannten Schliissel-Wert-Paare gefiillt. Die Methode zur Formalisierung von
Anforderungen wurde bereits in Schritt 2 durchgefiihrt. Der Anwender muss diese Liste
priifen und falsch erkannte Schliissel-Wert-Paare editieren. In der Spalte ,,Schliissel-
Wert-Paare* werden sdmtliche Schliissel-Wert-Paare angezeigt, die fiir die generative
Entwicklung relevant sind. Fiir die einzelnen Schliissel kann der Anwender iiber ein
Drop-Down-Menii verschiedene Werte auswidhlen. Auf der rechten Seite in dieser
Ansicht wird, sofern das Schliissel-Wert-Paar einer Anforderung zugewiesen werden
konnte, die Detailansicht der zugehdrigen Anforderung des markierten Schliissel-Wert-
Paares dargestellt. Falls durch den Algorithmus keine Anforderung mit dem markierten
Schliissel-Wert-Paar erkannt werden konnte, dann ist die Detailansicht leer. Falls fiir ein
Schliissel-Wert-Paar, welches fiir die generative Entwicklung relevant ist, aktuell kein
Wert festgelegt worden ist, dann wird die Zeile der betroffenen Schliissel-Wert-Paare
farbig hinterlegt. Aulerdem wird dem Anwender oberhalb der Tabelle die Anzahl der
Schliissel ohne Wert angezeigt.
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BIKINI-Projekt: Submit Key-Value-Pairs
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Bild 6-24: Schliissel-Wert-Paare festlegen

Im néchsten Schritt miissen Anforderungsabhéngigkeiten erkannt werden (Schritt 4).
Durch das Klicken des Buttons ,,Abhéngigkeitsanalyse starten* in der Hauptansicht des
Software-Werkzeugs beginnt die Abhingigkeitsanalyse der Anforderungen. Der An-
wender muss zunéchst einen Datensatz mit Trainingsdaten fiir das BERT-Modell im Ex-
plorer auswihlen. Das BERT-Modell wird initial mit den Trainingsdaten trainiert.
Anschliefend beginnt das Aktive Lernen und dem Anwender werden verschiedene
Anforderungsabhéngigkeiten présentiert, welche er manuell als ,,abhingig* oder ,,nicht-
abhéngig" kennzeichnen muss (siehe Bild 6-25).

Bewertung der Abhangigkeiten

BIKINI-Projokt: Dependency-Analysis

97/ 110

[T ]

Liste von zu bewertenden
Anforderungsabhéngigkeiten

Detailansicht der
- Anforderunqsabhénqiqkejten

Bild 6-25: Abhdngigkeitsanalyse von Anforderungen

Links werden in dieser Ansicht die Attribute ,,ID* und ,,Abhédngigkeitsart* des zu kenn-
zeichnenden Anforderungspaars tabellarisch dargestellt. Wenn der Anwender eine Zeile
in der Tabelle markiert, dann werden rechts die Detailansichten des Anforderungspaars
dargestellt. Oberhalb der Tabelle werden dem Anwender angezeigt, wie viele
Anforderungsabhingigkeiten gekennzeichnet werden miissen. Oberhalb der Detail-
ansicht des Anforderungspaars werden dem Nutzer Buttons (,,abhéngig® und ,,nicht-ab-
héngig*) angezeigt, um die Abhéngigkeit des Anforderungspaars zu bewerten. Auflerdem
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hat der Anwender die Moglichkeit, das aktive Lernen manuell zu beenden (Button:
»Speichern und zuriick®). Nachdem der Anwender die Anforderungsabhingigkeiten be-
wertet hat, wird das BERT-Modell mit den neu gekennzeichneten Daten aktualisiert. Das
Aktive Lernen stoppt, wenn ein Abbruchkriterium erfiillt ist, oder wenn der Anwender
das aktive Lernen manuell beendet. AnschlieSend werden die verbleibenden (bzw. nicht
durch den Anwender gekennzeichneten) Anforderungsabhingigkeiten durch das BERT-
Modell automatisiert klassifiziert.

Nachdem Anforderungsabhingigkeiten erkannt worden sind, kann das Risiko-
management von Anforderungsidnderungen gestartet werden (Schritt 5). Hierzu muss der
Button ,,Risikomanagement von Anforderungsinderungen® in der Hauptansicht betétigt
werden. Zu Beginn muss die Anderungshistorie von Anforderungen eingelesen werden.
AnschlieBend wird die Anderungswahrscheinlichkeit bzw. der Erwartungswert der An-
zahl an Anderungen, automatisiert berechnet. Dem Anwender wird die Ansicht des
Risikomanagements von Anforderungsanderungen angezeigt (siehe Bild 6-26).

Anderungswahrscheinlichkeit,
Auswirkung_und Risiko

Anforderungsliste

BIKIN-Projekt: Risk-Analysis

Detailansicht zur Bewertung der S
Anderungsauswirkung \W—

Bild 6-26: Risikomanagement von Anforderungsdnderungen

Links sind die Anforderungen des Projekts tabellarisch dargestellt. Attribute sind: ,,ID*,
textuelle Beschreibung®, ,,Erwartungswert der Anzahl an Anderungen®, ,,Anderungs-
auswirkungen® und , Anderungsrisiko“. Die Anderungsauswirkungen und das
Anderungsrisiko sind initial nicht bewertet. Der Anwender hat die Moglichkeit, einzelne
Anforderungen in der Tabelle links in der Ansicht des Risikomanagements von
Anforderungsidnderungen zu markieren. Die Detailansicht der markierten Anforderung
wird rechts in der Ansicht gedffnet. Dadurch werden dem Anwender Anforderungs-
abhéngigkeiten angezeigt. Durch die Kenntnis iiber die Abhéngigkeiten der Anforderun-
gen werden vom Anwender die Anderungsauswirkungen bestimmt. Der Anwender kann
bei der Bewertung der Auswirkungen beispielsweise durch Leitfragen (siche Anhang
A2.5) unterstiitzt werden. Das gesamte Anderungsrisiko der Anforderung berechnet sich
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automatisiert aus dem Erwartungswert der Anzahl an Anderungen und den Anderungs-
auswirkungen. Im letzten Schritt werden die extrahierten und formalisierten
Anforderungen sowie deren Abhéngigkeiten im CSV-Format exportiert (Schritt 6).
Hierzu wird in der Hauptansicht der Button ,,CSV-Export* vom Anwender betétigt. Die
exportierten Daten kénnen in ein Anforderungsmanagement-Werkzeug eingelesen
werden. Die CSV-Datei wurde so formatiert, dass ein Import in das
Anforderungsmanagement-Werkzeug IBM DOORS méglich ist.

6.4 Abgrenzung zu Vorarbeiten des Lehrstuhls fiir
Produktentstehung

In diesem Abschnitt wird die Methodik dieses Dissertationsmanuskript von Vorarbeiten
des Lehrstuhls fiir Produktentstehung abgegrenzt, um den Neuheitsgrad hervorzuheben.
Diese Abgrenzung ist ergdnzend zu Abschnitt 5.1 und wird nachgestellt, weil detaillierte
Kenntnisse zur entwickelten Methodik notwendig sind, die in den Abschnitten 6.1 bis 6.3
beschrieben werden.

Abgrenzung zur Dissertation »Proaktives Management von
Anforderungsénderungen in der Entwicklung komplexer technischer
Systeme* (kurz: Diss. Oleff)

Die in Diss. Oleff entwickelte ProMaRC-Methodik [Ole22] basiert auf gemeinsamen
Vorarbeiten [GOH22b, GOP21, GOP22, GPO20, GPO21]. In diesen Vorarbeiten wurden
Validierungen im Kontext des ARCA Projekts durchgefithrt und dargestellt. In der
vorliegenden Arbeit werden die Validierungsergebnisse analysiert, um Erkenntnisse zu
den  Forschungsbereichen = Abhéngigkeitsanalyse  von  Anforderungen  und
Risikomanagement von Anforderungsinderungen zu gewinnen. Die fiir diese Arbeit
relevanten Erkenntnisse, die auf Validierungsergebnissen aus ARCA aufbauen, werden
in Kapitel 4 beschrieben.

Kern-Erkenntnis fiir die Abhdngigkeitsanalyse von Anforderungen mittels BERT-Modell
ist, dass vortrainierte Modelle nur begrenzt fiir die Klassifizierung heterogener Daten
angewendet werden konnen. Dies hat den Bedarf, der von der vorliegenden Dissertation
aufgenommen worden ist, nach einer Uberarbeitung der Abhiingigkeitsanalyse mit BERT
offen gelegt. Die Entwicklung der Methode und die Validierungsergebnisse der
Abhidngigkeitsanalyse mittels BERT werden in Diss. Oleff beschrieben. In der
vorliegenden Arbeit werden die Validierungsergebnisse zu diesem Thema auszugsweise
vorgestellt (siche Tabelle 4-4) und analysiert, um den Forschungsbedarf aufzudecken und
Handlungsmafinahmen abzuleiten. Der Forschungsbedarf wird durch die in dieser Arbeit
vollstindig entwickelten Methode zur Abhéngigkeitsanalyse mittels BERT und aktivem
Lernen adressiert (sieche Abschnitt 6.2.3). Diese Methode ist im Software-Werkzeug
implementiert (siche Abschnitt 6.3).



Entwicklung der Methodik 77

Die Kern-Erkenntnis fiir das Risikomanagement von Anforderungsdnderungen ist, dass
die Risikoberechnung {tberarbeitet werden muss, um die Anwendbarkeit in der
industriellen Praxis zu erhoéhen. Der Grund dafiir ist, dass Informationen zu
Anderungsinitiatoren {iblicherweise nicht in der Praxis verfiigbar sind. In dieser Arbeit
werden die Validierungsergebnisse zu diesem Forschungsbereich auszugsweise
vorgestellt (siche Tabelle 4-5) und analysiert, um den Forschungsbedarf aufzudecken.
Die Risikoberechnung von Anforderungsidnderungen, die gemeinsam erarbeitet und in
ARCA validiert worden ist, wird in der vorliegenden Arbeit erweitert, sodass
Informationen zu Anderungsinitiatoren nicht linger bendtigt werden (siehe Abschnitt
6.2.4). Das Risikomanagement von Anforderungsédnderungen, das auf dieser Berechnung
aufbaut, wird in dieser Arbeit nur als Anwendungsperspektive filir diese
Risikoberechnung betrachtet (siche Abschnitt 6.2.4). Im Software-Werkzeug dieser
Arbeit ist die iiberarbeitete Risikoberechnung implementiert. Das im Software-Werkzeug
implementierte Risikomanagement stimmt konzeptuell mit dem gemeinsam entwickelten
Risikomanagement iiberein. Die Abgrenzung der Arbeiten wird in Bild 6-27 visualisiert.
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Bild 6-27: Abgrenzung der Arbeiten

Abgrenzung zur Methode ,,Model-based Effect Chain Analysis“ (MECA)

Die MECA-Methode wurde von GRABLER, WIECHEL, KOCH, PREUB und OLEFF
verdffentlicht [GWK22] und im Rahmen des ZWF-Projekts validiert. In dem
vorliegenden Dissertationsmanuskript wird die Entwicklung der Methode nicht
beschrieben. Es wird lediglich beschrieben, dass ein maBgeblicher Teil der
Informationsgrundlage, die zur Anwendung der MECA-Methode benétigt wird, effizient
durch die Methodik dieser Arbeit erstellt werden kann. Anforderungen kénnen mit der
Methodik automatisiert aus Lastenheften extrahiert und in modellbasierte
Anforderungselemente transformiert werden. Somit wird in dieser Arbeit der
Ankniipfungspunkt zwischen MECA-Methode und dieser Methodik dargestellt.
Startpunkt zur Wirkkettenmodellierung sind extrahierte Anforderungen.
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7 Validierung der Methodik

Die entwickelte Methodik wird im Rahmen der Projekte ARCA, BIKINI und ZWM vali-
diert (siehe Projektbeschreibungen in Anhang A2). Das Validierungskonzept innerhalb
der Projekte wurde in diesem Promotionsvorhaben erarbeitet. Die Validierung ist
unterteilt in die Validierung der einzelnen Methoden sowie die Erfolgsvalidierung der
entwickelten Methodik. Zur Validierung der einzelnen Methoden werden verschiedene
Fallbeispiele betrachtet. Es werden Kennzahlen berechnet, um die Leistungsfahigkeit der
Methoden zu messen. Zum Beispiel werden Klassifizierungs-Kennzahlen, wie Prézision
oder Sensitivitdt berechnet, um die Leistungsféhigkeit der trainierten KI-Modelle zu
bewerten. Zur Validierung der gesamten Methodik wird die Methodik von
Unternehmensvertretern bewertet. Die Unternehmensvertreter fiillen einen Bewertungs-
bogen aus, um den Erfolg der Anwendung der Methodik zu messen. Aulerdem wird ein
Interview mit den Unternehmensvertretern durchgefiihrt, um die Ergebnisse der Aus-
wertung der Bewertungsbogen zu diskutieren. AbschlieBend wird anhand der
Validierungsergebnisse die Erfiillung der Erfolgsfaktoren (sieche Abschnitt 5.2) bewertet.
Die Produkte, die zur Validierung als Fallbeispiele genutzt werden, sind in Bild 7-1
visualisiert. Aufgrund von Geheimhaltungsvereinbarungen werden keine Originalbilder,
sondern Bilder dhnlicher Produkte verschiedener Hersteller gezeigt.
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Montage Riegel Haube Haubenanpassung Stopsel

Kofferraumrollo

Bild 7-1:  Produkte, die als Fallbeispiele zur Validierung der Methodik genutzt werden
[For23, MAC23, Maz23]
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7.1 Extrahierung und Klassifizierung von Anforderungen

Die Extrahierung und Klassifizierung von Anforderungen wird im Rahmen des Projekts
BIKINI validiert. Durch die entwickelte Methode werden Textsegmente aus Lastenheften
des Entwicklungsdienstleisters EDAG extrahiert und hinsichtlich Anforderungsart klassi-
fiziert. Die Leistungsfahigkeit der Methode wird mittels Klassifizierungs-Kennzahlen be-
wertet und die Ergebnisse werden diskutiert.

Fir die Methode zur Extrahierung und Klassifizierung von Anforderungen werden
Klassifizierungsmodelle mit Anforderungsdaten trainiert. Um die Anwendbarkeit der
Methode in der Praxis zu erhéhen, sollen augmentierte Anforderungsdaten fiir das Trai-
ning der Modelle genutzt werden. Es wird eine Vorstudie durchgefiihrt, um zu priifen,
wie hoch die Leistungsfahigkeit der Augmentation von Anforderungsdaten ist.

7.1.1 Vorstudie: Augmentation von Anforderungsdaten mittels GPT-J

In dieser Vorstudie wird untersucht, wie hoch die Leistungsfahigkeit der Augmentation
von Anforderungsdaten durch kiinstliche Intelligenz ist (FF 1, siche Abschnitt 5.1). Es
soll tiberpriift werden, ob kiinstliche Anforderungsdaten zuverldssig generiert werden
konnen, sodass Aufwand in der Generierung von Anforderungsdaten reduziert werden
kann. Fiir die Studie wird GPT-J zur Daten-Augmentation verwendet (siche Abschnitt
3.1). Zu diesem Zweck wird ein Datensatz aus "funktionalen Anforderungen", "nicht-
funktionalen Anforderungen" und "keine Anforderungen" benétigt. Zur Generierung des
Datensatzes werden Textsegmente in Lastenheften von Maschinenbaustudierenden im
Rahmen der Master-Vorlesung ,,Systems Engineering* des Lehrstuhls fiir Produkt-
entstehung an der Universitit Paderborn gekennzeichnet. Insgesamt kennzeichnen 35
Studierende 5609 Textsegmente (955 funktionale, 1019 nicht-funktionale und 3380 keine
Anforderungen) aus sechs Open-Source-Anforderungsspezifikationen von Software-
projekten (z. B. "UK Fishing Vessel's Electronic Logbook" [AK09, Are08, Ath09, Pat10,
Sum09, Vah20]) hinsichtlich ,funktionale®, ,nicht-funktionale und ,keine An-
forderung®. Die Anforderungsdaten der gekennzeichneten Open-Source Lastenhefte sind
in Anhang AS, Bild A-98 auszugsweise dargestellt.

Fiir die Generierung der kiinstlichen Anforderungsdaten wird das GPT-J-Modell ver-
wendet. Es werden insgesamt 193 funktionale, 226 nicht-funktionale und 112 "keine An-
forderungen" generiert. Die kiinstlich generierten Anforderungsdaten werden in Anhang
A5, Bild A-99 auszugsweise dargestellt. Fiir jede Anforderung wird manuell bewertet, zu
welcher Klasse die kiinstlich erzeugte Anforderung gehort. Zur Messung der Leistungs-
fahigkeit der Augmentierung von Anforderungsdaten werden die Klassifikations-
kennzahlen Prdzision, Sensitivitdt und FI verwendet. Um diese Klassifikations-
kennzahlen zu ermitteln, miissen wahre positive (tp), wahre negative (), falsch positive
(fp) und falsch negative (f») Ergebnisse berechnet werden. Im Kontext der Augmentierung
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von Anforderungsdaten (unter Betrachtung der bindren Klassifizierung von "An-
forderung" und "keine Anforderung") sind diese Ergebnisse folgendermafen zu inter-
pretieren.

e 1 aus einem Textsegment der Klasse "Anforderung" wird ein Textsegment der
Klasse "Anforderung" erzeugt.

e 1 aus einem Textsegment der Klasse "keine Anforderung" wird ein Textsegment der
Klasse "keine Anforderung" erzeugt.

e fp:aus einem Textsegment der Klasse "keine Anforderung" wird félschlicherweise ein
Textsegment der Klasse "Anforderung" generiert.

e fu: aus einem Textsegment der Klasse "Anforderung" wird félschlicherweise ein Text-
segment der Klasse "keine Anforderung" generiert.

Die Klassifizierungskennzahlen zur Messung der Leistungsfihigkeit der Augmentierung
von Anforderungsdaten durch das GPT-J-Modell werden in Tabelle 7-1 dargestellt.

Tabelle 7-1:  Ergebnisse der Augmentierung von Anforderungen durch GPT-J [GPB22]

Klasse Anzahl Prazision Sensitivitit

Anfordeni A A i It
2;?;2‘:22;’“2‘16 226 84,68 % 41,59 % 55,78 %
izifrcl)jderung e S el -
AD/[chrZs-chnitt - 70.37 % 59.90 % 64.71 %

Die F1 Kennzahlen der einzelnen Klassen liegen zwischen 45,90 % und 56,00 %. Der
Makro-Durchschnitt von F1 sowie der gewichtete Durchschnitt von F1 liegen bei
64,71 % bzw. 62,74 %. Demnach entspricht ein grofer Teil der kiinstlich generierten An-
forderungen nicht der Klasse der Anforderungen, die zur Generierung der kiinstlichen
Anforderungen genutzt worden sind. Die Leistungsfahigkeit wird weiter untersucht,
indem eine bindre Klassifizierung (Klassen "Anforderung" oder "keine Anforderung")
betrachtet wird. Es wird untersucht, ob die Generierung verschiedener Anforderungsarten
oder die Generierung von Anforderungen (,,Anforderung™ oder ,.keine Anforderung)
fehlerbehaftet ist. Die Ergebnisse sind in Tabelle 7-2 dargestellt.
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Tabelle 7-2:  Ergebnisse der Augmentierung von Anforderungen (bindr) [GPB22]

Kennzahlen Werte

tp/tn/fp/fn 191/110/2/228
Prézision 98,96 %
Sensitivitét 45,59 %
F1 62,42 %

Die Zahl der falsch negativen Ergebnisse ist hoch (228). Das bedeutet, dass hiufig aus
einem Text der Klasse "Anforderung" ein kiinstlicher Text der Klasse "keine An-
forderung" erzeugt wurde. Dies zeigt auch die niedrige Sensitivitét (45,59 %). Ein Text
der Klasse "keine Anforderung" wird zu einem hohen Anteil korrekt aus einem Text der
Klasse "keine Anforderung" kiinstlich erzeugt (Prizision: 98,96 %).

Die Ergebnisse zeigen, dass GPT-J zur Erzeugung kiinstlicher Anforderungen verwendet
werden kann. Allerdings muss aufgrund der Leistungsfahigkeit (F1: 62,42 %) eine
Qualitdtskontrolle der kiinstlichen Anforderungen durchgefiihrt werden, um bei der Be-
trachtung von Daten der Klasse "Anforderung" korrekte Kennzeichnungen zu vergeben.

7.1.2 Extrahierung von Anforderungen mittels Daten-Augmentierung

Die kiinstlichen Anforderungen sollen fiir das Training von Modellen zur Klassifizierung
von Anforderungen genutzt werden. Dadurch wird dem Problem der unzureichenden
Verfligbarkeit von Daten in der industriellen Praxis entgegengewirkt. Es wird ermoglicht,
effizient eine Datengrundlage zu generieren, wodurch die industrielle Anwendbarkeit
erhoht wird. Es muss untersucht werden, wie hoch die Leistungsfahigkeit bei der
Klassifizierung von Anforderungen ist, wenn Modelle mit augmentierten
Anforderungsdaten trainiert worden sind, im Vergleich zu Modellen, die mit realen
Anforderungsdaten trainiert worden sind (FF 2). Dies erlaubt eine Aussage dariiber, ob
augmentierte Daten fiir das Training von Klassifizierungsmodellen genutzt werden
konnen, sodass mit diesen Modellen reale Anforderungsdaten klassifiziert werden
konnen. Es werden mehrere Modelle trainiert und getestet. Anhand der Ergebnisse wird
die Leistungsfahigkeit der Methode bewertet.

Generierung von Anforderungsdaten

Um Anforderungsdaten fiir die Validierung zu generieren, werden Textsegmente aus drei
technischen Spezifikationen von EDAG gekennzeichnet. Diese Produkte sind: Montage-
riegelhaube (4), verstellbare Stopperhaube (B) und Kofferraumrollo (C) (siche Tabelle
7-3). Die Textsegmente werden mit der in Abschnitt 6.2.1 beschriebenen Methode aus
den Spezifikationen extrahiert und anschlieBend klassifiziert. Insgesamt werden 793
Textsegmente extrahiert. Diese Textsegmente werden von einem Entwicklungsingenieur
von EDAG gekennzeichnet. Zusétzlich werden die mit Hilfe von GPT-J (siehe Vorstudie
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in Abschnitt 7.1.1) aus Anforderungen von Open-Source-Softwareentwicklungsprojekten
generierten augmentierten Anforderungsdaten (D) verwendet. Es werden drei
Untersuchungen durchgefiihrt, um die Leistungsfahigkeit der Methode zur Extrahierung
und Klassifizierung von Anforderungen zu bewerten. Es wird der Einfluss der
augmentierten Daten auf die Leistungsfahigkeit der Klassifizierung fiir drei verschiedene
Modelle des Maschinellen Lernens — Stiitzvektormaschine (englisch: ,,Support Vector
Machine®, SVM), Zufallswald (englisch: ,,Random Forest“, RF) und Neuronales Netz
(NN) gemessen. Die Anforderungsdaten werden in Anhang A5 auszugsweise dargestellt.
Diese Daten werden fiir verschiedene Untersuchungen genutzt.

Tabelle 7-3:  Anforderungsdaten zur Validierung der Extrahierung und Klassifizierung
von Anforderungen mit augmentierten Anforderungen [GPB22]

Spezifikation Funktionale Nicht-funktionale Keine
Z111Katl

P Anforderungen Anforderungen Anforderungen
Montage Riegel

163 95 87
Haube (A)
Haubenanpassung

116 36 85
Stopsel (B)
Kofferraum

90 51 70
rollo (C)
Augmentierte

193 226 112
Daten (D)
Gesamie 562 108 354
Anforderungen

Untersuchung 1: Reale Anforderungsdaten von EDAG

In einer ersten Untersuchung wird die Leistungsféhigkeit bei der Verwendung von realen
Anforderungsdaten aus EDAG-Projekten (siche Tabelle 7-3, Montageriegelhaube (A),
verstellbare Stopperhaube (B) und Kofferraumrollo (C)) bewertet. Die Leistungsfahigkeit
wird mittels zehnfacher Kreuzvalidierung (englisch: ,,ten-fold cross validation®) [Alp22]
bewertet, um reprasentative Ergebnisse zu erhalten. Bei der zehnfachen Kreuzvalidierung
wird der Datensatz zufillig in zehn Teilmengen aufgeteilt. Eine Teilmenge wird als
Testdaten beibehalten, die anderen neun Teilmengen werden als Trainingsdaten ver-
wendet. Der Vorgang wird zehnmal wiederholt, wobei jede der zehn Teilmengen einmal
als Testdaten verwendet werden. Schlielich werden die Ergebnisse der Untersuchung
der verschiedenen Teilmengen gemittelt. Bei der SVM und dem RF werden die Daten in
90 % Trainingsdaten und 10 % Testdaten aufgeteilt. Fiir das Neuronale Netz (NN) werden
die Daten in 70 % Trainingsdaten, 20 % Validierungsdaten und 10 % Testdaten
aufgeteilt. Es werden die Anforderungsdaten der einzelnen Projekte (A, B und C) und als
Kombination der Projekte (A+B+C) verwendet. Es wird der gewichtete durchschnittliche
F1 der Modelle berechnet. Die Ergebnisse sind in Bild 7-2 dargestellt.
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Bild 7-2:  Ergebnisse fiir die Klassifizierung realer Anforderungsdaten (NN: Neuro-
nales Netz, SVM: Stiitzvektormaschine und RF: Zufallswald) [GPB22]

Der F1 der Modelle fiir die kombinierten Anforderungsdaten (A+B+C) ist hoher als fiir
die einzelnen Anforderungsdaten (A, B und C). Das Training mit einer grofBeren
doménenspezifischen Datenbank erhoht die Leistungsfahigkeit in dieser Untersuchung.
Die Leistungsféhigkeit der SVM ist bei allen Tests hoher als die der anderen Modelle. Im
Durchschnitt ist der F1 der SVM um 6,97 % hoher als der des Modells mit dem nied-
rigsten F1, wenn alle Tests betrachtet werden. Bei der Untersuchung mit den
Anforderungsdaten A+B+C sind die Leistungsunterschiede zwischen dem besten und
dem schlechtesten Modell am geringsten (F1 Differenz von 2,95 %). Das Modell mit der
niedrigsten durchschnittlichen Leistungsfahigkeit ist RF. Der durchschnittliche F1 fiir alle
Tests betrdgt 62,74 %.

Untersuchung 2: Reale Anforderungsdaten von EDAG und augmentierte
Anforderungsdaten

In dieser Untersuchung wird die Leistungsféhigkeit der Modelle bei Verwendung der
realen Anforderungsdaten von EDAG und der augmentierten Daten (siche Tabelle 7-3,
Montageriegelhaube (A), verstellbare Stopperhaube (B), Kofferraumrollo (C) und
augmentierte Daten (D)) untersucht. Die Aufteilung der Anforderungsdaten ist dieselbe
wie in Untersuchung 1. Die augmentierten Daten werden fiir diese Untersuchung im Ver-
gleich zu Untersuchung 1 zu den Anforderungsdaten vollstdndig hinzugefiigt. Die Ergeb-
nisse sind in Bild 7-3 dargestellt.
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Bild 7-3:  Ergebnisse fiir reale Anforderungsdaten und augmentierte Daten (NN:
Neuronales Netz, SVM: Stiitzvektormaschine und RF: Zufallswald) [GPB22]

Die Leistungsfahigkeit der Modelle ist strikt niedriger als in Untersuchung 1 (aufer in
Gruppe C+D von Modell NN). Im Durchschnitt sinken die F1 der Modelle um 3,1 %.
Obwohl die Anzahl der Daten jeweils zunimmt, nimmt die Leistungsfahigkeit ab. Die
Anforderungsdaten stammen nicht mehr ausschlieBlich aus dem Automobilbereich
(Daten von EDAG), sondern auch aus der Softwareentwicklung (augmentierte An-
forderungen D). Aufgrund der Daten aus unterschiedlichen Doménen sinkt die Leistungs-
fahigkeit der Modelle. Auch in diesem Test hat die SVM in jeder Untersuchung die
hochste Leistungsfahigkeit. Im Durchschnitt ist die SVM um 10,60 % besser als das
schlechteste Modell, wenn alle Untersuchungen beriicksichtigt werden. Auch hier ist der
Leistungsunterschied der Modelle in der Untersuchung, in der die gesamten Daten
kombiniert werden (A+B+C+D), am geringsten. Die Differenz der F1 des besten und des
schlechtesten Modells betrdgt 4,61 %. Insbesondere die Leistungsfahigkeit des RF hat
sich im Vergleich zu Untersuchung 1 verschlechtert: Der durchschnittliche F1 sinkt von
62,74 % auf 56,35 %.

Untersuchung 3: Reale Anforderungsdaten von EDAG und augmentierte
Anforderungsdaten zur Bewertung der Leistungsfahigkeit zur Klassi-
fizierung heterogener Daten

In dieser Untersuchung wird die Leistungsfahigkeit der Modelle in der Klassifizierung
heterogener Daten bewertet. Es wird untersucht, wie sich die Leistungsfahigkeit der
Modelle verdndert, wenn die Modelle mit unbekannten Daten (im Vergleich zum
Trainingsset) aus neuen Projekten getestet werden. Der primédre Anwendungsfall von KI-
Modellen in der Praxis ist die Klassifizierung von unbekannten Daten aus neuen Projek-
ten. Da besonders die industrielle Anwendbarkeit der Klassifizierung von Anforderungen
durch die Anwendung augmentierter Daten gepriift werden soll, ist diese Untersuchung
besonders wichtig fiir die Bewertung der Leistungsféhigkeit der Modelle.
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Um die Transferfahigkeit zu priifen, werden zwei Tests durchgefiihrt. In Test 1 werden
Anforderungsdaten aus den Spezifikationen Montageriegelhaube (A) und verstellbare
Stopperhaube (B) als Trainingsdaten verwendet. Als Testdaten werden die Anforderungs-
daten des Kofferraumrollos (C) verwendet. In Test 2 werden die Trainingsdaten von
Untersuchung 1 mit den augmentierten Daten (D) angereichert. Die Testdaten von Unter-
suchung 1 (Anforderungsdaten von Kofferraumrollo (C)) werden ebenfalls zur Bewer-
tung der Modelle in Untersuchung 2 verwendet. Es wird der gewichtete durchschnittliche
F1 der Modelle berechnet. Die Ergebnisse sind in Bild 7-4 dargestellt.
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Bild 7-4:  Ergebnisse zur Untersuchung der Leistungsfihigkeit zur Klassifizierung
unbekannter, heterogener Daten aus neuen Projekten (NN: Neuronales Netz,
SVM: Stiitzvektormaschine und RF: Zufallswald) [GPB22]

Wenn die augmentierten Daten verwendet werden (Test 2), steigt die Leistungsfahigkeit
der Modelle (F1 der Modelle: NN: + 4,65 %, SVM: + 0,67 % & RF: +1,82 %). Im Durch-
schnitt steigt der F1 um 2,38 %. Die Leistungsfdahigkeit der Modelle wird durch die Ver-
wendung augmentierter Daten in der Klassifizierung unbekannter, heterogener Daten aus
neuen Projekten verbessert. Dies ist fiir die industrielle Praxis besonders relevant, da es
bedeutet, dass Daten aus neuen Projekten mit bestehenden, bereits gekennzeichneten
Daten klassifiziert werden konnen (ohne neue Daten zu kennzeichnen und neue Modelle
zu trainieren). Dies ist der beabsichtigte Anwendungsfall fiir die Extrahierung und Klassi-
fizierung von Anforderungen in der industriellen Praxis.

Insbesondere die Leistungsfihigkeit des NN steigt in der Transferfahigkeit, wenn
augmentierte Daten hinzugefligt werden (NN: +4,65 % F1). Auch in dieser Untersuchung
besitzt die SVM die hochste Leistungsfahigkeit. In den gesamten Untersuchungen hat die
SVM die besten Ergebnisse erzielt (was auch die Ergebnisse aus [KM17] zeigen).
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Fazit

Es wurde untersucht, wie hoch die Leistungsfahigkeit in der Extrahierung und Klassi-
fizierung von Anforderungen ist. Insbesondere wurde untersucht, wie die Extrahierung
von Anforderungen mittels Daten-Augmentation fiir industrielle Anwendungen
implementiert werden kann, um Anforderungsdaten mit geringem Aufwand zu erzeugen.
Die erste Forschungsfrage dieser Arbeit (FF 1) bezieht sich auf die Hohe der Leistungs-
fahigkeit bei der Generierung von augmentierten Anforderungen. Die Ergebnisse zeigen,
dass kiinstliche Anforderungen nur bedingt mit der Klasse der urspriinglichen Anfor-
derung iibereinstimmen (gewichteter durchschnittlicher F1 62,74 %). Dies bedeutet, dass
vor der Anwendung der augmentierten Anforderungen zum Trainieren von KI-Modellen
eine Qualitétspriifung durchgefiihrt werden muss.

Die zweite Forschungsfrage (FF 2) bezieht sich auf die Leistungsfahigkeit von KI-Model-
len, die mit augmentierten Daten trainiert worden sind, im Vergleich zu Modellen, die
ausschlieflich mit realen Daten trainiert worden sind. Die Ergebnisse zeigen, dass die
augmentierten Daten aus der gleichen Doméne wie die Testdaten stammen miissen, um
eine hohe Leistungsfahigkeit zu erzielen (F1 sinkt im Durchschnitt um 3,1 % von Unter-
suchung 1 zu Untersuchung 2). In diesen Untersuchungen wurden reale Anforderungs-
daten der EDAG aus der Automobilindustrie und augmentierte Daten aus der Software-
entwicklung verwendet. Fiir die Anwendung in der Praxis muss darauf geachtet werden,
dass die Modelle mit doménenspezifischen Daten trainiert werden. Das Training mit
augmentierten Daten fiihrt zu einer Leistungssteigerung bei der Untersuchung der
Leistungsfahigkeit von Modellen fiir unbekannte, heterogene Anforderungsdaten (F1
steigt zwischen 0,67 % und 4,65 %). Dies bedeutet, dass die Leistungsfahigkeit fiir die
Klassifizierung von Daten aus neuen Projekten steigt, wenn Modelle mit augmentierten
Daten trainiert werden. Da dies der beabsichtigte Anwendungsfall fiir den Einsatz von
KI-Modellen in der Praxis ist — Klassifizierung neuer Daten — ist dieses Ergebnis beson-
ders relevant. Die Untersuchungen zeigt, dass die Verwendung augmentierter Daten die
Leistungsfahigkeit von KI-Modellen zur Extrahierung von Anforderungen verbessert.

Insgesamt verbessert die entwickelte Methode die Anwendbarkeit der Anforderungs-
extraktion in der industriellen Praxis. Wahrend der gesamten Untersuchungen lieferte das
Modell der Stiitzvektormaschine (SVM) die besten Ergebnisse bei der Klassifizierung
von Anforderungen. Weiteres Forschungspotenzial besteht in der Festlegung der Hyper-
parameter des Modells zur Augmentation von Daten speziell fiir Anforderungsdaten, um
die Leistungsfahigkeit zu verbessern. Dies fiihrt zu einer weiteren Verbesserung der Effi-
zienz durch die Verringerung des Aufwands bei der Kennzeichnung der augmentierten
Anforderungen. Dariiber hinaus besteht weiteres Forschungspotenzial in der Verwendung
von domédnenspezifischen Daten zur Untersuchung der Leistungsféhigkeit in der Klassi-
fizierung unbekannter, heterogener Daten aus neuen Projekten. In diesen Untersuchungen
wurden augmentierte Daten aus der Softwareentwicklung verwendet. Die Ergebnisse
zeigen, dass die Verwendung von augmentierten Daten zum Training aus einer anderen
Domine als die Testdaten zu einer geringeren Leistungsfahigkeit fiihrt.
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7.2 Formalisierung von Anforderungen

Um die Methode zur Formalisierung von Anforderungen zu validieren, werden acht
Schliissel-Wert-Paare identifiziert und Kennzahlen innerhalb eines Fallbeispiels berech-
net, um die Leistungsfahigkeit der Methode zu bewerten. Die zu analysierenden
Schliissel-Wert-Paare wurden so gewdhlt, dass alle unterschiedlichen Formalisierungs-
ansétze der Methode getestet werden konnen. Ein halbstrukturiertes Interview wird mit
zwei Anforderungsingenieuren gefiihrt. Ihnen werden die Methode und die Ergebnisse
vorgestellt und sie bewerten den Nutzen fiir die generative Entwicklung in der Praxis.

Kennzahlen der Leistungsfahigkeit

Anforderungen aus den drei Anforderungsspezifikationen von EDAG ("Montage Riegel-
haube", "verstellbare Stopperhaube" und "Kofferraumvorhang Rollo") werden formali-
siert, um Schliissel-Wert-Paare zu extrahieren. Die Leistungsfahigkeit der Formalisierung
wird gemessen. Zu diesem Zweck wird ein Testset der zu formalisierenden Schliissel-
Wert-Paare erstellt. Um das Testset zu erstellen, werden Schliissel-Wert-Paare aus dem
Doménenlexikon in Anforderungsspezifikationen von EDAG gekennzeichnet. In den
gekennzeichneten Anforderungen von EDAG existieren acht verschiedene Schliissel-
Wert-Paare, die aus den Anforderungen extrahiert werden miissen (siche Tabelle 7-4).

Tabelle 7-4:  Schliissel-Wert-Paare fiir die Validierung [GPB23]

Schliissel ‘ Wertklasse Erklirung

manufacturing_process NER Modell (neu) Zu verwendendes
Fertigungsverfahren

manufacturing_site NER Modell (spaCy) Fertigungsstitte

material NER Modell (neu) Zu verwendendes Material

energy type String-Matching Energieart, z. B.
“elektrisch”

mass Zahl & Einheit Masse des Systems

lifespan_range Zahl & Einheit Lebensdauer des Systems in
einer Einheit der Entfernung

lifespan_time NER Modell (neu) Lebensdauer des Systems in
einer Einheit der Zeit

supplier_selected NER Modell (spaCy) Zulieferer des Systems

neu: trainiertes NER Modell mit Daten von EDAG
spaCy: vortrainiertes NER Modell von spaCy
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Zur Messung der Leistungsfahigkeit bei der Formalisierung von Anforderungen, werden
die Kennzahlen Prézision, Sensitivitdt und F1 verwendet. Um diese Kennzahlen zu be-
stimmen, miissen die wahren Positiven (tp), die wahren Negativen (tn), die falschen Posi-
tiven (fp) und die falschen Negativen (fn) berechnet werden:

e tp: Die Anforderung enthdlt das Schliissel-Wert-Paar und wird richtig klassifiziert.

e tn: Die Anforderung enthélt das Schliissel-Wert-Paar nicht und wird richtig klassi-
fiziert.

o fu: Die Anforderung enthélt das Schliissel-Wert-Paar und wird falsch klassifiziert.

e f,: Die Anforderung enthilt das Schliissel-Wert-Paar nicht und wird falsch klassi-
fiziert.

Die Methode wird verwendet, um 76 Anforderungen aus den drei Spezifikationen von
EDAG zu formalisieren, indem die in Tabelle 7-4 beschriebenen Schliissel-Wert-Paare
extrahiert werden. Fiir jeden Schliissel wird eine Anzahl von Anforderungen ausgewihlt,
die einen Wert des jeweiligen Schliissels enthalten. Alle anderen Anforderungen, die den
jeweiligen Schliissel nicht enthalten, werden ebenfalls getestet, um tn und f, zu be-
stimmen. Die Ergebnisse sind in Tabelle 7-5 dargestellt.

Tabelle 7-5:  Ergebnisse der Formalisierung von Anforderungen [GPB23]

Anz. Anf. fiir

Schliissel-Wert-Paar Préazision Sens. F1

Test/Training
manufacturing process 93,33 % 77,78 % 84,85 % 18/68
manufacturing_site 100,00 % | 100,00 % | 100,00 % | 3/-
material 100,00 % | 60,00 % 75,00 % 10/59
energy type 100,00 % | 100,00 % | 100,00 % | 4/-
mass 100,00 % | 90,00 % 94,74 % 10/-
lifespan range 100,00 % | 100,00 % | 100,00 % | 10/-
lifespan_time 100,00 % | 75,00 % 85,71 % 11/9
supplier selected 100,00 % | 77,78 % 87,50 % 9/-
Makro-Durchschnitt 99,26 % 76,73 % 86,55 % 76/146

Anz. Anf.: ,,Anzahl an Anforderungen"; Sens.: ,,Sensitivitdt

Insgesamt zeigen die Ergebnisse, dass die Methode die Schliissel-Wert-Paare in den An-
forderungen mit hoher Leistungsfahigkeit extrahiert (Makro-Durchschnitt F1 von
86,55 %). Insbesondere die Prazision ist hoch (99,26 %), was bedeutet, dass kaum falsch-
positive Ergebnisse gefunden wurden. Dies deutet darauf hin, dass die Textindikatoren
fir die Erkennung von Schliisseln korrekt definiert wurden. Die Ansétze "String-Mat-
ching" und "Zahl & Einheit" schneiden gut ab (durchschnittliches F1 100 % und
97,97 %). Auch die vortrainierten spaCy-Modelle zur Extraktion von "manu-
facturing_site" und "supplier selected" schneiden in diesem Zusammenhang gut ab (F1
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von 100,00 % und 87,50 %). Ein méglicher Grund fiir die geringe Leistungsfahigkeit bei
der Extraktion von "Material" (Sensitivitdt von 60,00 %) ist, dass sich die Satzstruktur
der Testdaten stark von den Trainingsdaten unterscheidet. Verbesserungspotenzial be-
steht darin, eine grolere Menge an Trainingsdaten filir "Material" zu generieren, sodass
mehrere Satzstrukturen verarbeitet werden kdnnen.

Interview

Es wird ein semi-strukturiertes Interview mit zwei Anforderungsingenieuren von EDAG
gefiihrt. Dazu werden den Anforderungsingenieuren die Methode und die Ergebnisse vor-
gestellt und Fragen (F 1 bis F 3) gestellt. Die Ergebnisse werden aus den Antworten der
Ingenieure konsolidiert (A 1 bis A 3).

F 1: "Sind die Informationen ausreichend, um die generative Entwicklung durch-
zufiihren? Sind weitere Informationen erforderlich?"

A 1: Die Methode ist geeignet, um relevante Parameter fiir die generative Entwicklung
einschlieBlich einer Nachhaltigkeitsbewertung des generierten Bauteils zu extrahieren.
Die Formalisierungsansitze innerhalb der Methode (z. B. "Zahl & Einheit") sind auf an-
dere Parameter {ibertragbar, z. B. "Volumen der Bauteile". In einigen Féllen miissen rele-
vante Parameter (z. B. Material) aus anderen Parametern (z. B. Materialeigenschaften,
wie wasserdicht) abgeleitet werden. Dies sind Parameter, die von Ingenieuren manuell
abgeleitet werden miissen.

F 2: Bringt die Methode einen Mehrwert fiir die generative Entwicklung?

A 2: Aufgrund der Anzahl an Parametern, die fiir die Entwicklung eines Bauteils in kom-
plexen technischen Systemen bendtigt werden, ist die manuelle Extraktion der Parameter
zeitaufwindig. Insbesondere durch die Integration der Formalisierung in den Arbeits-
ablauf der generativen Entwicklung wird Zeit gespart.

F 3: Ist die Methode anwendbar? Welche Informationen werden bendtigt, um die
Anwendbarkeit in der Praxis zu ermoglichen?

A 3: Eine natiirlich-sprachliche Spezifikation ist die Grundlage fiir die Entwicklung und
liegt vor. Intern miisste ein Prozess zur Formalisierung der Anforderungen definiert wer-
den, da der Synera-Ingenieur keinen Zugriff auf die Anforderungsspezifikation hat. Da
NER-Modelle nur eine geringe Anzahl an Trainingsdaten bendtigen, ist der Aufwand fiir
die Datengenerierung in der Praxis akzeptabel.

Fazit

Die Methode unterstiitzt die Formalisierung von natiirlich-sprachlichen Anforderungen
in englischer Sprache, die keiner festen Vorlage folgen. Aufgrund der vielfdltigen An-
sitze (z. B. NER-Modelle oder "Zahl & Einheit") ist die Methode auf verschiedene Arten
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von Parametern iibertragbar. Allerdings miissen einige Parameter, z. B. Material ba-
sierend auf Materialeigenschaften, manuell von Experten abgeleitet werden und konnen
nicht direkt mit diesem Ansatz formalisiert werden. Der Aufwand fiir die Formalisierung
von Anforderungen wird reduziert. Um den Aufwand weiter zu reduzieren, ist eine
implementierte Schnittstelle fiir ein generatives Entwicklungs-Werkzeug erforderlich.
Die benétigten Informationen sind in der Praxis verfiigbar und der Aufwand fiir die Gene-
rierung von Trainingsdaten ist gering. Bei der Validierung wurden nur 146 Anfor-
derungen fiir das Training benétigt, um die dargestellte Leistungsfahigkeit zu erreichen.

Die Metriken zeigen, dass Schliissel-Wert-Paare automatisch mit hoher Leistungs-
fahigkeit extrahiert werden. Die extrahierten Parameter kénnen im CSV-Format expor-
tiert werden, so dass sie nach Implementierung einer Schnittstelle in generative Ent-
wicklungs-Werkzeuge importiert werden kdnnen.

7.3 Abhéngigkeitsanalyse von Anforderungen

Die Validierung der Abhéngigkeitsanalyse von Anforderungen ist in drei Unter-
suchungen unterteilt. Es wird die Leistungsfahigkeit von active-BERT fiir die Klassi-
fizierung von Anforderungsdaten aus neuen Projekten bewertet (1). Es wird der Einfluss
einer heterogenen Datenbasis auf die Leistungsfahigkeit von active-BERT gemessen (2).
AuBlerdem wird der Einfluss der Anzahl an Samples pro Iteration auf die Leistungs-
fahigkeit beim aktiven Lernen untersucht (3). Die Untersuchungen wurden im Rahmen
der Betreuung einer Masterarbeit durchgefiihrt [Ngu23].

Die Anforderungsdaten fiir die drei Untersuchungen wurden im Rahmen der Feldstudie
ARCA generiert. Hierzu werden Anforderungsdaten der technischen Produkte ,,intelli-
genter Knickarmroboter (BCN3D Moveo), ,,Toaster* und ,,elektrische Gewiirzmiihle*
verwendet (sieche Anhang A5, Bild A-100 bis Bild A-102). Die technischen Produkte
werden in Bild 7-5 dargestellt.

Knickarmroboter Elektrische Gewiirzmiihle Toaster

Bild 7-5:  Fallbeispiele zur Validierung der Abhdngigkeitsanalyse [Cla23, Mes23]
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Die Anforderungsdaten des intelligenten Knickarmroboters wurden erstellt, indem Doku-
mente des Entwicklungsprojekts BCN3D Moveo analysiert sowie Komponenten des Pro-
dukts gefertigt und montiert worden sind [GOP22]. Insgesamt wurden 99 Anforderungen
aufgenommen und deren Abhéngigkeiten (4900) erkannt. Von 66 Studenten der Master-
Maschinenbau  Lehrveranstaltung  ,,Produktentstehung wurde jeweils eine
Anforderungsliste zu einer elektrischen Gewiirzmiihle (insgesamt 34 Anforderungslisten)
oder zu einem Toaster (insgesamt 32 Anforderungslisten) mit durchschnittlich 26 Anfor-
derungen generiert. Insgesamt wurden von den Studenten 1715 Anforderungen fiir die
beiden Produkte aufgenommen: 837 Anforderungen fiir den Toaster und 878 Anfor-
derungen fiir die Gewliirzmiihle. Zu jeder Anforderungsliste hat der jeweilige Student die
Abhingigkeiten zwischen den Anforderungen bewertet (siche Tabelle 7-6).

Tabelle 7-6:  Anforderungsdaten der Vorstudie [GP23]

Anzahl Anzahl
Produkt o]
Anforderungen Anforderungsabhiingigkeiten
Intelligenter
4

Knickarmroboter » 900
Elektrische

878 11050
Gewiirzmiihle
Toaster 837 10040

Untersuchung 1: active-BERT zur Klassifizierung von Daten aus neuen
Projekten

In der ersten Untersuchung wird active-BERT initial mit den Anforderungs-
abhingigkeiten des intelligenten Knickarmroboters trainiert. In der Schleife des aktiven
Lernens werden die Daten der elektrischen Gewiirzmiihle iterativ zum Trainieren und
Testen des BERT-Modells verwendet. Es wird untersucht, wie die Leistungstahigkeit von
active-BERT durch das aktive Lernen verdndert wird. In jeder Iteration werden 1000
Daten (bzw. Samples) der elektrischen Gewiirzmiihle zum Trainingsset hinzugefiigt, ein
neues BERT-Modell trainiert und mit den gesamten Anforderungsabhingigkeiten der
elektrischen Gewiirzmiihle getestet. Die Anforderungsdaten, die zum Trainingsset hin-
zugefligt werden, werden mittels ,,Least-Confidence Uncertainty Sampling* bestimmt. Es
werden 1000 Samples in jeder Iteration fiir die Kennzeichnung durch das Orakel aus-
gewihlt. Insgesamt werden 10 Iterationen durchgefiihrt und die Kennzahlen Prézision,
Sensitivitdt und F1 berechnet (siehe Bild 7-6). In der Iteration 0 wurde die Schleife des
aktiven Lernens nicht initiiert. Dieses Modell wurde vollstindig mit den Anforderungs-
daten des intelligenten Knickarmroboters trainiert.
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Durch das aktive Lernen ist die Leistungsfahigkeit des BERT-Modells deutlich gestiegen
(F1 Iteration 0: 26,32 % vs. F1 Iteration 10: 80,09 %). Bereits nach einer Iteration ist eine
Steigerung des F1 von +20,08 % erfolgt. Nach Iteration 7 dndert sich F1 nur noch gering-
fiigig und betrdgt 78,54 %. Fiir Iteration 7 mussten vom Orakel insgesamt 7000
Anforderungsabhingigkeiten gekennzeichnet werden. Im Vergleich dazu mussten fiir
Iteration 10 bereits 10000 Anforderungsabhingigkeiten gekennzeichnet werden und F1
steigt um weniger als 2 % an.
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Bild 7-6:  Ergebnisse von Untersuchung 1 [GP23]

Untersuchung 2: active-BERT mit einer heterogenen Trainingsdatenbasis
zur Klassifizierung von Daten aus neuen Projekten

In Untersuchung 2 wird der Einfluss einer heterogenen Datenbasis im initialen Training
von active-BERT untersucht. Das Modell wird initial mit jeweils 2450 Anforderungs-
abhéngigkeiten des intelligenten Knickarmroboters und des Toasters trainiert. Die
Summe der Anzahl an Daten der Produkte (4900) entspricht der Anzahl an Daten, die in
Untersuchung 1 fiir das initiale Training verwendet worden sind. Im aktiven Lernen wer-
den ebenfalls Daten der elektrischen Gewiirzmiihle zum Training und zum Testen aus-
gewihlt. Es werden die Kennzahlen analog berechnet. Weitere Randbedingungen aus
Untersuchung 1 wurden beibehalten: die Anzahl an Samples pro Iteration betrdagt 1000,
die Anzahl an Iterationen betrdgt 10 und als Abfrage-Strategie wurde ,,Least Confidence
Uncertainty Sampling* ausgewahlt. Die Ergebnisse sind in Bild 7-7 dargestellt.

Die Leistungsfahigkeit des BERT-Modells steigt durch das aktive Lernen an (F1 Ite-
ration 0: 48,60 % vs. F1 Iteration 10: 81,63 %). Im Vergleich zu Untersuchung 1 wird
deutlich, dass durch die heterogene Datenbasis der Einfluss des aktiven Lernens geringer
ist. Die Leistungsféhigkeit des BERT-Modells ohne aktives Lernen ist deutlich hoher als
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in Untersuchung 1 (F1 Untersuchung 2 Iteration 0: 48,60 % vs. F1 Untersuchung 1 Ite-
ration 0: 26,32 %). Insgesamt ist bei Untersuchung 2 eine Steigerung des F1 von
+33,04 % und bei Untersuchung 1 eine Steigerung des F1 von +53,76 % des BERT-Mo-
dells durch das aktive Lernen aufgetreten. Nach 10 Iterationen erreicht active-BERT bei
beiden Untersuchungen eine dhnlich hohe Leistungsfahigkeit (F1 Untersuchung 1 Ite-
ration 10: 80,08 % vs. F1 Untersuchung 2 Iteration 10: 81,63 %).
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Bild 7-7:  Ergebnisse von Untersuchung 2 [GP23]

Untersuchung 3: active-BERT mit einer niedrigen Anzahl an Samples pro
Iteration zur Klassifizierung von Daten aus neuen Projekten

In Untersuchung 3 wird der Einfluss der Anzahl an Samples pro Iteration untersucht. Das
Modell wird analog zu Untersuchung 1 mit Anforderungsabhéngigkeiten des intelli-
genten Knickarmroboters trainiert. Statt mit einer Anzahl an Samples pro Iteration von
1000 werden in dieser Untersuchung pro Iteration 250 Samples zu den Trainingsdaten
hinzugefiigt. Das fiihrt dazu, dass haufiger (im Verhiltnis zu der Anzahl an Samples) das
aktive Lernen durchgefiihrt wird. Beispielsweise werden in Untersuchung 1 bereits nach
2 Iterationen 2000 Samples zu den Trainingsdaten hinzugefiigt. In Untersuchung 3 wird
diese Anzahl an Samples erst nach 8 Iterationen erreicht. Das bedeutet, dass hdufiger die
Daten mit der hchsten Unsicherheit in der Klassifizierung bestimmt werden und der Ex-
perte hiufiger Anforderungsdaten (in einer niedrigeren Anzahl) kennzeichnen muss. Wei-
tere Randbedingungen aus Untersuchung 1 werden beibehalten: die Anzahl an Iterationen
betrdgt 10 und als Abfrage-Strategie wurde ,,Least Confidence Uncertainty Sampling*
ausgewdhlt. Die Ergebnisse sind in Bild 7-8 dargestellt. Fiir den besseren Vergleich mit
Untersuchung 1 werden F1 von Untersuchung 1 und 3 gegeniibergestellt. Dies ist durch
die Punkte bei Iterationen 0, 4 und 8 dargestellt.
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Im Vergleich zu Untersuchung 1 wird deutlich, dass sich die Leistungsfahigkeit des Mo-
dells nur geringfiigig dndert, wenn die Anzahl an Samples pro Iteration verdndert wird.
Nach Iteration 4 mussten durch den Experten bei Untersuchung 3 1000 Anforderungs-
abhéngigkeiten gekennzeichnet werden. F1 in Untersuchung 3 betrdgt nach 4 Iterationen
49,86 %. Diese Anzahl an Samples musste in Untersuchung 1 nach Iteration 1 gekenn-
zeichnet werden. F1 in Untersuchung 1 betrégt nach einer Iteration 47,12 %. Der F1 in
Untersuchung 3 ist nach 1000 Samples, welcher der Trainingsdatenbasis hinzugefiigt
worden sind, um 1,74 % hoher als in Untersuchung 1. Nach 2000 Samples, welcher der
Trainingsdatenbasis hinzugefligt worden sind (siche Iteration 8), ist der F1 in Unter-
suchung 3 um 0,97 % niedriger.
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Bild 7-8:  Ergebnisse von Untersuchung 3 [GP23]

Fazit

Durch das aktive Lernen nimmt die Leistungsfihigkeit von BERT-Modellen in der
Klassifizierung von Daten aus neuen Projekten deutlich zu. Besonders fiir den Fall einer
homogenen Trainingsdatenbasis (Anforderungsdaten von nur einem Produkt — Unter-
suchung 1) wurde durch das aktive Lernen nach 10 Iterationen eine Steigerung des F1
von +53,76 % erzielt. Fiir eine heterogene Datenbasis mit Daten von verschiedenen Pro-
dukten (Untersuchung 2) nimmt die Leistungsfahigkeit nach 10 Iterationen nur um
+33,04 % zu. Durch die heterogene Datenbasis und die Ahnlichkeit der Produktdoméinen
(elektrische Gewiirzmiihle und Toaster sind aus der Doméne ,,Haushaltsgerdte™) sind
mehr Trainingsdaten den Testdaten dhnlicher, woraus eine hohere Leistungsféhigkeit des
BERT Modells ohne aktives Lernen (Iteration 0) resultiert. Nach einer bestimmten An-
zahl an Iterationen (hier 4) ndhern sich die F1 Werte fiir den Fall einer heterogenen und
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homogenen Datenbasis aneinander an. Dem Trainingsset werden im aktiven Lernen eine
hohe Anzahl an Daten des neuen Produkts hinzugefiigt, sodass das BERT Modell diese
mit einer hoheren Leistungsfahigkeit klassifizieren kann und der Einfluss durch die unter-
schiedlichen initialen Trainingsdaten abnimmt.

Die Ergebnisse zeigen, dass BERT-Modelle in der Klassifizierung von Daten aus neuen
Projekten eine hohe Leistungsfahigkeit erreichen, wenn das Modell entweder mit aktivem
Lernen trainiert worden ist, wobei eine bestimmte Anzahl der unbekannten Daten von
einem Experten gekennzeichnet werden muss, oder die Datenbasis fiir das Training des
Modells moglichst heterogen und dhnlich (zum Beispiel gleiche Domine) der neuen
Daten ausgewéhlt worden ist. Die Ergebnisse aus Untersuchung 3 zeigen, dass die Anzahl
an Samples pro Iteration nur einen geringen Einfluss auf die Leistungsféhigkeit des Mo-
dells hat.

7.4 Validierung des Methodik-Erfolgs

Der Methodik-Erfolg wird anhand des Erfiillungsgrads der Erfolgsfaktoren der Methodik
bewertet. Die Validierung des Methodik-Erfolgs wird durchgefiihrt, indem die Methodik
von fiinf Unternehmensvertretern von EDAG und KRAUSE mittels Bewertungsbogen
bewertet wird. Anschliefend wird die Erflillung der Erfolgsfaktoren der Methodik be-
wertet. Die Unternehmensvertreter fiihren die Rollen ,,Requirements Engineer*, ,,Projekt-
leiter” sowie ,,Data Scientist“ aus. Das Software-Werkzeug der Methodik wird den
Unternehmensvertretern prisentiert. Die Prisentation ist anhand des Workflows des
Software-Werkzeugs (siche Bild 6-21) strukturiert. Es werden nacheinander die Schritte
,,Projekt erstellen und verwalten bis ,,Ergebnisse exportieren vorgestellt. Hierzu werden
Erklarungen der Funktionsweisen der Schritte, bzw. der Methoden zur Extrahierung und
Formalisierung technischer Anforderungen den Unternehmensvertretern gegeben. Die
Erklarungen sind nach der ,,Input-Processing-Output (IPO) Logik aufgebaut. Es werden
bendtigte Inputs, die Funktionsweise der Verarbeitung (bzw. ,,Processing®) und die
Outputs der Methoden erldutert. Die Erkldrungen werden mit Beispielen von EDAG
unterstiitzt. Die Validierungen der einzelnen Methoden (siche Abschnitte 7.1 bis 7.3)
wurden mit EDAG Produkten, bzw. deren Anforderungsdaten durchgefiihrt. Die
Anforderungsdaten dieser Produkte werden als Beispiele fiir die Erkldrungen der
Funktionsweisen genutzt. Nach der Prisentation werden Implikationen der Methodik fiir
die industrielle Praxis diskutiert. Beispielsweise wurde bei der Validierung der
Abhingigkeitsanalyse festgestellt, dass fiir eine hohe Leistungsfihigkeit der BERT-
Modelle mehrere hundert Anforderungsdaten von Experten gekennzeichnet werden
miissen.
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7.4.1 Auswertung der Bewertungsbogen

Nach der Prisentation des Software-Werkzeugs sowie der Methoden und der Diskussion,
werden den funf Unternehmensvertretern Bewertungsbogen mit 23 Thesen zu der
Methodik (siche Anhang A3.2) ausgehéndigt. Der Bewertungsbogen ist in die folgenden
vier Bereiche unterteilt:

1) Thesen zur Ist-Situation

2) Thesen zur Anwendbarkeit des Software-Werkzeugs

3) Thesen zum Anwendungsaufwand

4) Thesen zum Mehrwert der Methodik-Anwendung

Die Unternehmensvertreter bewerten die Thesen nach der folgenden Skala:
e 2:stimme zu

e 1:stimme eher zu

e 0: teilweise Zustimmung / teilweise Ablehnung

e 1: stimme eher nicht zu

e 2:stimme nicht zu

Nach dem Ausfiillen der Bewertungsbdgen wird mit den Industrievertretern jeweils ein
Interview gefiihrt, um die Griinde fiir die Bewertung der Thesen zu erfragen. Falls den
Thesen nicht vollstdndig zugestimmt wird (bzw. die vollstindige Zustimmung erfolgt
fuir die Thesen, die negativ formuliert sind), dann wird die Bewertung durch die
Industrievertreter erldutert.

Ergebnisse der Bewertungsbodgen

Die Thesen zur Ist-Situation adressieren Herausforderungen in der Produktentwicklung,
welcher dieser Arbeit zugrunde legen. Die Ergebnisse sind in Bild 7-9 dargestellt.

e These 1:,,Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manu-
eller Aufwand notwendig.

e These 2: ,Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in
der Produktentwicklung iiblicherweise nicht direkt interpretierbar. Es besteht ein Be-
darf nach formalisierten Anforderungen.

e These 3: ,,Anforderungséinderungen werden in Unternehmen noch nicht systematisch
gehandhabt.*
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Bild 7-9:  Ergebnisse der Thesen zur Ist-Situation (schwarz: Median)

Die Industrievertreter bewerten These 1 durchschnittlich mit 2 (Median). Sie stimmen zu,
dass der Aufwand zur manuellen Extrahierung hoch ist. Im Unternehmen besteht ein Be-
darf nach einer automatisierten Extrahierung von Anforderungen. Ebenfalls stimmen die
Industrievertreter mit These 2 iiberein (Median = 2). Anforderungen miissen formalisiert
werden, um durch Entwicklungswerkzeuge direkt interpretierbar zu werden. In den
Unternehmen der Industrievertreter (EDAG und KRAUSE) ist vor allem der
Anwendungsfall von formalisierten Anforderungen fiir die generative Entwicklung von
Bauteilen in Synera relevant. These 3 wird nur teilweise zugestimmt (Median = 1).
Industrievertreter von EDAG geben an, dass Anforderungséinderungsmanagement-Pro-
zesse im Unternehmen durchgefiihrt werden. Es werden jedoch Auswirkungen von
Anforderungsidnderungen bestimmt ohne Anforderungsabhéngigkeiten automatisiert zu
erkennen. Sie geben an, dass der Aufwand fiir die manuelle Erkennung von
Anforderungsidnderungen hoch ist, weshalb diese hdufig nicht erkannt werden. Sie sehen
einen groflen Mehrwert darin Anforderungsabhéngigkeiten zu erkennen, um Aus-
wirkungen von Anforderungsdnderungen systematisch zu bewerten.

Die Ergebnisse der Thesen zur Anwendbarkeit des Software-Werkzeugs sind in Bild
7-10 dargestellt. Thesen 4-9 sind einem standardisierten ,,System Usability Scale” (SUS)
Bewertungsbogen entnommen, um die Nutzerfreundlichkeit des Systems zu messen
[Bro95]. Thesen 5, 6, 7, 9 sind negativ formuliert. Umso niedriger die Bewertung dieser
Thesen ist, umso positiver ist die Anwendbarkeit des Software-Werkzeugs zu werten:

e These 4: ,,Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmiBig zu
nutzen.*

e These 5: ,,Ich empfinde das Software-Werkzeug als unnétig komplex.*
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e These 6: ,,Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

e These 7: ,Ich finde, dass es im Software-Werkzeug zu viele Inkonsistenzen gibt.*

e These 8: ,,Ich kann mir vorstellen, dass die meisten Leute das Software-Werkzeug
schnell zu beherrschen lernen.*

e These 9:,,Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Soft-
ware-Werkzeug arbeiten kann.*

e These 10:,,Das Software-Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.*

o These 11: ,,Das Software-Werkzeug ist generisch fiir die Entwicklung komplexer
technischer Systeme anwendbar.*

e These 12: ,,Ich kann mir vorstellen, dass die Anwendung des Software-Werkzeugs in
unternehmensinterne Entwicklungsprozesse integriert werden kann.*

Die Industrievertreter geben an, dass sie das Software-Werkzeug teilweise regelméBig
nutzen wiirden (These 4: Median = 1). Der Data-Scientist merkt an, dass er das Software-
Werkzeug nicht direkt anwendet, sondern die Daten fiir die Anwendung der Software im
Unternehmen vorbereitet. Die Bedienung ist fiir die Industrievertreter intuitiv. Der
Funktionsumfang ist auf die Kernfunktionalitdten der Methodik beschrinkt (These 5: Me-
dian = -1). Es wird voraussichtlich kein technischer Support benétigt, um die Software
zu nutzen (These 6: Median = -1). Die Industrievertreter geben an, dass sie zur Bereit-
stellung der Daten zur Anwendung des Werkzeugs (vor allem fiir das Training von KI-
Modellen) sich mit Data-Scientists austauschen miissen. Die Anwendung des Werkzeugs
(sofern die Daten verfiigbar sind) ist ohne technischen Support méglich. Im Software-
Werkzeug sind keine Inkonsistenzen aufgefallen (These 7: Median = -2). Die Anwendung
des Software-Werkzeugs ist einfach zu erlernen (These 8: Median = 2; These 9: Median
= -2). Die Anwender geben an, dass das Software-Werkzeug liberwiegend fiir branchen-
iibliche Lastenhefte geeignet ist (These 10: Median = 1). Die Tabelle zur Ubersicht der
extrahierten Anforderungen visualisiert die Anforderungen geeignet. In Abhéngigkeit des
Anwendungsfalls miissen weitere Schliissel-Wert-Paare erkannt werden. Im Prototyp
wurde lediglich die Formalisierung von Schliissel-Wert-Paaren im Kontext der gene-
rativen Entwicklung implementiert. Weitere Funktionalitéiten sind fiir brancheniibliche
Lastenhefte geeignet. Das Software-Werkzeug ist teilweise generisch anwendbar, jedoch
miissen Doménenlexika in Abhingigkeit des Anwendungsfalls angepasst werden (These
11: Median = 0). Das Werkzeug ist anwendbar in unternehmensinternen Entwicklungs-
prozessen (These 12: Median = 1). Der Referenzprozess zur Anwendung der Methodik
zeigt Potenziale fiir die Integration des Werkzeugs, bzw. der Methodik in den
Entwicklungsprozess.
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Bild 7-10: Ergebnisse der Thesen zur Anwendbarkeit des Software-Werkzeugs
(schwarz: Median)

Zusitzlich wird in der Anwendbarkeit der Methodik bewertet, ob ,,zur Anwendung des
Werkzeugs sind die Informationen in der Praxis friihzeitig (in der Regel ab der Projekt-
initiierungsphase) in Form von Daten oder Expertenwissen verfiigbar* (These 13). Hierzu
wird den Unternehmensvertretern eine Liste der bendtigten Informationen zur Anwen-
dung des Werkzeugs in der Praxis gegeben. In Tabelle 7-7 sind die Antworten der
Unternehmensvertreter zu den benétigten Informationen dargestellt. In der rechten Spalte
ist das arithmetische Mittel der Antworten der Unternehmensvertreter dargestellt. ,,Vor-
handen‘ wurde mit 1 bewertet, ,,nicht vorhanden* wurde mit 0 bewertet.

In der Projektinitiierungsphase liegen natiirlich-sprachliche Lastenhefte vor (Bewertung:
1). Das Wissen zur Definition von Strukturregeln ist teilweise vorhanden (Bewertung:
0,4). Es muss gepriift werden, welches Schliissel-Wert-Paar in welcher Art von Anfor-
derung vorkommt. Die Unternehmensvertreter besitzen das notwendige Wissen, um diese
Priifung durchzufiihren und die Strukturregeln entsprechend zu definieren. Analog zu den
Strukturregeln miissen Textindikatoren fiir die Doménenlexika zusammengestellt wer-
den. Die Industrievertreter besitzen teilweise das notwendige Wissen zur Definition von
Textindikatoren (Bewertung: 0,2). Die gekennzeichneten Daten zum Training von NER-
Modellen sind nicht vorhanden (Bewertung: 0). Jedoch ist das Wissen zur Generierung
von Trainingsdaten vorhanden. Daten von Anforderungsabhingigkeiten fiir das initiale
Training eines KI-Modells fiir die Abhéngigkeitsanalyse von Anforderungen sind héufig
nicht im Unternehmen vorhanden (Bewertung: 0,4). Das Wissen zur Erkennung von
Anforderungsabhingigkeiten ist teilweise vorhanden (Bewertung: 1). Die Anzahl der auf-
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getretenen Anforderungsinderungen in vergangenen Projekten wird {iblicherweise doku-
mentiert (Bewertung: 0,6). Das Wissen zur Bewertung von Auswirkungen von
Anforderungsénderungen liegt iiblicherweise in Unternehmen vor (Bewertung: 0,6).

Tabelle 7-7:  Ergebnisse zu These 13: Friihzeitige Verfiigharkeit bendtigter Infor-
mationen zur Anwendung der Methodik

Benotigte Informationen zur Anwendung der Methodik Bewertung
1 | Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft 1
) Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paa- 0.4
ren ’

Wissen zur Definition von Textindikatoren von Schliissel-Wert-
Paaren

Gekennzeichnete Daten zum Training von Named-Entity-Recog-
nition Modellen fiir Schliissel-Wert-Paare

Anforderungsabhingigkeiten (natiirlich-sprachliche Anforderungs-
5 | paare sowie die Abhédngigkeit zwischen den Anforderungen) fiir 0,4
das initiale Training eines KI-Modells

6 | Wissen zur Bewertung von Anforderungsabhingigkeiten 0,4

Anzahl der aufgetretenen Anforderungsédnderungen in vergan-
7 | genen 0,6
Projekten

Wissen zur Bewertung von Auswirkungen von Anforderungs-

. 0,6
anderungen

Die Ergebnisse der Thesen zum Anwendungsaufwand des Software-Werkzeugs sind
in Bild 7-11 dargestellt. Die folgenden Thesen gehoren zu dieser Kategorie:

e These 14: ,,Den Vorbereitungsaufwand, bevor die Anwendung mdoglich ist, empfinde
ich als angemessen, Aktivititen: Erstellen eines Doménenlexikons; Auswahl und
Vorbereitung von Anforderungsabhéngigkeitsdaten; Zusammenstellung einer
Anderungshistorie vergangener Projekte*

e These 15: ,,Den Anwendungsaufwand schitze ich als angemessen ein, Aktivitdten:
Import von Lastenheften, Priifen und Auswahl von Schliissel-Wert-Paaren,
Abhingigkeitsanalyse, Bewertung von Anderungsauswirkungen; Ausgabe der Ergeb-
nisse im CSV-Format*
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Bild 7-11: Ergebnisse der Thesen zum Anwendungsaufwand des Software-Werkzeugs
(schwarz: Median)

Die Industrievertreter bewerten den Vorbereitungsaufwand iiberwiegend als angemessen
(These 14: Median = 0). Bemaéngelt wird, dass der Aufwand zur Generierung der
Domiénenlexika hoch ist, weil dafiir Anforderungsdokumente manuell analysiert werden
miissen, um Strukturregeln und Textindikatoren zu definieren. Der Anwendungsaufwand
wird als angemessen bewertet (These 15: Median = 2). Ein Defizit ist, dass wahrend der
Abhéngigkeitsanalyse von Anforderungen der Anwender mehrere Minuten mit dem
Kennzeichnen von Anforderungsabhingigkeiten warten muss. Wéhrend des aktiven Ler-
nens werden erst nach dem Training der Modelle und der Berechnung der Unsicherheit
in der Klassifizierung von Anforderungsabhéngigkeiten Daten zum Kennzeichnen durch
den Anwender bestimmt.

Die Ergebnisse der Thesen zum Mehrwert der Methodik-Anwendung sind in Bild
7-12 dargestellt. Die folgenden Thesen gehoren zu dieser Kategorie:

e These 16: ,,Durch die automatisierte Extrahierung von Anforderungen aus Lasten-
heften wird Aufwand reduziert und es wird erleichtert, eine vollstindige
Anforderungsliste zu generieren.*

e These 17:,,.Durch die Formalisierung von Anforderungen werden fiir die Entwicklung
von Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.*

e These 18:,,Durch die Formalisierung von Anforderungen werden fiir die Entwicklung
von Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.*
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e These 19: ,,Auf Grundlage der Anforderungsabhéngigkeiten konnen Auswirkungen
von Anforderungsdnderungen besser bewertet werden.

e These 20: ,,Auf Grundlage der Informationen zum Anderungsrisiko von Anforderun-
gen kénnen Risiken realistischer abgeschétzt werden als zuvor.*

e These 21: ,,Anhand der teilautomatisierten Risikoanalyse kann ein hoherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

e These 22:,,Die Anwendung des Software-Werkzeugs triagt zur Effizienzsteigerung in
der Entwicklung komplexer technischer Systeme bei.*

e These 23: ,,Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.*
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Bild 7-12: Ergebnisse der Thesen zum Mehrwert der Methodik-Anwendung (schwarz:
Median)

Die Industrievertreter stimmen zu, dass der Aufwand zur Extrahierung und Forma-
lisierung von Anforderungen reduziert wird (Thesen 16-18, Median = 2). Durch die
Kenntnis von Anforderungsabhéngigkeiten werden Auswirkungen von Anforderungs-
anderungen besser bewertbar (These 19, Median = 1). Risiken von Anforderungs-
dnderungen kdnnen besser eingeschitzt werden. Jedoch wire eine monetire Bewertungs-
einheit des Risikos fiir die Praxis besser interpretierbar (These 20, Median = 1). Durch
die Teilautomatisierung wird die Bewertung des Anderungsrisikos effizienter und die Be-
wertung von mehr Anforderungen ermdglicht. Aulerdem werden durch die Priorisierung
von Anforderungen anhand der Konnektivitdt im Anforderungsnetz (abgebildet durch
den PageRank) wesentliche Anforderungen zur Bewertung aufgezeigt (These 21, Median
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=1). Durch das Software-Werkzeug werden Effizienzpotenziale in der Entwicklung kom-
plexer technischer Systeme erschlossen (These 22, Median = 2). Der CSV-Export er-
moglicht den aufwandsarmen Import der Anforderungsdaten in IBM-DOORS (These 23,
Median = 2).

Fazit

Die Industrievertreter sehen Herausforderungen in der Produktentwicklung hinsichtlich
des hohen Aufwands der Extrahierung und Formalisierung von Anforderungen sowie in
der Handhabung von Anforderungsdnderungen (Thesen zur Ist-Situation). Die Anwend-
barkeit des Software-Werkzeugs ist hoch. Haufig sind gekennzeichnete
Anforderungsabhingigkeiten fiir das initiale Training eines Modells nicht vorhanden. Das
Wissen zur Kennzeichnung von Anforderungsabhingigkeiten liegt jedoch vor (Thesen
zur Anwendbarkeit). Der Aufwand zur Nutzung des Software-Werkzeugs
(Vorbereitungs- und Durchfiihrungsaufwand) wird iiberwiegend als angemessen be-
wertet. Es wird bemédngelt, dass Doménenlexika erstellt werden miissen (Thesen zum
Anwendungsaufwand). Die Industrievertreter bewerten den Mehrwert der Methodik als
hoch. Eine monetire Bewertung des Anderungsrisikos wire fiir die Praxis geeigneter.
(Thesen zum Mehrwert).

7.4.2 Erfillung der Erfolgsfaktoren

Auf Basis der Validierungsergebnisse der Methoden (sieche Abschnitte 7.1 bis 7.3) sowie
der Ergebnisse der Auswertung der Bewertungsbogen (siehe Abschnitt 7.4.1) wird die
Erflillung der Erfolgsfaktoren bewertet.

Input

Erfolgsfaktor 1: ,,Das System muss dem Anwender die Moglichkeit bieten, ein branchen-
tibliches Lastenheft einlesen zu konnen. *

Der Erfolgsfaktor ist erfiillt, wenn:

e PDF-Dokumente verarbeitet werden konnen (Dateiformat),

o Flieitext, Listen und Tabellen verarbeitet werden konnen (Formatierung im Text),

e Co-Referenzen aufgeldst werden konnen (Verweise),

e Anforderungen mit niedriger Qualitdt verarbeitet werden konnen (Qualitdtsdefizite),

e unstrukturierte  Anforderungsbeschreibungen  verarbeitet ~werden  konnen
(Anforderungsbeschreibung) und

o funktionale und nicht-funktionale Anforderungen mit einer hohen Leistungsfahigkeit
erkannt werden konnen (Anforderungsarten).
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In der Extrahierung von Anforderungen werden Textsegmente aus PDF-Dokumenten
extrahiert. Diese Textsegmente werden aus dem Flieitext, Listen sowie Tabellen ent-
nommen. Co-Referenzen werden aufgeldst. Es konnen Anforderungen niedriger Qualitét
verarbeitet werden, da keine Randbedingungen der natiirlich-sprachlichen Form (z. B.
Anforderungsschablonen) vorgegeben werden. Es werden funktionale und nicht-funktio-
nale Anforderungen mit einer hohen Leistungsfahigkeit erkannt. Der F1 der Extrahierung
von Textsegmenten und der Klassifizierung der Anforderungsart betrigt 74,84 % (bei
dem Test einer SVM mit Lastenheften von EDAG, siehe Bild 7-2). Die Unternehmens-
vertreter stimmen zu, dass brancheniibliche Lastenhefte fiir die Untersuchungen in der
Validierung verwendet worden sind (These 10: Median = 1, siehe Bild 7-10). Die
Leistungsfahigkeit der Extrahierung von Anforderungen ist hoch bei der Verwendung
brancheniiblicher Lastenhefte. Erfolgsfaktor 1 ist erfiillt.

Erfolgsfaktor 2: ,, Das System muss dem Anwender die Mdglichkeit bieten, ein englisch-
sprachiges Lastenheft einlesen zu konnen. *

Der Erfolgsfaktor ist erfiillt, wenn die Leistungsfahigkeit der Methoden hoch ist, wenn
englischsprachige Anforderungen eingelesen werden. Die Methoden zur Extrahierung
und Formalisierung von Anforderungen sowie die Abhéngigkeitsanalyse von Anfor-
derungen wurden mit englischen Anforderungsdaten mittels Fallbeispielen validiert. Der
F1 fiir die Extrahierung und Klassifizierung von Anforderungen betrégt 74,84 % (bei dem
Test einer SVM mit Lastenheften von EDAG, siehe Bild 7-2). In der Formalisierung von
Anforderungen wurden Schliissel-Wert-Paare, die filir die generative Entwicklung von
Bauteilen relevant sind, mit einem F1 von 86,55 % (Makro Durchschnitt der Ergebnisse,
siche Tabelle 7-5) extrahiert. Abhéngigkeiten von englischen Anforderungen wurden mit
einer hohen Leistungsfdhigkeit erkannt (F1 betrigt nach 10 Iterationen 80,09 %, siche
Bild 7-6). Englischsprachige Anforderungen konnen verarbeitet werden, da die
Leistungsfahigkeit der Methoden hoch ist, wobei englische Anforderungen als Eingangs-
daten verwendet worden sind. Erfolgsfaktor 2 ist erfiillt.

Tabelle 7-8:  Bewertung der Erfolgsfaktoren (EF) der Kategorie "Input”

EF Bewertungskriterien Erfiillungsgrad
1 e F1 der Extrahierung von Textsegmenten und der Klassi- | erfiillt

fizierung der Anforderungsart: 74,84 %

e These 10, Median = 1

2 e F1 der Extrahierung englischsprachiger Anforderungen: | erfiillt
74,84 %

e F1 der Formalisierung englischsprachiger Anfor-
derungen: 86,55 %

e F1 der Abhingigkeitsanalyse englischsprachiger Anfor-
derungen: 80,09 %
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Funktionalitat

Erfolgsfaktor 3: ,,Das System muss Anforderungsdaten aufwandsarm generieren kon-
nen.

Der Erfolgsfaktor ist erfiillt, wenn Anforderungsdaten mit einer hohen Leistungsfahigkeit
generiert werden und der Aufwand zur Generierung der Anforderungsdaten niedrig ist.
In Abschnitt 7.1.1 wird die Untersuchung der Generierung von Anforderungsdaten be-
schrieben. Es wird GPT-J angewendet, um kiinstliche Anforderungsdaten zu generieren.
GPT-J ist ein KI-Modell und ermdglicht die automatisierte Augmentierung von Text-
daten. Der Anwendungsaufwand zur Nutzung von GPT-J ist aufgrund des hohen
Automatisierungsgrads niedrig. Hierbei wurde festgestellt, dass die F1 Werte der ein-
zelnen Klassen von kiinstlich generierten Anforderungen (funktional, nicht-funktional
und keine Anforderung) zwischen 45,90 % und 56,00 % liegen. Der Makro-Durchschnitt
von F1 sowie der gewichtete Durchschnitt von F1 liegen bei 64,71 % bzw. 62,74 % wenn
generierte Daten nach ,,Anforderung® und ,,keine Anforderung* unterteilt werden. Dem-
nach entspricht ein grofer Teil der generierten Anforderungen nicht der Klasse der
urspriinglichen Anforderung, welche zur kiinstlichen Generierung der Anforderungs-
daten verwendet worden ist. Die Zahl der falsch negativen Ergebnisse ist hoch. Das be-
deutet, dass hdufig aus einem Text der Klasse "Anforderung" ein kiinstlicher Text der
Klasse "keine Anforderung" erzeugt wurde. Dies zeigt sich auch in der niedrigen Sensiti-
vitdt (45,59 %). Ein Text der Klasse "keine Anforderung" wird zu einem hohen Anteil
korrekt aus einem Text der Klasse "keine Anforderung" kiinstlich erzeugt.

Die Ergebnisse zeigen, dass GPT-J zur Erzeugung kiinstlicher Anforderungen verwendet
werden kann. Allerdings muss aufgrund der Leistungstdhigkeit eine Qualitétskontrolle
der kiinstlichen Anforderungen durchgefiihrt werden, um bei der Betrachtung von Daten
der Klasse "Anforderung" korrekte Kennzeichnungen zu vergeben. Erfolgsfaktor 3 ist
teilweise erfiillt. Die Generierung von Anforderungsdaten ist aufwandsarm moglich.
Allerdings muss eine Qualitdtskontrolle der Anforderungsdaten der Klasse ,,Anfor-
derung* durchgefiihrt werden, um die korrekte Kennzeichnung zu ermitteln. Die korrekte
Kennzeichnung ist erforderlich, um KI-Modelle mit den Anforderungsdaten zu trainieren
und eine hohe Leistungsfahigkeit des Modells zu erreichen.

Erfolgsfaktor 4. ,, Das System muss Anforderungen nach ihrer Art klassifizieren kénnen.

Die extrahierten Textsegmente werden mit einer hohen Ergebnisgiite hinsichtlich
Anforderungsart — funktional und nicht-funktional — klassifiziert (F1 bei der Verwendung
einer SVM: 74,84 %, siehe Bild 7-2). Der Anforderungsingenieur von EDAG bewertet
die Unterteilung in funktional und nicht-funktional als akzeptabel. Eine weitere Unter-
teilung der nicht-funktionalen Anforderungen in beispielsweise ,,rechtliche” Anforde-
rungen ware hilfreich, um die Anforderungsliste weiter zu strukturieren und die Anforde-
rungen fiir verschiedene Rollen besser selektieren zu konnen. In der Evaluation waren
nicht ausreichend Anforderungsdaten fiir die jeweiligen Sub-Klassen nicht-funktionaler
Anforderungen vorhanden, weshalb diese Untersuchung nicht durchgefiihrt worden ist.
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Die Methode ist fiir weitere Sub-Klassen erweiterbar, sofern die Anzahl an Daten fiir das
Training der KI-Modelle ausreichend ist. In den Untersuchungen dieser Arbeit wurden
562, 408 und 354 Anforderungsdaten (funktional, nicht-funktional, keine Anforderung)
verwendet und eine hohe Leistungsfahigkeit erzielt. Zur Untersuchung von Sub-Klassen
wird daher empfohlen, dass die Anzahl an Daten der Sub-Klassen mindestens der Anzahl
an Daten in den Untersuchungen entsprechen (ca. 400-500 Daten pro Sub-Klasse).

Damit die Anwendbarkeit der Methodik hoch ist, miissen Modelle mittels kiinstlicher
Anforderungsdaten trainiert werden kdnnen. Es wurden augmentierte Anforderungsdaten
generiert und mittels eines heterogenen Testdatensatz die Leistungsfahigkeit der Klassifi-
zierung von Anforderungen bestimmt. Der F1 betrigt 76,74 % (siehe Bild 7-4). Aufgrund
der hohen Leistungsfahigkeit der Modelle zur Klassifizierung von Anforderungen bei
gleichzeitiger Verwendung kiinstlicher Anforderungsdaten zum Training der Modelle, ist
die Anwendbarkeit der Methode in der industriellen Praxis hoch. Erfolgsfaktor 4 ist er-
fiillt.

‘

Erfolgsfaktor 5: ,, Das System muss Anforderungen formalisieren kénnen.

Der Erfolgsfaktor ist erfiillt, wenn Anforderungen mit einer hohen Leistungsfahigkeit
formalisiert werden konnen. Speziell wird der Anwendungsfall fiir die generative
Entwicklung von Bauteilen untersucht. Es muss gepriift werden, ob Parameter, die fiir die
generative Entwicklung relevant sind und in Lastenheften dokumentiert werden, forma-
lisiert werden konnen. Es wurden acht Schliissel-Wert-Paare, die aus Anforderungen
extrahiert werden sollen und fiir die generative Entwicklung relevant sind, definiert. Im
Rahmen eines Fallbeispiels wurden fiir diese Schliissel-Wert-Paare Doménenlexika defi-
niert und die Methode zur Formalisierung von Anforderungen angewendet (sieche Ab-
schnitt 7.2). Die Ergebnisse zeigen, dass die Methode die Schliissel-Wert-Paare in den
Anforderungen mit hoher Leistungsfdhigkeit extrahiert (Makro-Durchschnitt F1 von
86,55 %). Insbesondere die Prizision ist hoch (99,26 %), was bedeutet, dass kaum falsch-
positive Ergebnisse gefunden wurden. Dies deutet darauf hin, dass die Textindikatoren
fiir die Erkennung von Schliisseln korrekt definiert wurden. Die Ansétze "String-Mat-
ching" und "Zahl & Einheit" schneiden gut ab (durchschnittlicher F1 100 % und
97,97 %). Auch die vortrainierten spaCy-Modelle zur Extraktion von "manu-
facturing_site" und "supplier selected" schneiden in diesem Zusammenhang gut ab (F1
von 100,00 % und 87,50 %). Aufgrund der hohen Leistungsfihigkeit sind die Ansétze
NER, Zahl & Einheit sowie String-Matching™ fiir die jeweils gewahlten Schliissel-Wert-
Paare zur Formalisierung von Anforderungen geeignet. Erfolgsfaktor 5 ist erfiillt.

Erfolgsfaktor 6: ,, Das System muss Abhdngigkeiten von Anforderungen erkennen kon-

«

nen.

Der Erfolgsfaktor ist erfiillt, wenn Abhéngigkeitsarten mit einer hohen Leistungsfahigkeit
erkannt werden. Es wurde im Rahmen eines Fallbeispiels mit Anforderungsdaten eines
Knickarmroboters, einer elektrischen Gewiirzmiihle und einem Toaster die Leistungs-
fahigkeit der Abhéngigkeitsanalyse mittels BERT-Modell, welches mit aktivem Lernen
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trainiert worden ist, untersucht (siche Abschnitt 7.3). Durch das aktive Lernen erreichen
BERT-Modelle eine hohe Leistungsfahigkeit, bzw. F1 von 81,63 % (Iteration 10, Unter-
suchung 2). Es wurde untersucht, wie hoch die Leistungsfahigkeit zur Klassifizierung von
Anforderungsabhingigkeiten mittels heterogener Anforderungsdaten ist. Dies kann z. B.
der Fall sein, wenn das BERT-Modell mit Daten aus einem anderen Projekt trainiert wor-
den ist als mit den Daten, die aus dem zu klassifizierenden Projekt stammen. Die Ergeb-
nisse zeigen, dass BERT-Modellen in der Klassifizierung von Daten aus neuen Projekten
eine hohe Leistungsfahigkeit erreichen, wenn dass das Modell entweder mit aktivem Ler-
nen trainiert worden ist, wobei eine bestimmte Anzahl der unbekannten Daten von einem
Experten gekennzeichnet werden muss, oder die Datenbasis fiir das Training des Modells
moglichst heterogen und &hnlich (zum Beispiel gleiche Doméne) der neuen Daten aus-
gewihlt worden ist. Aufgrund der hohen Leistungsfahigkeit der Abhéngigkeitsanalyse
wird Erfolgsfaktor 6 als erfiillt bewertet.

Tabelle 7-9:  Bewertung der Erfolgsfaktoren (EF) der Kategorie "Funktionalitdt"

EF Bewertungskriterien Erfiillungsgrad
3 e Makro-Durchschnitt F1 sowie der gewichtete Durch- | teilweise erfiillt
schnitt F1 der Augmentierung von Anforderungen:
64,71 % bzw. 62,74 %

4 e F1 der Extrahierung von Anforderungen betrigt 76,74 % | erfiillt

5 e Makro-Durchschnitt F1 der Formalisierung von Anfor- | erfiillt
derungen: 86,55 %
6 e F1 der Abhingigkeitsanalyse von Anforderungen mit | erfiillt
aktivem Lernen: 81,63 %

Anwendbarkeit

Erfolgsfaktor 7: ,, Das System muss so gestaltet sein, dass nur brancheniiblich-verfiigbare
Informationen zur Anwendung benétigt werden.

Der Erfolgsfaktor ist erfiillt, wenn die Anwendungspartner die bendtigten Informationen
als ,,brancheniiblich verfiigbar* bewerten. Folgende Informationen werden fiir die An-
wendung der Methoden benotigt:

o Extrahierung von Anforderungen: (brancheniibliche) Anforderungsdaten, die nach
Anforderungsart gekennzeichnet worden sind, fiir das Training der KI-Modelle

o Formalisierung von Anforderungen: Dominenlexika mit Schliisseln, Werten und Re-
geln zur Formalisierung

o Abhdngigkeitsanalyse von Anforderungen: gekennzeichnete Abhéngigkeiten
(brancheniiblicher) Anforderungsbeschreibungen fiir das Training der KI-Modelle
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o Risikoberechnung von Anforderungsinderungen: eine Anderungshistorie von Projek-
ten (Anzahl Anforderungen und Anzahl an Anforderungsénderungen)

o Anwendung der Methoden: englische (brancheniibliche) Lastenhefte im PDF-Format

Die Anwendungspartner bewerten die Informationen teilweise als brancheniiblich verfiig-
bar (siche Tabelle 7-7). Gekennzeichnete Anforderungsdaten liegen iiblicherweise aus
vergangenen Projekten im Anforderungsmanagement Werkzeug vor. Natiirlich-sprach-
liche Lastenhefte liegen zu Projektbeginn vor (ID 1, Bewertung: 1 in Tabelle 7-7). Die
Sprache der Lastenhefte ist {iblicherweise Englisch. Das Doménenlexikon liegt nicht vor
und muss generiert werden. Die Industrievertreter geben an, dass aktuell das Wissen zur
Erstellung eines Doménenlexikons im Unternehmen nur teilweise vorhanden ist (ID 2 &
3, Bewertung: 0,4, bzw. 0,2 in Tabelle 7-7). Nach einer Erkldrung des Vorgehens zur
Identifikation von Strukturregeln und Textindikatoren wihrend der Interviews geben die
Industrievertreter an, dass sie sich kurzfristig in der Lage sehen, das notwendige Wissen
fir die Definition von Strukturregeln und Textindikatoren aneignen konnen. Trainings-
daten fiir NER-Modelle sind nicht vorhanden und miissen vor Anwendung der Formali-
sierung von neu-definierten Schliissel-Wert-Paaren erstellt werden.

Daten von Anforderungsabhéngigkeiten fiir das initiale Training eines KI-Modells fiir die
Abhingigkeitsanalyse von Anforderungen sind teilweise im Unternehmen vorhanden
(ID 5, Bewertung: 0,4 in Tabelle 7-7). Die Industrievertreter geben an, dass
Anforderungsabhingigkeiten hdufig im Anforderungsmanagement-Werkzeug des Unter-
nehmens definiert werden. Diese Daten miissen vorbereitet werden, damit sie fiir das
Training eines KI-Modells verwendet werden kdnnen. Das betrifft die Formatierung der
Daten im Anforderungsmanagement-Werkzeug in einer CSV. Zur Anwendung des Trai-
nings-Algorithmus von Abhéngigkeitsmodellen dieser Arbeit miissen die natiirlich-
sprachlichen Beschreibungen der Anforderungen hintereinander in einem String
zusammengefiigt werden und es muss die Kennzeichnung (funktional, nicht-funktional
oder keine Anforderung, bzw. numerisch: 0-2) im zugehorigen Feld der CSV-Datei er-
génzt werden. Es werden nicht fiir simtliche Projekte die Anforderungsabhéngigkeiten
erfasst. Wenn Anforderungsabhéngigkeiten von Projekten erkannt werden miissen, zu de-
nen keine inhaltlich-&hnlichen Daten vorliegen, dann miissen Anforderungs-
abhédngigkeiten manuell gekennzeichnet werden. Das Wissen zur Bewertung von
Anforderungsabhingigkeiten ist nur teilweise vorhanden (ID 6, Bewertung: 0,4 in Tabelle
7-7). Die Industrievertreter geben an, dass projektspezifisch (bzw. in Abhéngigkeit der
Domine) Experten zur Bewertung herangezogen werden miissen. Fiir die dargestellte
Problematik ist die entwickelte Methode zur Abhéngigkeitsanalyse mit aktivem Lernen
besonders geeignet, weil die Daten mit der hochsten Unsicherheit in der Klassifizierung
zum Kennzeichnen ausgewéhlt werden und damit die Anzahl an zu kennzeichnender Da-
ten fiir eine hohe Leistungsfahigkeit verringert wird. Es wird der Aufwand der Experten
zur Bewertung der Anforderungsabhingigkeiten verringert und Kosten reduziert.
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Eine Anderungshistorie, welche die Anzahl an Anforderungen sowie die Anzahl an
Anforderungsénderungen pro Projekt erfasst, liegt liblicherweise vor (ID 7, Bewertung:
0,6 in Tabelle 7-7). Die Industrievertreter geben an, dass diese Werte hdufig nach Projekt-
ende nicht berechnet werden. Eine Berechnung der Kennzahlen nach Projektende ist mit
der iiblichen Projektdokumentation und der Anderungshistorie des Anforderungs-
management-Werkzeugs moglich. Auswirkungen von Anforderungsénderungen kdnnen
ebenfalls tiblicherweise bewertet werden (ID 8, Bewertung: 0,6 in Tabelle 7-7). Die
Industrievertreter geben an, dass das Aufzeigen der Anforderungsabhiingigkeiten bei der
Bewertung von Anforderungsabhéngigkeiten hilfreich ist und zu einer préziseren Ein-
schitzung des Risikos fiihrt. Dies spiegelt auch die Bewertung des Mehrwerts der
Abhingigkeitsanalyse von Anforderungen und der Risikoberechnung von Anderungen
wider (Thesen 19 & 20, Median: 1). Eine wichtige Erkenntnis ist, dass die bendtigten
Informationen zur Berechnung der Anderungsrisiken vorhanden sind. Es wird keine
ursachenspezifische Dokumentation von Anforderungsinderungen bendtigt (siche
ProMaRC-Methodik in Anhang A2.3). Dieser Punkt wurde in der Entwicklung der
ProMaRC-Methodik von Industrievertretern beméngelt (siche Abschnitt 4.2). Durch die
Weiterentwicklung der Berechnung des Anderungsrisikos von Anforderungen wurde die
industrielle Anwendbarkeit der urspriinglichen Anderungsrisiko-Berechnung der
ProMaRC-Methodik erhdht.

Erfolgsfaktor 7 ist teilweise erfiillt, da die Informationen, die zur Anwendung benotigt
werden teilweise verfligbar sind. Es besteht aber die Moglichkeit diese Informationen zu
generieren und die Methoden unterstiitzen den Anwender in der Generierung der bend-
tigten Informationen (z.B. aktives Lernen zur Auswahl von zu kennzeichnenden
Anforderungsabhingigkeiten).

Erfolgsfaktor 8: ,,Das System muss so gestaltet sein, dass die bendtigten Informationen
in der Projektinitiierungsphase verfiigbar sind. *

Der Erfolgsfaktor ist erfiillt, wenn die Anwendungspartner die benétigten Informationen
als ,,friih verfiigbar® bewerten. Die benétigten Informationen der Methoden (siehe
Erfolgsfaktor 7) werden teilweise als friihzeitig verfiigbar von den Anwendungspartnern
bewertet. Analog zu Erfolgsfaktor 7 miissen verschiedene Informationen generiert, bzw.
aufbereitet werden. Es ist jedoch moglich, sdmtliche bendtigte Informationen in der
Projektinitiierungsphase zu generieren, sodass diese zum Projektstart vorhanden sind.
Erfolgsfaktor 8 ist teilweise erfiillt.

Erfolgsfaktor 9: ,, Das System muss so gestaltet sein, dass eine generische Anwendbarkeit
in der Entwicklung komplexer technischer Systeme gegeben ist.

Der Erfolgsfaktor ist erfiillt, wenn Anwendungspartner die Methodik als ,,generisch
anwendbar® bewerten. Aulerdem miissen in der Validierung der Methoden verschiedene
Produkte untersucht werden und die Leistungsféhigkeit hoch sein. Die Methodik wird
teilweise als generisch anwendbar von den Anwendungspartnern bewertet (siche Bild
7-10, These 11: Median = 0). Hinsichtlich der Anwendbarkeit fiir verschiedene Produkte
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werden von den Anwendungspartnern keine Einschrankungen erkannt. Es miissen ledig-
lich die Dominenlexika fiir verschiedene Produkte erstellt werden (falls Schliissel-Wert-
Paare erkannt werden sollen, fiir die keine Doménenlexika vorliegen). Voraussetzung ist,
dass die notwendigen Informationen zur Anwendung der Methodik verfiigbar sind.

In der Validierung der Methoden (siche Abschnitte 7.1-7.3) wurden verschiedene Fall-
beispiele gewihlt: Montage Riegel Haube, Haubenanpassung Stopsel, Kofferraumrollo,
Knickarmroboter, elektrische Gewiirzmiihle und Toaster). Die Methoden konnten fiir die
verschiedenen Fallbeispiele angewendet werden und die Leistungsfahigkeit ist jeweils
hoch. Erfolgsfaktor 9 ist erfiillt.

Erfolgsfaktor 10: Das System muss so gestaltet sein, dass der Vorbereitungsaufwand
akzeptabel ist.

Der Erfolgsfaktor ist erfiillt, wenn die Industriepartner den Vorbereitungsaufwand als
akzeptabel“ bewerten. Zur Vorbereitung der Methodik-Anwendung miissen die fol-
genden Aktivitdten durchgefiihrt werden:

e Training eines KI-Modells zur Extrahierung von Anforderungen
e Priifen und ggf. Erstellen von Doménenlexika

e Zusammenstellen eines Trainingsdatensatzes fiir das initiale Training des BERT-Mo-
dells zur Abhédngigkeitsanalyse von Anforderungen

e Zusammenstellen einer Anderungshistorie von Anforderungen vergleichbarer Projek-
te

Die Industrievertreter bewerten den Vorbereitungsaufwand teilweise als akzeptabel
(siche Bild 7-11, These 14: Median = 1). Beméngelt wird, dass der Aufwand zur Gene-
rierung der Doménenlexika hoch ist, weil dafiir Anforderungsdokumente manuell ana-
lysiert werden miissen, um Strukturregeln und Textindikatoren zu definieren. Es wird
positiv hervorgehoben, dass die kiinstliche Generierung von Anforderungsdaten fiir das
Training eines KI-Modells Aufwand reduziert, der fiir die manuelle Kennzeichnung von
Anforderungsdaten andernfalls anfallen wiirde. Abhéngigkeitsdaten von Anforderungen
sind hdufig im Anforderungsmanagement-Werkzeug vorhanden, sodass nur die Auf-
bereitung der Daten erfolgen muss. Textuelle Anforderungsabhéngigkeiten sowie deren
Abhéngigkeiten miissen in eine CSV-Datei eingefiigt werden. Das Zusammenstellen der
Anderungshistorie von Anforderungen vergleichbarer Projekte ist nicht aufwiindig. Diese
Daten liegen tiblicherweise vor. Erfolgsfaktor 10 ist teilweise erfiillt.

Erfolgsfaktor 11: ,,Das System muss so gestaltet sein, dass der Anwendungsaufwand ak-
zeptabel ist. *

Der Erfolgsfaktor ist erfiillt, wenn die Industriepartner den Anwendungsaufwand als
akzeptabel“ bewerten. Dabei muss die weitere Zeitersparnis im Projekt durch die An-
wendung der Methodik beriicksichtigt werden. Fiir die Validierung der Methoden wurden
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in Fallbeispielen jeweils mehrere hundert Anforderungen verwendet (siche Abschnitte
7.1-7.3). Die Extrahierung von Anforderungen erfolgt vollautomatisiert. Die Formali-
sierung von Anforderungen erfolgt ebenfalls vollautomatisiert. Jedoch miissen laut den
Anwendungspartnern Konflikte in den erkannten Schliissel-Wert-Paaren aufgeldst wer-
den, wenn z. B. mehrere Werte fir einen Schliissel erkannt worden sind. In der
Abhingigkeitsanalyse von Anforderungen muss ein Experte Feedback geben, um eine
Teil-Menge der zu klassifizierenden Anforderungsabhingigkeiten zu beschriften. Die
restlichen Anforderungsabhéngigkeiten werden vollautomatisiert durch ein KI-Modell
klassifiziert. Die Anwendungspartner bewerten den Anwendungsaufwand als ,,akzep-
tabel“ (siehe Bild 7-11, These 15: Median = 2). Sie geben wihrend des Interviews nach
dem Ausfiillen der Bewertungsbdgen an, dass durch die Methodik-Anwendung Aufwand
in der Extrahierung und Formalisierung von Anforderungen reduziert wird. Durch die
Anwendung des Risikomanagements von Anforderungsinderungen wird in nach-
gelagerten Phasen des Entwicklungsprojekts Aufwand reduziert, indem Anforderungs-
dnderungen besser gehandhabt werden konnen. Erfolgsfaktor 11 ist erfiillt.

Erfolgsfaktor 12: ,, Die Methodik muss so gestaltet sein, dass sie in das Vorgehen einer
Methodik zur Entwicklung komplexer technischer Systeme integriert werden kann.

Der Erfolgsfaktor ist erfiillt, wenn die Integration der Methoden in eine Entwicklungs-
methodik fiir komplexe technische Systeme vom Anwendungspartner als ,,geeignet be-
wertet wird. Aullerdem muss die Methodik als ,,einfach anwendbar bewertet” werden.
Durch die einfache Anwendung wird die Akzeptanz der Methodik in der industriellen
Praxis erhoht. Der Referenzprozess zur Methodik Anwendung wurde den Anwendungs-
partnern vorgestellt (siche Abschnitt 6.1.2). Die Potenziale der Methodik-Anwendung
wurden im Kontext der VDI/VDE-Richtlinie 2206 erldutert. Die Potenziale der Methoden
sind in den folgenden Kernaufgaben, bzw. Strangen des V-Modells relevant:

e Extrahierung von Anforderungen: Anforderungserhebung

e Formalisierung von Anforderungen: Modellierung & Analyse

e Abhéngigkeitsanalyse von Anforderungen: Modellierung & Analyse

e Risikoberechnung von Anforderungsidnderungen: Anforderungsmanagement

Die Anwendungspartner bewerten die Methodik als ,,gut* integrierbar in unternehmens-
interne Entwicklungsprozesse (siche Bild 7-10, These 12). Die Industrievertreter geben
an, dass sie das Software-Werkzeug regelmiBig nutzen wiirden (These 4: Median = 2).
Die Bedienung ist fiir die Industrievertreter intuitiv. Der Funktionsumfang ist auf die
Kernfunktionalititen der Methodik beschrankt (These 5: Median = 2). Es wird voraus-
sichtlich technischer Support benétigt, um die Software zu nutzen (These 6: Median: 0).
Die Industrievertreter geben an, dass sie zur Bereitstellung der Daten zur Anwendung des
Werkzeugs (vor allem fiir das Training von KI-Modellen) sich mit Data-Scientists aus-
tauschen miissen. Die Anwendung des Werkzeugs (sofern die Daten verfiigbar sind) ist
ohne technischen Support moglich. Im Software-Werkzeug sind keine Inkonsistenzen
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aufgefallen (These 7: Median = 2). Thesen 4-9 sind einem standardisierten ,,System Usa-
bility Scale* (SUS-)Bewertungsbogen entnommen, um die Nutzerfreundlichkeit des Sys-
tems zu messen [Bro95]. Der SUS-Score ist eine Kennzahl zur Messung der Nutzer-
freundlichkeit. Der SUS-Score wird fiir die einzelnen Bewertungsbdgen berechnet, indem
die Antworten der Unternehmensvertreter gewichtet werden (,,stimme nicht zu“ = 1 bis
,stimme zu“ = 4). Fiir positiv formulierte Thesen wird der Wert der Antwort mit 1 sub-
trahiert. Fiir negativ formulierte Thesen wird der Wert der Antwort von 5 subtrahiert. Die
Werte der einzelnen Thesen werden summiert und mit 2,5 multipliziert, um den SUS-
Score zu erhalten. Das arithmetische Mittel der SUS-Scores betrigt 85,83. Damit liegt
der SUS-Score iiber einem Schwellwert von 85 und die Nutzerfreundlichkeit wird als
exzellent™ bezeichnet [BKMO09]. Aufgrund der guten Integrierbarkeit der Methodik in
den Entwicklungsprozess von Unternehmen und dem exzellenten SUS-Score ist Erfolgs-
faktor 12 erfiillt.

Tabelle 7-10: Bewertung der Erfolgsfaktoren (EF) der Kategorie "Anwendbarkeit"

EF Bewertungskriterien Erfiillungsgrad
7 o Ergebnisse aus Tabelle 7-7 und Interviews teilweise erfiillt
8 o Ergebnisse aus Tabelle 7-7 und Interviews teilweise erfiillt

9 e These 11: Median = 0 und hohe Leistungsfahigkeit der | erfiillt
Methoden fiir verschiedene Fallbeispiele

10 | @ These 14: Median =0 teilweise erfiillt
11 | e These 15: Median =2 erfullt
12 | e SUS-Score: exzellent erfullt

Output

Erfolgsfaktor 13: ,, Die Ergebnisse des Systems miissen in einem gédngigen Austausch-
format ausgegeben werden, sodass diese in brancheniibliche Anforderungsmanagement
Software eingelesen werden konnen.

Der Erfolgsfaktor ist erfiillt, wenn die Ergebnisse (extrahierte und formalisierte Anfor-
derungen sowie deren Abhidngigkeiten) in ein brancheniibliches Anforderungs-
management Werkzeug eingelesen werden konnen. Konkret wird in diesem Werk IBM
DOORS als brancheniibliches Anforderungsmanagement Werkzeug betrachtet. Die
Ergebnisse der Methoden sind die Folgenden:

o Extrahierte und klassifizierte Anforderungen
e Anforderungsabhingigkeiten
e Risiko von Anforderungsanderungen

Die extrahierten und klassifizierten Anforderungen besitzen die Attribute ,,ID%, , textuelle
Beschreibung® und ,,Anforderungsart”. Die Anforderungsabhingigkeiten werden bindr
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als abhingig, bzw. nicht-abhidngig angegeben. Die Attribute sind: ,,ID*, ,,ID Anforderung
1%, ,,ID Anforderung 2, ,,Abhéngigkeit. Das Risiko von Anforderungséinderungen wer-
den den jeweiligen Anforderungen als Attribut iibergeben und als Dezimal-Zahl zwischen
0 und 1 angegeben. Die Informationen werden im CSV-Format ausgegeben und ein Im-
port in Anforderungsmanagement Software ist moglich. Erfolgsfaktor 13 ist erfiillt.

Tabelle 7-11: Bewertung der Erfolgsfaktoren (EF) der Kategorie "Output"

Bewertungskriterien Erfiillungsgrad
13 | e Import der Ergebnisse der Methodik als CSV-Datei in | erfiillt
IBM DOORS ist moglich

7.5 Diskussion

Die Validierungsergebnisse zeigen, dass die Methodik 9 Erfolgsfaktoren vollstdndig und
4 Erfolgsfaktoren teilweise erfiillt (siche Tabelle 7-12). Input der Methodik sind
brancheniibliche englische Lastenhefte im PDF-Format (EF 1 & EF 2). Aus diesen
Lastenheften werden Anforderungen mit einer hohen Leistungsféhigkeit automatisiert
mittels KI-Modellen extrahiert (EF 4). Zur aufwandsarmen Generierung von
Anforderungsdaten wird GPT-J eingesetzt, um kiinstliche Anforderungsdaten zu gene-
rieren. Die generierten Anforderungsdaten der Klasse ,,Anforderung® miissen einer
Qualititspriifung unterzogen werden (EF 3). Extrahierte Anforderungen werden mit einer
hohen Leistungsfahigkeit formalisiert (EF 5). Anforderungsabhingigkeiten werden mit
einer hohen Leistungsféhigkeit erkannt (EF 6). Die Informationen zur Anwendung der
Methodik sind teilweise in Unternehmen vorhanden. Doménenlexika und Anforderungs-
abhéngigkeitsdaten miissen erstellt werden. Das Wissen zur Erstellung ist in Unter-
nehmen vorhanden (EF 7). Die benétigten Informationen sind in der Projekt-
initiierungsphase vorhanden, miissen aber teilweise erstellt werden: Doménenlexika und
Anforderungsabhingigkeitsdaten (EF 8). Die Methodik ist generisch fiir komplexe tech-
nische Systeme anwendbar (EF 9). Der Vorbereitungsaufwand der Methodik ist teilweise
akzeptabel. Der Aufwand zur Generierung von Doménenlexika und zur Aufbereitung von
Anforderungsabhingigkeitsdaten ist hoch (EF 10). Der Anwendungsaufwand der Metho-
dik ist akzeptabel unter der Beriicksichtigung der Aufwandsreduzierung im Projekt-
verlauf (EF 11). Die Methodik kann in unternehmensspezifische Entwicklungsprozesse
integriert werden und bietet Potenzial in der Methodik-Anwendung (EF 12). Die Ergeb-
nisse der Methodik konnen mittels CSV-Import in brancheniibliche Anforderungs-
management-Software (wie IBM-DOORS) eingelesen werden (EF 13).

Zur Erfiillung der Erfolgsfaktoren hat das auf die Anwendung ausgerichtete wissen-
schaftliche Vorgehen beigetragen. Die kontinuierliche Einbindung von Industrie-
anwendern in die Entwicklung der Methodik hat eine Fokussierung auf praxisrelevante
Aspekte ermoglicht und damit wesentlich zur fortwdhrenden Priifung und Optimierung
der Methodik beigetragen. Die Feldstudie hat Bedarfe der industriellen Praxis fiir die
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Abhédngigkeitsanalyse sowie fiir die Risikoberechnung von Anforderungsdnderungen
offengelegt. Es konnte ein wichtiger Beitrag zur Wissenschaft und Praxis geleistet wer-
den, der im Folgenden anhand der Forschungsfragen (siche Abschnitt 5.1) erldutert wird.

Tabelle 7-12: Erfiillungsgrad der Erfolgsfaktoren

1)) Kategorie Erfolgsfaktor Erfiillungsgrad
1 | Input Verarbeitung brancheniiblicher Lastenhefte | vollstdndig
2 | Input Verarbeitung englischsprachiger Anfor- | vollstdndig

derungen
3 | Funktionalitit | Generierung von Anforderungsdaten teilweise
4 | Funktionalitit | Klassifizierung von Anforderungen vollsténdig
5 | Funktionalitit | Formalisierung von Anforderungen vollstédndig
6 | Funktionalitt Abhiéngigkeitsanalyse von Anforderungen | vollstindig
7 | Anwendbarkeit | Verfligbarkeit bendtigter Informationen teilweise
8 | Anwendbarkeit | Friihzeitige Anwendbarkeit teilweise
9 | Anwendbarkeit | Generische Anwendbarkeit vollstédndig

10 | Anwendbarkeit | Akzeptabler Vorbereitungsaufwand teilweise
11 | Anwendbarkeit | Akzeptabler Anwendungsaufwand vollstindig
12 | Anwendbarkeit | Integrierbarkeit in den Entwicklungs- | vollstindig

prozess

13 | Output Giéngiges Austauschformat vollstindig

Beitrdage der Methodik zur Wissenschaft und Praxis

FF 1:,, Wie hoch ist die Leistungsfdihigkeit der Daten-Augmentation von Anforderungen
durch kiinstliche Intelligenz?

Es wurde mittels GPT-J ein F1 von 62,42 % in der Daten-Augmentation von Anfor-
derungen erreicht. Fiir die industrielle Praxis bedeutet das, dass eine Qualitédtskontrolle
von Daten der Klasse ,,Anforderungen durchgefiihrt werden muss, um korrekte Kenn-
zeichnungen zu vergeben und somit Trainingsdaten fiir Modelle zur Klassifizierung von
Anforderungen zu generieren. Durch die Daten-Augmentation von Anforderungen wird
in diesem Kontext der Aufwand in der Generierung von Trainingsdaten in der indust-
riellen Praxis reduziert und die Anwendbarkeit von KI-Modellen zur automatisierten
Klassifizierung von Anforderungen erhoht.

FF 2: ,,Wie hoch ist die Leistungsfihigkeit von Klassifizierungsmodellen, die augmen-
tierte Daten verwenden, im Vergleich zu Modellen, die auf realen Daten basieren? *

Der primédre Anwendungsfall von KI-Modellen in der Praxis ist die Klassifizierung von
unbekannten Daten aus neuen Projekten. Da besonders die industrielle Anwendbarkeit
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der Klassifizierung von Anforderungen durch die Anwendung augmentierter Daten ge-
priift werden soll, ist diese Untersuchung besonders wichtig fiir die Bewertung der
Leistungsfahigkeit der Modelle. Das Training mit augmentierten Daten fiihrt zu einer
Leistungssteigerung bei der Untersuchung der Leistungsfahigkeit von Modellen fiir un-
bekannte, heterogene Anforderungsdaten — F1 Werte steigen zwischen 0,67 % und
4,65 %. Dies bedeutet, dass die Leistungsfdhigkeit fiir die Klassifizierung von Daten aus
neuen Projekten steigt, wenn Modelle mit augmentierten Daten trainiert werden. Die
Untersuchungen zeigt deshalb, dass die Verwendung augmentierter Daten die Leistungs-
fahigkeit von KI-Modellen zur Extrahierung von Anforderungen verbessert. Insgesamt
verbessert die entwickelte Methode die Anwendbarkeit der Anforderungsextraktion in
der industriellen Praxis. Wahrend der gesamten Untersuchungen lieferte das Modell der
Stiitzvektormaschine (SVM) die besten Ergebnisse bei der Klassifizierung von Anfor-
derungen. In diesen Untersuchungen wurden augmentierte Daten aus der Software-
entwicklung verwendet. Die Ergebnisse zeigen, dass die Verwendung von augmentierten
Daten zum Training aus einer anderen Doméne als die Testdaten zu einer geringeren
Leistungsfahigkeit fiihrt.

FF 3:, Welche Ansdtze sind fiir die Formalisierung von Anforderungen im Anwendungs-
kontext der generativen Entwicklung anwendbar? *

Es wurden die Ansétze ,,String Matching®, ,,Zahl & Einheit* sowie NER-Modelle (vor-
trainierte spaCy Modelle sowie eigene trainierte Modelle) untersucht. Aufgrund der viel-
féltigen Ansitze ist die Methode auf verschiedene Arten von Parametern iibertragbar. Der
Aufwand fiir die Formalisierung von Anforderungen wird in der industriellen Praxis
durch diesen automatisierten Ansatz reduziert.

FF 4:,, Wie hoch ist die Leistungsfihigkeit von Ansdtzen zur Formalisierung von Anfor-
derungen im Kontext der generativen Entwicklung? *

Die Validierungsergebnisse zeigen, dass die Ansdtze zur Formalisierung von Anfor-
derungen Schliissel-Wert-Paare fiir die generative Entwicklung mit hoher Leistungs-
fahigkeit extrahieren (Makro-Durchschnitt F1 von 86,55 %). Insbesondere die Prizision
isthoch (99,26 %), was bedeutet, dass kaum falsch-positive Ergebnisse gefunden wurden.
Fiir die industrielle Praxis bedeutet das, dass durch die Formalisierung Anforderungen
maschinenlesbar werden. Es konnen verschiedene Schliissel-Wert-Paare in
Entwicklungswerkzeugen (z. B. Synera filir die generative Entwicklung) aufwandsarm
eingelesen werden.

FF 5: ,,Wie hoch ist die Leistungsfihigkeit von BERT-Modellen in der Abhdngigkeits-
analyse von Anforderungen, welche mit aktivem Lernen trainiert worden sind? *

Durch das aktive Lernen nimmt die Leistungsfdhigkeit von BERT-Modellen in der
Klassifizierung von Daten aus neuen Projekten deutlich zu. Besonders fiir den Fall einer
homogenen Trainingsdatenbasis (Anforderungsdaten von nur einem Produkt — Unter-
suchung 1) wurde durch das aktive Lernen nach 10 Iterationen eine Steigerung des F1
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von +53,76 % erzielt. Die Ergebnisse zeigen, dass BERT-Modelle in der Klassifizierung
von Daten aus neuen Projekten eine hohe Leistungsfahigkeit erreichen, wenn das Modell
entweder mit aktivem Lernen trainiert worden ist, wobei eine bestimmte Anzahl der
unbekannten Daten von einem Experten gekennzeichnet werden muss, oder die Daten-
basis fiir das Training des Modells moglichst heterogen und dhnlich (zum Beispiel gleiche
Doméne) der neuen Daten ausgewihlt worden ist. Durch das aktive Lernen ist das
effiziente Kennzeichnen von Anforderungsdaten moglich und die praktische Anwend-
barkeit der Abhéngigkeitsanalyse wird erhoht.

FF 6: ,, Wie muss eine Berechnung des Anderungsrisikos von Anforderungen definiert
sein, damit die bendtigten Informationen zur Anwendung der Berechnung in der indust-
riellen Praxis verfiighar sind? “

Fiir die Risikoberechnung von Anforderungséinderungen wurde auf der Risikoberechnung
der ProMaRC-Methodik aufgebaut. Es wurde die Berechnungslogik der Anderungs-
wahrscheinlichkeit angepasst, sodass Informationen zu Ursachen von Anforderungs-
dnderungen zur Anwendung der Methode nicht benétigt werden. Die Validierungs-
ergebnisse haben gezeigt, dass die Risikoberechnung von Anforderungsinderungen
industriell anwendbar ist. Es werden lediglich Daten fiir die Anwendung der Methode
benotigt, die brancheniiblich verfiigbar sind oder friithzeitig generiert werden kénnen.

Forschungsbedarfe der Methodik

Weiterer Forschungsbedarf besteht fiir die Extrahierung von Anforderungen in der Fest-
legung der Hyperparameter von KI-Modellen zur Augmentation von Daten speziell fiir
Anforderungsdaten, um die Leistungsfahigkeit zu verbessern. Dies fiihrt zu einer weiteren
Verbesserung der Effizienz durch die Verringerung des Aufwands bei der Kennzeichnung
der augmentierten Anforderungen. Dariiber hinaus besteht weiteres Forschungspotenzial
in der Verwendung von doménen-spezifischen Daten zur Untersuchung der Leistungs-
fahigkeit in der Klassifizierung unbekannter, heterogener Daten aus neuen Projekten.

Fir die Formalisierung von Anforderungen fiir die generative Entwicklung besteht
Forschungsbedarf in der Entwicklung einer Schnittstelle fiir ein generatives Entwick-
lungs-Werkzeug. Die durch die Methode extrahierten Parameter konnen im CSV-Format
exportiert werden, so dass sie nach Implementierung einer Schnittstelle in generative
Entwicklungs-Werkzeuge aufwandsarm importiert werden kdnnen und so weiterer manu-
eller Aufwand in der generativen Entwicklung reduziert werden kann.

In der Abhdngigkeitsanalyse von Anforderungen besteht weiterer Forschungsbedarf in der
Erweiterung des Ansatzes fiir formalisierte Anforderungen, um die Leistungsfahigkeit
der Methode zu erhéhen. Es konnen Anforderungen analog zu Schablonen wie beispiels-
weise der SOPHISTen definiert werden. Die Informationen der Anforderungsbestandteile
konnen genutzt werden, um auf Abhdngigkeiten zu schlieBen.
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Fiir die Berechnung der Anderungsrisiken von Anforderungen besteht Forschungsbedarf
in der Anwendung der Methode innerhalb eines vollstdndigen Projekts in der Industrie.
Es muss beim Abschluss des Projekts gepriift werden, ob das Anderungsrisiko von
Anforderungen zu Beginn des Projekts korrekt bewertet worden ist. Anhand der
Ergebnisse muss untersucht werden, ob bestimmte festgelegte Parameter aus Annahmen
—wie der Anteil an exogenen zu endogenen Anforderungsdnderungen — angepasst werden
miissen.

Limitationen der Validierungsergebnisse

Die Aussagekraft der Validierungsergebnisse ist hinsichtlich der Anwendungsdomdne
limitiert. Innerhalb der Validierung wurden die Methoden mittels Daten aus Projekten,
bzw. Fallbeispiclen der Automobilindustrie angewendet und bewertet. Die Rahmen-
bedingungen innerhalb dieser Domiéne sind représentativ fiir die Entwicklung komplexer
technischer Systeme, weshalb sich die Giiltigkeit der Ergebnisse auf d@hnliche Branchen
libertragen ldsst — z. B. Luft- und Raumfahrt oder Maschinen- und Anlagenbau. Die gene-
rische Anwendbarkeit der Methodik wurde durch Experteneinschitzungen iiberpriift
(siehe Bild 7-10, These 10).

Die Aussagekraft der Validierungsergebnisse zum Erfolg der Methodik-Anwendung
unterliegt ebenfalls Limitationen. Es wurden Daten aus historischen Projekten, bzw. Fall-
beispielen fiir die Validierung verwendet. Die Validierungsergebnisse wurden mit Ex-
perten aus der Anwendungsdoméne diskutiert und bewertet. Die Anwendung der Metho-
den muss in laufenden Projekten durch Industrieunternehmen erfolgen, um die Aussage-
kraft der Validierungsergebnisse weiter zu unterstiitzen.
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8 Zusammenfassung und Ausblick

Hauptgriinde fiir das Scheitern von Entwicklungsprojekten sind unvollstdndige, mehr-
deutige Anforderungslisten und Anforderungsinderungen. Die manuelle Analyse von
natiirlich-sprachlichen Spezifikationsdokumenten (zur Erhhung der Vollstindigkeit) ist
aufwindig, fehleranfillig und fithrt zu hohen Kosten. Natiirliche Sprache ist inhdrent
mehrdeutig. Es ist fiir Software-Werkzeuge nicht moglich, diese direkt zu interpretieren.
Es besteht ein Bedarf nach einer automatisierten Extrahierung von Anforderungen, um
Aufwinde und Kosten in der Analyse natlirlich-sprachlicher Spezifikationsdokumente zu
reduzieren. Aullerdem miissen Anforderungen formalisiert werden, um diese fiir ver-
schiedene Entwicklungswerkzeuge (z. B. Synera im Kontext der generativen Ent-
wicklung) interpretierbar zu machen. Kl-basierte Ansétze zur Verarbeitung natiirlicher
Sprache bieten in diesem Anwendungskontext ein hohes Effizienzpotenzial. Defizite be-
stehen aktuell in der Verfiigbarkeit von Trainingsdaten, um leistungsféhige KI-Modelle
zu erstellen. Zur Handhabung von Anforderungsdnderungen wird ein Risikomanagement
benétigt. Um das Anderungsrisiko von Anforderungen bewerten zu kdnnen, miissen
Anforderungsabhingigkeiten bekannt sein. Aufgrund der hohen Anzahl an Anfor-
derungen an komplexe technische Systeme wird ein automatisiertes Vorgehen benotigt.
Bestehende Kl-basierte Ansitze zeigen Defizite in der Leistungsfahigkeit fiir die Er-
kennung von Anforderungsabhéngigkeiten unbekannter Anforderungsdaten.

Um diesen Defiziten entgegenzuwirken, wird eine Methodik zur automatisierten Extra-
hierung, Formalisierung und Handhabung von Anderungen technischer Anforderungen
entwickelt. Das wissenschaftliche Vorgehen wird in Anlehnung an ULRICH gewéhlt und
die Methodik wird praxisnah realisiert. Die Methodik besteht aus den Methoden:
Extrahierung  von  Anforderungen,  Formalisierung von  Anforderungen,
Abhidngigkeitsanalyse ~ von  Anforderungen sowie  Risikoberechnung  von
Anforderungsidnderungen. Die entwickelte Methodik basiert auf eigenen Vorarbeiten in
zwei 6ffentlich geforderten und einem bilateralen Forschungsprojekt. An der Validierung
waren neben Studenten Entwicklungsdienstleister der Automobilindustrie (IAV GmbH
& EDAG Engineering GmbH) sowie ein weltweit fithrender Automobilhersteller
beteiligt.

Zur Konkretisierung des Forschungsbedarfs und zur Ableitung von Erfolgsfaktoren der
Methodik wurde eine systematische Literaturrecherche nach MACHI und MCEvOY durch-
gefiihrt. Aulerdem wurden Ergebnisse einer Feldstudie analysiert. Die Analysen zeigen
fiir die Extrahierung von Anforderungen, dass die Leistungsféhigkeit in der industriellen
Praxis erhoht werden muss. Potenzial bieten Ansétze zur Daten-Augmentation. Es wurde
eine Methode entwickelt, um mittels GPT-J kiinstliche Anforderungsdaten zu generieren.

Zur Formalisierung miissen speziell fiir den Anwendungsfall geeignete Ansitze aus-
gewihlt und implementiert werden. Es wird die generative Entwicklung von Bauteilen
betrachtet. Es wurde eine Methode entwickelt, um aufbauend auf einem Doménenlexikon
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Schliissel-Wert-Paare aus Anforderungen zu extrahieren. Innerhalb des Doménen-
lexikons werden Strukturregeln und Textindikatoren pro Schliissel-Wert-Paar festgelegt.
Auflerdem werden Ansdtze zur Formalisierung festgelegt, z. B. Named-Entity-Recog-
nition (NER) oder String-Matching.

Die Abhéngigkeitsanalyse von Anforderungen hat Defizite in der Klassifizierung von
Anforderungsabhingigkeiten heterogener Daten (z. B. unbekannte Daten aus neuen Pro-
jekten). Potenzial zur Erhohung der Leistungsféhigkeit besteht durch aktives Lernen.
Diese Lernform hat sich bewahrt, um aufwandsarm unbekannte Daten zu kennzeichnen.
Es wurde eine Methode entwickelt, um mittels BERT-Modellen, die durch aktives Lernen
trainiert worden sind, Anforderungsabhingigkeiten zu erkennen.

Fiir die Anwendung von Ansétzen des Risikomanagements von Anforderungsianderungen
in der industriellen Praxis miissen die notwendigen Informationen vorliegen. Hierzu muss
eine Moglichkeit entwickelt werden, dass das Anderungsrisiko entsprechend berechnet
werden kann. Es wurde eine Methode entwickelt, um das Anderungsrisiko im Vergleich
zur ProMaRC-Methodik so zu berechnen, dass Anforderungsénderungen nicht nach
Anderungsursache aufgeschliisselt werden miissen.

Die Methoden werden in einem Software-Werkzeug in Python implementiert. Es wird
die Leistungsfihigkeit der Methoden in mehreren Fallbeispielen aus dem Automobil-
bereich bewertet. Kiinstliche Anforderungsdaten erhdhen die Leistungsfahigkeit von KI-
Modellen in der Extrahierung von Anforderungen aus neuen Projekten. Die Leistungs-
fahigkeit in der Formalisierung von Anforderungen ist hoch: F1 ist groBer als 80 %.
Durch das aktive Lernen nimmt die Leistungsfihigkeit von KI-Modellen zur
Abhingigkeitsanalyse deutlich zu. Es konnte eine Steigerung des F1 von mehr als 30 %
erzielt werden. Auflerdem wird eine Gesamt-Validierung durchgefiihrt: die o. g.
Entwicklungsdienstleister bewerten die entwickelte Methodik. Die Validierungs-
ergebnisse bestitigen den hohen Mehrwert der Methodik-Anwendung.

Durch die entwickelte Methodik werden Ursachen fiir das Scheitern von Entwicklungs-
projekten adressiert. KI-basierte Ansétze werden als ,,Enabler* fiir vollstdndige und ein-
deutige Anforderungslisten genutzt. Auflerdem wird ein Mehrwert fiir das Risiko-
management von  Anforderungsinderungen generiert, indem Anforderungs-
abhingigkeiten aufwandsarm erkannt werden und die Berechnung von Anderungsrisiken
in der Praxis ermoglicht wird.

Weiterer Forschungsbedarf besteht in der Analyse der Ubertragbarkeit der Forma-
lisierung von Anforderungen. Im Rahmen dieser Arbeit wurde als Anwendungsfall die
generative Entwicklung von Bauteilen untersucht. Ein weiterer Anwendungsfall ist
beispielsweise die Wirkkettenmodellierung. Zum Aufbau eines Systemmodells eines
Automobils und zur effizienten Modellierung verschiedener Parameter ist die Formali-
sierung von Anforderungen relevant. Hierzu muss das Doménenlexikon fiir die verschie-
denen Parameter erweitert werden. Es muss untersucht werden, welche Ansitze fiir die
Formalisierung der verschiedenen Parameter geeignet sind.
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A1 Ergdnzende Unterlagen zu den Grundlagen

Tabelle A-1: Arten von Anforderungsabhdngigkeiten [Ole22]

Beschreibung

Gleichzusetzen mit

Bezeichnung
1 Funktionale
Beschrinkung
2 Erfordert
3 Oder

4 Vorbedingung

5 Inhalt
6  Ubereinstimmung
7 Aufgabe

8 Widerspruch

Zwischen den Anforderungen gibt
es Beschrinkungen und
Restriktionen, die sich auf die

Anforderungsfunktion beziehen.

Eine Anforderung kann nicht ohne
eine zweite Anforderung
funktionieren. Dies gilt nur in eine

Richtung.

Lediglich eine der beiden
Anforderungen kann
implementiert werden und nicht
beide.

Bei der Implementierung muss
eine Reihenfolge beriicksichtigt
werden. Eine der Anforderungen
muss daher zeitlich vor der

anderen eingefiihrt werden.

Die Anforderungen haben eine
Abhéngigkeit auf inhaltlicher
Ebene.

Die Anforderungen sind identisch

oder haben groBe Ahnlichkeiten.

Eine Anforderung beschreibt eine
Aufgabe, die von einer anderen

Anforderung abhingt.

Zwischen den Anforderungen gibt

es Inkonsistenzen.

Contraints [Poh96]; Contrain
[ZLZ14]; Randbedingung
[Rup14]; Realisierungsvorgabe
[Rup14]

Must-Exist [KOR97]; Requires
[CSLO01]; Fachliche Abhéngigkeit
[Rup14]; And [CSLO1]

Cannot-Exist [KOR97]; Or
[CSLo1]

Precondition [Poh96]; Temporal
[CSLO1]; Temporal [RPV03];
Precede [ZLZ14]

Content [Poh96];

Similar [Poh96]; Structure
[RPV03]; Be_similar_to [ZLZ14]

Task [RPV03]

Contradicts [Poh96];
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Nr. Bezeichnung

9

0

11

12

3

—

4

—

5

6

Nr.

Konsequenz

Ausnahme

Weiterentwicklung

Formulierung

Basiert_auf

Ersetzt

Abhingigkeit

Verfeinerung

Bezeichnung

Beschreibung

Eine Anforderung beschreibt die
Konsequenz einer anderen

Anforderung.

Eine Anforderung beschreibt einen
Ausnahmefall, fiir Storungen des
Funktionsablaufs einer anderen

Anforderung.

Die Anforderung hat sich in Teilen

oder als Ganzes weiterentwickelt.

Der Inhalt der urspriinglichen
Anforderung wird in dieser

Anforderung neu formuliert.

Der Inhalt einer Anforderung wird
aufgrund einer anderen

Anforderung geéndert.

Die Anforderung wurde durch eine

andere Anforderung ersetzt.

Eine Anforderung ist abhingig

von einer anderen Anforderung.

Eine Anforderung wurde
detaillierter in anderen

Anforderungen definiert.

Beschreibung

Gleichzusetzen mit

Causality [RPV03]

Ausnahme-Abhéngigkeit
[Rup14]; Be exeption_of
[ZLZ14]

Evolutionary [Poh96];
Evolve_into [ZLZ14]

Elaborates [Poh96]; Elaborate
[RJO1]; Formalizes [Poh96];

Based_on [Poh96]

Replaces [Poh96]

Condition [Poh96]; Depend_on
[RJO1]; Dependency [KPK02]

Refines [Poh96]; Derive [RJO1];
Eltern/Kind-Verbindung [Rup14];
Refine [ZLZ14]; Refinement
[KPKO02]; Part_of [RJO1];
Abstraction [Poh96]; Generalizes
[Poh96]

Gleichzusetzen mit
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20

21

22

23

24

25

Kosten/Wert

Kostensteigerung

Kostensenkung

Wertsteigerung

Wertminderung

Korrelation

Positive

Korrelation

Negative

Korrelation

Unbekannte

Korrelation

Die Relation zwischen
Implementierungskosten und dem
Kundenwert dieser Anforderung
fiir den Kunden wird durch eine

andere Anforderung beeinflusst.

Eine Anforderung erhoht die
Implementierungskosten einer

anderen Anforderung.

Eine Anforderung verringert die
Implementierungskosten einer

anderen Anforderung.

Eine Anforderung steigert den
Kundenwert einer anderen

Anforderung.

Eine Anforderung mindert den
Kundenwert einer anderen

Anforderung.

Eine Anforderung beeinflusst eine

andere Anforderung.

Ein verbesserter Erfilllungsgrad
der einen Anforderung erhoht auch
den Erfiillungsgrad der anderen

Anforderung.

Ein verbesserter Erfiillungsgrad
der einen Anforderung vermindert
den Erfiillungsgrad der anderen

Anforderung.

Ein verdnderter Erfiillungsgrad der
einen Anforderung hat einen
unbekannten Effekt auf den
Erfiillungsgrad der anderen

Anforderung.

Negative Cost [KOR97]; ICost
[CSLO1];
Increase/Decrease_cost_of
[ZLZ14)

Positive Cost [KOR97]; ICost
[CSLO1];
Increase/Decrease _cost of
[ZLZ14]

Positive Value [KOR97]; CValue
[CSLO1];
Increase/Decrease _value of
[ZLZ14]

Negative Value [KOR97]; CValue
[CSLO1];
Increase/Decrease_value_of
[ZLZ14]

Positive Correlation [RPV03];
Satisties [Poh96]

Negative Correlation [RPV03];
Conflicts [Poh96]; Conflict
[ZLZ14]

Unspecified Correlation [RPV03]
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Zugrundeliegende Begriffe

Anforderungen

Eine Anforderung wird definiert als [PR21]:

5) Ein notwendiges Bediirfnis eines Stakeholders.

6) Eine Fahigkeit oder Eigenschaft, die ein System erfiillen muss.

7) Eine dokumentierte Représentation eines Bediirfnisses, einer Fahigkeit oder
Eigenschaft.

In dieser Arbeit werden Anforderungen in funktionale und nicht-funktionale
Anforderungen (Anforderungsarten) unterteilt. Die nicht-funktionalen Anforderungen
werden unterteilt in Qualitéts- und technologische Anforderungen, Anforderungen an die
Benutzungsoberfliche und rechtlich-vertragliche Anforderungen [Rup14].

Lastenheft

»vom Auftraggeber oder in dessen Auftrag erstellte Zusammenstellung aller
Anforderungen des Auftraggebers hinsichtlich Liefer- und Leistungsumfang als
Ausschreibungs-, Angebots- und/oder Vertragsgrundlage.” [Ver14]

Pflichtenheft

,,Beschreibung der Realisierung aller Anforderungen des Lastenhefts.” [Ver14]

Formalisierung (von Anforderungen)

Die Formalisierung natiirlicher Sprache bedeutet die Extraktion unstrukturierter, in Texte
eingebetteter Informationen in ein strukturiertes und maschinenlesbares Datenformat
[JIM21]. Die Formalisierung von Anforderungen bedeutet, dass natiirlich-sprachliche
Anforderungen maschinenlesbar gemacht werden, indem beispielsweise Schliissel-Wert-
Paare der Anforderung extrahiert werden.

Generative Entwicklung

Generative Entwicklung ist ein Entwicklungsprozess indem das Produkt oder dessen
Bauteile auf der Grundlage von quantitativen und qualitativen Daten sowie
geometrischen Eingaben automatisiert generiert wird [GGF].
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Kiinstliche Intelligenz

Kiinstliche Intelligenz ist die Fahigkeit einer Maschine, menschliche Féahigkeiten wie
logisches Denken, Lernen, Planen und Kreativitit zu imitieren. KI ermdglicht es
technischen Systemen, ihre Umwelt wahrzunehmen, mit dem Wahrgenommenen
umzugehen und Probleme zu 16sen, um ein bestimmtes Ziel zu erreichen.” [Eur20]

Daten-Augmentation

Die Daten-Augmentation bezieht sich auf Techniken, die dazu verwendet werden, den
Umfang und die Vielfalt eines Datensatzes zu erhdhen, indem vorhandene Daten
modifiziert werden. Dies kann durch verschiedene Methoden erreicht werden, je nach Art
der Daten (Bild, Audio, Text). [Tan23]

Aktives Lernen

Aktives Lernen ist eine Form des maschinellen Lernens, bei der ein Lernalgorithmus
interaktiv ein Orakel (typischerweise einen menschlichen Experten) befragt, um die
gewiinschte Kennzeichnung fiir neue Daten zu erhalten [Set09].
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A2 Unterlagen zu den Vorarbeiten

In dieser Arbeit werden Ergebnisse aus den Projekten ARCA, BIKINI und ZWM genutzt,
um Erkenntnisse fiir die Entwicklung der Methodik abzuleiten. In ARCA mit einer
Laufzeit von 2 Jahren wurde eine Methodik fiir das proaktive Risikomanagement von
Anforderungsdnderungen in der Entwicklung komplexer technischer Systeme in
Zusammenarbeit mit dem Industriepartner IAV GmbH erforscht [GOP22]. Die
Erkenntnisse aus ARCA wurden in dem BMWK-geforderten 3-jéhrigen Projekt BIKINI
aufgegriffen. Hier wurde eine Methodik fiir die Extrahierung und Formalisierung von
Anforderungen und deren Abhdngigkeitsanalyse entwickelt [GP23, GPB22, GPB23]. Es
wurde primédr mit den Industriepartnern Atos Information Technology GmbH und EDAG
Engineering GmbH zusammengearbeitet. In dem Projekt ZWM wurde in Zusammen-
arbeit mit einem Consulting Unternehmen und einem weltweit fiihrenden Automobil-
hersteller ein Vorgehen zur Modellierung von Wirkketten fiir die Auswirkungsanalyse
von Anderungen an zertifizierungsrelevanten Automobil-Komponenten ausgearbeitet
[GWK22]. Steckbriefe zu den Projekten werden in Bild A-1 dargestellt.

Automated Requirement Change Analysis for the development of complex technical
systems (ARCA)

Beschreibung: Entwicklung von Methoden (und deren
Implementierung) zur Bewertung des Anderungsrisikos von
Anforderungenin interdisziplinaren Entwicklungsprojekten.
Partner: |AV GmbH

Fordergeber: BMBF Software-Campus

Laufzeit& Volumen: 2 Jahre, 100.000€

Bionik und Kl zur nachhaltigen Integration in der Produktentwicklung (BIKINI)

Beschreibung: Extrahierung und Formalisierung sowie
Abhéngigkeitsanalyse von Anforderungen.

Partner: Atos Information Technology GmbH, EDAG Engineering
GmbH, Krause DiMaTec GmbH, RHaug GmbH, Alfred Wegener
Institut, Additive Marking GmbH

Fordergeber: BMWK

Laufzeit& Volumen: 3 Jahre, 4.000.000€

Zertifizierungsgerechte Wirkkettenmodellierung (ZWM)

Beschreibung: Modellierung von Abhangigkeiten zwischen Artefakten
fiir die Auswirkungsanalyse von Anderungen.

Partner: Consulting Unternehmen, Automobilhersteller

Fordergeber: bilaterales Forschungsprojekt

Laufzeit& Volumen: 8 Monate, 190.000€

Bild A-1: Projektsteckbriefe
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A21 Wirkkettenmodellierung

Die Komplexitdt technischer Systeme fiihrt zu einer zunehmenden Anzahl von
Wechselwirkungen zwischen den Systemelementen des Fahrzeugs, die bei der
Entwicklung beriicksichtigt werden miissen. Zum Beispiel die Interaktion zwischen
verschiedenen Teilsystemen des Fahrzeugs. Ein Beispiel ist die Interaktion von
Fensterheber und Klimasteuerung mit den Benutzerbefehlen von Gerdten wie einem
Smart Key. Alle Systeme haben ihre eigenen Entwicklungsartefakte (Anforderungen,
Funktionen, logische Elemente, physikalische Elemente) und sind von zusitzlichen
Artefakten des Systemkontextes wie z. B. Regularien umgeben. Aufgrund des komplexen
Zusammenspiels haben Anderungen an Systemelementen nicht nur unmittelbare
Auswirkungen, sondern pflanzen sich innerhalb des Gesamtsystems und iiber
Systemgrenzen hinweg fort und fiihren zu steigenden Kosten, Qualititsverdnderungen
oder sogar zum Scheitern des Projekts [EEC07]. Die daraus resultierenden Auswirkungen
sind ohne systematischen Ansatz und Softwareunterstiitzung kaum zu bewerten. Die
Auswirkungsanalyse kann genutzt werden, um vorhandene Informationen zu analysieren
und den Entwicklern zu helfen, die Auswirkungen von auftretenden Anderungswiinschen
abzuschitzen [GW21]. Die Modellierung von Wirkketten ist eine Moglichkeit, ein
solches Informationsmodell zu erstellen. Hierbei werden Artefakte miteinander
verkniipft, um eine Nachverfolgbarkeit herzustellen. [GWK22]

Im Rahmen des ZWM-Projekts wurde die ,,Model-based Effect Chain Analysis* (MECA)
Methode von GRABLER, WIECHEL, KOCH, PREUS und OLEFF veroffentlicht [GWK22]. Die
Methode ist generisch-anwendbar und besitzt eine flexible Struktur, um die
Hauptmerkmale von Wirkketten-Modellierungs- und Analyseansétzen zu verbinden und
eine Anpassung zu ermdoglichen. Initial wird das individuelle Ziel der Anwendung der
Wirkkette definiert. Anhand des Ziels werden Start- und Endpunkt sowie Elemente und
Abhingigkeiten der zu modellierenden Betrachtung bestimmt. Die Methode kann in
unterschiedlichen Kontexten eingesetzt werden, ohne sich auf bestimmte Artefakte,
Disziplinen oder Doménen zu beschrinken. Erreicht wird dies durch eine flexible
Struktur, aber auch durch die Verwendung von SysML als Modellierungssprache, die fiir
komplexe technische Systeme konzipiert ist. In einem SysML-Profil kénnen
organisatorische oder umweltbezogene Artefakte sowie spezifische Ursache-Wirkungs-
Beziehungen definiert werden, wobei Stereotypen zur Erfassung der erforderlichen
Informationen verwendet werden. Auflerdem ist es moglich, Views und Viewpoints zu
definieren, um rollenspezifische Informationen zu spezifizieren. Daher hilft die MECA-
Methode den Entwicklern, Ursache-Wirkungs-Beziehungen zwischen Artefakten
innerhalb eines ausfiihrbaren Modells zu identifizieren und zu modellieren, die dann zur
Analyse der spezifischen Auswirkungen verwendet werden konnen. [GWK22]
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Schritt 1: Definition des Ziels der Wirkkettenmodellierung

Zundchst muss das Ziel der Wirkungskettenmodellierung definiert werden. Der
betrachtete Modellierungskontext bestimmt den Umfang der benétigten Systemelemente
und deren Ursache-Wirkungs-Abhéngigkeiten. Das Ziel muss von den typischerweise
beteiligten MBSE-Rollen, z. B. dem Modellierungs-Ingenieur oder dem Fachexperten,
geklart werden [GWP21]. Das Ziel muss definiert und fiir alle interagierenden Personen
verfligbar sein, um die bedarfsgerechte Modellierung zu gewihrleisten. Beispielhafte
Ziele fiir die Modellierung von Wirkungsketten sind die Erfiillung externer Vorgaben
oder die Bewertung der Auswirkungen von technischen Anderungen. [GWK22]

Schritt 2: Identifikation der verfiigbaren Informationen

Im zweiten Schritt miissen Abhéngigkeiten von Systemelementen innerhalb eines
abgegrenzten Systemausschnitts (horizontaler Scope) und {ber vordefinierte
Systemebenen (vertikaler Scope) identifiziert werden. Dabei werden Systemelemente
unterschiedlicher Art beriicksichtigt. Der horizontale Scope umfasst die Bestimmung der
betrachteten Disziplinen und der zugehdrigen Informationen aus bestehenden
Teilmodellen. Der vertikale Scope bestimmt die Granularititsebene der zu entwickelnden
Wirkkette. Dazu muss ein Set von Modellierungselementen definiert werden. Die Menge
kann sowohl typische Entwicklungsartefakte als auch organisatorische oder
umweltbezogene Artefakte wie Vorschriften umfassen. In Kombination bestimmen alle
Dimensionen die Informationen, die zur Modellierung der Wirkkette erforderlich sind.
Der daraus resultierende Output, bzw. die zu modellierenden Informationen, dienen als
Input fiir den ndchsten Schritt. [GWK22]

Schritt 3: Modellierung von Wirkketten

Die Wirkkette muss in Abhéngigkeit von den vorhandenen Informationen modelliert
werden. Im Vergleich zu ,,Design Structure Matrizen“ oder Domain Mapping Matrizen
ermdglicht die Modellierung von Wirkketten die Verwaltung einer groflen Anzahl
heterogener Entwicklungsartefakte (Vorschriften, Anforderungen, Komponenten, etc.)
und verschiedener Arten von Abhéngigkeiten zwischen ihnen. Wirkketten enthalten
Systemelementinformationen (Knoten) und deren Riickverfolgbarkeitsinformationen
(Kanten) einschlieBlich der kontextspezifischen Ursache-Wirkungs-Beziehungen.
Zunidchst wird die Modellierungssprache durch die Definition von Stereotypen in einem
Profil angepasst (Schritt 3.1). Stereotypen ermdglichen die Abbildung von Informationen,
die nicht durch SysML spezifiziert sind, zum Beispiel Zertifizierungsanforderungen als
eine Art <<Anforderung>>. Zusitzliche, spezifische Abhéngigkeiten konnen auf der
Basis bestehender Abhingigkeiten wie <<Allokation>> definiert werden. AnschlieBend
konnen alle standardisierten und kundenspezifischen Informationen innerhalb der
Wirkkette modelliert werden. Abhéingig von der definierten Informationsmenge wird das
System auf verschiedene Arten zerlegt (Schritt 3.2). Dazu gehort die Dekomposition von
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Anforderungen, Funktionen, logischen Elementen und physischen Elementen. Auf der
Grundlage der Dekomposition wird ein Satz strukturorientierter (Schritt 3.3) und
verhaltensorientierter (Schritt 3.4) Diagramme festgelegt. Dazu gehoren die

Strukturdiagramme (Blockdefinitionsdiagramm, internes Blockdiagramm,
Paketdiagramm, Parameterdiagramm) und die Verhaltensdiagramme
(Aktivitdtsdiagramm, Sequenzdiagramm, Zustandsautomatendiagramm und

Anwendungsfalldiagramm) der SysML. Bei der MECA-Methode dient die IPO-Logik
[Alt12] innerhalb eines internen Blockdiagramms als zentraler funktionaler Teil der
Wirkkette. Diesem Diagramm kann mit Hilfe des spezifischen SysML-Profils ein
beliebiges Element zugeordnet werden. Im letzten Schritt (Schritt 3.5) werden die
standardisierten und  kundenspezifischen = Abhédngigkeiten zwischen diesen
Modellelementen modelliert, die zu einer nachvollziehbaren Wirkkette zwischen allen
Systemelementen im Scope fithren. Es empfiehlt sich die Verwendung von
<<Allokation>>, die durch Stereotypen angepasst werden kann. [GWK22]

Schritt 4: Analyse der resultierenden Effekte innerhalb des
Modellierungskontextes

Die Wirkketten konnen mit verschiedenen Ansédtzen analysiert werden, z. B.
Auswirkungsanalyse im Kontext von Engineering Change Management [GW21,
HCW13] oder Requirements Change Management [JLR18]. Auch konnen bestehende
Ansitze an die MECA-Methode und an die unternchmensspezifischen Anforderungen
angepasst werden. Insgesamt wird die Auswirkungsanalyse durch den
Automatisierungsgrad (nicht automatisiert, teilautomatisiert, vollautomatisiert); die
Riickverfolgbarkeit (nicht riickverfolgbar, teilriickverfolgbar, riickverfolgbar) und den
Bezugspunkt der Analyse (Qualitdt, Kosten, Zeit) charakterisiert [GW21]. Die Analyse
ist abhingig von der Zielsetzung der Wirkkettenmodellierung (Schritt 1), den verfiigbaren
Informationen (Schritt 2) und dem resultierenden Informationsmodell (Schritt 3). Die
systematischen Ansétze dienen der Ableitung qualitativer oder quantitativer Ergebnisse
mit Hilfe von Algorithmen oder Expertenwissen. Der Ablauf der MECA-Methode wird
in Bild A-2 dargestellt. [GWK22]

Step 1: Definition of the goal of the effect-chain modeling
Modeling context

regulations

Step 2 Identification of available information (system elements and dependencies)

Step 3: Implementation ofthe effect chain modeling
3.1 SysML profile 3.3 Structural model
3.2 Decomposition 3.4 Behavioral mode]
Modeled effect chains
Step 4: Analysis of the resulting effects within the modeling context

[ Tnlerprefalion of the effecls | effect chain 1 ... effect chainn

B requirements

Information fo be modeled

functions

O Q physical elements

Bild A-2:  MECA-Methode zur Wirkkettenmodellierung [GWK22]
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Abhingigkeitsanalyse von Anforderungen zur Wirkkettenmodellierung

Eine aktuelle Herausforderung in der Entwicklung von Automobilen besteht darin, dass
Fahrzeughersteller aufgrund der UN-ECE R156 Regularie verpflichtet sind, die
Auswirkungen von technischen Anderungen auf Softwarekomponenten nachvollziehen
zu konnen. Durch das Informationsmodell, welches mittels Wirkkettenmodellierung
erstellt wird, werden Auswirkungen von Anderungen auf Systemelemente bewertbar. Ein
Problem in der Wirkkettenmodellierung besteht darin, dass die detaillierte Modellierung
bestimmter Artefakte aufwéndig ist. Dies betrifft unter anderem das Umgebungsartefakt
,»Regularien®. In Regularien werden bestimmte Anforderungen an Automobile gestellt.
Innerhalb eines Projekts zur Wirkkettenmodellierung mit einem deutschen
Automobilhersteller wurde von Praktikern berichtet, dass Regularien aktuell lediglich als
Klasse ,,Regularie” mit den Instanzen auf Regularien-Ebene — z. B. ,,UN/ECE R26* —
angelegt werden. Dieser niedrige Detailgrad wurde aufgrund des Aufwands zur
Extrahierung und Klassifizierung der Anforderungen aus den Regularien gewihlt. Falls
eine technische Anderung auftritt, ist nicht direkt ersichtlich, ob die Anforderungen der
Regularien weiterhin erfiillt sind. Ein Mehrwert fiir die Produktentwicklung besteht darin,
die Anforderungen, welche in den Regularien dokumentiert sind, direkt mit den
Entwicklungsartefakten zu verkniipfen. AufBerdem ist eine Verkniipfung der
Anforderungen aus den Regularien mit Entwicklungsartefakten notwendig, um effizient
zu priifen, ob sdmtliche Anforderungen in der Entwicklung des Automobils
beriicksichtigt worden sind. Die Elemente der Wirkkette entlang RFLPV miissen die
Anforderungen erfiillen und sind mit ihnen verkniipft (in UML/SysML: <<satisfy>>).
Durch eine Verkniipfung der Anforderungen aus Regularien mit den Anforderungen
innerhalb der Wirkkette werden aufgrund der durchgéngigen Modellierung die
Auswirkungen von technischen Anderungen deutlich. Zur Verkniipfung der
Anforderungen innerhalb der Wirkkette mit den Anforderungen aus Regularien miissen
Abhédngigkeiten dieser Anforderungen bekannt sein. Aufgrund der hohen Anzahl an
Regularien und deren Anforderungen sowie der hohen Anzahl an Anforderungen
innerhalb der Wirkkette, ist eine manuelle Abhéngigkeitsanalyse von Anforderungen
aufwindig.
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Nutzwertanalyse

A2.2

Tabelle A-2: Nutzwertanalyse zur Auswahl von Ansdtzen zur Abhdngigkeitsanalyse
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A2.3  ARCA Projekt

1) Problemanalyse und Ermittlung von Anforderungen an die Methode

Aufbauend auf Erkenntnissen aus Projekten des Lehrstuhls fiir Produktentstehung zum
Risikomanagement von Anforderungsinderungen sowie Literaturstudien zum
technischen Anderungsmanagement wurden gemeinsam mit acht Industrievertretern der
IAV  GmbH (Abteilungsleiter, Projektleiter, Teamleiter, Prozess-Manager,
Anforderungsingenieur und Entwickler) im Rahmen eines Workshops praxisrelevante
Probleme im Kontext von Anforderungsinderungen analysiert. Es wurde bestétigt, dass
Anforderungsdnderungen  hdufig  unsystematisch  gehandhabt werden und
Anderungsentscheidungen nicht ausreichend unterstiitzt werden. AuBerdem werden
Anforderungsabhingigkeiten in der industriellen Praxis aufgrund des hohen Aufwands
nicht identifiziert, sodass eine Propagationsanalyse nicht méglich ist [GOP22, GOS20].
Auf Basis der Problemanalyse wurden Anforderungen an die zu entwickelnde Methode
ermittelt und mit den Industrievertretern abgestimmt, z. B.: ,,Die Methode muss die
Analyse von Propagationseffekten einer Anforderungsdnderung ermdglichen®.

2) Entwicklung einer Methode fiir das proaktive Management von
Anforderungsanderungen

Aufbauend auf den Ergebnissen aus 1) wurde ein Losungskonzept erarbeitet.
Anforderungsbeschreibungen sollen hinsichtlich Qualitdt gepriift werden, damit
nachfolgende Schritte durchgefiihrt werden konnen. Anforderungsabhédngigkeiten sollen
erkannt werden, um eine Propagationsanalyse von Anderungen zu erméglichen. Die
Auswirkungen sowie die Wahrscheinlichkeit einer Anderung sollen bewertet werden. Es
sollen risikospezifische Maflnahmen proaktiv ausgewihlt werden. Fiir die einzelnen
Schritte wurden existierende Losungsansitze analysiert und darauf aufbauend
kontextspezifische Methoden entwickelt [GOH22a, GOP21, GOP22, GPO20].

Die Qualitét von Anforderungsbeschreibungen wird gepriift, indem NLP-Techniken zur
Vorverarbeitung eingesetzt werden und anschliefend eine lexikalische Priifung nach
bestimmten Begriffen durchgefiihrt wird. Wenn beispielsweise der Begriff ,,sollte” in
einer Anforderungsbeschreibung erkannt wird, dann deutet dies auf eine Unsicherheit hin.
Zur Erkennung von Anforderungsabhingigkeiten werden KI-Methoden zur
Klassifizierung eingesetzt. Untersuchungen haben gezeigt, dass BERT-Modelle in dem
Kontext eine hohe Leistungsfahigkeit besitzen [GOH22a]. Die Auswirkungen einer
Anforderungsdnderung werden mit Hilfe eines Leitfadens bewertet. Hierzu werden einem
Experten verschiedene geschlossene Fragen présentiert. Auflerdem werden ihm die
abhdngigen Anforderungen erster und zweiter Ordnung aufgezeigt, sodass er
Propagationseffekte einschitzen kann. Auf Basis der Antworten wird eine Punktzahl
berechnet, die proportional zu der Hohe der Auswirkungen einer Anderung ist [GOP21].
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Die Wabhrscheinlichkeit einer Anforderungsédnderung wird in exogene und endogene
Anderungswahrscheinlichkeit ~ unterteilt. ~ Zur  Berechnung der  exogenen
Anderungswahrscheinlichkeit (Anderung wird durch Ursachen auBerhalb des
Anforderungsnetzes verursacht; z. B. Gesetzeséinderung) werden durch statistische
Informationen einer Anderungshistorie vergangener Projekte ermittelt. Die endogene
Anderungswahrscheinlichkeit (Anderung wird aufgrund von Propagationseffekten
verursacht) wird berechnet, indem der ,PageRank“ als Konnektivititsmall fiir
Anforderungen verwendet wird [GTO19]. Auf Basis der Risikokennzahlen
Auswirkungen und Wahrscheinlichkeit einer Anderung werden dem Anwender
Risikosteuerungsmafinahmen vorgeschlagen. Je nach Auspragung der Risikokennzahlen
kommen verschiedene Risikostrategien und deren spezifische Maflnahmen in Frage.
Beispielsweise wird die Strategie ,Risiko transferieren und zugehorige
RisikosteuerungsmaBinahmen (z. B. ,,Versicherung oder vertragliche Abwilzung der
Anderungskosten auf die Kunden) bei hohen Anderungsauswirkungen einer
Anforderung vorgeschlagen [GPO21].

3) Implementierung der Methoden in einem Software-Prototypen

Die entwickelten Methoden wurden in Python implementiert (siche Bild A-3). Das
grafische User-Interface (GUI) wurde in PyQT realisiert. Parallel zur Implementierung
wurden die Methoden kontinuierlich  evaluiert. Zur  Evaluierung der
Abhingigkeitsanalyse wurde ein Datensatz generiert. Der Datensatz bestand aus manuell
erstellten Entwicklungsdaten eines intelligenten Knickarmroboters (erstellt auf Basis des
Open-Source-Projekts "BCN3D Moveo"') und Daten aus vier studentischen
Entwicklungsprojekten zu Elektrowerkzeugen wie einem Akkuschrauber oder einem
Laserentfernungsmesser (jeweils etwa 20 Anforderungen und die entsprechende
Abhéngigkeitsmatrix). Nach internen Tests wurde fir jedes Losungselement ein
Expertenfeedback der Industrievertreter eingeholt. Die Testanwendungen der Funktionen
des Softwareprototyps, monatliche Austauschtreffen und 8 Workshops mit drei
Branchenexperten (je 2 h, 3 Teilnehmer: Abteilungsleiter, Anforderungsingenieur und
Prozess-Manager) wurden genutzt, um Feedback von Praktikern einzuholen und die
Methoden anwendungsnah zu entwickeln.

! https://www.bcn3d.com/ben3d-moveo-the-future-of-learning-robotic-arm/
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Bild A-3:  Implementierung der Methoden in einem Sofiware-Werkzeug [GOP22]

4) Validierung der Methode in Zusammenarbeit mit Industrievertretern

Die Methoden wurden anhand eines Bewertungsbogens und zwei darauf aufbauender
Experteninterviews mit jeweils zwei Experten validiert. Ein Ergebnis war, dass alle
Einfliisse von Anforderungsidnderungen auf den Projekterfolg sowie die zur Handhabung
erforderlichen Informationsbedarfe ermittelt werden konnten. Ein weiteres Ergebnis
waren die Verbesserungspotenziale der initial gewédhlten Losungskonzepte, anhand derer
die Entwicklung der Methodik auf konkrete Bediirfnisse aus der industriellen Praxis
ausgerichtet werden konnte. Es zeigte sich beispielsweise, dass manuelle Aktivitéten, die
fiir jede einzelne Anforderung der Anforderungsliste durchzufiihren sind (z. B.
Zuordnung einer Anforderung zu einem mdglichen Anderungsinitiator), als nicht
praxistauglich eingeschétzt werden. Zudem wurde erkannt, dass eine Unterstiitzung bei
der Einbindung des proaktiven Anderungsmanagements in die unternehmensspezifischen
Entwicklungsprozesse erforderlich ist. Das dritte Ergebnis waren Rahmenbedingungen
fiir das proaktive Anderungsmanagement aus der industriellen Praxis. Anforderungen an
eine Methodik fiir das proaktive Risikomanagement von Anforderungsdinderungen im
Kontext komplexer technischer Systeme sind: Verarbeitbarkeit einer hohen Anzahl an
Anforderungen sowie von Anforderungen aus unterschiedlichen Disziplinen (1),
Beriicksichtigung von Propagationseffekten zwischen Anforderungen (2) und
Verfiigharkeit ~ der  erforderlichen  Daten und  Informationen in  frithen
Entwicklungsphasen (3)
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A2.4 ProMaRC-Methodik

Die Bewertung des Anderungsrisikos bildet den Kern von ProMaRC. Sie folgt einem
dreistufigen Ansatz: Analyse der Anforderungsabhingigkeit, Bewertung der
Auswirkungen von Anderungen und Bewertung der Anderungswahrscheinlichkeit.
Waihrend die Schritte Auswirkungsanalyse und Wahrscheinlichkeitsberechnung fiir die
Risikobestimmung erforderlich sind, wird die Abhéngigkeitsanalyse aufgrund ihrer
Bedeutung als separater Schritt hinzugefiigt. Sie bildet die Grundlage fiir beide
Folgebewertungen und hat einen starken Einfluss auf den Anwendungsaufwand und die
Genauigkeit der Ergebnisse. Ein BERT Modell wird fiir die Abhédngigkeitsanalyse von
Anforderungen verwendet (siche Bild A-4). [GOP22]

ﬂu
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—_— :
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Task and context e
specific BERT model

. .
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Bild A-4:  Abhdngigkeitsanalyse von Anforderungen mit BERT [GOP22]

Pre-Training und kontextspezifisches Fine-Tuning

Um Encoder-Decoder-Modelle wie BERT zu trainieren, sind zwei verschiedene Arten
des Trainings erforderlich: Pre-Training und kontextspezifisches Fine-Tuning. Das Pre-
Training wird durchgefiihrt mit groen Mengen von Textdaten (z. B. aus Wikipedia und
Buchkorpora) durchgefiihrt. Das Ziel ist es, das Modell zu trainieren, um
kontextbezogene Textdaten zu identifizieren. Vortrainierte Modelle sind generisch und
kdnnen aus Open-Source-Datenbanken (in diesem Fall huggingface) verwendet werden.
Nach dem Pre-Training wird das Modell auf die jeweilige Aufgabe und den Kontext
abgestimmt. Fiir Abhédngigkeitsanalyse wird eine Klassifizierungsschicht auf die
Transformer-Ausgabe gelegt, um damit BERT vordefinierte (Abhingigkeits-)Klassen
bestimmen kann. Die Feinabstimmung erfolgt mit gelabelten Textdaten (Fallstudiendaten
iber einen intelligenten Knickarmroboter). Wie beim Vergleich wurden die
Anforderungsdaten durch Zufallsauswahl kiinstlich angereichert und nach Klassen
gewichtet, um Ungleichgewichte im Datensatz auszugleichen. Nach der Feinabstimmung
ist ein aufgaben- und kontextspezifisches BERT-Modell fiir die Abhédngigkeitsanalyse
verwendbar. [GOP22]
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Vorverarbeitung der Daten

Um die Anforderungsdaten in ein geeignetes Datenformat fiir die Abhéngigkeitsanalyse
umzuwandeln, ist eine Vorverarbeitung der Daten erforderlich. Die Eingangsdaten
(textuelle Anforderungsbeschreibungen) miissen bereinigt und in eine mathematische
Darstellung (Vektoren) umgewandelt werden. Zunéchst werden die Anforderungen in
einen fortlaufenden Text aus zwei Eingabeanforderungen (Textfeld) umgewandelt, dem
ein Dummy Label (Label-Feld) ergénzt. Die Dummy-Labels werden spiter in eine
Abhéngigkeitsart umgewandelt. Dann wird der Anforderungstext tokenisiert - der Satz
wird in einzelne Worter zerlegt und kategorisiert (Stoppwort vs. Inhaltswort). Hierfiir
wurde der BERT-Tokenizer verwendet. Zum Schluss, konnen die Textdaten in eine
Vektordarstellung umgewandelt und als Eingabe fiir das BERT-Modell genutzt werden.
[GOP22]

Klassifizierung von Abhéangigkeiten

Um Abhéngigkeiten zu identifizieren, werden die vorverarbeiteten Eingabedaten mit dem
fein abgestimmten BERT-Modell analysiert. Seine Aufgabe ist es, den geschitzten
Abhéngigkeitstyp zwischen zwei Anforderungen zu Dbestimmen. Um das
Ausbreitungsverhalten zu kennzeichnen, sind die Abhéngigkeitstypen "verfeinert",
"verfeinert durch", "requires" und "required" von Bedeutung. Aus diesem Grund werden
diese vier Typen unterschieden. Die Klassifizierung wird vollautomatisch durchgefiihrt.
Das Ergebnis ist ein Datensatz aus dem Anforderungstext und ihrem Abhéngigkeitstyp.
[GOP22]

Umwandlung der Ergebnisse

Fiir die weitere Verwendung der Abhédngigkeitsinformationen muss die Ausgabe des
BERT-Modells in ein geeignetes Datenformat umgewandelt werden, z. B. xIs oder ReqlF.
Welches Datenformat am besten geeignet ist, hingt vom Verwendungszweck ab. In
diesem Fall wird eine Liste der Anforderungen und ihrer klassifizierten
Abhéngigkeitstypen im xIs-Datenformat erstellt, die fiir die Auswirkungsabschitzung
und das Anderungsmanagement verwendet werden kann. [GOP22]

Bewertung der Auswirkungen von Anforderungsanderungen

Fir die Bewertung der Auswirkungen von Anforderungsianderungen miissen die
Einflussfaktoren  differenziert ~ werden.  Ausgangspunkt ist eine  erste
Anforderungsinderung von einem exogenen Anderungsinitiator (z. B. einem Kunden).
Die Umsetzung dieser Anderung fiihrt zu einer Auswirkung, die direkt mit der Anderung
der betroffenen Anforderung verbunden ist (lokale Anderungsauswirkung), sendet aber
auch nachfolgende Anderungsimpulse an andere Anforderungen aus (konsekutive
Anderungsauswirkungen). Diese entstehen aufgrund von Abhiingigkeiten zwischen den
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Anforderungen und miissen umgesetzt werden, um die Konsistenz und Giiltigkeit des
Anforderungssatzes zu gewidhrleisten. Ublicherweise werden Anderungen, die durch
konsekutive Effekte verursacht werden, als Anderungspropagation bezeichnet. Durch
Aufsummieren der lokalen Anderungsauswirkungen aller Anforderungen auf einem
Ausbreitungspfad kann die kollektive Anderungsauswirkung der urspriinglichen
Anderungsanforderung ~ bewertet werden. Zur Bewertung der kollektiven
Anderungsauswirkungen werden zunichst die aufeinanderfolgenden Auswirkungen
ermittelt. Dies erfolgt automatisch auf Basis der Ergebnisse der Abhéngigkeitsanalyse.
Die Abhéngigkeiten werden nach ihrem Typ gewichtet, um das Ausbreitungsverhalten
anzuzeigen, und die Anforderungen werden nach ihrer Prioritét gewichtet, um die lokalen
Anderungsauswirkungen anzuzeigen. In einem zweiten Schritt wird das gewichtete
Anforderungsnetz mit Hilfe eines modifizierten PageRank-Algorithmus analysiert, um
kritische Anforderungen zu identifizieren. Diese werden ausgewahlt und im Hinblick auf
kollektive Anderungen bewertet. Auswirkungen manuell von Experten ausgewihlt und
bewertet. Im Folgenden werden die drei Schritte zur Bewertung der
Anderungsauswirkungen im Detail erlutert. [GOP22]
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Bild A-5:  Analyse von Anderungsauswirkungen [GOP22]

Gewichtung von Abhéngigkeiten und Anforderungen

Die Gewichtung der Abhéngigkeiten und Anforderungen (siche Bild A-6) wird in zwei
Schritten durchgefiihrt. Zundchst werden die Abhédngigkeiten gewichtet, um die
Folgeeffekte einer Anderung der Anforderungen abzuschiitzen. AnschlieBend werden die
Anforderungen auf der Grundlage der erwarteten lokalen Auswirkungen gewichtet. Die
Bewertung der konsekutiven Auswirkungen einer Anforderungsanderung basiert auf dem
Ausbreitungsverhalten Verhalten einer bestimmten Anforderungsabhidngigkeit. Das
Vorhandensein einer Abhingigkeit ist eine Voraussetzung und bestimmt, ob eine
Anforderung von der urspriinglichen Anderung betroffen sein kann. Die Art der
Abhéngigkeit gibt das Ausbreitungsverhalten zwischen zwei Anforderungen an. Um
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Abhingigkeiten zu identifizieren, die zu einer Anderungspropagation fithren konnen,
werden Abhdngigkeitstypen Typen aus bestehenden Referenzmodellen beriicksichtigt.
[GOP22]

Es werden drei Kategorien abgeleitet: Zwingende Propagation, mdgliche Propagation und
keine Propagation werden klassifiziert. Die Unterscheidung basiert auf fritheren Studien
zum Propagationsverhalten nach Abhéngigkeitstypen. Da diese im Kontext der
Softwareentwicklung durchgefithrt wurden, wurde die wurde die Giiltigkeit fiir
interdisziplindre Systeme anhand einer Anforderungsmenge eines Beispielsystems
(Drohne) iberpriift. Ausgehend von der Annahme, dass alle Abhéngigkeiten ein
zwingendes Propagationsverhalten haben, wurde versucht, diese Annahme fiir jede
Abhéngigkeitsart zu falsifizieren, indem exemplarische Konstellationen ohne
obligatorische Propagierung versucht wurden zu finden. Dies wurde wiederholt fiir nicht
obligatorische Propagierung. Die Ergebnisse waren konsistent mit den Erkenntnissen aus
der Softwareentwicklung, so dass die folgende Kategorisierung der Abhéngigkeitstypen
zur Bewertung der aufeinanderfolgenden Auswirkungen einer Anforderungsidnderung
genutzt wurde [GOP22]:

e Obligatorisches Propagationsverhalten: benétigt, wird bendtigt von und wird
verfeinert von

e Nicht zwingendes Ausbreitungsverhalten: positive/negative Korrelation
e Kein Ausbreitungsverhalten: verfeinert, Kosten und Wert
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Bild A-6:  Gewichtung von Anforderungsabhdngigkeiten [GOP22]

Die Gewichtung der Abhingigkeitstypen einer Kategorie basiert auf der
Ausbreitungswahrscheinlichkeit. Fiir die Kategorie obligatorische Propagierung betréigt
diese 100% (Gewichtung = 1) und fiir die Kategorie keine Propagierung 0% (Gewichtung
= 0). Die Gewichtung der Kategorie nicht obligatorische Ausbreitung kann
kontextspezifisch in Abhédngigkeit von der Risikoaffinitdt oder statischen Daten zur
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Ausbreitungswahrscheinlichkeit bestimmt werden. Als Beispiel wird eine Gewichtung
von 0,5 verwendet. Die Kategorisierung der Abhéngigkeiten nach Ausbreitungsverhalten
wird genutzt, um die Kanten im Anforderungsnetz zu gewichten und damit eine Aussage
tiber die Folgewirkungen zu ermoglichen. Im Vergleich zu bestehenden Ansétzen mit
bindrer Unterscheidung hinsichtlich des Vorhandenseins einer Abhédngigkeit erlaubt die
Differenzierung der Abhéngigkeitstypen eine genauere Bewertung. Das Ergebnis dieses
Schrittes sind gewichtete Kanten im Anforderungsnetz als Indikator fiir konsekutive
Auswirkungen einer Anforderungsidnderung. [GOP22]

Anhand der gewichteten Kanten (Abhédngigkeiten) im Anforderungsnetz kdnnen
Ausbreitungspfade identifiziert und die darauf liegenden Anforderungen auf lokale
Anderungseffekte hin untersucht werden. Vorhersagen iiber die lokalen Auswirkungen
werden zur Gewichtung der Knoten im Anforderungsnetz verwendet. Als Indikator fiir
die lokalen Auswirkungen einer Anforderungsédnderung wurde die Anforderungsprioritét
gewdhlt. Die Prioritidt ldsst einen Riickschluss auf die Bedeutung fiir den Projekterfolg zu
und hat zwei Vorteile: hohe Verfiigbarkeit in den Anforderungsdaten und Fahigkeit zur
automatischen Auswertung. Die Alternative ist eine manuelle Bewertung durch Experten.
Diese fiihrt vermutlich zu einer héheren Genauigkeit, verursacht aber einen hohen
Anwendungsaufwand, da jede Anforderung einzeln bewertet werden muss. Im Rahmen
der Vorstudie wurde die manuelle Bewertung von den Anwendern als zu zeitaufwéandig
fiir die industrielle Praxis eingeschétzt. Daher wird die Anforderungsprioritit verwendet.
Je nach unternehmensspezifischem Priorisierungsschema konnen Gewichtungsfaktoren
definiert werden. Da viele Priorisierungsschemata einer dreifachen Struktur folgen (z. B.
Begeisterungsmerkmal, Leistungsmerkmal und Basismerkmal), wird beispielhaft eine
Differenzierung in hohe (Gewichtung = 3), mittlere (Gewichtung = 2) und niedrige
Prioritdt (Gewichtung = 1) verwendet. Das Ergebnis dieses Schrittes sind gewichtete
Knoten im Anforderungsnetz als Indikator fiir lokale Auswirkungen einer Verdnderung.
[GOP22]

Expertenbewertung der kollektiven Anderungsauswirkungen einer
Anforderung

Die Analyse des Anforderungsnetzes dient der vollstindigen Bewertung der
Anderungsauswirkungen aller Anforderungen sowie der Auswahl der kritischen
Anforderungen (siche Bild A-7). Diese Auswahl ist notwendig, um den
Anwendungsaufwand fiir die Expertenbewertung der kollektiven
Anderungsauswirkungen auf ein praktikables MaB zu reduzieren. Die Bewertung der
kollektiven Auswirkungen kann nicht automatisch erfolgen, da eine Betrachtung der
Anforderungsinhalte ebenso notwendig ist wie die Einbeziehung kontextspezifischer
EinflussgroBen (z. B. Unternehmensstruktur, vertragliche Vereinbarungen oder
Restriktionen aus der Produktlebenszyklusphase Realisierung/Produktion). Zur
Ermittlung der kollektiven Anderungsauswirkungen einer Anforderung werden sowohl
die Ergebnisse der Analyse des Anforderungsnetzes als auch ein zusitzlicher Leitfaden
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zur Identifikation betroffener Entwicklungsaktivititen herangezogen. Der Leitfaden
wurde in Anlehnung an die Systems-Engineering-Prozesslandschaft entwickelt und
umfasst alle potenziell von einer Anderung betroffenen Aktivititen. Dies gewiahrleistet
die Vollstdndigkeit der Analyse und reduziert die Subjektivitit der Bewertung. Sowohl
die Vollstandigkeit als auch die Subjektivitidt der Bewertung sind Defizite bestehender
Methoden, da die Anwender bei ihrer Bewertung nicht unterstiitzt werden. Der Leitfaden
ist in vier Kategorien gegliedert: Architektur und Design, Integration und
Implementierung,  Verifikation = und  Validierung und  Sonstiges. Da
Anforderungsmanagementprozesse immer von einer Anforderungsidnderung betroffen
sind, wurde diese Kategorie nicht aufgefiihrt. Jeder Kategorie sind eine iibergeordnete
Frage ("Wirkt sich eine Anderung dieser Anforderung auf diese Kategorie aus?") und
Detailfragen zugeordnet, mit denen sich die Auswirkungen auf bestimmte
Entwicklungsaktivititen differenzieren lassen. Um die allgemeine Praktikabilitdt des
Leitfadens zu gewdhrleisten, wurde er mit drei Industrievertretern diskutiert und als
vollstindig und praxistauglich beurteilt. [GOP22]

Guideline

Category Yes No Unsure
Is this categoryaffeced? X O

\ / \ Detailed Questions: Whatis affected? X O O

0-~>.

/‘ \ \\L No Evaluation Maximum impact
>® ©

impact
Initial Evaluation: automated addition
Final Evaluation: context-sensitive adjustment =

Bild A-7:  Bewertung von Anderungsauswirkungen einer Anforderung mittels Leitfaden

[GOP22]

Wahrscheinlichkeit der Anforderungsanderung

Die Anforderungsinderungswahrscheinlichkeit setzt sich aus der exogenen und
endogenen Anderungswahrscheinlichkeit zusammen. Exogene Anderungsausldser 16sen
eine erste Anforderungsidnderung aus. Diese haben nichts mit dem Zusammenspiel der
Anforderungen zu tun und kommen von auflerhalb des Anforderungssatzes. Endogene
Anderungen kénnen nur auftreten, nachdem eine initiale Anderung ausgelést wurde und
entstehen durch Ausbreitungseffekte zwischen Anforderungen. [GOP22]

Zur Ermittlung der Anforderungsidnderungswahrscheinlichkeit werden exogene und
endogene Anderungswahrscheinlichkeiten berechnet und zZu einer
Gesamtanderungswahrscheinlichkeit  zusammengefiithrt (siche Bild A-8). Zur
Berechnung der exogenen Anderungswahrscheinlichkeit werden die historischen
Anderungsdaten analysiert. Um die Giiltigkeit der historischen Anderungsdaten fiir die
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vorliegende Anforderungsmenge sicherzustellen, werden diese auf &quivalente
Sachverhalte eingegrenzt. Dies geschieht durch die manuelle Zuordnung von relevanten
Anderungsinitiatoren sowie Referenzprojekten mit dhnlichen Merkmalen. Die endogene
Anderungswahrscheinlichkeit kann auf Basis der Anforderungsabhingigkeiten und deren
Ausbreitungsverhalten berechnet werden. Dieser Schritt ist vollstdndig automatisiert und
basiert auf einem modifizierten PageRank-Algorithmus. [GOP22]

-

Assigning requirements
to changeinitiators Relevantinitiators
List of change iniiators

Q& Characteristic Requirement change
valug

Selecting reference Calculating exogenous Determine requirement Ik

projects el changelikelihood changelikelihood o
Change history data ia /0
Key:
Characteristic automated &,
value
Calculating endogenous semi-automated sﬂ
changelikelihood Y
manual —

Requirement dependencies

Bild A-8:  Bewertung der Anderungswahrscheinlichkeit von Anforderungen [GOP22]

Auswahl proaktiver RisikosteuerungsmafRnahmen

Die Methode zur Auswahl der proaktiven Mafinahmen erfolgt in drei Schritten (siehe Bild
A-9). Zunéchst werden die Anforderungen auf Basis eines Risikoportfolios priorisiert und
ein Anforderungsprofil mit Risikoparametern erstellt. AnschlieBend werden jeder
Anforderung eine Handlungsstrategiec und zugehdrige MalBnahmenvorschliage
zugeordnet. Daraus wihlen die Anwender die bevorzugte proaktive Maflnahme aus und
setzen sie im Rahmen des {ibergeordneten Change-Managements um. [GOP22]

(Change risk of Risk
requirements ‘Qu portfolio

Q%’ Prioritizing requirements

]
&Q Proactive

q Strategy
2 measure

related

measures Selection of proactive

measure

Kev.
automated .

semi-autonated AQ"

Bild A-9:  Schritte zur Auswahl proaktiver Risikosteuerungsmafinahmen [GOP22]

Priorisierung der Anforderungen

Zur Priorisierung der Anforderungen wird ein Risikoportfolio mit den Dimensionen
Anderungswahrscheinlichkeit und Anderungsauswirkung durch Ausbreitung verwendet
(siehe Bild A-10). Ein Risikoportfolio als Priorisierungstechnik wurde gewahlt, weil es
in der Praxis {Ublich ist, leicht interpretiert und fiir die unternechmensweite
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Kommunikation genutzt werden kann und einen relativen Vergleich zwischen
Anforderungen ermdglicht. [GOP22]

In Abweichung von einem konventionellen Risikoportfolio wurde ein dritter Aspekt
hinzugefiigt: Die kollektiven Auswirkungen von Anderungen werden durch den
Durchmesser einer Anforderung dargestellt. Die dritte Dimension ist erforderlich, um den
Anforderungssatz vollstindig darzustellen und gleichzeitig alle Ergebnisse der
Risikobewertung zu zeigen. Wihrend die Anderungswahrscheinlichkeit fiir alle
Anforderungen ermittelt wird, wird die kollektive Anderungsauswirkung nur fiir kritische
Anforderungen bewertet. Daher wird fiir die Dimension des Risikoportfolios die
Ausbreitungswirkung verwendet. Um die Anforderungen zu priorisieren, wird fiir jede
Portfoliodimension ein Schwellenwert definiert. Auf der Grundlage der Schwellenwerte
wird das Portfolio in vier Quadranten unterteilt, denen eine Risikokategorie (hoch, mittel
und niedrig) zugeordnet wird. Die Anforderungen werden entsprechend dem zugehorigen
Quadranten kategorisiert und priorisiert. Die Schwellenwerte koénnen je nach abhingig
von der Risikoaffinitdt angepasst werden. Als Standard werden Durchschnittswerte
verwendet. [GOP22]

E Q Avoidance Associatedrisk of requirement change
~ L] |:| High = Urgent need for action (i.e. avoidance or transfer)
[ ] [} ® |:| Medium > Need for action (reduction or transfer)
o
E a [— |:| Low —> No need for action (acceptance)
£
-

Redu‘g(/ @ Requirementwith untreated risk
L] Transfer O Requirementwith treated risk
[}

Collective impact assessment

=P Action strategy

@ Acceptance L]

0 [} max
Propagationimpact

Bild A-10: Risikoportfolio zur Priorisierung von Anforderungen [GOP22]

Definition einer Aktionsstrategie

Auf der Grundlage des Risikoportfolios wird fiir jede Anforderung eine Aktionsstrategie
festgelegt. Es werden vier Handlungsstrategien unterschieden: Vermeidung,
Ubertragung, Reduzierung und Akzeptanz. [GOP22]

Proaktive Mafinahmen werden je nach beabsichtigter Wirkung einer Handlungsstrategie
zugeordnet:

e Vermeidung: Eliminierung der Eintrittswahrscheinlichkeit (z. B. Ablehnung eines
Auftrags oder von Anderungswiinschen).
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e Verringerung: Verringerung der Wahrscheinlichkeit des Auftretens oder der
Auswirkungen (z. B. Sicherstellung einer Anforderungsspezifikation mit dem
Beteiligten oder Vereinbarung von Aufwandsbeschrankungen)

o Ubertragung: Teilen oder Ubertragen der Anderungsauswirkungen (z. B.
Versicherung oder vertragliche Weitergabe der Anderungskosten an die Kunden).

e Annahme: Keine Aktion und keine Auswirkung.

Je mnach Risikokategorie einer Anforderung werden die Handlungsstrategien
vorgeschlagen. [GOP22]

Auswahl der proaktiven MaBnahme

Da es bisher keine Forschung zu kontextspezifischen proaktiven Mafinahmen fiir
Anforderungséinderungen gibt, wird eine Ubersicht iiber kontextspezifische MaBnahmen
erstellt (siche Bild A-11). Dazu wurden Malnahmen aus anderen Kontexten
(insbesondere Change- und Risikomanagement) iibertragen und angepasst. Im Rahmen
eines Workshops mit Branchenexperten (2 h; 3 Teilnehmer:
Requirements Engineer und Process Owner) wurden die Ergebnisse auf ihre Eignung
iiberpriift und angereichert. Dennoch ist die Ubersicht als Referenzliste zu verstehen, die
keinen Anspruch auf Vollstindigkeit erhebt und bei Bedarf angepasst werden kann. Zur
Differenzierung der Maflnahmen werden Handlungsstrategie und Zielwert herangezogen.
Dariiber hinaus wird angegeben, ob die MaBnahmen das Anderungsrisiko einer einzelnen
Anforderung oder des Anforderungssatzes adressieren. [GOP22]

Abteilungsleiter,

Exogenous:

= Requirement freeze with stakeholders’ change
cost responsibility (R,S)
Application of established development
methods and methodologies (for instance
engineering approaches, project management
or Capability Maturity Model Integration) (S)
Quality assurance(R,S)

Endogenous:

* Risk optimized decision management (A)
Modularization of components (R,S)
Change likelihood redudtion of affected
requirements (R)

= Frontloading, by:

In-Process Validation (R.S)

Feasibility studies (R)

Modified development sequence (R)

Uncertainty management measures (R,S)

Application of established development methods

and methodologies (for instance engineering

approaches, project management or Capability

Maturity Model Integration) (S)

Modularization (S)

Post-negotiation with stakeholders

Cost and time contraints (R}

Requirements (delete, change, re-prioriize) (R)
Elaborate fall-back solution or alternative solution
R)

Planfincrease cost and time buffers (R,S)
Terminate/reject request (S)

Avoidance or reduction of Reduction of change impact Transfer
changelikelihood
Insurance (S)

Outsourcing (R,S)

Contract design:
(agreed on) limitation of working hours (R,S)
Requiremert freeze with stakeholders’
change cost responsibility (R,S)

Key.
(R) = Proactive measure for an individual requirement
(8) = Proactive measurefor a requirement set

Bild A-11: Risikosteuerungsmafnahmen von Anforderungsdinderungen [GOP22]



A2.5 Bewertung von Anderungsauswirkungen von Anforderungen

Kategorie 1: Architektur und Design

Missten neue Systemelemente entwickelt werden?

Mussten Systemelemente tberarbeitet werden?

Musste die Systemgrenze neu definiert werden?

Musste die Funktionsstruktur tberarbeitet werden?

Miisste die Wirkstruktur aiberarbeitet werden?

Missten inteme Schnittstellen' uberarbeitet werden?
Mussten externe Schnittstellen' dberarbeitet werden?
Mussten neue Flusse? berticksichtigt werden?

Mussten neue Storflisse bertcksichtigt werden?

Kategorie 2: Implementierung und Integration

Miissten Verfahren zur Implementierung verandert werden (z B. Fertigung)?
Mussten Verfahren zur Integration verandert werden (z. B. Montage)?
Mussten neue Betnebsmittel beschafft werden?

Mussten zusatzliche Ressourcen® beschafft werden?
Kategorie 3: Verifizierung und Validierung

Mussten Verifizierungsplane tberarbeitet werden?

Mussten Validierungspléne uberarbeitet werden?

Miissten neue Simulationen / Analysen durchgefiihrt werden?
Musste ein neuer Prototyp entworfen werden?

Musste ein Prototyp uberarbeitet werden?

Mussten neue Testfalle definiert werden?

Miissten Testfalle Uberarbeitet werden?

Kategone 4: Weitere

Miisste neues Personal eingestellt werden?

Mussten Schulungen durchgefuhrt werden?

Mussten Qualitatsstandards neu uberpruft werden?

Mussten Sicherheitsstandards neu uberprift werden?
Missten Make-or-Buy-Entscheidungen aberdacht werden?
Hinweise:

"interne Schnittstellen: innerhalb des Systems, externe Schnittstellen: zum Umfeld
2 Stoffflusse, Energieflusse, Informationsflusse

3 Betriebsstoffe, Hilfsstoffe, Rohstoffe

Bild A-12: Leitfaden zur Bewertung von Anderungsauswirkungen von Anforderungen
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A2.6 Projektcharakteristika zur Auswahl von Vergleichsprojekten

Tabelle A-3:  Projektcharakteristika

Antwortmoglichkeit

Wie hoch ist der Innovationsgrad des zu | niedrig / mittel / hoch
entwickelnden Systems?
Wie hoch ist die Wahrscheinlichkeit von | niedrig / mittel / hoch
Anderungswiinschen durch den Kunden?
Wie hoch ist die Sicherheit politischer | niedrig / mittel / hoch

Verhiltnisse, die Einfluss auf das
Entwicklungsprojekt haben?

Wie hoch ist die Komplexitidt des | niedrig/ mittel / hoch
Projekts?
Wie hoch ist die Liefertreue des | niedrig/ mittel / hoch
Lieferanten?

Wie gut sind wir im Vergleich zu unserer | schlechter / gleichwertig / besser
Konkurrenz positioniert?

Sind strukturelle Anderungen beim | ja/nein
Kunden zu erwarten?

Sind interne strukturelle Anderungen zu | ja / nein
erwarten?

Werden Zu- oder Abginge von |ja/nein
Mitarbeitern im Projekt mit technischem
"Know-

How" erwartet?

Wenden wir strukturiert | ja / nein
Anforderungsmanagement-Methoden im
Projekt an?

Findet ein diszipliniibergreifender | ja / nein
Austausch statt?
Sind Kundenanforderungen eindeutig | ja/nein
formuliert?
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A2.7 Systemmodellierung

Ein Systemmodell ist eine Informationsquelle, die die Konsistenz zwischen
verschiedenen Entwicklungsartefakten, wie Anforderungen, Funktionen oder Test-Cases
gewihrleistet [Est08]. In Abhidngigkeitsmatrizen enthélt jede Zelle numerische oder
bindre Informationen iiber die Abhédngigkeit zwischen dem betrachteten Artefakt der
Zeile und Spalte [CSE04]. Dies fiihrt zu einer exponentiell wachsenden Anzahl von
Zellen, die pro hinzugefiigtem Artefakt gefiillt werden miissen. Ein Ansatz zur Abbildung
von Artefakten und zur Erfassung von Abhédngigkeiten ist ein Systemmodell. Ein
Systemmodell wird unter der Verwendung von drei Komponenten erstellt:
Modellierungsmethode (1), Modellierungssprache (2) und Modellierungswerkzeug (3)
[Dell14]. Verschiedene Methoden beschreiben das Vorgehen zur Modellierung, zum
Beispiel OOSEM [Fril4] und SYSMOD [Weil4]. Zusitzlich konnen verschiedene
Modellierungssprachen zur Beschreibung des Systems verwendet werden, zum Beispiel
UML [Obj05] und SysML [Objl9]. Verschiedene IT-Anbieter bieten Tools zur
Ausfiihrung von SysML an, zum Beispiel IBM Rhapsody oder Cameo Systems Modeler
von Dassault Systems. [GWK22]

Die System-Architektur ist Teil des Systemmodells. Die Modellierung der System-
Architektur zielt darauf ab, dass das entwickelte System, bzw. Software-Werkzeug die
Anforderungen erfiillt und robust gegeniiber Anderungen ist [FA02]. In Bezug auf die
Entwicklung eines Software-Werkzeugs ist die System-Architektur in zwei Bereiche
eingeteilt. Die Infrastrukturarchitektur ist eine holistische, operationale Sicht auf das
System [FAO02]. Dazu zdhlt die Beschaffenheit des technischen Systems, bzw. die
Hardware (zur Ausfiilhrung der Software) und beschreibt auch das Management des
technischen Systems (Kapazititsplanung, Softwareverteilung, Datensicherung und
Wiederanlauf) [Sch21]. Die Software-Architektur beschreibt die funktionale Sicht auf die
Software. Hierzu zdhlt die Struktur und Aufteilung von Softwarekomponenten, sowie
Schnittstellen [FA02]. Relevante Diagramme zur Modellierung der Software-Architektur
sind: Anforderungsdiagramme, Use-Case-Diagramme, Aktivititsdiagramme, Klassen-
diagramme und Komponentendiagramme [Weil4]. Anforderungsdiagramme werden
speziell in SysML verwendet. Es werden die Anforderungen an ein System mit ihren
Relationen untereinander (horizontal) sowie zu weiteren Modellelementen (vertikal)
dargestellt. Ein Beispiel fiir eine horizontale Relation ist ,,Derive Requirement
Relationship®: eine Anforderung wird aus einer anderen Anforderung abgeleitet. Im
Systemmodell wird sie durch <<deriveRqt>> abgebildet. Ein Beispiel fiir eine vertikale
Relation ist ,,Verify*: die Anforderung wird durch den verkniipften Test-Case verifiziert.
Use Case Diagramme beschreiben das Verhalten eines Systems durch Interaktionen mit
einem Akteur. Innerhalb eines Aktivitdtsdiagramms werden Elemente, welche
Aktivititen des Systems reprasentieren, mittels Kontroll- und Datenfliissen verkniipft.
Klassendiagramme beschreiben die Struktur und das Verhalten von Objekten. Das
Komponentendiagramm stellt die Schnittstellen zwischen Komponenten des Systems
durch Relationen und Konnektoren dar. [Weil4]
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A3 Aktivitaten zur Einbindung von Industrieanwendern

Die Ubersicht entwicklungsbegleitender ~ Aktivititen zur Einbindung von
Industrievertretern listet alle explizit durchgefiihrten Aktivititen zur Einbindung von
Industrievertretern auf, die zur Untersuchung des Anwendungszusammenhangs, der
Anforderungserhebung sowie der Entwicklung und Validierung der Methodik
durchgefiihrt wurden. Die Aktivitdten und Unterlagen werden fiir die Projekte ARCA und
BIKINI aufgefiihrt. Aufgrund von Geheimhaltungsvereinbarungen werden die
Aktivitaten und Unterlagen fiir das ZWM Projekt nicht aufgefiihrt.

A3.1 ARCA: Rahmendaten von Aktivitaten und Unterlagen
Tabelle A-4:  Aktivititen zur Einbindung von Industrievertretern in ARCA

ID Rahmendaten

A-W1 | -Art: Workshop

-Beschreibung: initiale Anforderungserhebung

-Teilnehmer: Abteilungsleiter, Projektleiter, Teamleiter, Prozess- / Tool-
Verantwortliche, Anforderungsmanager, Entwickler und Fachreferent
-Dauer: 180 Minuten

-Zeitpunkt: 02.2020

A-W2 | -Art: Workshop

-Beschreibung: Spezifizierung und Priorisierung der Anforderungen;
Definition von Use-Cases

-Teilnehmer: siche A-W1

-Dauer: ca. 120 Minuten

-Zeitpunkt: 04.2020

A-R1 | -Art: Regelaustausch (ca. monatlich)

-Beschreibung:  insbesondere  Diskussion von Zwischenergebnissen
hinsichtlich Eignung und Praxistauglichkeit und Charakterisierung der zu
beriicksichtigenden Rahmenbedingungen

-Teilnehmer: in der Regel Abteilungsleiter, Anforderungsmanagerin,
Prozessverantwortlicher und ein bis drei wechselnde Anwender

-Dauer: 30-60 Minuten

-Zeitpunkt: 01.2020 bis 12.2021

A-W3 | -Art: Workshop

-Beschreibung: Finalisierung Use-Cases

-Teilnehmer: Anforderungsmanagerin und Prozessverantwortlicher (Summe:
2 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 04.2020




Anhang

170

1D
A-W4

Rahmendaten

-Art: Workshop

-Beschreibung: Diskussion der Praxistauglichkeit des Risikoportfolios
-Teilnehmer: Anforderungsmanagerin und Prozessverantwortlicher (Summe:
2 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 09.2020

A-W5

-Art: Workshop

-Beschreibung:  Diskussion und  Anreicherung der Liste mit
RisikosteuerungsmaBinahmen und MaBnahmen zur Identifikation von
Unsicherheiten

-Teilnehmer: Anforderungsmanagerin und Prozessverantwortlicher (Summe:
2 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 11.2020

A-W6

-Art: Workshop

-Beschreibung: Erfassung der Ist-Prozesse und Definition der Soll-Prozesse
bei Anwendung der Methodik (Anderungs- und Risikomanagement),
Erfassung von Software-Landschaft und Definition erforderlicher
Schnittstellen

Teilnehmer: Abteilungsleiter, Anforderungsmanagerin,
Prozessverantwortlicher, Fachreferent und Anwenderin (Summe: 5
Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 12.2020

A-W7

-Art: Workshop

-Beschreibung: Validierungsplanung (Anforderungen, verfliigbare Daten,
Rahmenbedingungen)

-Teilnehmer: zwei Abteilungsleiter, Anforderungsmanagerin,
Prozessverantwortlicher, Fachreferent und Anwenderin (Summe: 6
Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 01.2021

A-W8

-Art: Workshop

-Beschreibung:  Validierung der Methode zur Bewertung der
Anderungsauswirkungen und prototypische Umsetzung

-Teilnehmer: ~ Anforderungsmanagerin,  Prozessverantwortlicher — und
Anwenderin (Summe: 3 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 03.2021
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ID Rahmendaten

A-W9 | -Art: Workshop

-Beschreibung:  Validierung der Methode zur Bewertung der
Anderungswahrscheinlichkeit und prototypische Umsetzung

-Teilnehmer: Abteilungsleiter, Anforderungsmanagerin,
Prozessverantwortlicher, Fachreferent und Anwenderin (Summe: 5
Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 04.2021

A-W10 | -Art: Workshop

-Beschreibung:  Validierung der Methode zur  Analyse von
Anforderungsabhingigkeiten und dessen prototypische Umsetzung
-Teilnehmer: ~ Anforderungsmanagerin  und  Prozessverantwortlicher
(Summe: 2 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 05.2021

A-W11 | -Art: Workshop

-Beschreibung: Validierung der Methode zur Risikosteuerung und
prototypische Umsetzung sowie der vorgesehenen Lernmechanismen
-Teilnehmer: Abteilungsleiter, Anforderungsmanagerin und
Prozessverantwortlicher (Summe: 3 Teilnehmer)

-Dauer: 120 Minuten

-Zeitpunkt: 06.2021

A-W12 | -Art: Workshop

-Beschreibung: Validierung des Referenzprozesses zur Einflihrung und
Anwendung der Methodik

-Teilnehmer: Abteilungsleiter, Anforderungsmanagerin und
Prozessverantwortlicher (Summe: 3 Teilnehmer)

-Dauer: 90 Minuten

-Zeitpunkt: 11.2021

A-F1 -Art: Bewertungsbogen

-Beschreibung: Validierung der prototypischen Losung

-Teilnehmer: Anforderungsmanagerin, Prozessverantwortlicher, Teamleiter
und Entwicklerin (Summe: 4 Teilnehmer)

-Dauer: ca. 30 Minuten

-Zeitpunkt: 11.2021 bis 12.2021

A-11 -Art: semi-strukturierte Experteninterviews je Industriepartner (3 Stiick)
-Beschreibung: Detaillierung und Anreicherung der
Bewertungsbogenergebnisse Teilnehmer: siche A-F1

-Dauer: 30-45 Minuten

-Zeitpunkt: 12.2021
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A-W1

Fragestellung: Wie kann das ARCA Projekt fiir Sie einen Mehrwert bringen? [Ole22]

o Bei welchen Problemen aus meinem Arbeitsalltag konnte mir das Projekt helfen? (rot

— vgl. nachfolgende Tabellen)

e Welche Anforderungen sind zu beachten, damit die Ergebnisse fiir mich niitzlich
sind? (griin — vgl. nachfolgende Tabellen)

e Ist das Projekt interessant fiir mich? Auf welche Art und Weise konnte ich mir
vorstellen an dem Projekt mitzuwirken? (orange — vgl. nachfolgende Tabellen)

Abteilungsleiter Anforderungsmanagerin, Teamleiter, Anfor-  Fachreferent ,Software®
Product Ownerin derungsmanager  Architektur
Name, Vor- | Anonymisiert 1 Anonymisiert 2 Anonymisiert 3 Anonymisiert 4
name
griine Karte |offene Schnittstellen | Prognose fir Anderungs- | modulare und auto- | Schnittstelle zu géngigen
(in-export), wahrscheinlichkeit der matisierbare Anforderungstools,
adaptive Algorithmen | Anforderungen, Schnittstellen, Anwendbarkeit in typi-
die ,mitlernen*, Anderungsauswirkungen | M&glichkeit zur Pro- | schen Projekten
anschauliche Darstel- | erfahren (Referenzen tokollierung und
lungen der Ergebnisse | grafisch aufarbeiten) Reporting des Pro-
ze556s
orange beratend Manabe- Review der Anforderun- | Stakeholder / End- | Austausch zu Normen und
Karte ment- bzw. Unterneh- | gen an das Tool, anwender Unternehmens-Vorgaben
mensperspektive ,Ol- | bestgehende unterstiit- | Knowhow zu Soft-
Kannchen® zende bei der Methode, | ware Agilitat Anfor-
Interesse fir Interviews | derungsmanage-
und Frageb&gen zur Ver- | ment
figung stehen
rote Karte | Abhangigkeitsanalyse, Systematik bei Eva- | Umsetzung Standardpro-
Handlungsempfehlun- luierung von Anfor- | zesse in der Praxis
gen derungen und An- | (Risikobewertung, Anfor-
derungen derungen)
Bild A-13: Workshopergebnisse Teil 1
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funktionale Sicherheit Toolkette anforderungsba-  Projektleiter, Product
siertes Testen Owner
Name, Anonymisiert 5 Anonymisiert 8 Anonymisiert 7 | Anonymisiert 8
Vorname
griine Abhéngigkeitsana- | gute Dokumentation auch des - Einbindung in etablierte
Karte lyse fir Mechatronik / | Entscheidungs- / Entwicklungs- ALM-TOOLS (Azure,
Elektronik wie auch | prozesses, Jira, ...) méglich
Funktion / Software | modularisierte Software, bei der
wir ggf. spater Module erwei-
tern / austauschen kénnten,
liefert ,richtige” Ergebnisse
orange  |Methoden/Toolge- |technische Grundlage aus Sicht |- Anforderungen an die
Karte stlitzte Entschei- LInformatik flr mich interessant, Anwendungen erheben
dungsoptionen Schnittstelle interessant, Testnutzer
Fachliche / Kaufman- | semantische Auswertung durch
nische IT 1&sst sich auf andere Prob-
Mechanik / Elektronik | leme tibertragen
rote Karte |Risikoeinschatzung | Grundlage far Aufgabenstellung | Herausfiltern von | Anforderungspflege in
fur Anforderungsab- | durch Vorgesetzte verbessemn ,Schlechten® An- | laufenden Projekten ver-
hangigkeit von der | (aus Sicht als Implementierer) forderungen einfachen, #Lebende Do-
Entwicklungsphase (nicht testbar, un- | kumentation,
vollstandig) Risiko- und Change-
management in sehr klei-
nen Projekten ohne Pro-
jektleiter todgesttitzt
ohne ,viel* Ausbildung
der MA

Bild A-14: Workshopergebnisse Teil 2



Anhang

A-W2

Anforderungen an das Projektergebnis
Priorisierung

= Priorisierung nach Balzert, H.: Lehrbuch der Softwaretechnik:
Basiskonzepte und Requirements Engineering, Spektrum Akademischer
Verlag, Heidelberg, 2009

®m Priorisierung nach dem Kriterium Notwendigkeit mit den folgenden
Auspragungen:

= Essenziell (essential): Die Software wird nicht akzeptiert, wenn die
Anforderung nicht in der geforderten Weise realisiert wird. (Prio. 1)

= Bedingt notwendig (conditional): Die Anforderung wertet die Software
auf. Wird sie nicht realisiert, dann wird die Software aber nicht
unakzeptabel. (Prio. 2)

® Optional (optional): Die Realisierung der Anforderung kann wertvoll sein,
muss es aber nicht. Die Anforderung gibt dem Auftragnehmer die
Maoglichkeit, Uber die vorhandenen Anforderungen hinauszugehen. (Prio. 3)

HEINZ NIKDORF INSTITUT
Lehrstuhl tir Produktentstehung Univ.-Prof. Or.-ing. lris Graller JHIVERSITAT PADERBIRK

Bild A-15: Priorisierungskonzept fiir Anforderungen

Anforderungen an das Projektergebnis A
Stakeholder-Anforderungen Rc /

Funktionale Anforderungen — Eingaben

A,: Der Support soll fir den Anwender eine Funktion bereitstellen, um die
Beweggriinde flr eine Anforderungsanderung fir eine Anforderung zu notieren.
(Prio. 3 - SdF)

A,: Anforderungen aller Granularitatsstufen/Hierarchieebenen sollen mit dem
Support verarbeitet werden konnen (ggf. sind bestimmte Vorinformationen zur
Hierarchieebene der Anforderung erforderlich). (Prio. 2 ~ Neu & SdF)

A,: Die Datengrundlage des Supports fiir die Risikoberechnung sall
projektspezifisch vom Anwender angepasst werden konnen. (Prio. 2 - Neu)

Support = Projektergebnis SdF = Stand der Forschung/Technik

HEINZ NIXDORF INSTITUT
Lehrstuhl fiir Produktentstehung Univ.-Prof. Or.ing. Iris Graitler INIVERSATAT PADERRORK

Bild A-16: Funktionale Anforderungen an die Eingaben
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Anforderungen an das Projektergebnis
Stakeholder-Anforderungen

Funktionale Anforderungen — Verarbeitungsschritte

Ay: Der Support soll unternehmensspezifisches Expertenwissen (tbc) mit
einbeziehen. (Prio. 2 - Neu & SdF)

A;: Verfiigbare Daten und Informationen aus existierenden Datenbanken (tbc — z.
B. Anderungsdaten) sollen genutzt werden. (Prio. 3 — Neu & SdF)

Ag: Das Expertenwissen der Anwender soll in der Datengrundlage abgebildet
werden. (Prio. 2 - Neu & SdF)

A;: Als unsicher eingeschéatzte Ergebnisse sollen dem Anwender nicht fiir die
Entscheidungsfindung bereitgestellt werden. (Prio. 2 - Neu)

Ag: Das Anderungsrisiko soll automatisiert vom Support berechnet werden.
(Prio. 1 - Neu)

Ay: Die Anderungswahrscheinlichkeiten von Anforderungen sollen abgeschétzt
werden. (Prio. 1 - Neu)

HEINZ NIXDORF INSTITUT
4 Lehrstuhl fiir Produktentstehung Univ.-Prof. Dr.-ing. Iris Grafler IMIVERSITAT BADERRORN

Bild A-17: Funktionale Anforderungen an die Verarbeitung (I/I)

Anforderungen an das Projektergebnis
Stakeholder-Anforderungen

Funktionale Anforderungen — Verarbeitungsschritte

Ayo: Die Auswirkungen (tbc) von Anforderungsanderungen sollen
abgeschétzt werden. (Prio. 1~ Neu & SdF)

Ay4: Der Support soll auf aktuellen wissenschaftlichen Methoden aufbauen.
(Prio. 1)

Ay,: Der Support soll die Qualitat (tbc) von Anforderungen bewerten.
(Prio. 3 - SdF)

HEINZ NIXDORF INSTITUT
Lehrstuhl fiir Produktentstehung Univ.-Prof. Dr.-ing. Iris Grafler IMIVERSITAT BADERRORN

Bild A-18: Funktionale Anforderungen an die Verarbeitung (1I/11)
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Anforderungen an das Projektergebnis
Stakeholder-Anforderungen

Funktionale Anforderungen — Ausgaben
A3 Es sollen Risikosteuerungsmaltnahmen vorgeschlagen werden.
(Prio. 1 - SdF)

A,;: Der Anwender soll durch den Support bei der Auswahl

von Risikosteuerungsmafinahmen unterstiitzt werden (z.B. Leitfaden).
(Prio. 2 - Neu)

A,s: Die Unterstiitzung bei der Auswahl von Risikosteuerungsmafinahmen
soll zunehmend genauer werden (Lerneffekt). (Prio. 3 - Neu)

Ay Es soll pro ausgegebenes Ergebnis (tbc) angegeben werden, wie
verlasslich/genau das Ergebnis vom Support prognostiziert wird. (Prio. 3 - Neu)

HEINZ NIXDORF INSTITUT
& Lehrstuhl fir Produktantstehung Univ.-Prof. Or.-ing. lris Grafiler INIVERSITAT BADERIORN

Bild A-19: Funktionale Anforderungen an die Ausgabe (I/Il)

Anforderungen an das Projektergebnis A *TA’
Stakeholder-Anforderungen 'ff g

Funktionale Anforderungen — Ausgaben

A,;: Umgesetzte Risikosteuerungsmaflnahmen sollen in Relation zu den
betroffenen Anforderungen/Anderungen im Support angezeigt werden kénnen.
(Prio. 3 - SdF)

Ayg: Im Support soll angezeigt werden, welche Person eine Anforderungsanderung
vorgenommen hat. (Prio. 2 - SdF)

Aqq: Im Support soll angezeigt werden, welche Person welche Risikosteuerungs-
mafinahme fiir eine Anforderung ausgewahlt hat. (Prio. 3 - SdF)

Ay Im Support soll eine Anderungshistorie (tbc) fiir jede Anforderung
dokumentiert werden. (Prio. 2 - SdF)

A,4: Die vom Support bereitgestellte Informationsgrundlage soll bei einer
Entscheidung dokumentiert werden. (Prio. 2 - SdF)

HEINZ NINDORF INSTITUT
Lehrstuhl fiir Produktentstehung Univ.-Prof. Dr.-ing. lris Grailer IMIVERSITAT BADERRORN

Bild A-20: Funktionale Anforderungen an die Ausgabe (II/I])
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Anforderungen an das Projektergebnis
Stakeholder-Anforderungen

Nicht-Funktionale Anforderungen — Benutzbarkeit
A,;: Das Nutzerinterface soll intuitiv bedienbar sein. (Prio. 2)

Ay: Moglichkeit zur eigenstandigen Einarbeitung in den Support soll vorhanden
sein. (Prio. 2)

A,,: Die Ergebnisse des Supports und deren Herleitungen missen fiir den
Anwender nachvollziehbar dargestellt werden. (Prio. 1 - Neu)

HEINZ NIXDORF INSTITUT
&  Lehrstuhl fir Produktentstehung Univ.-Prof. Dr.-ing. Iris Grailer INIVERSITAT PADERBORN

Bild A-21: Nicht-funktionale Anforderungen an die Benutzbarkeit

Anforderungen an das Projektergebnis A r’lA
Stakeholder-Anforderungen k‘F

Nicht-Funktionale Anforderungen — Realisierung

A, Datenaustausch zwischen dem Support und den Tools der Anwender (tbc) soll
ohne manuellen Aufwand mdoglich sein. (Prio. 2 - Neu)

Ay Der Support soll projektiibergreifend anwendbar sein. (Prio. 1 - Neu)

A,;: Die Funktionalitat des Supports soll unabhangig von Software-Produkten sein
(Stand-Alone Lésung). (Prio. 1)

Nicht-Funktionale Anforderungen — Einfiihrung, Nutzung und Betreuung

Ayt Relativ zum Projektumfang soll der Anwendungsaufwand gering sein (tbc).
(Prio. 1)

HEINZ NINDORF INSTITUT
9 Lehrstuhl fiir Produktentstehung Univ.-Prof. Dr.-ing. lris Grailer IHIVERSITAT PADERRORN

Bild A-22: Nicht-funktionale Anforderungen an die Realisierung
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A-W3

Detailierung der Use-Cases (l/lll)
Rolle des Entwickler/in

4 Log in
‘/ Rolle auswahlen

/l Anforderungsliste auswahlen ]

// Anforderungsliste importieren I
/' /A Erweiterte Anforderungsiiste_exportieren _ |
/

2 Anforderungsdaten andern ] /.‘ Risiko Detailinformationen abrufen I

A |

< —-{ Risikoportfolio aufrufen I
\'I Risikobeurteilung von Anforderungen &ndem I

Risikobeurteilung von

—_,] Abhangigkenten einzelner
Anforderungen anzeigen

nicht |

bei I
NS
\ 4| Fitern nach Abhangigkeitstypen |

‘ 2u den @ I

HEINZ NIXDORF INSTITUT
JNIVERSITAT PADERBORN
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Bild A-23: Use-Case Entwickler/in

Detailierung der Use-Cases (Il/lll)
Rolle des Anforderungsmanager/in

Rollen auswahlen Eingabe Experienwissen

Datengrundlage fur den -
Support importiaren '“‘--l Import historischer Daten I

Datengrundlage des Supports
- bearbeiten

———__| Datengrundlage des Supports
exportieren

Anforderungs-

Bewerten der Cualitat von
= | Anforderungen

-k“"‘l Anforderungsliste importieren l.---'f'_-

manager/in Erweiterte Anforderung:

exportieren | Anzeigen einzelner Altribute ]

Anforderungsdaten andern —__..I Person dokumentieran I
nder i ankegen ]

Risikobeurtailung von

Anforderungen anschaven

HEINZ NIKDORF INSTITUT
UNIVERSITAT PAL

12 Lehrstuhl fur Produktentstehung Univ.-Prof. Dr.-ing. ris Gragler JERBORN

Bild A-24: Use-Case Anforderungsmanager/in
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Detailierung der Use-Cases (lil/ll)
Rolle des Risikomanager/in

Rollen auswahlen

flage des Tools

|Rlsiwporﬂola aufrufen |

Leitfaden
Festiegung von
Risikobeurteilung =
—* von Anforderungen 4~|
anschaven Testingan
Risikomanager/in l Katalog an
Malinahmen
Anderungswahrscheinfichkeit anzeigen
einzelner Anforderungen
anzeigen

Lehrstuhl fir Produktantstahung

Univ.-Prof. Or.-ing. Iris Graitler

Bild A-25: Use-Case Risikomanager/in

HEINZ NIKDORF INSTITUT
UM IVERSITAT BADERRORN

A-W4

Hohe

Anderungsman

Al: Das System
soll die Dauer bis
2um Eintritt von

Eroigniscon in

Sekunden
angeben.

A2: Das System
muss fahig sein,
positionshezogene
Daten zu
zeitbezogenen
Daten

A3: Die
Einarbeltungszeit for
einen Entwickler,
um die Software
anpassen zu
kannen, soll kieiner
als 5 Tage sein.

umzurechnen.

durchgefihrt wird.

Niedrige

Niedrige
Anderungswahrscheinlichker

und Niedrige Auswirkungen.
Einheit der Zeit ist eher
unkeRisch, ggf. mOssten manche
Berechnungsformeln angepasst
‘werden. Sekunden ist eine Si-
Einheit und wird ublicherweise
verwendet (gerin
Wahescheinlichkeit).

Anderungswahrscheinlichk
eit, hohe Auswirkungen ->
Grundfunktionalitat, die
mit dem Kunden geklart
worden ist. Warde bei
Anderungen die ganze
Software umstellen.

Hohe

Niede:

Anderungswabrscheinichie;
i Dezentralisierung der

e

nicht wirkdich konkreosiert -> was
bedeutet anpassen gonau? Muss der
Entwicklor die SW volstandig verstanden
haben? Auswirkungen sind sher niednig,
5 mussen gg1. waitare Dokumentation
der Software erfolgen, falls Daver
verkorzt werden sollie.

Bild A-26: Auszug aus Workshop-Unterlagen (Miro-Board)

s

“or

Und Module Ist, weshalts eine Ancerung
hohe Auswirkungen hat.

Die Anderu

cheiniichiceit ist

Auswrirgen suf ole nachiraghiche
Anpassbarkeit nicht diskutert wurden.
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A-W6

Aufgrund von Geheimhaltungsvereinbarungen sind diese Unterlagen nicht &ffentlich.

A-W7

Aufgrund von Geheimhaltungsvereinbarungen sind diese Unterlagen nicht 6ffentlich.

A-W8

Grundsatzlich ist das B
" Idee fiur eitfaden far  |Bemachrere Anford
Vorgehen sinnvoll und hochsten und nach ausfall dor Auforderung: I
die Ergebnisse fragen, ob nachster Rang nach analysiert = R
A werden soll. Dann weniger Druck alle zu e
fliechend Beurteilen. Aufrufen des [Betrifl eine Auderung der wler s Desig des Systems? T
Detailansicht der ssien enmvickell werden? = T T
= - = .
Eer i oS NAL ST Anfordeurngen moglich machen. - - -
5 . i ot wecden? = = T
konkreten” Auswirkungen e die Wrkstruktur Gberarbetet werdea? T 2 G
anhand eines Fragebogens Schnitsielen iberacbeite sefden? L L L
(ggf. vorab fisst Tiosse” berucksichtiet werden? C [=
Anforderungsauswahl) e ~
2. implementieran & Totegration
(Beirift cine Auderung der i Tategration” I =
Mossicn Verfabren zuc verindet werden (z.B_Festigung)1
Missien Verfalren 70 Intecpraion verandert wercen (7 B Nowrage)? ;
e
i Zusigiche Ressourcen” beschall woden? C T 2
Ranking +
(quantitative) 3. Verifizierung & Validierung.
Experten- [Boinifft eine Anderung o Validierung? T
- ecdis? T T
einschatzung IGtormatl | Mossten ine Sberarbeitet werden?” E (x T
hinreichend? 2 : lyse “werden? T T
Kompetenz die Auswirkungen den? (& ® E
< < s cin ader & i ©
Ja, s.u. fachbereichstbergreifend zu T — e —— :
—
bewgnen (ggf. in Kleingruppen
Kleingruppen) sinnvoll, dann
ar | Gusgder 2 veitere Aspektc in Projeki? = T
= wercen
oo 7 F C =
Balken von *Keine Auswirkung?  Wie sollte das Ergebnis konkret - Sl saderl ~ — —
2u "Kritische Auswirkung" passt ~ aussehen, um darauf aufoauend "Missten Make-or Buy-: ‘Sberdacht werden?
und ist nutzbar. Ranking fir eine Risikosteuerungsmainahme
Anforderungen aus Vorauswah! auswahlen zu knnen? [Remuriung fur katen taderngn
auch passend. 2.8, Ranking, Kategorisierung, I=
Geldeinhelit . .
Keine Auswirkungen Kiische Auswirkungen
3=0 T=25
[Famweise wnd Fubaoien Auswertung der

Anwendung fir
Propagationspfad statt
einer Anforderung?

Nein, siehe
Kommentar an
der Methode

Bild A-27: Auszug aus

des Systoms, externe,
[ stotmusse, Energietiusse, informatonsisse
erriehsstoffe, Hifssioffe, Robstoffe

Auswirkungen erst anhand
Summe der Anworten und

Auswirkungen einer Anforderungsdnderung

Workshop-Unterlagen zur Bewertung

dann Anpassbar durch
Experten

der kollektiven
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A-W9

Problemstellung und Zielsetzung

= Um die siner werden

Informationen benatigt, um
1. die Einflasse durch exogene Anderungsimpulse zu bestimmen. Diese
Anderungsimpulse werden durch Initiatoren wie Politik, Lieferant oder
Markt verursacht. Benatigte Informationen: Ein Maf3, welches die
Wahrscheinlichkeit, dass sich eine Anforderung durch einen
Anderungsimpuls aufgrund eines bestimmten Initiators andert, abbildet

den Einfluss endogener Ursachen zu bestimmen. Endogene
Anforderungsanderungen entstehen aufgrund von Pmpsgllmﬂuﬁelden
Benotigte Informationen: Ein Maf, weiches die Kon
Anforderungssets abbildet, sodass die Wahmcmmhchkm omu Anaoru»g
aufgrund von Propagationsefiekten abgeschatzt werden kann
Zur Berechnung der missen diese
(1.: Exogene Anderungswahrscheinlichkeit, 2.: Endogene

2u einer Berechnung

werden_

Es muss ermittelt werden, welche Initiatoren fir welche Anforderung relevant

sin

Hierzu wird eine Expertenbewertung durchgefuht

= Eswerden die Kapitel-Uberschriten in der Anforderungsliste betrachtet und
pro Kapitel die relevanten Initiatoren manuell festgelegt

= AlsHiffestellung kann die Tabelle mit Anderungsimpulsen und kisoren
herangezogen werden: Welche Anderungsimpulse werden
Anfmdamngen in diesem Kapitel erwartet?”

die Initiatoren,

dw fur die Kapitel-Uberschritt wsgmnn sy zugeordnet

Berechnung: MaR fiir die exogene

u-.,«u---u— iz

gom:hnung: MaR fiir die exogene

= Um die exogene Anderungswahrscheinlichkeit abzuschatzen, werden
historische Daten von Referenzprojekten verwer

= Referenzprojekte sind Projekte, die ahnliche Charakteristika wie das.
aktuelle Projekt besitzen und ahnlich von den Initiatoren einer Anderung
beeinflusst werden

' Die Mentkation von Refeenzprojeten wird durch das Ausfallen ines
Fragebogens unterstitzt. Zusatzlich kann manuell eine Auswahl getroffen
werden

= Die historischen Daten bestehen aus
= Anzahl Anforderungen
= Anzahl der gesamten Anderungen (aufgeteilt in endogen und exogen)

= Die exogenen Anderungen werden nach der Ursache der Anderung
(bezogen auf den Initiator) unterteilt

= Aus den wird eine
gebildet, indem die Werte der
summiert werden

Pro Anforderung werden die Anderungen fur die relevanten Initiatoren summiert

= Relevanz der Initiatoren wird aufgrund der Zuordnung der Anforderung zum
Initiator festgelegt

= Diese Summe wird durch die Anzahl der gesamten Anderungen diidiert
= Zusammenfassung in einer Formel
b Bgn(r = e derhntrmge i fr et orangrins st
ecagen(r

Gesamte Arzahl der Anderinge

der relevanten

= * dieser Wertist ein Indikator fr die exogene Anderungswahrscheinlichkeit
und keine absolute exogene Anderungswahrscheinlichkeit

s H
O () S i = S 1

[reTepr—— [Eorp——— frpde oty

Mar fiir die

e r——— [Eorre——— pinp by

Mag fiir die

Eswird ein Mal3 benatigt. um die Konnektivitat der Anforderungen
widerzuspiegeln, sodass der Einfluss durch Propagationsefiekte deutlich wird
Hierfur wird, analog zur Auswirkungsanalyse, der PageRank verwendet

= PR(r) ~—. d}:,,.,;. ,,'

Beispiel aus dem ARCA Workshop vom 23.03.

v

GemaR dem Zufallssurfermodell” wird der PageRank normiert, um eine
ir die einzelnen

= Eswird der PageRank samtlicher Anforderungen durch den hochsten
PageRank diidiert. Zusammenfassung als Formel.
oy
]

. PR = 2

Um den Indikator fur die endogene Anderungswahrscheinlichkeit zu berechnen
und in ein geeignetes Verhaltnis Zu Py, ; Zu setzen, wird der normi

nk mit dem Anteil der endogenen Anderungen im Verhaltnis zu dﬂ
Gmrmzunl der Anderungen multipliziert

G AR e Rkernge

 Perogen(r) = PR - e,

0% Biggen(r) S SEEE AN entogmerdermgen

Gesamce Anzanl der Anderingen

- it

Bild A-28: Auszug aus

Workshopunterlagen

EETrp—— e —— Tt

zur Bewertung der

Anderungswahrscheinlichkeit von Anforderungen
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A-W10

2ur Er von
Input Output
. Prediction
Do Knlamyobotr mus g ein 0 vols el s o sfomren
3 < Anforderungstext Original_ID He MIDIP diction I
Der Knick 7 gen 4 Y Classifier - lginel_| ) i
v mc — 0 knickarmroboter fishig 230 vok wechselstrom tr. 0 0
verzorgen
1 knickarmioboter fahig 230 vok wechselstrom i 0 0
e 2 nickarmroboter fahig 230 vot wechselsrom & 0 [}

[}
\
/
Preprocessing ey MOdel laden /
oo \ /
! S

Dt oicksmeosoter muss fing sein 230 Vot Wethsaltrom s ransformeren

] Cluster

‘der knickarmroboter muss die méglichkeit bieten einen transformator anzusc
hlieRen der knickarmroboter muss fahig sein 230 volt wechselstrom zu transf
Normalize |—» ormieren’

M Der Kni nuss die Moglichkeit bieten einen anzusch
lieBen
['Der’, 'Knickarmroboter’, 'muss’, ‘die’, 'Miglichkeit', ‘bieten’, 'einen’,
Tokenize | -» ‘Transformator', ‘anzuschiieSen’]

+

Remove i i bauteilen vermeiden knick
Stop Words

Stem /
Lemmatize

Bild A-29: Auszug aus den Workshopunterlagen zur Abhdngigkeitsanalyse
Anforderungen

von
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A-W11

Dem Anwender werden
Anderungswahrscheinlichkeit alle
Risikosteuerungsmaiin
ahmen gezeigt und es
werden geeignete

MaRnahmen
Erwartungswert der Anzahl der Anderungen (0-unendlich) Voipeschioeen
Vorschlag der Art
der
Risikor Risikosteuerungsma

Bnahme anhand der
Auspragungen der
Risiko-Kennzahlen

. S Gt wenn
0,33 BelspleI: Griiner Er
ansfer Bereichiss der Anzahl der
MaRnahmen: Anderungen <
Risikoakzeptanz 0,33 und

Kritikalitat < 33%

Anderungsauswirkungen
33% /
Kritikalitat (0-100%)

Y Hifezu Rikosteueungamatinshmen - ACA Tool 21

i p Seutestrg s
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'
2
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Anderungsausitkungen durch Propsgtion

Bild A-30: Auszug aus den  Workshopunterlagen zum  Risikoportfolio  von
Anforderungsdinderungen
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A3.2

BIKINI: Rahmendaten von Aktivitaten und Unterlagen

Tabelle A-5:  Aktivititen zur Einbindung von Industrievertretern in BIKINI

1D Rahmendaten

B-WI1 | -Art: Workshop
-Beschreibung:  Vorstellung des Methodik Konzepts; Vorstellung
exemplarischer Lastenhefte und Nutzungsszenarien der Anwendungspartner
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Projektleiter Krause
DiMaTec GmbH, Projektleiter Additive Marking GmbH Software-
Entwickler, Projektleiter RHaug GmbH, UX-Designer, Wissenschaftliche
Mitarbeiter (Summe: 21 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 08.2021

B-W2 | -Art: Workshop
-Beschreibung: BIKINI Kick Off; Workshop zu Use-Cases der Extrahierung
und Formalisierung von Anforderungen
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Projektleiter Krause
DiMaTec GmbH, Projektleiter Additive Marking GmbH Software-
Entwickler, Projektleiter RHaug GmbH, UX-Designer, Wissenschaftliche
Mitarbeiter (Summe: 31 Teilnehmer)
-Dauer: zwei Tage
-Zeitpunkt: 09.2021

B-W3 | -Art: Workshop
-Beschreibung: Anforderungserhebung an die Methodik mit Projektpartnern
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Software-Entwickler,
UX-Designer, Wissenschaftliche Mitarbeiter (Summe: 7 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 10.2021

B-W4 | -Art: Workshop
-Beschreibung: Uberarbeitung initialer Anforderungen
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Software-Entwickler,
Wissenschaftliche Mitarbeiter (Summe: 6 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 11.2021

B-R1 | -Art: Regeltermin
-Beschreibung:  Regeltermin  mit ATOS zur Besprechung der
Implementierung der Methodik zur Extrahierung und Formalisierung
-Teilnehmer:  Projektleiter ~ATOS,  Software-Entwickler = (Summe:
iiblicherweise 3-6 Teilnehmer)
-Dauer: 60 Minuten
-Zeitpunkt: Ab 11.2021 bis Projektende
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1D Rahmendaten

B-WS5 | -Art: Workshop
-Beschreibung: User-Storys der Methodik bei EDAG
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Projektleiter Krause
DiMaTec GmbH, Projektleiter Additive Marking GmbH Software-
Entwickler, Projektleiter RHaug GmbH, UX-Designer, Wissenschaftliche
Mitarbeiter (Summe: 15 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 11.2021

B-W6 | -Art: Workshop
-Beschreibung: Vorstellung des Konzepts der Abhingigkeitsanalyse von
Anforderungen
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Projektleiter Krause
DiMaTec GmbH, Software-Entwickler, UX-Designer, Wissenschaftliche
Mitarbeiter (Summe: 8 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 01.2022

B-W7 | -Art: Workshop
-Beschreibung: Vorstellung des initialen Mockups des Software-Werkzeugs
der Methodik
-Teilnehmer: Projektleiter EDAG, Projektleiter ATOS, Software-Entwickler,
UX-Designer (Summe: 7 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 05.2022

B-W8 | -Art: Workshop
-Beschreibung: Uberarbeitung des initialen Mockups des Software-
Werkzeugs der Methodik mit Perspektive Implementierung
-Teilnehmer: Projektleiter ATOS, Software-Entwickler, UX-Designer
(Summe: 6 Teilnehmer)
-Dauer: 120 Minuten
-Zeitpunkt: 10.2022

B-W9 | -Art: Workshop
-Beschreibung: Validierung der modellierten Software-Architektur
-Teilnehmer: Software-Entwickler (Summe: 3 Teilnehmer)
-Dauer: 60 Minuten
-Zeitpunkt: 11.2022

B-F1 | -Art: Bewertungsbogen

-Beschreibung: Validierung der prototypischen Losung

-Teilnehmer: Projektleiter EDAG, ATOS, Krause DiMaTec GmbH, Software-
Entwickler, UX-Designer (Summe: 10 Teilnehmer)

-Dauer: ca. 30 Minuten

-Zeitpunkt: 01.2023
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B-wW1

AP3 Advanced Requirements Engineering
Ubersicht Methodik

xtrah nd F hini A

Sunkhonad

nicht-funktons

Klassifizierte Anfordenangen

niche- umvolstindg
endg H

swnwm“m'o
f 77 Gt
ol

| Formalisierte Anforderingen

\,
Risiko-Dimessiomn

wahrscheimicokey A2Hungen

HEINZ NIXDORF INSTITUT
10 Lehrstubd fir Produktentstehung Univ.-Prot. Dr.4ng. Iris Grasler NIVERSITAT PADERBORH

Bild A-31: Initiales Methodikkonzept

AP3 Advanced Requirements Engineering
Input: Extraktion und Klassifikation natiirlich-sprachlicher Anforderungen

y * Input: Natirich-sprachiiche
Ay: DasDUAP-System sall sine Java- Texte aus Spazifikations-
Softwarshasis verwenden.” — dokumend=n
richt-funktionale Anlorderung e

Ay Die Eingatedenste des DUAR-Systems Y *  Pre-Processing: Entfarmen
soben Sondendaten von einzeinen o ¥ won Stopp-Warternund
Fehrzeugenempfangen.” Tt POS-Tagaing

funktionale Anfordeming 1
Ay DasDUAP-Systemmusainderlage [ + Processing: Kassikation
sein, Wetterdaten zuerfassen ' - der Tedde

funktionale Anforderning Uberwachtes
A Die Dokumentenkontrofiummes fr MaschinellesLernen - OQutput; Klassen nicht-
dieses Dokumentistin der Fulizeiledes = funktionale Anforderung”
Dokurents enthalten * =11 " funkticnais Anforderung”

keine Anfardening keinednfordenmg’

Ausziige aus dem Spezifikationsdokumant
des DUAP-Systems g

Belspielnputiar A
Wairter: (Dokumentenkontrolnumemer, Dokument, Fubizele, Dokumants, enthaiten)
POS-Tags: (MM, NN, NN NN, VB}  NN: Momen, Singular; VB: Verb

HEINE RINDORF IRSTITUT
Lanrstubd fiir Produkentste ang Ui -Prod. Or.dng. Iris Gradier BREES I THT FADE RRII&

Bild A-32: Extrahierung von Anforderungen Konzept
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AP3 Advanced Requirements Engineering
Output: Formalisierung von Anforderungen durch ein Metadaten-Modell

S | System: str | | Prozesswort: str ]
T
,-’/

"\
P
—_ funktionale
Anforderung

technolegische

Anforderung o ™~

nicht-funktionale

P
a darung 4
7

gegenstand; sir Elgenschaft: str
t!._tm; RINDORE INSTITUT

12 Lehrstubd fir Produktentsteung Univ-Pred. Or.4ng. Irs Gradler R

Bild A-33: Initiales Metadatenmodell formalisierter Anforderungen

B-W2

AP3 Advanced Requirements Engineering
Use-Case Partialmodell fiir die Rolle des/der Anforderungsmanager:in

e

Qualitdt prifen

Anforderungs-",
Ingenteur:in

7 A
aa

HEINE RINDORF INSTITUT
11 Lehrstubd fir Proguktentstebung Ui -Prod. Or.dng. Iris Gradier RS Ti T B RHLI&E

Bild A-34: Use Case Anforderungsmanager
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AP3 Advanced Requirements Engineering
Use-Case Partialmodell fiir die Rolle des/der Risikomanager:in

Komponente: Extrahierung und Formalisierung von Anforderungen)
=<lncludes>

Risiko- b .y
managerin
1

L

aemittaln

<ot ludes= .
o ermitialn
SEUSWIKLNgEN

1

1

]

]

]

]

]

1

]

1

1
Andenungswahrscheinbchieit :
1

1

A ]
Ermitisin I
1

]

I

]

]

]

HEINE RINDORF INSTITUT
24 Lefhrstubd fiir Produktentsteung Univ-Pred. Or.4ng. Irs Gradler \IVEES TRT F RHOGH

Bild A-35: Use-Case Risikomanager

AP3 Advanced Requirements Engineering
Use-Case Partialmodell fiir die Rolle des/der Entwicklungsingenieur:in

Entwurl auswiitiden

Parametar der Entwiire

* =<includes> .-
3 sinlessn

T o==ineludess

Referanzan!
Nachhalligke

Entwickiu ngs-"\.
ingenieur:in

HEINE RINDORF IRSTITUT
Lenrstubd fir Proguktentstehung Univ-Pred. Or.4ng. Iris Gradier {IWEBSITRT § RHEMEE

Bild A-36.: Use-Case Entwicklungsingenieur
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B-W3
Moglichkeit zur
Versionierung von
extrahierten und
formalisierten
Anforderungen
m[rmwv«um(-vmmmmu
Méglichkeit,
extrahierte und «tunctonsiRequrements.
formalisierte oen antorderungen
1 _____ struktureren/ecteren m
Anforderungen ,'“m?"w&m o autorensystem
2u editieren Anforderungen verwatten
konnen ™
| —
«functonaRequrements
Anforderungen anzeigen
19="24.1"
Text = “Das System muss
Die extrahiertenung  Anforderungen anzeigen
formalisierten konnen.”
missen fir den
Nutzer dargestellt
‘werden konnen.
Moglichkeit zur
Darstellung der e
extrah. und ol
form. =
Anforderungen | ——

Bild A-37: Auszug aus digitalen Workshop-Unterlagen (Miro-Board)

ol — | Tt
1B @ % Engangsdaten |
2 [E 301 Interdisziphinaritat der Anford Systeme (2.8. Mechanik, verarbeiten
[37 @
4 B[ 3! Methoden
s @ ng e
(_ @ 2 !
7 @ a3 wforderung o,
8 @ 54 %
|9 | @ 315 selekton . oy
lﬂ_ @ s ‘Dhi\w .\12
11 & [ 32 Anwendung °’c-°’eel’e
12 @ 21 Die fugbar sein. Y &,
3 @ 22 ‘o‘,%o”q
10| [ 523 Franzenge 4 m% 3
15 [ 32.4 Alzeptabler ,,&, beurtelen.
16 @ 25 T e
gy S
17 |8 [ 33 Ergebris Cp, 2 S,
18 », &, N5 s,
m 51 4. 70, 8, Chs
0 02 — n serioggi RPN

Bild A-38: Initiale Stakeholder-Anforderungen
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req[f uriich. astenhefte [ E Verarbetung naturich-sprachiicher Lastenhefte ])
«functionaRequirements
Verarbeitung natirlich-
Id="22"
Text = "Das System muss
_ — >{Funktionaiitaten zur
o Verarbeitung
ederiveRoahy, - ~ natiirich-sprachlicher
i = Lastenhefte beinhalten F <
| 7 "“ e S
| -demeﬂeqt; ’ |«derieReats \ \-umm,\ deriveReqts
! ’ | \ Ny
! z | \ ~
Extraktion von Qualitatsprifung von a il e
Import Lastenheft
ld="221" ld="225" 1d="224" erkennen 10="222"
Text = "Das System muss ':'x'l‘ ="Das System muss Text = "Das System muss. ld="223" Text = "Das System muss.
aus det E atirlich-
aturich dge bieten, die vieten, ein s e N
t;:e;nmgtm extrahieren :luu::; :tzn Anforderungen Las\enn7 importieren.” n erkennen konnen.” formalisieren konnen
Bild A-39: Initiale funktionale Anforderungen an die Methoden
B-wW4
Anforderungen an das Projektergebnis
Priorisierung
m Priorisierung nach Balzert, H.: Lehrbuch der Softwaretechnik:
Basiskonzepte und Requirements Engineering, Spektrum Akademischer Hnkss ‘;? N
Verlag, Heidelberg, 2009
rechts: Prio

= Priorisierung nach dem Kriterium Notwendigkeit mit den folgenden

Auspragungen:

= Essenziell (essential): Die Software wird nicht akzeptiert, wenn die
Anforderung nicht in der geforderten Weise realisiert wird. (Prio. 1)

Bedingt notwendig (conditional): Die Anforderung wertet die Software
auf. Wird sie nicht realisiert, dann wird die Software aber nicht

unakzeptabel. (Prio.

2)

Optional (optional): Die Realisierung der Anforderung kann wertvoll sein,
muss es aber nicht. Die Anforderung gibt dem Auftragnehmer die
Maoglichkeit, Uber die vorhandenen Anforderungen hinauszugehen. (Prio.

.
)
B

2 Lehrstuhl fir Produktentstehung

Univ.-Prof. Dr.-ing. Iris Grasler

Bild A-40: Priorisierungsschema von Anforderungen

HEINZ NIXDORF INSTITUT
INIVERSITAT PADERBORN



Anhang

191

Verwaitung von
Anforderungen

B

Text = “Das System muss
Anforderungen verwalten
konnen.*

functonaRequrements
. Anforderungen anzeigen

Id="241

Text = “Das System muss
Anforderungen anzeigen
Konnen "
f—‘u";;-—"‘;_—‘*'m> eroquirements o e o
anzeigen Formalisierte
—
ld="2411 |~ _5' ;‘J’ '72‘9“"","‘“'9"“ >
|Text = "Das System muss . e
|extranierte Text = "Das System muss
L anzeigen konnen ™

Bild A-41: Exemplarische Priorisierung von Anforderungen (Miro-Board)

B-W5

Aufgrund von Geheimhaltungsvereinbarungen sind diese Unterlagen nicht &ffentlich.
B-W6

Abhangigkeitsanalyse
Motivation und Zielsetzung

= Heutige Entwicklungsprojekte sind durch eine hohe Komplexitat, Dynamik und Unsicherheit gepragt
= Kontinuiarliche Anpassung der Entwicklungsziele ist unvermeidbar

* Anforderungsanderungen sind zentrale Ursache fir Projektfehlschlage

= Hohe Kosten durch Propagationseffekte

ielsetzung

Risikemanagement von Anforderungsanderungen ermoglichen und umsetzen durch die

A dungeiner soft gestotzten Methode

Hoher Automatisierungsgrad der Methode zur Anwendbarkeit fur umfangreiche Anforderungssets
Mot dig hierfor ist elne aut isierte Abhangigkeitsanalyse

5 | Gt Wl it Uity Praf, O tog. kis Getlne HERZ MIXDOR S
Letwstubl fon Presdasinntsiching i -k

Bild A-42: Motivation Abhdngigkeitsanalyse von Anforderungen
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Abhéngigkeitsanalyse
Vorarbeiten HNI-PE

Klassifizierung der Anforderungs-
Abhangigkeiten ' abhingigkeiten

Abh = Abhengighat

7| Gt Wt it Uiy, Prof, firteg. by Gesfler NEMZMXIOR MSTTUT | D)
| Letwstuhl s Procskisnisizhung HIVERSITAT PROERIOIRN

Bild A-43: Vorarbeiten in ARCA

Abhéngigkeitsanalyse
Handlungsbedarf

Daten - /Natum‘ch—sprachliche
Vorbereitung Anforderungen
= Evaluation verschiedener Modelle zur . '
Klasslfizierung, insbesondere BERT Teilmenge labeln -
JKinstliche®

= Binare Kiassifikation {abhangig/nicht- Daten
abhangig)
= Generierung kunstlicher Daten / Daten Klassen:
Augmentation + keine Abhangigkert / keine

S FPropagation
AL |+ Abhangigkelt/ Propagation
Loop
Klassifizierte
Abhangigkeiten (GAC+20] (MBE+18]

93 | e W s Uit Prof. Qr_tog. leix Gesler EEZ NI P
| Letmsiuhl b Procsiinntsizhung WIVERSITAT PADERDORH

Bild A-44: Initiales Konzept Abhdingigkeitsanalyse
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Bild A-45: Initiales Mockup (digitale Workshopunterlagen)
» Fortschriusanzeige for )é Log-Nachricht mit
" . :‘z:sz‘w Fehlermeldungen
N N p< S gm’M e b (warum z.B. keine
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Bild A-46: Digitale Workshopunterlagen zum Einlesen einer Spezifikation (Beispiel)
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Bild A-47: Auszug aus digitalen Workshopunterlagen (I/111)
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Bild A-48: Auszug aus digitalen Workshopunterlagen (1I/111)
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Bild A-49:

|

Auszug aus digitalen Workshopunterlagen (111/111)
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B-w9
mwm[gwl
®
et
rogece
Sosegsmatric
Daten aus Referenzprojekten oo Anderungshistorie einlesen ) Loore:
alsinputin
Gesamte
Anderungsnan
rscheinlichiceit
| Exogene )
Anforderungsabhangigkeiten 1———— | PageRank der )

Bild A-50: Exemplarisches Aktivitdtsdiagramm aus den digitalen Workshopunterlagen

zur Validierung der Software-Architektur
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B-F1

Bewertungsbogen zur Validierung

Liebe(r) Teilnehmer(innen),

zur Validierung der Methodik zur Extrahierung und Formalisierung von Anforderungen mochte
ich Sie bitten, diesen Bewertungsbogen auszufillen. Die Validierung ist in die folgenden vier
Bereichen unterteilt:

1) Thesen zur Ist-Situation
2) Thesen zur Anwendbarkeit des Software-Werkzeugs
3) Thesen zum Anwendungsaufwand

4) Thesen zum Mehrwert der Methodik-Anwendung

Bitte bewerten Sie die Thesen in den darauffolgenden Blocken nach der folgenden Skala:
e 2:stimme zu

e 1:stimme cher zu

o 0:teils / teils

e -1: stimme eher nicht zu

e -2:stimme nicht zu

Ich méchte mich bereits im Vorfeld herzlich fiir die Mitarbeit bedanken!

Daniel Preuf
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Thesen zur Ist-Situation

1) Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manueller Aufwand
notwendig.

| 0-2 | 0-1 | 0o | 01 | 02

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung iblicherweise nicht direkt interpretierbar. Es besteht ein Bedarf nach
formalisierten Anforderungen.

| 0-2 | 01 | 0o | 01 | 02

3) Anforderungsdnderungen werden in Unternehmen noch nicht systematisch gehandhabt.

| 0-2 | 0-1 | Oo | 01 | 02

Thesen zur Anwendbarkeit des Software-Werkzeugs

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| 0-2 | 0-1 | 0o | 01 | 02

5) Ich empfinde das Software-Werkzeug als unnétig komplex.

| 0-2 | 01 | Oo | 01 | 02

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-Werkzeug zu
nutzen.

| 0-2 | 01 | 0o | 01 | 02

7) Ich finde, dass es im Software-Werkzeug zu viele Inkonsistenzen gibt.

| 0-2 | 0-1 | 0o | 01 | 02

8) Ich kann mir vorstellen, dass die meisten Leute das Software-Werkzeug schnell zu
beherrschen lernen.

| 0-2 | 0-1 | Oo | 01 | 02

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-Werkzeug
arbeiten kann.

| 0-2 | 01 | 0o | 01 | 02

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

| 0-2 | 01 | 0o | 01 | 02

11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme
anwendbar.

| 0-2 | 0-1 | 0o | 01 | 02

12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne
Entwicklungsprozesse integriert werden kann.
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0-2 | 01 | 0o 01 |

0?2

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in der Regel

ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen verfiigbar:

a | nein
a) | Naturlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft :
(Datengrundlage zur Anwendung der Extrahierung und Klassifizierungvon | 0
Anforderungen)
b) | Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren
(Doméanenlexikon: Formalisierung von Anforderungen) = =
c) | Wissen zur Definition von Textindikatoren von Schlussel-Wert-Paaren
(Domanenlexikon: Formalisierung von Anforderungen) = =
d) | Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung von 0 0
Anforderungen)
e) | Anforderungsabhiangigkeiten (naturlich-sprachliche Anforderungspaare
sowie die Abhangigkeit zwischen den Anforderungen) fur das initiale 0 0
Training eines KI-Modells (Abhangigkeitsanalyse von Anforderungen)
f) | Wissen zur Bewertung von Anforderungsabhangigkeiten
(Abhéngigkeitsanalyse von Anforderungen) = =
g) | Anzahl der aufgetretenen Anforderungsanderungen in vergangenen
Projekten (Anderungshistorie) = =
h) | Wissen zur Bewertung von Auswirkungen von Anforderungsdanderungen
(Risikomanagement von Anforderungsanderungen) = =

Thesen zum Anwendungsaufwand

14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons; Auswahl und Vorbereitung von
Anforderungsabhdngigkeitsdaten; Zusammenstellung einer Anderungshistorie vergangener
Projekte;

0-2 | 01 | Oo 01 |

0?2

15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenheften, Priifen

und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung von
Anderungsauswirkungen; Ausgabe der Ergebnisse im CSV-Format

0-2 | 01 | 0o 01 |

02




Anhang 199

Thesen zum Mehrwert der Methodik-Anwendung

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird Aufwand
reduziert und es wird erleichtert, eine vollsténdige Anforderungsliste zu generieren.
| 0-2 | 0-1 | 0o | 01 | 02 |

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von Bauteilen
relevante Parameter aus den Anforderungen extrahiert, was zu einer Reduzierung des
Aufwands fiihrt.

| 0-2 | 01 | 0o | 01 02

18) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von Bauteilen
relevante Parameter aus den Anforderungen extrahiert, was zu einer Reduzierung des
Aufwands fiihrt.

| 0-2 | 0-1 | 0o | 01 | 02 |

19) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsénderungen besser bewertet werden.
| 0-2 | 0-1 | Oo | 01 | 02 |

20) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen kénnen Risiken
realistischer abgeschdtzt werden als zuvor.
| 0-2 | 01 | 0o | 01 | 02 |

21) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an Anforderungen
eines Anforderungssets auf Anderungsrisiken untersucht werden.

| 0-2 | 0-1 | Oo | 01 | 02 |

22) Die Anwendung des Software-Werkzeugs trdgt zur Effizienzsteigerung in der Entwicklung
komplexer technischer Systeme bei.
| 0-2 | 01 | 0o | 01 | 02 |

23) Durch den CSV-Export kénnen die Anforderungsdaten aufwandsarm in brancheniibliche
Anforderungsmanagement-Software importiert werden.
| 0-2 | 01 | 0o | 01 | 02 |




Anhang 200

A4 Unterlagen zur Methodikentwicklung

A4 Anforderungsdiagramme

req [Paket] (/&) Funktionale_ X _und_| isi von_/ U

«requirements
Anforderungsabhagigkeit

— 1d="36"
e Text="Das System muss /I

von dem Anwender die Gul
Mdglichkeit geben die
T e
T _ 7 |aerkennen." F< [
asatisfy» "
H b~ N «deriveReqty esatetyn
> « |
~ ~
te ~
«functionalRequirement» - =
Sl «functionalRequirements
Aliforderlings abhnglgkeit Anforderungsabhangigkeit
anzeigen
1d="36.1"
] 1d="36.2"
Text="Die Text="Die
Aterdenings abhanglgkeit Anforderungsabhangigkeit
kann gestartet werden e el wardan'®

7
| eriveReqts

L
«functionalRequirement»

IDvon Anforderungspaare
anzeigen

Id="36.2.1"

Text = "Die ID von

Anforderungspaaren muss

angezeigt werden.”

™ 7~
«deriveReqty | | «deriveReqt»
| 1
[
Anforder 9 ilansicht dei
anzeigen Anforderungen anzeigen
1d="362.1.1" 1d="36.2.1.2"
Text ="Die | Text ="Die Detailansicht der
il { muss
muss angezeigt werden." |angezeigt werden."

Bild A-51: Anforderungsdiagramm ,, Anforderungsabhdngigkeiten erkennen* [Zha22]

voq Pakel] Anforderungen [ Fnklonake_Avforderungen_Extahierung_und_Formaiserung_von_Anforderungen | |
Gul asalitys Extrahierts Anfordarungen
ffffffffff zoigon
0= 35" .
Toxt = "Das Systom muss
dem Anwender die L eremes !
Maglichkeit bieten, F | |
exrabiert fnfordonungen | *Corhofeas | i
anaszoigon” |
| |
—_— |
I | ! !
«dorvaRacts
| |
| | ;
L , 1
Tag anzsigen Art dor Anfordarung i i i ilansi 1D anzsigen angi
= anzolgen igon = anzoigon
Toxt="Der Tag muss 0= 352" 10 ="35.4" 1a="355" 1D muss la="35.7"
angezigtwerden." Text="Die At der Tox = ot =1 Text="Die
ford muss . Anfordenungsabhénigkeiten
miissen < 3 missen g
"
] ! erveRncts
R |
“funcionalRequrements “tuncsonafsqurermenty
anzeigen
7En
="In dor Beschroibung
misson ihra
die L
Montage und die positiven
Rickmeldungen an den
Kunden kiar angezoigt
werden.”

Bild A-52: Anforderungsdiagramm "Extrahierte Anforderungen anzeigen" [Zha22]
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req [Pakal) Anforderungen | f§] Funkionale_Anforderungen_Extrahierung_und_Formmlsierung_von_Anforderungen | |
requirmonts
a="34"
R R AT Ry e i i e o e e odesReas 5
dom Anwondor dio |
| Wbglichkoit biotan, ain
| Projektay erstellon.” |
| 4 ! |
\ | ! |
re— | i
| ! ¥
| |
! K | \
“functonaRequronents
Ibung dos Projokts Lastonhoft-Typ fostiogen Projokt vorwalton
oingobon = =
9 =343 9 wderiveRegs |9~ 345 aderiveReats
o 4, Text="Das System muss Text = "Die. SNERAY 5 Tex = "Das Systemmussdem € - — |
Text="Das System muss | |Text="Das System muss | |dom Anwendar dic o | Anwendor dio MBglichkait i
Gem Anwender die. dem Anwender die bglichkaitbieten, dic ok i Brwonder: | iz el Eoojokt i verwaiion.*
ket o i die . [
Name des Projekts Projekts o ! T |
einaigeben” detaliert einasgeben.” bR £ driveRacts
kil 0 N | A— i o/
Projkt affnen
41 51 0="3452" 453
Text="Das System muss x="Das Systom muss | |Text="Das Systommuss | [Text="Das System muss
dom Anwandor die dam Anwender dio dom Anwendor die dom Anwondor die
3 o . i
| = 3PDF-Lastonhofte k — |Projoktzusfinon: Projoktzu léschon. Projokt z archiioron.
| |hochalaen | - i
, |
|cdervefeqs seriyeRscyy
“luncionaRaqu
Toxtsogment extrahioren
107344117
Toxt = "Das System muss
dom Anwandor dio ot
glichkoit bieton, das missen von dom Anwendar

Bild A-53: Anforderungsdiagramm "Projekt erstellen” [Zha22]

7o Petel] Arferdarungan 1 Foriensle_Anfordarunger_Exraherung_urd_Fermalsarung_on_ Anforderungen 1 |

ety
ctstye S Rekovn =L
fffffffff Anforcerungsindors =
g Risikoanalyse
S =55
N ——— e JTew=pesswemmues | memw = -
dem Anwender die E
o R D _ | bgicnketgeben, wenn P i
atoorusss I I
i s ! 'S G
| ) ! !
| |
| | ! !
, v
Erwartunga 2 o Dutaianaicht von Rk dor Anforderung
‘mzeiger o Andrung nieigen Antoraeru Antorderungen snaeigen beracmen
=2 =85 - o w
Totx ="Der v Tt 36" ot =Dia rlorterun Tt ="Das Rk dar
cor. Gesan an [Text="Das Risikoron missen in Dol angumiyl | Anorcerung karn
o berochnol warcen”
™
[

!
~ drcienaRacuremens

Toxt="Wor dla fnerung
utit, muss dio
Auswithung bearaeitet
werdon”

4=
Text = Die Anfordarunger
misssan in CSV-Famat
hochgeladen warden”

Bild A-54: Anforderungsdiagramm "Risiko von Anforderungsdnderungen anzeigen"”
[Zha22]
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req [Paket] Anforderungen | [ Funkionale_Anforderungen_Exirahierung_und_Formassierung_von_Anforderungen U

Sehllissel-Wert-Paare

‘ arequirements
gigen |

jm e ORI, oo v i s et SfText="Das Systemmuss & — — — — — — — — — — _ _ _ ¢ sduiveleqly’ SO oD o ‘
dem Anwender die
' - e o Sgichkeitgeben. die & _ _ _ _ _ o = |
1 | - | Sehlussel-WertPaare adlrhvaronds, | i
| | anaimigen o 41 ) :
| L4
|
1 ! i i . 1 |
? : i |<deriveReats i ! |
t i I 1 | ! 1
: L | { ! |
eischalten o 1Dder
FECIED Treischai o
Text = "Der Wert kann 72 _ anzeigen
a - e Anforderungen Text="Die muss t
Cheaom angezeigtwerden.
werden. " konnen freigeschaltet o
" |erden” ™ a angomigtwarden”
|

7
|
I
|

asatistys

Bild A-55: Anforderungsdiagramm

[Zha22]

"Schliissel-Wert-Paare

detailliert

anzeigen"

o4 ]
“funcionaRoquromonts
Detailansicht der
1a="355"
Text = "Die Detaiansichtder
pnforcerungen muss.
angezeigt werden.” -
5 i D ~
£ ’ R
nhoRucts, < dochoRuct, S, ~ _cdorvaRocty
P \ <
# \ i
e / e Mg
[ uncionaerirenents ~
ungasbir Sehigssol-Wort-pasre ~ [ “fonctonarequrenents
inzsigen igen ‘Tag anzeigen
51 553" T
Text = Das System muss. Text = Das System muss Bt |~ —ee
dom Anviondor dia dom Arwandor dio oS el )
Miglchkeitbistendie |~ |Anforderungsbeschreibung | — — — — — 6
Anfordarungsabhangigkeit muss angezeigt werden." ' Schlissel-Wert-Paare !
anzuzigen” —_ anauigen” |
|
T T I acerveRects i sgeriveRs
I | I 1 L |
| | I | ! |
I i I 1 f |
wovoroais | [ I sl [ |
| | | | ! I
' | I 1 ! I
i I I ' b |
' I I 1 L |
i
v " v 1 A |
R Y
A inautigen | Tovcnen | T Siswinien Rineutigen Toscnen Tag hinzufigen il
0] 7 512" la=95531" = 5 = > a="3554.1"
14="35532 14="35533 = 3
Text="Das System muss Text="Das System muss Te="DecAmwendorkann | |7 o5 Lot Text ="Der Tag muss e iy
dom Anvender die dem Anwender die die Sehii i s
o [lswstish: miissen hinaugefigt missen geloscht werden.”
hinzuaifigen.” ut6schen” bediadl

Bild A-56:

Anforderungsdiagramm

[Zha22]

"Detailansicht

der Anforderungen anzeigen"
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req [Functional Requirement] Anforderungsabhéngigkeit starten [E Anforderungsabhéngigkeit starten ])

starten

«functionalRequirement»
Anforderungsabhangigkeit

Id="36.1"
Text = "Die

Anforderungsabhangigkeit
kann gestartet werden."

Vv

|
| «deriveReqt»

Fenster fiir

anzeigen

«functionalRequirement»

Abhangigkeitsfeedback

Id="36.1.1"

werden."

Text = "Das Fenster fur
Feedback muss angezeigt

T

V2

| «deriveReqt»

geben

«functionalRequirement»
Feedback zur Abhangigkeit

Id="36.1.1.1"

Abhangigkeit muss
gegeben werden."

Text = "Ein Feedback zur

«deriveReqt» /
/

I’A
«functionalRequirement»

Anforderung als abhéngig

klassifizieren
Id="36.1.1.1.1"
Text = "Die Anforderung
kann als abhangig
klassifiziert werden."

\ «deriveReqt»
N

A

«functionalRequirement»

Anforderung als nicht-
abhangig klassifizieren

Id="36.1.1.1.2"

Text = "Die Anforderung
kann als nicht-abhangig
klassifiziert werden."

Bild A-57: Anforderungsdiagramm "Anforderungsabhdngigkeitsanalyse

[Zha22]

starten”
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A4.2 Use-Case Diagramme

use case Anforderungen in Wissensbasis exportieren [ S Anforderungen in Wissensbasis exportieren ]J

Anforderungen in
Wissensbasis
exportieren

«include» /
7
/

\ «include»
\

\

Formalisierte

Natiirlich-

Anforderungen A SfprZChliche
exportieren nforderungen
exportieren

|

Wissensbasis

Bild A-58:

Use-Case-Diagramm "Anforderungen in Wissensbasis exportieren" [Zha22]

use case erkennen[ %) erkennen U
Anforderung als
abhéngig
klassifizieren
“dncluder
I
o - -
Fonster fiir incl Foedback zur incl Anforderung als
Abhangigkeitsfee shnchides Abhangigkeit iincludey, nicht-abhangig
dback anzeigen geben Klassifizieren
| includen
|
‘Abhéngigkeitsan
alyse starten
include
angigkei von Anforderungsabh wncluder _/ Anforderungsabh
————— zngigkeiten Lt angigkeiten
erkennen anzeigen
L
|includen
incl Dvon incl Detailansicht der
Anfordsringsbeschre ). <1 chuder . orderingspsa; |)o okden, ‘Anforderungen
9 ‘9 re anzeigen anzeigen

Bild 4-59:

Use-Case-Diagramm "Anforderungsabhdngigkeiten erkennen" [Zha22]
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use case Projekt erstellen [.] Projekt erstellen ]J

Projekt 6ffnen Projekt Idschen
~

_ncluden J«include» P

~ I L

Projekt Verwalten

linclude»
I

Projekt erstellen

-

o %= 1
«include - «inciide» .~ dincluden

- I

-

Name des Projekts
eingeben

Projekts eingeben

Projektinitiierung

«includen

Projekt archivieren

&nclude»

Lastenheft-Typ
festlegen )

«include»

PDF-Lastenheft
hochlade

fincluden

Textsegmente
extrahieren

e
P :cmduden

-

-
s i
- Anforderungen _«include» Anforderungen
o klassifizieren formalisieren
- -

l Formalisierung von Anforderungen

Bild 4-60: Use-Case-Diagramm "Projekt erstellen" [Zha22]

use case Risiko von A

[ 5] Risiko von A

1

Risikoanalyse

Risiko der
Anforderung
berechnen

Anforderungs-
beschreibung
anzeigen

N «include»
=i

\

«include»

Anderungsauswir-
kungen anzeigen

Risiko von

| «include»

«include» /
| /

\«include»

Anforderungsander
ungen analysieren

~
\ «include»
\

A " Detailansicht der Risiko von
:::eer:r:)?;‘é:‘;;: Anforderungen Anforderungsander-
9 anzeigen ungen anzeigen

Erwartungswert

der Anzahl von

Anderungen
anzeigen

Anderungshistorie
einlesen

7

7 «include»

«include»
o |

7

«include»

Erwartungswert
berechnen

~
S
include»
~5

~
~

Bild A-61: Use-Case-Diagramm "Risiko von Anforderungsdinderungen analysieren”

[Zha22]
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use case Schliissel-Wert-Paare detailliert anzeigen [ E Schliissel-Wert-Paare detailliert anzeigen ]J

Schliissel anzeigen

i 74
«|nclude»/

vd
7

IDdes Schliissel-
Wert-Paares
anzeigen

\«include»

N Konflikt anzeigen

N

«includg» s
Schliissel-Wert- -
Paare detailliert
anzeigen

«include» __

Wert auswahlen -

T~ — include»

, / \ .
«Include»/ \ «include»

4 N

\

Detailansicht der
Anforderungen
anzeigen

Schliissel-Wert-

Wenn ein Paare freischalten

Schiissel-Wert-
Paar in einer
Anforderung
gefunden wird,
soll eine
Detailansicht
mdglich sein,
ansonst nicht ->
modeliieren

Bild A-62: Use-Case-Diagramm "Schliissel-Wert-Paare detailliert anzeigen" [Zha22]

use case Exirahierto Anforderungen anzeigen ] Extrahierte Anforderungen anzeigen ] |

Artder
Anforderung
Anforderungs- anzeigen
abhangigkeiten -
inzeigen I Tag anzeigen
N '
\ N cinclude»
Anforderungs- \cinclude dindiudas® I dncluder
beschreibung N | P
anzeigen s

e

\
. ~ _include»
Schliissel-Wert- e
Paar auswahlen

" " Extrahierte
% o slhdudes Detailansicht der _«includey Anforderangen
i ordel nzeigen
S~ winclude»_.
Schliissel-Wert- ™ «includes Schliissel-Wert- 7 i ~
Paar hinzufiigen / Paare anzeigen / «mclude»( \ «include»
~
dncluder _ ~ «ncluder / / e

=7 /
Schliissel-Wert- /
Paar Idschen
/
Tag anzeigen

-

Natiirlich-
sprachliche
Anforderungen
anzeigen

Formalisierte
Anforderungen
nzeigen

| ncluder

1
Anforderungs-
beschreibung

anzeigen

l«include»

I

|
Schliissel-Wert-
Paare anzeigen

«include»
Y

: :
)

N include»
N

Bild A-63: Use-Case-Diagramm "Extrahierte Anforderungen anzeigen" [Zha22]
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A4.3 Aktivitatsdiagramme

activity Abhé i [ 2] Abhéngigkei 1)

Anforderungspaare bilden .
input te Anforderungen

BERT-Modell initialisieren Trainingsdaten
Modell output ] input

L e manuell ifizieren Eé' put 4{ Antworten von Experten ]

inpu E( BERT-Modell aktualisieren J

{ Kennzahlen berechnen ] Hew

Abbruchbedingung erfiillt?

[ = = r output J tcTdor

Bild A-64: Aktivitdtsdiagramm "Abhdngigkeitsanalyse"” [Zha22]
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activity Etrahierung und Klassifizierung von Anforderungen | [ Extrahierung und Kiassifizierung von Anforderungen ])

input

PO Lastonhoft |

Textelemente exlrahlsrer; )

Ki-Modell zur

ung | input == output
von Anforderungen Textelemente klassifizieren nach Anforderungsart i )—9| :Extrahierte Anforderungen
& F input \l/
e eneniextkon }—ﬁ[{" Formalisierung von Anforderungen )

i

Bild A-65: Aktivitdtsdiagramm "Extrahierung und Klassifizierung von Anforderungen”
[Zha22]

‘activity Riikoanalyse[ -2 Risikoanalyse ])

a - = - e TR S ST
) | - it Ex
e relokion “ag".A_pdamngsmsmrle einlesen und }cuwu J ogene
e J
nput
Anforderungsabhangigkeiten fﬂ&j@agemnk der a poueut “ A “
input

\_input
\

(Gesam!e Anderungswahrscheinlichkeit der Anforderungen

LT

[ Erwartungswert Anzahl Anderungen
output :

Anderungsauswirkungen

Anderungsauswirkungen bewerten |—0utput
————

Bild A-66. Aktivitdtsdiagramm "Risikoanalyse" [Zha22]



Anhang 209
activity Formalisierung von Anforderungen [ @ Formalisierung von Anforderungen ])
Extrahierte Anforderungen Anforderung einlesen
(Né'chste Anforderung auswé’hlenj
input1
I Domanenlexikon : Strukturregeln r——ﬂ—l
(Anforderungskandidaten identifizieren)
| Domanenlexikon : Textindikatoren
input2
Kandidat identifiziert?
input Ja
‘ Domanenlexikon : Schliissel H
( Schliissel-Wert-Paar Kandid identifizieren )
input1
Kandidat identifiziert? Nein
Ja
L inpug(j Schliissel in Anforderung identifizieren]
Schlissel |dent|f|2|ertJ% Nein
Domanenlexikon : Werte input [ | Wert in Anforderung identifixieren)
Wert identifiziert? Nein
Ja
Alle Anforderungen durchlaufen?
Ja r
Nein
J

Bild A-67: Aktivitdtsdiagramm "Formalisierung von Anforderungen" [Zha22]
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Ad4.4 Paketdiagramme
package klassen [ @ BIKINI Tool Klassendiagramm ])
Projekt
-Name : String p
-Datum : String Anforderungsabhangigkeit
-Beschreibung : String -ID_Abhéingigkeit : int |
T p— -ID_Anforderung_1 : int
-ID_Anforderung_2 : int
-Art-der-Abhangigkeit : String
Schliissel-Wert-Paar fntorderung
Dt -D:int
etk - -Tags : String
foonpoodl: String -Beschreibung : String
et 2tng -Art_der_Anforderung : String
-Schlissel : String
-Wert : String
-Art_der_Abhéngigkeit : String
Anderungsrisiko
-Erwartungsw ert_Anzahl_Anderungen : double
-Anderungsausw irkung : String
-Risiko : String
. . . ” "
Bild 4-68: Klassendiagramm "BIKINI Werkzeug" [Zha22]
package Extrahierung_und f von._ 7] Extrahierung_von 1)
<components E
BIKIN AP 3 Workzeug
«components &
BIKIN Wissansbasis AP 2
Anforderungen in
importieren
Domanenexperte
Projoktioiter
Risiko von lysic
«components 2]
Anforderungsmanagement Software
w ~
1 |
| | »
| | |
G Wissensbasis i Anforderungsmanagement Software

Bild 4-69: Use-Cases, Akteure und Software-Komponenten [Zha22]



Anhang

211

package Softw aremodul [ [&]) Softw aremodul ]J

PDF-Ladtenheft

FDF-Port
g

«component»

POF-Laglanheft

Anderungshistorie

Excel-Port

Abhinglgkeiten

=] «component» =1
4 &) g0 o p
it Pt leRarung von ‘ Abhéngigkeitanalyse von
Anforderungen nforderungen

Extrahierte An;urdemnnen

Anforderungsmanagement
Software

J
Extrahierte Anforderungen ‘

«component» &l

«component» il

Anforderungsabhangigkeien

Fvvma!isiur(eck%fwduunge n

& S——

Anlerdeﬁhgsrisiko

Bild A-70: Komponentendiagramm "Software-Modul" [Zha22]

Package Diagram Softw aremodul ) Softw aremodul ‘J

ol

7
|
|

|

Formalisierung von Anforderungen

‘AMSngigkelmnalyse von Anforderungen

7~
|

) | 000
— Risikoanalyse

1
Softwaremodul
th
Projektinitiierung i
[em—
I
—— Wissensbasis
i und von
E— )
von

—
_ __| Anforderungsmanagement Software

Bild A-71: Paket-Diagramm "Software-Model" [Zha22]
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A4.5  Algorithmen zum Extrahieren von Textsegmenten

split_sentences(text):
sentences

sentence. text.strip()
sentences[-1]

append -

if append:
sentences.append(sentence.text.strip())

ntences[-1]} {sentence.text.strip()}"

.nbor(-1)
identifier_refe H
-text_with_ws

d.text_with_ws

- word. text_with ws
reference_list.append(t.text)

Bild A-73: Algorithmus zum Auflésen von Co-Referenzen (Ausschnitt)
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A4.6 Algorithmen zur Klassifizierung von Anforderungen

batcher(requirements, requirements_indic
r i ! 8, len(requirements), _batch )
= requirements[i : i + _batch_size]
array([r.text requi nts_batch])

_mapping_batch quireme
eld text_batch, in

fy_requirement_typi equirements, 1z
n requirements
(requirements) if r.
quirement_text_batch, index mapping in _batcher(
relevant_requirements, indices

ifi on_|
ores.round().
e(class_k

equirement_types_class_mapping[class_key]
urn requirements

Bild A-74: Klassifizierung von Anforderungen (Ausschnitt)
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A4.7 Algorithmen zur Formalisierung von Anforderungen

ort bikini_ner

TGNORECASE

findall(self
for m in matches]

r ¢ in matching candidates]

).__init_ (regex_pattern)

in unit candidates])}

ction, entity_type):
entity type
function

, self).  init (spacy, entity

Bild A-76: Implementierte Ansdtze zur Formalisierung, Ausschnitt (II/1I)



A4.8 Domaénenlexika

"class_id": “component_authentication”,
"data_type": {
"type_class™: 'h&T{H”,
"matching candidates":
"authentication”,
"piracy”,

protection™,

Y s
“IP",

"intellectual property”,
"copyright”,
"trademark”,

"text_indicators”:
‘component™,
‘part”,
‘element”,
‘build”,
‘workpiece™,
“"specimen”,
"chain”,
"supplychain”,
‘lifecycle™,
“product”
"structure_rules”:
"rule_type”: “"classification_type",
"required_type": [
"FUNCTIONAL™,
"NON FUNCTIOMAL"

Bild A-77: Domdnenlexikon "component authentication”
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"data type": {
“type_class™:

"required
" FUNC

Bild A-78: Domdnenlexikon "component lifespan_range"
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“"class_id":
"data_type": {
“type_class™: "LIFES

B

"text indicators™:

" FUNC
"NON FUNCTIOMAL™

Bild A-79: Domdnenlexikon "component lifespan_time"
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“data_type™:
“type_class": "MANU

"text_indicators™:

“structure_rules

Bild A-80: Domdnenlexikon "component _manufacturing process"
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"class_id": ° nt_manufacturing
"data_type": {
"type class": "I I.-.IITH_I_.I'-J:T ',

"structure_rules

"rule_type":

Bild A-81: Domdnenlexikon "component_manufacturing quantity”
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"class_id": "
"data_type":

"type_class™: "MATCH",
"matching_candidates™:

Bild A-82: Domdnenlexikon "component traceability” (I/Il)
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B

"text indicators™:

"rule type":
"required

Bild A-83: Domdnenlexikon "component_traceability" (1I/1])



Anhang

v {
"class id": “type of marking",
"data_type": {
“"type class": "MATCH",
"matching candidates™:
"code”,
"dpm",
"matrix”,
"QR",

"barcode™,

"structure_rules”:

"rqle_type": "classification_type",
“required_type": [

"FUNCTIONAL™,

"NON FUNCTIOMAL"™

Bild A-84: Domdnenlexikon "type_of marking"
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“"class_id": "component_max_weight",
"data_ type":
"type class"™: "NUMBER WITH UNIT",
"unit candidates”:

"tonnes"”,

.
"miligrams",

tons",
"ton",

tonne”,
"kilogram”,
"kilograms",
"gram”,
"grams"

:'J

"text_indicators™:

"mass”,

"structure rules™:

"rule_type": "classification_type"

"required_type": [
"FUNCTIONAL",
"NON FUNCTIONAL®

Bild A-85: Domdnenlexikon "component max_weight"
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"class_id": "component_material”,
"data_type":

"type_class™: "MATERIAL"
"text_indicators":

"plastic”,

"polyamide™,

“thermoplastics”,

"thermosoft plastic”,

“steel”,
"stainless steel”,
aluminium™,
‘aluminum®”,
‘carbonftiber”,
‘glass fibre",
'rubber”,
"titanium”,

"cast iron
"copper”,
sheet™,
'tailored blank"™,

silicone",
'silicon”,

‘component material”,
'Titan",

‘lead”™,

‘Lithium”

Jd|»

"structure_rules™:

"rule_type": "classification_type"”,
"required_type": [

"FUNCTIONAL™,

"NON FUNCTIONAL"

Bild A-86: Domdnenlexikon "component _material"
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k]

text_indicators™:

k]

"structure_rules™:

"rule type™:

Bild A-87: Domdnenlexikon "component_manufacturing site"
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"class_id": "component_redesign”,
"data_type":
"type_class": "MATCH",
"matching_candidates":
"adaptation design”,
"adaption construction”,
"adaptive design”,
"adaptive construction”,

-

"adaption engineerin
"adaptive
"redesign”,

"new construction™,

[ = [ =]

-

"text_indicators":
"engineering”,

“"construction”,
"design”,
"redesign

"structure rules":
"rule type": "classification_ type",
"required type": [
"FUNCTIONAL™,
"NON FUNCTIOMNAL"™

Bild A-88: Domdnenlexikon "component redesign"




“class id": "component volume”,
"data_type":
"type class™: "NUMBER WITH UNIT",
"unit candidates™:

"meters3™,

"metres®",

"meter3?"”,
"metre®"”,
"cubic meters"”,
"cubic metres"”,
"cubic meter”,
"cubic metre",
"milimeters®",
"milimetres®",
"milimeter3™,
"milimetre3®",
"cubic milimeters™,
"cubic milimetres™,
"cubic milimeter"™,
"cubic hiliﬁet“e”,
"m",
"m3",
"cm®",
"liters"”,
"litres",
"liter”,

"litre",

Bild 4-89: Domdnenlexikon "component volume" (I/1I)
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"text_indicators":

I
"structure_rules”:
"rule type":
"required

CTI

Bild A-90: Domdnenlexikon "component_volume" (1I/I)
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"class id":
“"data_type": {
"type class™: "DATE"

E

"text indicators™:

"rule type":
"reguired t
"FUNC
"NON

Bild A-91: Domdnenlexikon "delivery date"
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"class_id": "supplier_s
"data_ type": {

"type_class™: "SUPPLIER_SELECTED
g

"text indicators":

. ]

"structure_rules

"rule type": "classificat

"required type": [
"FUNC '

"NON

Bild A-92: Domdnenlexikon "supplier selected”
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"class _id":

"data_type": {
"type_class™: "MATCH",
"matching_candidates™:

"electricity”,

Bild A-93: Domdnenlexikon "component _energy_type" (I/I)
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"text indicators™:

)

“structure rules”:

le type™:
"required type’

Bild A-94: Domdnenlexikon "component_energy_type" (II/11)
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"type_class": "MATCH",
“matching_candidates™:
"uID",
"IuIiD”,
"GTIN",

L]

"UuID™,
"GUID",

"structure_rules

"rule_type":
"required_t
"FUNC

Bild A-95: Domdnenlexikon "marking encoding"
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“class id": “"shipment”,
"data_type": {

"type_class": "SHIPMEMN

E

"text indicators™:

"shipping”
1

"structure_rules

"rule type":
"required type

Bild A-96: Domdnenlexikon "shipment"
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A4.9 Algorithmen zur Abhédngigkeitsanalyse von Anforderungen

test.y[indices qu

print(y)

learner.update

indices_labeled C [indices_que , indices_labele:

print(
print(

r s_labeled])

ion.stop(prediction tive le -.classifier.predict(train))
print(
stopping histo i ponse)

Bild A-97: Active Learning Loop (Auszug)
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A5 Unterlagen zur Validierung der Methodik

Anforderungsdaten

Aufgrund von Geheimhaltungsvereinbarungen konnen die Anforderungsdaten der
Produkte ,,Montage Riegel Haube®, ,,Haubenanpassung Stopsel” und ,,Kofferraumrollo*
nicht dargestellt werden. Es werden die gekennzeichneten Anforderungsdaten der Open-
Source Lastenhefte sowie die kiinstlich-generierten Anforderungsdaten dargestellt, die
zur Validierung der Extrahierung von Anforderungen genutzt worden sind. Auflerdem
werden die Anforderungsdaten des ,Knickarmroboters, der ,elektrischen
Gewlirzmiihle® und des ,Toasters“ dargestellt, die fir die Validierung der
Abhéngigkeitsanalyse von Anforderungen verwendet worden sind.

Open-Source Lastenhefte

A B € D
i |Cude Description and content Status Support ers:COE 88 Target 5pecie15}| 0 .f.i.;h-ing
2 ?Fixedformatdefined by the pattern X (¥ =single character alphabetical 5 (1] fishing
3 |List of accepted codes to be found at the EC ERS web site. 0 fishing
4 |(http://ec.europa.eu/fisheries/cfp/control_en forcement/ers_en.htm) (1] fishing
5 i:HH:Hours,MM:Minutes. 0X fishing
6 ;ValuesmustccnfurmtoUTCstandards.} 0x fishing
7 |ers:COE 89b Transzonal attribute GBRTZ Indicates when a vessel is engage 0 fishing
8 ?Fixedformatdefined by the pattern ¥ or N. (Y =vessel has engaged in tra (1] fishing
S |ers:COE 88a 0 fishing
10 | Directed species attribute GBRDS Directed species. o fishing
11 |Must conform to a single FAO (Fisheries and Agricultural Organisation) s 0 fishing
12 |Supported as a Norwegian requirement, o fishing
13 | Code Description and content Status Support ers:COX 92 Start of Effort de 0 fishing
14 ;Used to declare exit out of a stock recovery area or Western Waters. (1] fishing
15 |COX 93 Date attribute DA o fishing
16 | The date of the exit being reported. o fishing
17 |Fixed format defined by the pattern: YYY¥- MM-DD (YYYY = 0X fishing
18 iYear, MM = Month, DD = Date. 0x fishing
19 |Values must conform to UTC standards.) 0X fishing
20 54.4.3.5 Exit from Zone Declaration (COX) (1] fishing
21 |Copyright (c) 2009,2010 UK Fisheries Administrations All Rights Reserved 0 fishing
22 |PROTECT - COMMERCIAL [when completed] o fishing
23 |Code Description and content Status Support COX 95a Fishing effort zone 0 fishing
24 |List of accepted codes to be found at the UK Fisheries web site. o fishing
25 | (http://www.fishregister.gov.uk/schema/ers/ vi) 0 fishing
26 ;ers:COX 95 Target specie(s) attribute TS Species targeted within zone. 1] fishing
27 éFixed format defined by the pattern X (X = single character alphabetical s o fishing
28 |List of accepted codes to be found at the EC ERS web site. o fishing
29 | (http://ec.europa.eu/fisheries/cfp/contral_en forcement/ers_en.htm) C 0 fishing
30!Fixedf0rmatdefined by the pattern: HH:MM (HH = Hours, MM = Minutes, 0X fishing
31 ?Values must conform to UTC standards.} 0X fishing
32 |COX 97a Transzonal attribute GBRTRZ Indicator of whether & vessel has er 1] fishing
33 éFixed format defined by the pattern ¥ or N. (Y =vessel has engaged in tra 0 fishing
34 | Code Description and content Status Support Copyright (c) 2009,2010 UK | o fishing
25 lllcad tn malka 3 tranc 2anal fiching darlaratine n fichina

Bild A-98: Auszug aus einem Open-Source Lastenheft
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Kiinstliche Anforderungsdaten

1 |In the meantime, it stores values in $seconds_left and displays a text saying you have left 10:45 minutes after which you can reset as usual by
2 | regulations issued in conjunction with these subparts, and be at least inches high x inches wide to accommodate a passport phata for United ¢
3 |cm or less while 100 percent will sti

4 ;matsrssnd 100% will require it at 40 metres.
5

6

7

view it at 50 cm.

-50m, with 40-60 degrees FOV and 100 degree horizontal F
feet, including text and symbols.

After that point, a monthly subscription will apply for the

cluding through the use of a token provided with the device upon enrollment.

|, including authentication through biometric means {e.g fingerprint) or the use of software-
10, except when the identification information is altered or incorrect.

11 |{see definition 2, section 4 "access system 4 - No person may install or make
12 |The best products of this sort are going to be based around GPS which indicates that you'll find them in a position ta offer details like distance
13 |Therefore, it is difficult for you to moniter all your equipment continuously and instantly when monitoring by a touch on device which has lov

14 It is a must that your website offers users an easy way of getting what they want and keeping them interested and visiting you again, which is

15 The graphs must show trends in terms of change over time, but it is also acceptable to do comparisons between specificvariables at different
les as opposed to TIFF

16 |The report can be printed from any location with na requirement to purchase software or hardware, since it uses PDF
17 |Clicking an event will highlight it and open it using the Event-1D>: protocol, e.g.: savedatafeventisave_project

18 |Each event must have an ID assigned when it is added to the database and each Event has start date and end dates, which can be set from year
18 |When the user presses on an Event name it should take them to another view with more details about that event {e-mail addresses/dates of |

20 |A given event may have an end date (if you want to show it before its beginning) and another begindate if we wish to see its progress over tin
1 |All events occurring on that same day will be displ. i to show a more plete view of what hapg d during those days than just listing al|

o

r

2 The following activities and events have been provided by a local government:.
3 | Events shall be defined as any set of time-based data about one or more entities (people, places, computers) that have occurred within a spec

s

4 | The primary purpose of this system is to provide a means for displaying such things as Event Tickets, Program Information, Schedules and anyt
25 | The Event and Activity system can be accessed by the users.

6 |which will be displayed on this screen, and it will move left when an application calls for that movement.

27 |(mean scores with standard error) of standardized residuals.

'3 |obtained from mice aged 13-16 weeks.

9 | This will allow for a more efficient implementation, as not all registers will need to store an entire frame buffer (the full screen size] in memc

o

a

™

30 |The display region contains a first area (sequential) in which at any given instant, an object or objects can be displayed on one half of the displ
31 These are denoted by T1 ta 4, which have distinct visual properties depending an their status within a sequence of frames or events (for more
32 When an event is successfully executed, this action resets the timer associated with that column back to zero, and sets it again for its next invi
33 |Events in the bottom three quarters may be held simultaneously.

34 |The first quarter will be used for initializing things like game state and level logic, then we have half where all of our gameplay is happening u
35 | The battom 3 quarters holds the list.

36 |1 am currently using a timestamp column on the top 1-3 rows which is indexed in the data:.

37 |In the case of an event occurring outside it's expected range, it should be flagged as "not normal i.e not blue) and show a numerical deviation
38 |An event that has already occurred is given the color light yellow, and an event for which the next occurrence can be predicted with 100% cert

Bild A-99: Auszug aus den kiinstlichen Anforderungsdaten

PR R RrRPRERERREERREERERREEREREEENNRNNNNNNNNNNNN



Anhang

238

Knickarmroboter

1 [anforderungstext

IS

©

10
1
12
12
14
15
16
17
18
19

BEEHEERNLEEENERRBENE

The articulated arm robot must offer the possibility to connect a transformer The articulated arm robot must be capable of transforming 230 volts alternating current
The jointed-arm robot must be able to supply hardware components with different volts of direct current The articulated arm robot must be capable of transforming 2
The articulated arm robot must be able to supply the stepper motors with 12 volt direct current The articulated arm robot must be capable of transforming 230 volts al
The jointed-arm robot must be able to supply a control board with 12 volts DC. The articulated arm robot must be capable of transforming 230 volts alternating current
The jointed-arm robot must be able to dissipate heat generated by electrical components The articulated arm robot must be capable of transforming 220 volts alterna
The jointed-arm robot must be able to caol the transformer sufficiently The articulated arm robot must be capable of transforming 220 volts alternating current

The jointed-arm robot must be able to supply the fans with 24 volts direct current The articulated arm robot must be capable of transforming 230 volts alternating curr
The jointed-arm robot must be able to protect electronic components The articulated arm robot must be capable of transforming 230 volts alternating current

The jointed-arm robot must be able to avoid short-circuiting of electronic components The articulated arm robot must be capable of transforming 230 volts alternating
The articulated arm robot must be able to blow the fuse in the event of a short circuit The articulated arm rabot must be capable of transforming 230 volts alternating
The articulated arm rabot must be able to supply the Stepper Diver evenly with 12 volts direct current. The articulated arm robot must be capable of transfarming 230
The articulated arm robot must be able to connect a 24 volt DC converter. The articulated arm robot must be capable of transforming 230 volts alternating current

The articulated arm robot must be able to regulate the amperage The articulated arm robot must be capable of transforming 230 volts alternating current

The articulated arm robot must be able to regulate the amperes differently for each componentThe articulated arm robot must be capable of transforming 230 volts al
The jointed-arm robot must be able to connect stepper drivers with ampere converter The articulated arm robot must be capable of transforming 230 volts alternating
The jointed-arm robot must be able to protect the human health The articulated arm robot must be capable of transforming 230 volts alternating current

The jointed-arm robot must be able to supply an Arduino Mega with 12 volts DC The articulated arm robot must be capable of transforming 230 volts alternating currer
The articulated arm robot must be able to protect the cablingThe articulated arm robot must be capable of transforming 220 volts alternating current

The articulated arm robot must be able to be deactivated with an emergency stop switch The articulated arm robot must be capable of transforming 230 volts alternati
The articulated arm robot must be able to be completely deactivated by means of a mushroom button emergency switch The articulated arm robot must be capable o
The jointed-arm robot must be able to supply power to hardware components The articulated arm robot must be capable of transforming 230 volts alternating current
The articulated arm robot must be able to prevent hardware components from overheating The articulated arm robot must be capable of transforming 230 volts altern
The jointed-arm robot must be able to cool hardware components permanently with fans The articulated arm robot must be capable of transforming 230 volts alternat
The jointed-arm robot must be able to accept input information The articulated arm robot must be capable of transforming 230 volts alternating current

The jointed-arm robot must be able to store programs on an internal data carrier The articulated arm robot must be capable of transforming 230 volts alternating curre
The articulated arm robot must be able to be controlled with a control unit The articulated arm robot must be capable of transforming 230 volts alternating current

The jointed-arm robot must be able to control the individual stepper motors separately The articulated arm robot must be capable of transfarming 230 valts alternatir
The articulated arm robot must be able to communicate with an external computer The articulated arm robot must be capable of transforming 230 volts alternating cu
The articulated arm robot must be able to process the control signals of the external computer The articulated arm robot must be capable of transforming 230 volts alt
The jointed-arm robot must be able to interconnect hardware components The articulated arm robot must be capable of transforming 230 volts altemating current
The jointed-arm robot must be able to send a control pulse to the individual stepper motors The articulated arm robot must be capable of transforming 230 volts alter
The jointed-arm robot must be able to convert the digital communication of the computer into an analog signal. The articulated arm robot must be capable of transfor
The jointed-arm robot must be able to change the direction of rotation of the stepper motors The articulated arm robot must be capable of transforming 230 volts alte
The jointed-arm robot must offer the possibility to control the position of the gripper arm The articulated arm robot must be capable of transforming 230 volts alterna
The jointed-arm robot must offer the possibility to open and close the gripper arm The articulated arm robot must be capable of transforming 230 volts alternating cur
The jointed-arm robot must offer the possibility to send output signalsThe articulated arm robot must be capable of transforming 230 volts alternating current

The jointed-arm robot must be able to send the signals of the surveillance camera The articulated arm robot must be capable of transforming 230 vlts alternating curt

The artiruilatad arm ekt et b ahln fn camminieste with - iear intarfacn Thi artinilatnd arm rhat misct hn fanahle f francfarming 190 unlte altarmating rant

Bild A-100: Auszug aus den Anforderungsdaten des Knickarmroboters
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Elektrische Gewiirzmiihle

A

1

Dependen

2 [The diameter of the housing should be a maximum of 40mm The housing should have a maximum height of 150mm

The diameter of the housing should be a maximum of 40mm The capacity for the ground material should be at least 100cm®

The diameter of the housing should be a maximum of 40mm The upper and middle parts of the case shall be made of polished 18/10 stainless steel

The diameter of the housing should be a maximum of 40mm The middle part of the housing should be made of glass

The diameter of the housing should be a maximum of 40mm The grinder should be made of ceramic

The diameter of the housing should be a maximum of 40mm Whole peppercorns should be ground inte fine crumbs of pepper

The diameter of the housing should be a maximum of 40mm The pepper/salt millis to be operated electrically with 4 AA type batteries

The diameter of the housing should be a maximum of 40mm The weight of the pepper/salt mill should not exceed 250g without grinding material and batteries
10  The diameter of the housing should be a maximum of 40mm The grinder should work as frictionless as possible

11 The diameter of the housing should be a maximum of 40mm The motor and the grinder should generate as little heat as possible

-

12 |The diameter of the housing should be a maximum of 40mm In the open state for filling with ground material, the grinding mechanism should be decoupled from the power supply for safet

13 |The diameter of the housing should be a maximum of 40mm For hygienic reasons, when not in use, the ground material and the grinder should be protected by a cover

®

The diameter of the housing should be a maximum of 40mm The electric pepper/salt millis to be operated by a pressure switch.

15 |The diameter of the housing should be a maximum of 40mm It should be possible to read the filling level of the grinding material on the device

16 |The diameter of the housing should be a maximum of 40mm It should be possible to adjust the fineness of the ground material via an adjustment screw on the grinder
17 |The diameter of the housing should be a maximum of 40mm The case should offer a high-quality feel for the user

18 |The diameter of the housing should be a maximum of 40mm An indicator of the available energy should be installed to contral the battery level

19 |The diameter of the housing should be a maximum of 40mm An LED should be installed for a better overview of the filling level of the chamber for the ground material
The diameter of the housing should be a maximum of 40mm tothe battery be ensured as effortlessly as possible

21 The diameter of the housing should be a maximum of 40mm Thanks to a split housing, cleaning of the grinder and the chamber of the ground material should be possible

8

The diameter of the housing should be a maximum of 40mm In use, the electric pepper/salt mill should operate as quietly as possible

The diameter of the housing should be a maximum of 40mm The ceramic grinder should be operational for at least 100 hours of use

The diameter of the housing should be a maximum of 40mm The maximum allowable manufacturing cost per unit should be less than €9.50
The diameter of the housing should be a maximum of 40mm The delivery date should be no later than 01.01.2018

The housing should have a maximum height of 150mm The capacity for the ground material should be at least 100cm®

The housing should have a maximum height of 150mm The upper and middle parts of the case shall be made of polished 18/10 stainless steel
The housing should have a maximum height of 150mm The middle part of the housing should be made of glass

The housing should have a maximum height of 150mm The grinder should be made of ceramic

‘The housing should have a maximum height of 150mm Whole peppercorns shauld be ground into fine crumbs of pepper

31 |The housing should have a maximum height of 150mm The pepper/salt mill is to be operated electrically with 4 AA type batteries

The housing should have a maximum height of 150mm The weight of the pepper/salt mill should not exceed 250g without grinding material and batteries
The housing should have a maximum height of 150mm The grinder should work as frictionless as possible

The housing should have a maximum height of 150mm The motor and the grinder should generate as little heat as possible

BRR

BB

FICIIEIE

8

The housing should have a maximum height of 150mm For hygienic reasons, when not in use, the ground material and the grinder shiould be protected by a cover
The housing should have a maximum height of 150mm The electric pepper/salt mill is to be operated by a pressure switch.

The housing should have a maximum height of 150mm It should be possible to read the filling level of the grinding material on the device

The housing should have a maximum height of 150mm It should be possible to adjust the fineness of the ground material via an adjustment screw on the grinder
The housing should have a maximum height of 150mm The case should offer a high-quality feel for the user

The housing should have a maximum height of 150mm An indicator of the available energy should be installed to control the battery level

B8y

S
58

Bild A-101:Auszug aus den Anforderungsdaten der elektrischen Gewiirzmiihle

Toaster

35 The housing should have a maximum height of 150mm In the open state for filling with ground material, the grinding mechanism should be decoupled from the power supply for safety reasc
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1

Ipependency

2 [For even browning of both sides of the toast, a bread

be installed. The e 32 helght of 20 cm at any point.

3 For even browning of both sides of the toast,

4_ For even browning of both sides of the toast, a bread slice centering device should be installed. 2 parallel extra long slots to toast four loaves at the same time.

5 |For even browning of both sides of the toast, a bread

be installed. A into the housing.

be nstalled.

length of 35 cm.

6 For even browning of both sides of the toast, a bread slice centering device should be installed. The width of the housing should be 13 cm.

7_For even browning of both sides of the toast,

be installed.

8_For even browning of both sides of the toast, a bread slice centering device should be installed. Maximurm power of 1000 W.

9 |For even browning of both sides of the toast, be installed. levels / browning

10 For even browning of both sides of the toast, a bread be installed.

11 For even browning of both sides of the toast, be installed. ight of the toaster be less than 1.7 kg.
12| For even browning of both sides of the toast, be installed. Do notallow defc f due to heat.

13 | For even browning of both sides of the toast, be installed. pring the breads

14 For even browning of both sides of the toast, a bread slice centering device should be installed. Stop button for manual termination.

15 For even sides of the toast, be installed. Lift function for easy removal of the loaves.

16 For even browning of both sides of the toast, a bread slice centering device should be installed. Light up during operation.

17 | For even browning of both sides of the toast, be installed. the lift lever.

18 For even browning of both sides of the toast, a bread be installed. A the toaster.

g
19 For even sides of the toast, be installed. Set the upper edge of the housing higher than the rd
20, For even browning of both sides of the toast, be installed. sticker ' ( do not put your hands in the slot during operation ).

21 For even browning of both sides of the toast, be installed. If to0 thick, the toaster itself off.

22 For even browning of both sides of the toast, a bread be installed. M liowabl 15€/piece

23 For even browning of both sides of the toast, a bread be installed. End of 3112018,

24, For even browning of both sides of the toast, a bread be installed. start of February 2018.

25 |For even browning of both sides of the toast, a bread slice centering device should be installed. Delivery time: 12 weeks after production start.

26 The housing should not exceed a height of 20 cm at any point.

27 The housing should not exceed a height of 20 cm at any point.
28  The housing should not exceed 2 height of 20 cm at any point.
29 The housing should not exceed a height of 20 cm at any point.
30 The housing should not exceed a height of 20 cm at any point.
31 The housing should not exceed a height of 20 cm at any point.
32 The housing should not exceed a height of 20 cm at any point.
33 The housing should not exceed a height of 20 cm at any point.
34 The housing should not exceed a height of 20 cm at any point.

35 |The housing should not exceed a height of 20 cm at any point.

36 The housing should not exceed a height of 20 cm at any point.
37, The housing should not exceed a height of 20 cm at any point.
38 The housing should not exceed a height of 20 cm at any point.

For even browning of both sides of the toast, a bread slice centering device should be installed.
Aroasting attachment i to be integrated into the housing.
2 parallel extra long slots to toast four loaves at the same time.
The case should have a length of 35 cm.
The width of the housing should be 13 cm.

the case
Maximum power of 1000 W.
Three adjustable power levels / browning levels.
Heat insulating stainless steel housing.

ight of the t than 1.7 kg.

Do not allow deformation of the housing material due to heat.
No excessive spring stiffness when inserting the breads.
Stop button for manual termination.

Bild A-102: Auszug aus den Anforderungsdaten des Toasters
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Ausgefiillte Bewertungsbégen

Bewertungsbogen 1

1) Zur Extrahierung von Anforderungen aus Lastenhefien ist ein hoher manueller
Aufwand notwendig.

| o2 | Oa | 0o | 01 X 2

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung iiblicherweise nicht direkt interpretierbar. Es besteht ein
Bedarf nach formalisierten Anforderungen.

| o2 | oOa | 0o | 01 | X 2 |

3) Anforderungsdnderungen werden in Unternehmen noch nicht systematisch
gehandhabt.

| o2 | O | 0o | 01 | X 2 |

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| o2 | oOa1 | 0o | X 1 | 02 |

5) Ich empfinde das Sofiware-Werkzeug als unnétig komplex.

| 02 | =1 | 0o | 01 | 02 |

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

| D02 | =1 ] 0o | 01 | 02 |

7) Ich finde, dass es im Sofiware-Werkzeug zu viele Inkonsistenzen gibt.

| ®2 | O ] 0o | 01 | O2 |

8) Ich kann mir vorstellen, dass die meisten Leute das Sofiware-Werkzeug schnell zu
beherrschen lernen.

| o2 | O ] X0 | 01 | 02 |

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-

Werkzeug arbeiten kann.

02 | ®a1 ] 0o | 01 | 02 |

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

O-2 | g1 ] 0o | X 1 | 02 |
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11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme
anwendbar.

| o2 | O | X 0 | 01 | 02 |

12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne
Entwicklungsprozesse integriert werden kann.
| o2 | oOa1 | 0o | 01 | X 2 |

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in
der Regel ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen
verfiighar:

ja | nein

a) | Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenhefi
(Datengrundlage zur  Anwendung der  Extrahierung und 0

Klassifizierung von Anforderungen)

b) | Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren

(Domdnenlexikon: Formalisierung von Anforderungen)

¢) | Wissen zur Definition von Textindikatoren von Schliissel-Wert-

Paaren (Domdnenlexikon: Formalisierung von Anforderungen)

d) | Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung | [ X

von Anforderungen)

e) | Anforderungsabhdngigkeiten (natiirlich-sprachliche
Anforderungspaare  sowie die  Abhdngigkeit zwischen den
Anforderungen) fiir das initiale Training eines KI-Modells O
(Abhdngigkeitsanalyse von Anforderungen)

f) | Wissen  zur  Bewertung  von  Anforderungsabhdngigkeiten
(Abhdngigkeitsanalyse von Anforderungen) =

g) | Anzahl der aufgetretenen Anforderungséinderungen in vergangenen
Projekten (Anderungshistorie) =

h) | Wissen zur Bewertung von Auswirkungen von
Anforderungsdnderungen (Risikomanagement von | 0

Anforderungsdnderungen)
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14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons; Auswahl und Vorbereitung von
Anforderungsabhdingigkeitsdaten; Zusammenstellung einer Anderungshistorie
vergangener Projekte;

| 02 | =1 | 0o 01 | 02 |

15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenhefien,
Priifen und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung
von Anderungsauswirkungen,; Ausgabe der Ergebnisse im CSV-Format

| o2 | O ] 0o | 01 | X2 |

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird
Aufwand reduziert und es wird erleichtert, eine volistindige Anforderungsliste zu
generieren.

| o2 | O | 0o | 01 | X 2

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von
Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.

| o2 | O ] oo | 01 | X 2

18) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsdinderungen besser bewertet werden.

| o2 | oO-a1 | 0o | 01 | X 2

19) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen konnen
Risiken realistischer abgeschdtzt werden als zuvor.

| g2 | g1 | 0o | 01 | X 2

20) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

| o2 | O ] 0o | 01 | X 2

21) Auf Grundlage des Anderungsrisikos und der darauf aufbauenden Vorschlige zu
Risikosteuerungsmafinahmen konnen effizienter MafSnahmen definiert werden.

| o2 | oOa | 0o | 01 | X 2

22) Die Anwendung des Software-Werkzeugs tréigt zur Effizienzsteigerung in der
Entwicklung komplexer technischer Systeme bei.
| o2 | oOa1 | 0o | 01 | X 2

23) Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.
| o2 | oOa1 | 0o | X 1 | 02
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Bewertungsbogen 2

1) Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manueller
Aufwand notwendig.

| o2 | oOa | 0o | 01 X 2

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung tiblicherweise nicht direkt interpretierbar. Es besteht ein
Bedarf nach formalisierten Anforderungen.

| o2 | O ] 0o | 01 | X 2 |

3) Anforderungsdinderungen werden in Unternehmen noch nicht systematisch
gehandhabt.

| o2 | O ] 0o | 01 | X2 |

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| DO-2 | O-a1 ] 0o | 01 | X 2 |

5) Ich empfinde das Software-Werkzeug als unnétig komplex.

| ®2 | O ] 0o | 01 | 02 |

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

| ®2 | O ] 0o | 01 | 02 |

7) Ich finde, dass es im Sofiware-Werkzeug zu viele Inkonsistenzen gibt.

| ®2 | O | 0o | 01 | 02 |

8) Ich kann mir vorstellen, dass die meisten Leute das Sofiware-Werkzeug schnell zu
beherrschen lernen.

| o2 | oOa1 | 0o | 01 | X 2 |

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-

Werkzeug arbeiten kann.

X2 | g1 ] 0o | 01 | 02

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

O-2 | g1 ] 0o | X 1 | 02

11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme

anwendbar.

02 | ®-1 | 0o | 01 | 02
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12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne

Entwicklungsprozesse integriert werden kann.

O-2 | O- oo | ®1i ]

02

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in
der Regel ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen

verfiighar:

Ja

nein

a)

Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft
(Datengrundlage zur  Anwendung der  Extrahierung  und

Klassifizierung von Anforderungen)

a

b)

Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren

(Domdinenlexikon: Formalisierung von Anforderungen)

9

Wissen zur Definition von Textindikatoren von Schliissel-Wert-

Paaren (Domdnenlexikon: Formalisierung von Anforderungen)

d)

Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung

von Anforderungen)

Anforderungsabhdngigkeiten (natiirlich-sprachliche
Anforderungspaare  sowie die  Abhdngigkeit zwischen den
Anforderungen) fiir das initiale Training eines KI-Modells

(Abhdngigkeitsanalyse von Anforderungen)

Wissen — zur  Bewertung  von  Anforderungsabhdngigkeiten

(Abhdngigkeitsanalyse von Anforderungen)

g

Anzahl der aufgetretenen Anforderungsdnderungen in vergangenen

Projekten (Anderungshistorie)

h)

Wissen zur Bewertung von Auswirkungen von
Anforderungsdinderungen (Risikomanagement von

Anforderungsdnderungen)

14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons, Auswahl und Vorbereitung von

Anforderungsabhingigkeitsdaten; Zusammenstellung einer Anderungshistorie

vergangener Projekte;

o2 | O ] X 0 01 |

)
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15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenhefien,
Priifen und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung
von Anderungsauswirkungen,; Ausgabe der Ergebnisse im CSV-Format

| o2 | O ] 0o | 01 | X2 |

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird
Aufwand reduziert und es wird erleichtert, eine vollstindige Anforderungsliste zu
generieren.

| o2 | O ] 0o | 01 | X 2

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von
Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.

| o2 | 01 ] oo | 01 | X2 |

18) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsdinderungen besser bewertet werden.

| o2 | oOa1 | 0o | 01 | X 2

19) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen konnen
Risiken realistischer abgeschdtzt werden als zuvor.
| o2 | Oa | 0o | X 1 | 02

20) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

| o2 | O ] 0o | X 1 | 02

21) Auf Grundlage des Anderungsrisikos und der darauf aufbauenden Vorschlige zu
Risikosteuerungsmafinahmen konnen effizienter MafSnahmen definiert werden.

| o2 | oOa | X 0 | 01 | 02

22) Die Anwendung des Software-Werkzeugs tréigt zur Effizienzsteigerung in der
Entwicklung komplexer technischer Systeme bei.

| o2 | Oa1 | 0o | X 1 | 02

23) Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.

| o2 | oOa | 0o | 01 | X 2
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Bewertungsbogen 3

1) Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manueller
Aufwand notwendig.

| o2 | oOa | 0o | X 1 02

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung tiblicherweise nicht direkt interpretierbar. Es besteht ein
Bedarf nach formalisierten Anforderungen.

| o2 | O ] 0o | 01 | X 2 |

3) Anforderungsdinderungen werden in Unternehmen noch nicht systematisch
gehandhabt.

| o2 | O ] 0o | X 1 | 02 |

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| DO-2 | O-a1 ] 0o | 01 | X 2 |

5) Ich empfinde das Software-Werkzeug als unnétig komplex.

| ®2 | O ] 0o | 01 | 02 |

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

| 02 | ®-1 ] 0o | 01 | o2 |

7) Ich finde, dass es im Sofiware-Werkzeug zu viele Inkonsistenzen gibt.

| ®2 | O | 0o | 01 | 02 |

8) Ich kann mir vorstellen, dass die meisten Leute das Sofiware-Werkzeug schnell zu
beherrschen lernen.

| o2 | oOa1 | 0o | 01 | X 2 |

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-

Werkzeug arbeiten kann.

X2 | g1 ] 0o | 01 | 02

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

O-2 | g1 ] 0o | X 1 | 02

11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme

anwendbar.

o2 | g1 ] X0 | 01 | 02
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12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne

Entwicklungsprozesse integriert werden kann.

O-2 | O- oo | ®1i ]

02

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in
der Regel ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen

verfiighar:

Ja

nein

a)

Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft
(Datengrundlage zur  Anwendung der  Extrahierung  und

Klassifizierung von Anforderungen)

a

b)

Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren

(Domdinenlexikon: Formalisierung von Anforderungen)

9

Wissen zur Definition von Textindikatoren von Schliissel-Wert-

Paaren (Domdnenlexikon: Formalisierung von Anforderungen)

d)

Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung

von Anforderungen)

Anforderungsabhdngigkeiten (natiirlich-sprachliche
Anforderungspaare  sowie die  Abhdngigkeit zwischen den
Anforderungen) fiir das initiale Training eines KI-Modells

(Abhdngigkeitsanalyse von Anforderungen)

Wissen — zur  Bewertung  von  Anforderungsabhdngigkeiten

(Abhdngigkeitsanalyse von Anforderungen)

g

Anzahl der aufgetretenen Anforderungsdnderungen in vergangenen

Projekten (Anderungshistorie)

h)

Wissen zur Bewertung von Auswirkungen von
Anforderungsdinderungen (Risikomanagement von

Anforderungsdnderungen)

14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons, Auswahl und Vorbereitung von

Anforderungsabhingigkeitsdaten; Zusammenstellung einer Anderungshistorie

vergangener Projekte;

o2 | O ] X 0 01 |

)
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15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenhefien,
Priifen und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung
von Anderungsauswirkungen,; Ausgabe der Ergebnisse im CSV-Format

| o2 | O ] 0o | X 1 | 02 |

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird
Aufwand reduziert und es wird erleichtert, eine vollstindige Anforderungsliste zu
generieren.

| o2 | O ] 0o | 01 | X 2

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von
Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.

| o2 | 01 ] oo | 01 | X2 |

18) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsdinderungen besser bewertet werden.

| o2 | oOa1 | 0o | 01 | X 2

19) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen konnen
Risiken realistischer abgeschdtzt werden als zuvor.
| o2 | Oa | 0o | X 1 | 02

20) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

| o2 | O ] 0o | X 1 | 02

21) Auf Grundlage des Anderungsrisikos und der darauf aufbauenden Vorschlige zu
Risikosteuerungsmafinahmen konnen effizienter MafSnahmen definiert werden.

| o2 | oOa | 0o | X 1 | 02

22) Die Anwendung des Software-Werkzeugs tréigt zur Effizienzsteigerung in der
Entwicklung komplexer technischer Systeme bei.

| o2 | Oa1 | 0o | X 1 | 02

23) Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.

| o2 | oOa | 0o | X 1 | 02
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Bewertungsbogen 4

1) Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manueller
Aufwand notwendig.

| o2 | oOa | 0o | 01 X 2

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung tiblicherweise nicht direkt interpretierbar. Es besteht ein
Bedarf nach formalisierten Anforderungen.

| o2 | O ] 0o | 01 | X 2 |

3) Anforderungsdinderungen werden in Unternehmen noch nicht systematisch
gehandhabt.

| o2 | O ] 0o | X 1 | 02 |

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| DO-2 | O-a1 ] 0o | X 1 | 02 |

5) Ich empfinde das Software-Werkzeug als unnétig komplex.

| 02 | ®-1 ] 0o | 01 | 02 |

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

| 02 | ®-1 ] 0o | 01 | o2 |

7) Ich finde, dass es im Sofiware-Werkzeug zu viele Inkonsistenzen gibt.

| ®2 | O | 0o | 01 | 02 |

8) Ich kann mir vorstellen, dass die meisten Leute das Sofiware-Werkzeug schnell zu
beherrschen lernen.

| o2 | oOa1 | 0o | X 1 | 02 |

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-

Werkzeug arbeiten kann.

X2 | g1 ] 0o | 01 | 02

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

O-2 | g1 ] 0o | X 1 | 02

11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme

anwendbar.

o2 | g1 ] 0o | X 1 | 02
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12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne

Entwicklungsprozesse integriert werden kann.

O-2 | O- oo | ®1i ]

02

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in
der Regel ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen

verfiighar:

Ja

nein

a)

Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft
(Datengrundlage zur  Anwendung der  Extrahierung  und

Klassifizierung von Anforderungen)

a

b)

Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren

(Domdinenlexikon: Formalisierung von Anforderungen)

9

Wissen zur Definition von Textindikatoren von Schliissel-Wert-

Paaren (Domdnenlexikon: Formalisierung von Anforderungen)

d)

Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung

von Anforderungen)

Anforderungsabhdngigkeiten (natiirlich-sprachliche
Anforderungspaare  sowie die  Abhdngigkeit zwischen den
Anforderungen) fiir das initiale Training eines KI-Modells

(Abhdngigkeitsanalyse von Anforderungen)

Wissen — zur  Bewertung  von  Anforderungsabhdngigkeiten

(Abhdngigkeitsanalyse von Anforderungen)

g

Anzahl der aufgetretenen Anforderungsdinderungen in vergangenen

Projekten (Anderungshistorie)

h)

Wissen zur Bewertung von Auswirkungen von
Anforderungsdinderungen (Risikomanagement von

Anforderungsdnderungen)

14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons, Auswahl und Vorbereitung von

Anforderungsabhingigkeitsdaten; Zusammenstellung einer Anderungshistorie

vergangener Projekte;

02 | o011 [ Do X 1 |

)
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15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenhefien,
Priifen und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung
von Anderungsauswirkungen,; Ausgabe der Ergebnisse im CSV-Format

| o2 | O ] 0o | 01 | X 2

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird
Aufwand reduziert und es wird erleichtert, eine vollstindige Anforderungsliste zu
generieren.

| o2 | O ] 0o | 01 | X 2

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von
Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.

| o2 | 01 ] oo | X 1 | 02

18) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsdinderungen besser bewertet werden.

| o2 | oOa1 | 0o | X 1 | 02

19) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen konnen
Risiken realistischer abgeschdtzt werden als zuvor.

| o2 | Oa | 0o | X 1 | 02

20) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

| o2 | O ] 0o | X 1 | 02

21) Auf Grundlage des Anderungsrisikos und der darauf aufbauenden Vorschlige zu
Risikosteuerungsmafinahmen konnen effizienter MafSnahmen definiert werden.

| o2 | oOa | 0o | X 1 | 02

22) Die Anwendung des Software-Werkzeugs tréigt zur Effizienzsteigerung in der
Entwicklung komplexer technischer Systeme bei.

| o2 | Oa1 | 0o | 01 | X 2

23) Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.

| o2 | oOa | 0o | 01 | X 2
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Bewertungsbogen 5

1) Zur Extrahierung von Anforderungen aus Lastenheften ist ein hoher manueller
Aufwand notwendig.

| o2 | oOa | 0o | 01 X 2

2) Natiirlich-sprachliche Anforderungen sind durch Software-Werkzeuge in der
Produktentwicklung tiblicherweise nicht direkt interpretierbar. Es besteht ein
Bedarf nach formalisierten Anforderungen.

| o2 | O ] 0o | 01 | X 2 |

3) Anforderungsdinderungen werden in Unternehmen noch nicht systematisch
gehandhabt.

| o2 | O ] X0 | 01 | 02 |

4) Ich kann mir sehr gut vorstellen, das Software-Werkzeug regelmdfig zu nutzen.

| DO-2 | O-a1 ] 0o | X 1 | 02 |

5) Ich empfinde das Software-Werkzeug als unnétig komplex.

| 02 | ®-1 ] 0o | 01 | 02 |

6) Ich denke, dass ich technischen Support brauchen wiirde, um das Software-
Werkzeug zu nutzen.

| 02 | ®-1 ] 0o | 01 | o2 |

7) Ich finde, dass es im Sofiware-Werkzeug zu viele Inkonsistenzen gibt.

| D02 | =1 | 0o | 01 | 02 |

8) Ich kann mir vorstellen, dass die meisten Leute das Sofiware-Werkzeug schnell zu
beherrschen lernen.

| o2 | oOa1 | 0o | 01 | X 2 |

9) Ich muss voraussichtlich eine Menge Dinge lernen, bevor ich mit dem Software-

Werkzeug arbeiten kann.

02 | ®-1 | 0o | 01 | 02

10) Das Werkzeug ist fiir brancheniibliche Lastenhefte anwendbar.

O-2 | g1 ] X 0 | 01 | 02

11) Das Werkzeug ist generisch fiir die Entwicklung komplexer technischer Systeme

anwendbar.

o2 | g1 ] X0 | 01 | 02
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12) Ich kann mir vorstellen, dass die Anwendung des Werkzeugs in unternehmensinterne

Entwicklungsprozesse integriert werden kann.

O-2 | O 0o | 01 |

X 2

13) Die Informationen zur Anwendung des Werkzeugs sind in der Praxis friihzeitig (in
der Regel ab der Projektinitiierungsphase) in Form von Daten oder Expertenwissen

verfiighar:

Ja

nein

a)

Natiirlich-sprachliche Anforderungsspezifikation, bzw. Lastenheft
(Datengrundlage zur  Anwendung der  Extrahierung  und

Klassifizierung von Anforderungen)

a

b)

Wissen zur Definition von Strukturregeln von Schliissel-Wert-Paaren

(Domdinenlexikon: Formalisierung von Anforderungen)

9

Wissen zur Definition von Textindikatoren von Schliissel-Wert-

Paaren (Domdnenlexikon: Formalisierung von Anforderungen)

d)

Gekennzeichnete Daten zum Training von Named-Entity-Recognition
Modellen fiir Schliissel-Wert-Paare (KI-Modelle zur Formalisierung

von Anforderungen)

Anforderungsabhdngigkeiten (natiirlich-sprachliche
Anforderungspaare  sowie die  Abhdngigkeit zwischen den
Anforderungen) fiir das initiale Training eines KI-Modells

(Abhdngigkeitsanalyse von Anforderungen)

Wissen — zur  Bewertung  von  Anforderungsabhdngigkeiten

(Abhdngigkeitsanalyse von Anforderungen)

g

Anzahl der aufgetretenen Anforderungsdnderungen in vergangenen

Projekten (Anderungshistorie)

h)

Wissen zur Bewertung von Auswirkungen von
Anforderungsdinderungen (Risikomanagement von

Anforderungsdnderungen)

14) Den Vorbereitungsaufwand, bevor die Anwendung méglich ist, empfinde ich als
angemessen: Erstellen eines Domdnenlexikons, Auswahl und Vorbereitung von

Anforderungsabhingigkeitsdaten; Zusammenstellung einer Anderungshistorie

vergangener Projekte;

02 | o011 [ Do X 1 |

)
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15) Den Anwendungsaufwand schdtze ich als angemessen ein: Import von Lastenhefien,
Priifen und Auswahl von Schliissel-Wert-Paaren, Abhdngigkeitsanalyse, Bewertung
von Anderungsauswirkungen,; Ausgabe der Ergebnisse im CSV-Format

| o2 | O ] 0o | X 1 | 02 |

16) Durch die automatisierte Extrahierung von Anforderungen aus Lastenheften wird
Aufwand reduziert und es wird erleichtert, eine vollstindige Anforderungsliste zu
generieren.

| o2 | O ] 0o | X 1 | 02

17) Durch die Formalisierung von Anforderungen werden fiir die Entwicklung von
Bauteilen relevante Parameter aus den Anforderungen extrahiert, was zu einer
Reduzierung des Aufwands fiihrt.

| o2 | 01 ] oo | 01 | X2 |

18) Auf Grundlage der Anforderungsabhdngigkeiten kénnen Auswirkungen von
Anforderungsdinderungen besser bewertet werden.

| o2 | oOa1 | 0o | 01 | X 2 |

19) Auf Grundlage der Informationen zum Anderungsrisiko von Anforderungen konnen
Risiken realistischer abgeschdtzt werden als zuvor.
| g2 | g1 ] 0o | 01 | X2 |

20) Anhand der teilautomatisierten Risikoanalyse kann ein héherer Anteil an
Anforderungen eines Anforderungssets auf Anderungsrisiken untersucht werden.

| o2 | O ] 0o | 01 | X2 |

21) Auf Grundlage des Anderungsrisikos und der darauf aufbauenden Vorschlige zu
Risikosteuerungsmafinahmen konnen effizienter MafSnahmen definiert werden.

| o2 | oOa | 0o | 01 | X 2 |

22) Die Anwendung des Software-Werkzeugs tréigt zur Effizienzsteigerung in der
Entwicklung komplexer technischer Systeme bei.

| o2 | Oa1 | 0o | 01 | X 2 |

23) Durch den CSV-Export konnen die Anforderungsdaten aufwandsarm in
brancheniibliche Anforderungsmanagement-Software importiert werden.

| o2 | oOa | 0o | 01 | X 2 |
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Das Heinz Nixdorf Institut —
Interdisziplinares Forschungszentrum
fir Informatik und Technik

Das Heinz Nixdorf Institut ist ein Forschungszentrum der Universitét Paderborn. Es entstand
1987 aus der Initiative und mit Forderung von Heinz Nixdorf. Damit wollte er
Ingenieurwissenschaften und Informatik zusammenfiihren, um wesentliche Impulse fiir neue
Produkte und Dienstleistungen zu erzeugen. Dies schliefit auch die Wechselwirkungen mit dem
gesellschaftlichen Umfeld ein.

Die Forschungsarbeit orientiert sich an dem Programm ,,Dynamik, Vernetzung, Autonomie:
Neue Methoden und Technologien fiir die intelligenten technischen Systeme von morgen®. In
der Lehre engagiert sich das Heinz Nixdorf Institut in Studiengéingen der Informatik, der
Ingenieurwissenschaften und der Wirtschaftswissenschaften.

Heute wirken am Heinz Nixdorf Institut acht Professoren/in mit insgesamt 120
Mitarbeiterinnen und  Mitarbeitern.  Pro  Jahr  promovieren hier etwa 15
Nachwuchswissenschaftlerinnen und Nachwuchswissenschaftler.

Heinz Nixdorf Institute —
Interdisciplinary Research Centre
for Computer Science and Technology

The Heinz Nixdorf Institute is a research centre within the University of Paderborn. It was
founded in 1987 initiated and supported by Heinz Nixdorf. By doing so he wanted to create a
symbiosis of computer science and engineering in order to provide critical impetus for new
products and services. This includes interactions with the social environment.

Our research is aligned with the program “Dynamics, Networking, Autonomy: New methods
and technologies for intelligent technical systems of tomorrow”. In training and education the
Heinz Nixdorf Institute is involved in many programs of study at the University of Paderborn.
The superior goal in education and training is to communicate competencies that are critical in
tomorrows economy.

Today eight Professors and 120 researchers work at the Heinz Nixdorf Institute. Per year
approximately 15 young researchers receive a doctorate.
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Unvollstandige Anforderungslisten, mehrdeutige Anforderungen und An-
forderungsanderungen zdhlen zu den Hauptgriinden fiir das Scheitern
von Entwicklungsprojekten. Die manuelle Analyse von nattirlich-sprach-
lichen Anforderungsdokumenten, um die Vollstandigkeit der Anforderun-
gen zu erhdhen, ist zeitaufwandig, fehleranféllig und teuer. Daher besteht
ein Bedarf an automatisierten Methoden zur Extrahierung und Formalisie-
rung von Anforderungen, um Aufwande und Kosten zu reduzieren. Natiir-
liche Sprache ist mehrdeutig und schwer direkt von Software-Werkzeugen
interpretierbar. Anforderungen miissen formalisiert werden, um in der
Produktentwicklung genutzt werden zu kénnen. Zur Handhabung von An-
forderungsanderungen wird ein friihzeitiges Risikomanagement benotigt.
Die Methodik bietet Losungen zur Extraktion, Formalisierung und Hand-
habung von Anderungen. Kl-basierte Verfahren erméglichen vollsténdige
und eindeutige Anforderungslisten und erleichtern die Erkennung von An-
forderungsabhingigkeiten. Zudem wird die Berechnung von Anderungs-
risiken in der industriellen Praxis vereinfacht.



