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Abstract 

This thesis explores the modeling and optimization of energy system components incor-

porating phase change materials (PCM) through two different case studies. PCM are ma-

terials whose phase change characteristics during melting and solidification are utilized 

for heating and cooling purposes. 

The theoretical foundations of heat transfer problems involving phase change, along with 

the relevant numerical solution methods, are discussed. A phase change model is pre-

sented, which was validated against analytical solutions and applied in the case studies. 

For both case studies, a review of the state of the art is provided, followed by the formu-

lation of specific research problems. The first case study investigated PCM-enhanced 

photovoltaic modules, while the second focused on packed bed latent heat storages 

(PBLHS) utilizing non-spherical PCM capsules. Thermal models were developed for 

both systems and validated with good accuracy against experimental data. These models 

were employed in parameter studies to identify optimized system configurations. 

The presented results demonstrate that a PCM heat sink with sufficient thickness and 

thermal conductivity can significantly improve the efficiency and lifespan of photovoltaic 

modules. Furthermore, PCM capsules with both high packing density and surface area 

increase the volume-specific storage capacity and thermal power output of PBLHS. 

Kurzfassung 

Diese Arbeit behandelt die Modellierung und Optimierung von mit Phasenwechselmate-

rialien (PCM) ausgestatteten, energietechnischen Komponenten anhand zweier Fallstu-

dien. PCM sind Materialien, deren Phasenwechseleigenschaften während des Schmel-

zens und Erstarrens für Heiz- und Kühlzwecke genutzt werden. 

Zunächst werden die theoretischen Grundlagen zu Wärmeübertragungsproblemen mit 

Phasenwechsel erörtert und entsprechende numerische Lösungsmethoden diskutiert. Ein 

Modell für Phasenwechselvorgänge wird vorgestellt, welches anhand analytischer Lö-

sungen validiert wurde und in den Fallstudien zum Einsatz kam. 

Für beide Fallstudien wird der Stand der Technik erörtert und die entsprechenden For-

schungsfragen werden formuliert. Die erste Fallstudie behandelt PCM-integrierte Photo-

voltaikmodule und die zweite Festbett-Latentwärmespeicher, welche nicht-kugelförmi-

ger PCM-Kapseln verwenden. Für beide Systeme wurden thermische Modelle entwickelt 

und anhand experimenteller Daten mit guter Genauigkeit validiert. Diese Modelle wurden 

in Parameterstudien eingesetzt, um optimierte Systemkonfigurationen zu identifizieren. 

Die vorgestellten Ergebnisse zeigen, dass ein PCM-Kühlkörper mit ausreichender Dicke 

und Wärmeleitfähigkeit den Wirkungsgrad und die Lebensdauer von Photovoltaikmodu-

len erheblich erhöht. Darüber hinaus verbessern PCM-Kapseln mit hoher Packungsdichte 

und Oberfläche sowohl die volumenspezifische Speicherkapazität als auch die thermische 

Leistung von Festbett-Latentwärmespeichern. 
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1 Introduction 

This doctoral thesis is based on the results of two publicly funded research projects that 

both involved the use of phase change materials (PCM) in energy system components. 

The term “phase change material” refers to pure substances or mixtures with phase change 

characteristics, that are utilized for thermal processes (heating or cooling). Usually, PCM 

are associated with the transition from solid to liquid and vice versa. The first of the 

aforementioned research projects focused on using PCM to enhance the performance of 

photovoltaic (PV) modules, which formed the basis for the first case study presented in 

this thesis. The second project aimed at improving packed bed latent heat storages 

(PBLHS) by optimizing macroencapsulated PCM objects. The details and findings of this 

project are presented as the second case study. 

1.1 Motivation 

According to the European Environment Agency, renewable energy sources covered only 

23 % of the energy demand in the European Union (EU) in the year 2022. Given that the 

EU has set a binding target to reach a share of 42.5 % renewable energy consumption by 

2030 [1], further efforts in research and development are needed to create new and im-

prove existing renewable energy generation technologies. Since the nature of the two 

largest renewable energy sources – solar and wind – is volatile, efficient storage technol-

ogies are required to cover periods of time when these sources are not available in order 

to establish them as a more attractive alternative to conventional, fossil-based energy 

sources. The two research projects mentioned above aimed at the improvement of an ex-

isting generation technology – solar PV – and the further establishment of renewable en-

ergy generation through thermal storages, both via the use of PCM. In the first project, 

PCM was utilized as a heat sink to stabilize the operating temperature of PV modules, 

increasing their efficiency and lifetime. In the second project, PCM was used to increase 

the storage density of conventional sensible liquid heat storages through the addition of 

PCM-filled capsules. 

PCM are well suited for heating and cooling purposes due to their ability to store and 

release large amounts of energy within a certain temperature interval. Within this interval, 
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the energy that can be accessed is far greater than that of purely sensible heat storages, 

which makes PCM attractive for applications where energy density is of importance. Such 

applications include, for example, the cooling of electrical components such as PV mod-

ules through PCM heat sinks, thermally active clothes, building materials such as plaster, 

and thermal storages like PBLHS. 

The design, optimization and operation of technical systems depend on the accurate pre-

diction of the system behavior, which can be achieved using proper models. The main 

aspect that was affected by the integration of PCM in the two systems investigated in the 

aforementioned research projects was their thermal behavior. The driving mechanisms 

that determine the thermal behavior in general – thermal conduction, convection and ra-

diation – are, in general, well understood and appropriate mathematical descriptions exist 

for a variety of problems. However, the integration of PCM introduces an additional ele-

ment – the phase transition from solid to liquid and vice versa – which makes the model-

ing challenging due to complex heat transfer and fluid dynamics. 

In both research projects, the goal was to develop a modeling approach that describes the 

thermal behavior of energy system components equipped with PCM in order to accelerate 

the uptake of renewable energy generation technologies. The proper capturing of the 

phase change process itself was one of the main aspects, around which the mathematical 

models of the respective investigated systems were built. These models were then imple-

mented as numerical algorithms in MATLAB R2021b and used to simulate the thermal 

behavior of the systems. The simulation results were validated against experimental data 

and used for sensitivity analyses aiming at optimizing the system design. 

1.2 Structure of the thesis 

This thesis is structured into six chapters. Each chapter following this introduction starts 

with a short overview of its contents and ends with a summary of the most important 

findings. 

The theoretical background of the heat transfer mechanisms relevant to this work is pre-

sented in Chapter 2. Specifically, thermal conduction, radiation and convection are dis-

cussed and the general advection-conduction equation for heat transfer along with the 

relevant boundary conditions are given. Next, an overview of phase change materials and 

common encapsulation technologies is presented. Thereafter, heat transfer problems that 

involve melting and solidification are discussed. The class of such problems, also referred 

to as Stefan problems, is described and the analytical solution proposed by Neumann is 

given. Also, approximate analytical solutions for spherical geometries are provided. Fur-

ther, an overview of numerical techniques that are commonly used to solve solid-liquid 

phase change problems is given. Finite difference methods are discussed, followed by 

fixed grid approaches that were specifically developed for melting and solidification 

problems. 
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In Chapter 3, a phase change model along with a corresponding solution algorithm that 

was applied in the two case studies is introduced. The algorithm was tested and validated 

against the analytical solutions discussed in Chapter 2. 

The next two chapters describe the case studies, following a similar structure: first, the 

state of the art is given, and the scope of the case study is defined. It follows a description 

of the system considered, along with the corresponding experimental setup used to obtain 

data for the validation of the simulation results. These simulation results were generated 

by applying the corresponding model presented in the subsequent section. Next, the val-

idation procedure is detailed, and the accuracy of the model is demonstrated. Thereafter 

follows the description of parameter studies and geometry optimizations performed using 

the validated models. Each case study closes with a summary of the key findings and an 

evaluation of whether the respective research goals were achieved. 

The thesis concludes with a summary of the case studies and a brief outlook. 
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2 Theoretical background 

In this chapter, the theoretical background of heat transfer for the case studies presented 

in Chapters 4 and 5 is provided. First, the basic heat transfer mechanisms – heat conduc-

tion, radiation and convection – are discussed followed by the general heat transport equa-

tions for incompressible media and packed beds. An overview of boundary conditions 

relevant for heat transfer problems is given as well. 

Next, technical phase change materials and encapsulation technologies are reviewed. 

In the following section, the focus is laid on heat transfer problems involving phase 

change from solid to liquid and vice versa. A mathematical problem including moving 

boundaries, the so-called Stefan problem, is described and solutions proposed by Neu-

mann are given. Additionally, approximate analytical solutions for spherical geometries 

are provided. 

In the last section, numerical solution approaches to Stefan type heat transfer problems 

are addressed. The discretization through finite differences is discussed and fixed grid 

methods specifically developed for melting and solidification problems are presented. 

2.1 Basic heat transfer mechanisms 

Heat is a form of energy that crosses the boundary of a system due to a temperature dif-

ference between the system and its surroundings [2]. Temperature reflects the thermal 

state of a system and serves as a measure of molecular motion. According to the second 

law of thermodynamics, heat flows from regions of higher temperature to regions of lower 

temperature. 

Heat is transported by two mechanisms: heat conduction and thermal radiation [3]. Heat 

conduction is the transfer of thermal energy through molecular motion due to a tempera-

ture difference. Thermal radiation describes the heat transfer by electromagnetic waves. 

Often, thermal convection is considered to be an individual mode of heat transfer, alt-

hough it is a combination of heat conduction and advective energy transport caused by a 

moving fluid. 
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2.1.1 Heat conduction 

The area specific heat transfer rate resulting from thermal conduction, referred to as heat 

flux 𝑞̇, is defined by Fourier’s law as: 

𝑞̇ = −𝑘∇𝑇 (2.1) 

The thermal conductivity 𝑘 is a material property, while 𝑇 is the temperature. The nega-

tive sign in Eq. (2.1) accounts for the second law of thermodynamics. Conduction as the 

sole heat transport mechanism is only encountered in solids. In gases and liquids, heat 

conduction usually occurs together with thermal convection. 

2.1.2 Thermal radiation 

All objects with temperatures above absolute zero emit thermal radiation due to the move-

ment of their constituting atoms and molecules. Thermal radiation can be reflected at the 

surface of an object, it can be transmitted through a transparent material, and it can be 

absorbed. When radiation is absorbed, energy is directly converted into heat. The maxi-

mum heat flux by a radiating surface 𝑞̇𝑟 is governed by the Stefan-Boltzmann law: 

𝑞̇𝑟 = 𝜎𝑇4 (2.2) 

Here, 𝜎 denotes the Stefan-Boltzmann constant. Eq. (2.2) was formulated by Boltzmann 

assuming radiation by a black body – an object which is both an ideal absorber and an 

ideal emitter of thermal radiation. Since ideal emitters do not exist in nature, a correction 

factor, the emissivity 𝜀, is applied: 

𝑞̇𝑟 = 𝜀𝜎𝑇4 (2.3) 

The emissivity depends on the material, the structure of the emitting surface and the tem-

perature of the emitting object. On the other hand, the absorptivity 𝛼, transmittance 𝜏 and 

reflectivity 𝛿 are the fractions of the incoming radiation being absorbed, transmitted and 

reflected by an object that receives thermal radiation: 

𝛼 + 𝜏 + 𝛿 = 1 (2.4) 

To more accurately describe the heat radiation from real objects, the concept of a gray 

body was introduced. The absorptivity of a gray body does not depend on the character-

istics of the incoming radiation (e.g., its wavelength) but is equal to its emissivity, 𝛼 = 𝜀 

[4]. Almost all objects are treated as gray bodies in technical calculations involving radi-

ative heat transfer. 

For the design of energy equipment, the radiative heat exchange between two or more 

bodies is of interest. As an example, a gray body can be considered, which is surrounded 

by a black body environment, as shown in Figure 2-1. Since all objects emit radiation, 

not only the hotter one transmits energy to the cooler one but also vice versa. Therefore, 

the net radiative heat flow 𝑄̇𝑟 across the surface of the gray object is given by: 
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𝑄̇𝑟 = 𝑄̇𝑒𝑚 − 𝑄̇𝑎𝑏 = 𝜀𝐴𝜎𝑇𝑒𝑚
4 − 𝛼𝐴𝜎𝑇𝑎𝑏

4  (2.5) 

with 𝑄̇𝑒𝑚 and 𝑄̇𝑎𝑏 as emitted and absorbed heat flows from the object surface, which has 

a surface area 𝐴. As mentioned above, the emissivity of a gray body is equal to its ab-

sorptivity, i.e., 𝛼 = 𝜀. Therefore, Eq. (2.5) becomes: 

𝑄̇𝑟 = 𝜀𝐴𝜎(𝑇𝑒𝑚
4 − 𝑇𝑎𝑏

4 ) (2.6) 

If Eq. (2.6) is applied to, for example, a PV module that is thermally insulated on its back 

side and facing toward the sky, 𝑇𝑒𝑚 would be the module temperature at its front surface 

and 𝑇𝑎𝑏 would be the temperature of the sky. 

 

Figure 2-1: Radiative heat exchange of a gray body with a temperature 𝑇𝑒𝑚 and its black 

environment with a temperature 𝑇𝑎𝑏 

2.1.3 Convective heat transfer 

Convective heat transfer involves the combined mechanisms of advection and thermal 

conduction [3]. Advection refers to the transport of energy or other quantities (e.g., mass 

or momentum) through the bulk motion of a fluid. 

Convective heat transport can be categorized by the cause of the fluid motion. In case the 

motion is driven by a pump or a fan, i.e., an externally generated pressure gradient, the 

type of convection is referred to as forced convection. In case the fluid motion is caused 

by a temperature difference and a resulting change in density, the process is called free 

or natural convection. Both mechanisms may also occur at the same time. This case is 

referred to as combined or mixed convection. 

In technical applications, the heat exchange between a fixed wall and a moving fluid is 

often of interest. For such a case, Newton’s law of cooling can be applied. It states that 

the convective heat transfer rate 𝑄̇𝑐 across a boundary is proportional to the temperature 

difference between a fixed wall and a moving fluid: 

𝑄̇𝑐 = ℎ𝐴(𝑇𝑤 − 𝑇𝑓) (2.7) 

The proportionality constant ℎ is the heat transfer coefficient and is a subject of numerous 

investigations as it depends on various factors, such as flow velocity, material properties, 

𝑇𝑒𝑚 

𝑇𝑎𝑏 

𝐴 

𝜀 
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geometric features, etc. For this reason, it is a case-specific value and has to be determined 

by experiments or numerical simulations, which can be quite challenging and resource 

consuming. Therefore, correlations are often used to determine ℎ for reoccurring heat 

transfer problems, as, e.g., a hot fluid entering an externally cooled pipe. To ensure the 

similarity between different heat transfer problems and the validity of the correlations 

used, dimensionless numbers were introduced. For convective heat transfer problems, the 

Nusselt number 𝑁𝑢 is often used, which describes the ratio of convective and conductive 

heat transfer: 

𝑁𝑢 =
ℎ𝐷𝑐ℎ
𝑘

 (2.8) 

Here, thermal conductivity is that of the fluid, while the parameter 𝐷𝑐ℎ is a length that is 

characteristic for the specific heat transfer problem. For example, in case of a fluid flow-

ing through a pipe, 𝐷𝑐ℎ is the pipe diameter. 𝑁𝑢-correlations were developed by various 

authors and can be found for different applications in, e.g., [4–7]. 

Other dimensionless numbers often encountered in heat transfer problems involving fluid 

flow include the Reynolds number 𝑅𝑒 and the Prandtl number 𝑃𝑟. The Reynolds number 

is defined as the ratio between inertial and viscous forces within a moving fluid [4]: 

𝑅𝑒 =
𝑢𝐿𝑐ℎ
𝜈

 (2.9) 

with 𝑢 as the flow velocity and 𝜈 as the kinematic viscosity. The Prandtl number 𝑃𝑟 is a 

material property and defined as the ratio between momentum diffusivity and thermal 

diffusivity [3]: 

𝑃𝑟 =
𝜈

𝑎
=
𝜈𝜌𝑐𝑝

𝑘
 (2.10) 

with 𝑎 as the thermal diffusivity, 𝜌 as the density and 𝑐𝑝 as the specific heat capacity. 

2.2 Governing equations and boundary conditions 

The governing equations relevant to the problems investigated in the case studies are 

based on the heat transfer mechanisms discussed in the previous section. Due to the spe-

cific nature of the systems and processes considered in this work, it was sufficient to 

formulate the model equations in only one spatial dimension – a simplification that is 

further elaborated in the chapters covering the case studies. Consequently, the equations 

presented in this section and onwards are exclusively formulated for one dimension. 

2.2.1 Heat transport equations 

In technical applications, knowledge of the temperature field of the considered system is 

often crucial. In case of steady-state problems, such as heat conduction through the wall 
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of a building with constant indoor and outdoor temperatures, Fourier’s law is directly 

applicable: 

𝑄̇ = 𝑞̇𝐴 = −𝑘
𝑑𝑇

𝑑𝑥
𝐴 (2.11) 

with 𝑥 as the spatial coordinate. 

In most engineering problems, the temperature distribution within a system varies over 

time. This is the case for situations with varying boundary conditions or intermittent in-

ternal heat generation [2]. Examples include the cooling of a piece of metal by an air-

stream, the periodic heat generation due to exothermic chemical reactions inside a com-

bustion engine, and – especially relevant for this thesis – the melting and solidification of 

PCM. 

The corresponding governing equation for transient conduction accounts for temperature 

changes with respect to both time and space. It reads [2]: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) (2.12) 

The left hand-side term describes the accumulation of energy over time 𝑡, while the right-

hand side term describes the change of heat flux. 

In the case of heat transfer by a fluid, energy is also transported by advection. In this 

work, the only fluid for which the advective heat transport was considered, is water – a 

liquid that can be treated as incompressible [3,4,7,8]. The corresponding energy transport 

equation for incompressible fluids is [7]: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) (2.13) 

The second term on the left-hand side describes the transport of energy by the fluid in 

motion, which moves with the velocity 𝑢. 

Additionally, a source term 𝑆 for the internal generation of heat may be added to 

Eq. (2.13): 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) + 𝑆 (2.14) 

Heat sources within the system could be chemical reactions, electrical heating or mechan-

ical work. 

The above transport equations can also be formulated in spherical and cylindrical coordi-

nates. Particularly the heat conduction equation in spherical coordinates is relevant to this 

work, since the second case study investigates the conduction-driven phase change inside 

spherical geometries. However, for the sake of consistency, the fundamental concepts and 

equations in the following chapters are presented in Cartesian coordinates, while the cor-

responding equations in spherical coordinates are provided in Appendix A1. 
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2.2.2 Initial, boundary and interfacial conditions 

The solution of the equations discussed in the previous section depends on the physical 

conditions at the boundary of the considered system. If the problem is transient, the solu-

tion also depends on the system conditions at an initial point in time [3]. The initial con-

dition prescribes a temperature distribution 𝑇0(𝑥) across the considered system domain 

at 𝑡 = 0 [2]: 

𝑇(𝑥, 𝑡 = 0) = 𝑇0(𝑥) (2.15) 

Besides the initial condition, four different types of boundary conditions are commonly 

encountered in heat transfer, which are illustrated for a one-dimensional plane wall in 

Figure 2-2 [2]. 

 

Figure 2-2: Boundary conditions for heat transfer at a one-dimensional plane wall with a 

total thickness 𝑋 

The first type, the Dirichlet boundary condition, imposes a temperature profile at the 

boundary. It is used to model a heated or cooled wall at a prescribed wall temperature 𝑇𝑤: 

𝑇(𝑥 = 0, 𝑡 > 0) = 𝑇𝑤,𝑥=0 (2.16) 

for the point of origin, 𝑥 = 0, of the considered domain, and 

𝑇(𝑥 = 𝑋, 𝑡 > 0) = 𝑇𝑤,𝑥=𝑋 (2.17) 

for the end of the domain at 𝑥 = 𝑋. 

A Neumann boundary condition relates the heat flux at the wall to the temperature gradi-

ent by Fourier’s law (see section 2.1.1) [3]. It imposes a specific heat flux distribution 𝑞̇𝑤 

at the boundary, and could be applied at, e.g., an electrically heated wall. It is given as: 

−𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=0

= 𝑞̇𝑤,𝑥=0 (2.18) 

𝑇(𝑥) 

𝑥 𝑋 0 

𝑇𝑤,𝑥=0 

𝑇𝑤,𝑥=𝑋 

𝑇𝑎𝑚𝑏,𝑥=0 𝑇𝑎𝑚𝑏,𝑥=𝑋 
ℎ𝑥=0 ℎ𝑥=𝑋 

𝑞̇𝑤,𝑥=0 

𝑞̇𝑤,𝑥=𝑋 

𝜀𝑥=0 𝜀𝑥=𝑋 
𝑇𝑎𝑏,𝑥=0 𝑇𝑎𝑏,𝑥=𝑋 
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𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=𝑋

= 𝑞̇𝑤,𝑥=𝑋 (2.19) 

The difference in sign between the two equations arises from the directionality of the heat 

flux, which in this work is defined as positive when it enters the domain. Following Fou-

rier’s law, heat entering the domain at 𝑥 = 0 thus leads to a negative temperature gradient, 

while heat entering the domain at 𝑥 = 𝑋 corresponds to a positive temperature gradient 

(given a uniform initial temperature). In a special case of the Neumann boundary condi-

tion, the wall heat flux is zero, corresponding to a perfectly insulated (i.e., adiabatic) 

boundary or a thermal symmetry condition [2]. 

The third type is the Robin boundary condition, which specifies a convective heat flux at 

the boundary. This type of boundary condition is based on Newton’s law of cooling (see 

section 2.1.3) and defines the heat flux at the boundary by a temperature difference be-

tween the surface of the domain and the ambient at a temperature 𝑇𝑎𝑚𝑏 [3]: 

−𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=0

= 𝑞̇𝑐,𝑥=0 = ℎ (𝑇𝑎𝑚𝑏,𝑥=0 − 𝑇(𝑥 = 0, 𝑡 > 0)) (2.20) 

𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=𝑋

= 𝑞̇𝑐,𝑥=𝑋 = ℎ (𝑇𝑎𝑚𝑏,𝑥=𝑋 − 𝑇(𝑥 = 𝑋, 𝑡 > 0)) (2.21) 

Again, the convective heat flux is considered positive, if the ambient temperature is higher 

than the surface temperature meaning that heat is transferred into the system. The Robin 

boundary condition requires knowledge of the problem-specific heat transfer coefficient 

ℎ, which can be determined by experiments, simulations or correlations. 

The fourth type is the radiative heat flux boundary condition, which imposes a heat flux 

caused by radiation corresponding to the Stefan-Boltzmann law (see section 2.1.2): 

−𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=0

= 𝑞̇𝑟,𝑥=0 = 𝜎𝜀(𝑇𝑎𝑏,𝑥=0
4 − 𝑇(𝑥 = 0, 𝑡 > 0)4) (2.22) 

𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=𝑋

= 𝑞̇𝑟,𝑥=𝑋 = 𝜎𝜀(𝑇𝑎𝑏,𝑥=𝑋
4 − 𝑇(𝑥 = 𝑋, 𝑡 > 0)4) (2.23) 

with 𝑇𝑎𝑏 as the effective incoming black body temperature absorbed by the considered 

object and 𝜀 as the emissivity of the object surface (i.e., the boundary). 

Additionally, an interfacial condition can be encountered when two regions with different 

physical properties are in contact. This condition is sometimes considered a boundary 

condition of the fifth type. If a solid A and a solid B are in contact, without imposing a 

contact resistance, the condition at the interface position 𝑥 = 𝑥𝐼𝑛𝑡 is given by: 

𝑘𝐴
𝜕𝑇𝐴
𝜕𝑥
|
𝑥=𝑥𝐼𝑛𝑡

= 𝑘𝐵
𝜕𝑇𝐵
𝜕𝑥

|
𝑥=𝑥𝐼𝑛𝑡

 (2.24) 
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Other types of boundary conditions can be encountered, e.g., at the interface between two 

solids in contact moving at different velocities causing friction or at a solid-liquid inter-

face changing its position with time due to a phase transition [2]. 

The boundary conditions discussed above can be formulated for spherical coordinates 

simply by replacing 𝑥 with the radial coordinate 𝑟 and 𝑋 with the outer radius of the 

spherical geometry 𝑅. They are given in Appendix A1. 

2.3 Phase change materials 

PCM refers a group of substances, whose phase change characteristics are utilized for 

heating or cooling purposes [9]. Usually, PCM are associated with melting and solidifi-

cation processes (other than boiling and condensation). 

The main criteria for the selection of a PCM for a certain application are its phase change 

temperature and enthalpy [10]. An overview of different classes of PCM, along with their 

respective phase change temperatures and enthalpies, is given in Figure 2-3. 

Other criteria include thermal conductivity, subcooling characteristics, cycle stability, 

corrosivity, volume change, flammability, toxicity, production cost, etc. [9] 

 

Figure 2-3: Different PCM classes and their phase change temperature and enthalpy 

(adapted from [10]) 
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The most common PCM is probably water with its ice being used for cooling or, in com-

bination with a heat pump, for heating (ice storage). Due to its large sensible and relatively 

high latent heat capacity of 333 kJ/kg it is an excellent storage material [10]. However, 

its use is limited to a narrow temperature range around 0 °C at ambient pressure. Lower 

phase change temperatures can be achieved by adding salts creating a eutectic water-salt 

solution, however, at the cost of a lower phase change enthalpy. 

For the temperature range of 0 °C to 150 °C, various PCM are available. These can be 

categorized into organic and inorganic materials based on their chemical composition. 

Organic PCM, such as paraffins, fatty acids, and sugar alcohols, are non-corrosive, mak-

ing them compatible with metal components like pipes or storage tanks [10]. In contrast, 

inorganic materials typically have higher phase change enthalpies and are non-flamma-

ble. The corrosiveness of some salt-based PCM can be mitigated by proper encapsulation 

using organic polymers such as polyethylene [11]. 

In fact, PCM is often encapsulated to separate the surrounding medium from the PCM 

and to prevent changes in its chemical composition [10]. However, the encapsulation ma-

terial adds a thermal resistance that hinders the heat transfer between PCM and its envi-

ronment. On the other hand, the shape of the capsule can also be used to influence its heat 

transfer capability [11]. 

The encapsulation of PCM can be categorized into macroencapsulation and microencap-

sulation. Macroencapsulation refers to containers that are filled with several milliliters up 

to several liters of PCM [12]. Such capsules are typically made of plastics, metals, or 

composite materials. In most cases, a small air volume is encapsulated alongside the PCM 

to counteract volume changes during phase change. Macroencapsulated PCM elements 

are mostly used in PBLHS systems. Further applications include stacks of rectangular 

PCM elements, which can be applied in air conditioning systems [10]. Some examples of 

PCM macrocapsules are shown in Figure 2-4, left. 

   

Figure 2-4: Three different macroencapsulated PCM elements (left) and microencapsu-

lated PCM (right) [13] 

Microencapsulation refers to capsules, with sizes ranging between 1 - 1000 μm [11]. Such 

small-scale capsules have a very high surface-area-to-volume ratio, which enhances their 

heat transfer capability. Microcapsules can be easily incorporated into various construc-

tion materials, including gypsum boards, plaster, wood products, or polymer binders, 
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which makes them an option for passive cooling solutions in the construction sector [12]. 

However, their mechanical stability is rather low due to their thin capsule thickness, and, 

once they are mixed together with a construction material, it is difficult to replace them. 

Microencapsulated PCM particles are shown in Figure 2-4, right. 

The PCM used in this work were based on paraffins and salt hydrates, encapsulated in 

high-density polyethylene (HDPE) and polypropylene (PP). Their phase change temper-

atures typically can range between 0 °C and 120 °C, with some salt-based PCM reaching 

phase change temperatures as low as -63 °C [14]. Especially salt hydrates offer great 

potential as heat storage materials due to their comparatively high density. They are com-

posed of a mixture of water and salt in a defined ratio, forming a crystalline structure. 

However, common issues with salt hydrate PCM include a tendency to undergo subcool-

ing and phase separation [11]. Paraffin PCM are linear alkanes. They have a low subcool-

ing tendency and are nearly non-flammable. Since they are not corrosive, they are com-

patible with metals. However, their volumetric storage capacity is lower compared to salt 

hydrates due to their lower density. Also, they exhibit a relatively low thermal conduc-

tivity [11]. 

2.4 Heat transfer involving solid-liquid phase change 

The phase change from solid to liquid and vice versa plays an important role in various 

engineering problems, from metal smelting to the industrial production of ice cubes. 

Phase change processes of pure substances occur at a constant temperature called melting 

point, phase change temperature or fusion temperature. For example, for water at standard 

conditions, this temperature is 0 °C. During the phase change, some energy, called latent 

heat of fusion or phase change enthalpy, is removed from or added to the system while 

the temperature remains constant. On a molecular level, latent enthalpy is the energy 

needed to overcome the binding forces of the lattice structure of the solid. A phase change 

process is illustrated in Figure 2-5, left, in which the energy-temperature relationship for 

a pure substance undergoing phase change is shown. During phase change the tempera-

ture remains constant, but the material continues to absorb energy. Since this energy in-

crease cannot be detected by temperature sensors it is called “latent”, as opposed to the 

gradual, sensible temperature increase taking place below or above the melting point. The 

same phenomenon can be observed during evaporation and condensation. 
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Figure 2-5: Energy-temperature relationship for a pure substance undergoing phase 

change (dashed line) and a substance without phase change (solid line) (left) and the 

phase change of a real PCM with subcooling and hysteresis (right) 

Along with the effect of the latent heat, other physical phenomena may play a significant 

role during the phase change. Among others, the thermo-physical properties of a sub-

stance can change rapidly, density changes may cause natural convection increasing the 

heat transport within the liquid phase, or the shape of the solid-liquid phase front may 

vary from being a sharp, infinitesimally thin interface to more complex dendritic struc-

tures or a mushy, slush-like transition region. Further, PCM are usually mixtures and 

therefore exhibit a non-isothermal phase change. Also, they often show a tendency to 

subcooling and hysteresis. Subcooling can lead to the initiation of solidification at tem-

peratures lower than the fusion temperature, while hysteresis refers to the phenomenon 

where the shape of the energy-temperature curve depends on whether the PCM is cur-

rently melting or solidifying. The phase change process of a typical PCM including sub-

cooling and hysteresis is shown in Figure 2-5, right. Other challenges arising during phase 

change are extensively discussed in the literature [10,15,16]. 

Some of the effects outlined above were not considered in this work. Natural convection 

in the liquid PCM phase was neglected due to its relatively high viscosity and the small 

scale of the PCM geometries used. Subcooling effects were also not considered, since the 

PCM that were used showed a low subcooling tendency in the scale of less than 2 K. 

2.4.1 The Stefan problem 

In melting and solidification problems, often the position of the interface between the 

liquid and solid region is of interest. Since the interface position changes with time, such 

problems are also referred to as moving boundary problems. An example is the melting 

of a pure substance, during which the solid-liquid interface and the temperature distribu-

tion evolve with time, as illustrated in Figure 2-6. Josef Stefan introduced this class of 

problems in his publication on oceanic ice formation in 1891, which is why this type of 

problem is also called “Stefan problem” [2]. In a mathematical sense, a Stefan problem 

constitutes a boundary value problem, for which the position of the boundary itself is a 

function of time. 

Temperature 

E
n
er

g
y

 

sensible 

latent 

sensible 

sensible 

Fusion 

temperature 

Temperature 

E
n
er

g
y

 

Subcooling 

Hysteresis 

Melting Solidification 



2.4 Heat transfer involving solid-liquid phase change 

16 

        

Figure 2-6: Position of the phase front (left) and temperature curve for a specific point 

in time 𝑡 > 0 (right) for a melting problem of a one-dimensional slab (0 < 𝑥 < 𝑙) 

The classical Stefan problem was formulated using several assumptions and simplifica-

tions. For a melting process, it can be stated as follows [15]: a semi-infinite, one-dimen-

sional slab, 0 ≤ 𝑥 ≤ ∞ , consisting of a pure solid is subjected at 𝑥 = 0 to a constant 

temperature 𝑇𝑤, which is higher than the fusion temperature 𝑇𝑓. Initially, the slab has a 

uniform temperature equal to 𝑇𝑓. Density, specific heat capacity and thermal conductivity 

remain constant. The goal is to find the time-dependent position of the solid-liquid inter-

face 𝑠(𝑡) and the transient temperature distribution across the slab. 

The governing equation for the active phase is given as: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
= 𝑘

𝜕2𝑇

𝜕𝑥2
 (2.25) 

The term “active phase” refers to the phase that is building up due to the movement of 

the solid-liquid interface, i.e., the solid phase during solidification and the liquid phase 

during melting. The thermal properties in Eq. (2.25) are those of the active phase. 

At the beginning of the melting process considered here, the slab is at fusion temperature 

and the phase front has not formed yet: 

𝑇(𝑥, 𝑡 = 0) = 𝑇𝑓 (2.26) 

𝑠(𝑡 = 0) = 0 (2.27) 

The boundary condition at the heated wall is: 

𝑇(𝑥 = 0, 𝑡 > 0) = 𝑇𝑤 > 𝑇𝑓 (2.28) 

The temperature at the solid-liquid interface takes the value of the fusion temperature: 

𝑇(𝑥 = 𝑠(𝑡), 𝑡 > 0) = 𝑇𝑓 (2.29) 

Further, energy conservation must be maintained at the interface: 
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𝑘𝑙
𝜕𝑇

𝜕𝑥
|
𝑥=𝑠(𝑡)

+ 𝜌𝑠𝐿
𝑑𝑠

𝑑𝑡
= 0 (2.30) 

with 𝐿 as the latent heat of fusion. Eq. (2.30) is also referred to as Stefan condition and 

states that the difference in heat flux across the solid-liquid interface is proportional to 

the velocity of the interface [2]. 

For a corresponding problem involving the solidification of a slab due to a cooled wall 

having a temperature of 𝑇𝑤 < 𝑇𝑓, the latent heat term in Eq. (2.30) becomes negative. 

2.4.2 Neumann’s solution to the Stefan problem 

Already in 1865, Franz Neumann proposed a solution to the class of problems that was 

later named after Stefan [17]. By making use of the similarity method, Neumann found a 

solution that yields the position of the solid-liquid interface as a function of time [15]: 

𝑠(𝑡) = 2𝜆√𝑎𝑡  (2.31) 

with 𝑎 =
𝑘

𝜌𝑐𝑝
 as the thermal diffusivity and 𝜆 as a constant. 

Additionally, the temperature in the active phase is given as: 

𝑇(𝑥, 𝑡 > 0) = 𝑇𝑤 + (𝑇𝑓 − 𝑇𝑤)
erf(𝑥/√4𝑎𝑡)

erf(𝜆)
   (2.32) 

The constant 𝜆 can be determined by solving the following transcendental equation: 

𝑆𝑡

𝑒𝜆
2
erf(𝜆) 

= 𝜆√𝜋 (2.33) 

The Stefan 𝑆𝑡 number describes the ratio of the sensible heat difference resulting from 

the temperature change within the active region to the phase change enthalpy. It is defined 

as: 

𝑆𝑡 =
𝑐𝑝|𝑇𝑤 − 𝑇𝑓|

𝐿
 (2.34) 

The Stefan problem described in the previous section and the Neumann solution discussed 

here were used for the validation of the numerical method for phase change problems that 

is outlined in Chapter 3. 

2.4.3 Solutions for spherical geometries 

Neumann’s solution of the Stefan problem described in the previous section was derived 

for geometries that can be well described in Cartesian coordinates. For spheres and cyl-

inders, explicit analytical solutions exist only in rare cases, such as phase change due to 

a line or point heat sink/source in a large medium [2]. Approximate analytical solutions 
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that can be applied to cylinders and spheres are available for small Stefan numbers (i.e., 

𝑆𝑡 ≈ 0), which means that the sensible heat is negligible in comparison to the latent heat. 

In [4], the upper limit for the Stefan number is given as 1/𝑆𝑡 > 7 for such problems. 

Since the one-dimensional inward melting of a sphere via a convective heat flux on its 

surface was used as a benchmark for the model developed in the second case study, the 

approximate solution for such a problem is given here. A sphere of solid PCM at fusion 

temperature 𝑇𝑓 and with a radius 𝑅 is considered, see Figure 2-7, left. At its surface, a 

fluid that has an ambient temperature of 𝑇𝑎𝑚𝑏 > 𝑇0 causes a convective heat flux charac-

terized by the heat transfer coefficient ℎ. This heat flux transfers energy into the sphere, 

which leads to the melting of the PCM. 

  

Figure 2-7: Solid and liquid phases inside a PCM sphere, without (left) and with (right) 

encapsulation, during melting caused by a convective heat flux 

The approximate solution for such a problem is given in [15] in terms of the temperature 

profile along the radius: 

𝑇(𝑟, 𝑡) = 𝑇𝑓 + (𝑇𝑎𝑚𝑏 − 𝑇𝑓) 
1 −

𝑅𝐼𝑛𝑡(𝑡)
𝑟

1 − (1 −
𝑘
ℎ𝑅
)
𝑅𝐼𝑛𝑡(𝑡)
𝑅  

 (2.35) 

The time-dependent radius of the phase front 𝑅𝐼𝑛𝑡 is given by the following cubic equa-

tion: 

2 (1 −
𝑘

ℎ𝑅
)(
𝑅𝐼𝑛𝑡(𝑡)

𝑅
)

3

− 3(
𝑅𝐼𝑛𝑡(𝑡)

𝑅
)

2

+ 1 +
2𝑘

ℎ𝑅
=

6𝑘𝑡

𝜌𝐿𝑅2
(𝑇𝑎𝑚𝑏 − 𝑇𝑓) (2.36) 

In [18], Baehr & Stephan present a solution for an encapsulated PCM sphere, such as the 

one illustrated in Figure 2-7, right, in terms of the melting time 𝑡𝑚𝑒𝑙𝑡, which is the time 

needed for the whole PCM domain to liquify: 

𝑡𝑚𝑒𝑙𝑡 =
𝐿𝜌(𝑅 − 𝑅𝐼𝑛𝑡)

2

2𝑘(𝑇0 − 𝑇𝑎𝑚𝑏)
𝑓𝑠𝑝ℎ (2.37) 

with the spherical correction factor 𝑓𝑠𝑝ℎ as: 

𝑓𝑠𝑝ℎ = 1 −
2

3
𝑠+ +

2𝛼

𝑠+
( 1 − 𝑠+ +

𝑠+
2

3
) (2.38) 
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where 𝑠+ = (𝑅 − 𝑅𝐼𝑛𝑡)/𝑅 is the dimensionless wall distance, and 𝛼 is given as: 

𝛼 =
𝑘

𝑘𝐶

𝑠𝐶
𝑅 + 𝑠𝐶

+
𝑘

ℎ(𝑅 + 𝑠𝐶)

𝑅

𝑅 + 𝑠𝐶
  (2.39) 

Here, 𝑠𝐶 is the thickness of the encapsulation, which has the inner radius 𝑅 and a thermal 

conductivity of 𝑘𝐶. Solutions for problems involving cylinders and spheres with boundary 

conditions other than the convective heat flux condition discussed in this section can be 

found in, e.g., [2,15,18]. 

2.5 Numerical solution techniques for phase change problems 

In this section, the finite difference method – an approach to solve unsteady heat transfer 

problems – is introduced. The focus is laid on the discretization of the advection-conduc-

tion equation, Eq. (2.14), as it governs the thermal processes that are relevant for this 

thesis. Additionally, numerical techniques addressing heat transfer problems involving 

melting and solidification are discussed. Special attention is given to fixed grid methods, 

particularly the enthalpy and the source term method. 

2.5.1 The finite difference method 

The partial differential equations governing the processes investigated in this work were 

solved numerically. The use of numerical methods was necessary due to the complex 

nature of these processes, which involve phase changes, varying boundary conditions, 

and changing material properties. Obtaining exact analytical solutions in such cases is 

often very challenging or impossible [4]. For this reason, the finite difference method 

(FDM) was employed – a numerical technique that divides the continuous spatial and 

temporal domains into a finite number of discrete points, usually called “node” for space 

and “step” for time, forming a grid [19]. As an example, Figure 2-8 shows the discretiza-

tion of a function 𝑓(𝑥) into a finite number of points forming a grid with equal spacing 

Δ𝑥. At the grid points, the time and space derivatives of the equation to be solved can be 

approximated by finite differences resulting in difference quotients for each grid point. 

This procedure results in a set of linear, algebraic equations which can be solved directly 

or by various matrix operations. 
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Figure 2-8: Discretization nodes (subscript 𝑛) for a function 𝑓(𝑥) on a grid with equal 

spacing Δ𝑥 

Considering the advection-conduction equation, Eq. (2.14), with its three characteristic 

terms accounting for accumulation (time derivative), advection (first order spatial deriv-

ative), and conduction (second order spatial derivative), the finite difference approach 

allows different ways of discretization. First derivatives can be approximated by applying 

backward differences using the neighboring, previous (left) point or forward differences 

by using the next (right) point [2]: 

𝜕𝑓(𝑥)

𝜕𝑥
|
𝑥𝑛

≈
𝑓(𝑥𝑛) − 𝑓(𝑥𝑛−1)

Δ𝑥
 (2.40) 

or 

𝜕𝑓(𝑥)

𝜕𝑥
|
𝑥𝑛

≈
𝑓(𝑥𝑛+1) − 𝑓(𝑥𝑛)

Δ𝑥
 (2.41) 

Also, central differences may be applied by using both the previous and the next point 

with 2Δ𝑥 as the quotient: 

𝜕𝑓(𝑥)

𝜕𝑥
|
𝑥𝑛

≈
𝑓(𝑥𝑛+1) − 𝑓(𝑥𝑛−1)

2Δ𝑥
 (2.42) 

Central differences are usually also applied to second derivatives resulting in: 

𝜕2𝑓(𝑥)

𝜕𝑥2
|
𝑥𝑛

≈
𝑓(𝑥𝑛+1) − 2𝑓(𝑥𝑛) + 𝑓(𝑥𝑛−1)

Δ𝑥2
 (2.43) 

More advanced schemes exist, which use three or more additional grid points to approx-

imate a derivative (see [19,20]). 

The choice of the appropriate finite difference scheme depends on the specific problem, 

the desired accuracy of the solution and the computational resources available. Generally, 

finer grid spacing reduces the approximation error, however, it also leads to a higher 

number of algebraic equations to be solved and, therefore, requires higher computational 

𝑓(𝑥) 

𝑥 𝑥𝑁 𝑥𝑛 𝑥1 𝑥𝑛+1 𝑥𝑛−1 𝑥2 

Δ𝑥 
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power. The quality of the finite difference approximation, usually expressed as truncation 

error, can be determined by Taylor series expansion, which shows that central differences 

are second-order accurate, while backward and forward differences are only first-order 

accurate [20]. However, it is not always possible to use central differences. For example, 

applying central differences to the advection term in Eq. (2.14) for an advection-domi-

nated heat transfer problem can lead to unrealistic results due to the asymmetrical and 

direction-based nature of advection. In such a case, backward, or “upwind”, differences 

can be used, as they account for the flow direction by considering the neighboring node 

upstream [8]. 

2.5.1.1 Discretization of the advection-conduction equation 

The previously discussed FDM can now be used to discretize the individual terms in Eq. 

(2.14). Applying the first order upwind approach, the convection term becomes: 

𝑢
𝜕𝑇

𝜕𝑥
|
𝑛
≈ 𝑢 

𝑇𝑛 − 𝑇𝑛−1
Δ𝑥

 (2.44) 

The spatial term can be discretized using central differences: 

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛
≈

[𝑘
𝑛+

1
2

𝜕𝑇
𝜕𝑥
|
𝑛+

1
2

− 𝑘
𝑛−

1
2

𝜕𝑇
𝜕𝑥
|
𝑛−

1
2

]

Δ𝑥

≈
(𝑘𝑛+1 + 𝑘𝑛)

2Δ𝑥2
𝑇𝑛+1 −

(𝑘𝑛+1 + 2𝑘𝑛 + 𝑘𝑛−1)𝑇𝑛
2Δ𝑥2

+
(𝑘𝑛 + 𝑘𝑛−1)

2Δ𝑥2
𝑇𝑛−1 

(2.45) 

where 𝑘
𝑛+

1

2

= (𝑘𝑛+1 + 𝑘𝑛)/2 and 𝑘
𝑛−

1

2

= (𝑘𝑛−1 + 𝑘𝑛)/2 are the mean conductivities 

between two adjacent spatial nodes. Here, the thermal conductivity 𝑘 is considered to be 

a function of space. If that was not the case, the first three terms on the right hand-side 

would become 
𝑘

Δ𝑥2
(𝑇𝑛+1

𝑗
− 2𝑇𝑛

𝑗
+ 𝑇𝑛−1

𝑗
), an expression often found in literature [2,4,20]. 

Applying forward differences at time step 𝑗, the transient term becomes: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
|
𝑗

≈ 𝜌𝑐𝑝
𝑇𝑗+1 − 𝑇𝑗

Δ𝑡
 (2.46) 

Alternatively, the transient term can also be approximated by backward differencing at 

𝑗 + 1, which results in the same discretized equation: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
|
𝑗+1

≈ 𝜌𝑐𝑝
𝑇𝑗+1 − 𝑇𝑗

Δ𝑡
 (2.47) 

While in both cases the temperature 𝑇𝑗+1 is the unknown quantity, the difference between 

these two approaches lies in the time step at which the spatial derivatives are evaluated. 
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In case forward differencing is applied at time step 𝑗, the discretized form of the advec-

tion-diffusion equation results from inserting equations (2.44) - (2.46) into Eq. (2.14): 

𝜌𝑐𝑝
𝑇𝑛
𝑗+1

− 𝑇𝑛
𝑗

Δ𝑡
+ 𝑢 

𝑇𝑛
𝑗
− 𝑇𝑛−1

𝑗

Δ𝑥

=
(𝑘𝑛+1 + 𝑘𝑛)

2Δ𝑥2
𝑇𝑛+1
𝑗

−
(𝑘𝑛+1 + 2𝑘𝑛 + 𝑘𝑛−1)𝑇𝑛

𝑗

2Δ𝑥2

+
(𝑘𝑛 + 𝑘𝑛−1)

2Δ𝑥2
𝑇𝑛−1
𝑗

+ 𝑆𝑗 

(2.48) 

Eq. (2.48) can relatively easily be rearranged for 𝑇𝑛
𝑗+1

, the sought temperature at location 

𝑥𝑛 and time step 𝑗 + 1. It can be seen that 𝑇𝑛
𝑗+1

 only depends on known values from the 

current time step 𝑗. Therefore, this approach is referred to as explicit FDM, because it is 

possible to determine 𝑇𝑛
𝑗+1

 exclusively from preceding temperature values [2]. 

Alternatively, backward differencing at time step 𝑗 + 1 yields an implicit expression for 

𝑇𝑛
𝑗+1

: 

𝜌𝑐𝑝
𝑇𝑛
𝑗+1

− 𝑇𝑛
𝑗

Δ𝑡
+ 𝑢 

𝑇𝑛
𝑗+1

− 𝑇𝑛−1
𝑗+1

Δ𝑥

=
(𝑘𝑛+1 + 𝑘𝑛)

2Δ𝑥2
𝑇𝑛+1
𝑗+1

−
(𝑘𝑛+1 + 2𝑘𝑛 + 𝑘𝑛−1)

2Δ𝑥2
𝑇𝑛
𝑗+1

+
(𝑘𝑛 + 𝑘𝑛−1)

2Δ𝑥2
𝑇𝑛−1
𝑗+1

+ 𝑆𝑗+1 

(2.49) 

Additionally, the implicit finite differences discretization of the heat conduction equation 

in spherical coordinates is given in Appendix A1. 

The unknown temperature 𝑇𝑛
𝑗+1

 in Eq. (2.49) can only be determined by solving a system 

of linear equations, which requires a more complex solution method compared to the ex-

plicit approach. However, the implicit FDM offers the significant advantage of uncondi-

tional stability, while the explicit method requires one or more stability criteria [8]. To 

assess whether a discretization scheme is stable, the numerical Fourier number 𝐹𝑜𝑛𝑢𝑚 

and the Courant number 𝐶𝐹𝐿 can be evaluated. For the one-dimensional explicit FDM, 

they need to fulfil the following conditions [19]: 

𝐹𝑜𝑛𝑢𝑚 = 𝑎
Δ𝑡

Δ𝑥2
≤ 0.5  (2.50) 

𝐶𝐹𝐿 = 𝑢
Δ𝑡

Δ𝑥
≤ 1 (2.51) 

Note that the 𝐶𝐹𝐿-criterion is a necessary but not sufficient condition for stability, as 

more restrictive conditions may arise depending on the nature of the problem being in-

vestigated. Further discussion regarding the stability of explicit and implicit finite differ-

ence methods can be found in [4,8,19]. 
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A consequence resulting from the stability criteria for the explicit scheme is that the grid 

sizes for time and space, Δ𝑡 and Δ𝑥, are not independent from each other. For a given 

spatial increment Δ𝑥, the chosen time step size Δ𝑡 must fulfil the conditions resulting 

from equations (2.50) and (2.51), i.e., Δ𝑡 ≤
1

2

Δ𝑥2

𝑎
 and Δ𝑡 ≤

Δ𝑥

𝑢
, which impose a strict upper 

limit on Δ𝑡. This represents a significant limitation for the explicit scheme, since a reduc-

tion of Δ𝑥 requires a consequent reduction of Δ𝑡 [8]. Particularly for cases when high 

spatial resolution is required, such grid refinements quickly lead to a significant compu-

tational effort, since not only the number of spatial nodes increases, but also the number 

of time steps. The same issue can arise for problems that involve high flow velocities 𝑢 

or materials with a high thermal diffusivity (e.g., silicon with 𝑎 = 88 mm²/s or copper 

with 𝑎 = 111 mm²/s). 

In contrast, the implicit formulation does not require the fulfilment of such stability cri-

teria and therefore allows larger time steps, significantly reducing computation time. For 

this reason, the implicit method is recommended for most transient problems [8]. 

Other finite difference schemes exist, such as the Crank-Nicolson method, which repre-

sents a combination of explicit and implicit FDM. This method is second order accurate 

in time but also requires adherence to a 𝐹𝑜𝑛𝑢𝑚 stability criterion (though less restrictive 

than that of the explicit scheme). The Crank-Nicolson scheme and other higher order 

methods are extensively discussed in [8,19,20]. 

2.5.1.2 Discretization of boundary conditions 

Besides the governing advection-conduction equation, the corresponding boundary con-

ditions need to be discretized as well. The boundary conditions at the first node, 𝑛 = 1, 

of a spatially discretized computational domain are shown in Figure 2-9. 

 

Figure 2-9: Illustration of boundary the conditions at the first node of a discretized one-

dimensional domain 

For Dirichlet boundary conditions (Eq. (2.16)), the first node 𝑛 = 1 is considered the 

heated/cooled wall, from which it follows that: 

𝑇𝑛=1 = 𝑇𝑤,𝑛=1   &   𝑘𝑛=1 = 𝑘𝑤,𝑛=1 (2.52) 

𝑇𝑎𝑚𝑏,𝑛=1 

ℎ𝑛=1 

2 3 … 𝑛 = 𝑁 

Wall 

𝑞̇𝑤,𝑛=1 

1 𝑁 − 1 

𝑇𝑤,𝑛=1 
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For Neumann boundary conditions (Eq. (2.18)), the temperature at the wall is not explic-

itly prescribed. Instead, the heat flux at node 𝑛 = 1 is specified. Here, the spatial deriva-

tive 
𝜕

𝜕𝑥
(𝑘

𝜕𝑇

𝜕𝑥
)|
𝑛=1

 can conveniently be approximated over half a spatial increment: 

𝜕

𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛=1

≈
2

Δ𝑥
(𝑘𝑛=11 2⁄

𝜕𝑇

𝜕𝑥
|
𝑛=11 2⁄

− 𝑘𝑛=1
𝜕𝑇

𝜕𝑥
|
𝑛=1

) (2.53) 

Inserting Eq. (2.18) into Eq. (2.53) replaces the term for node 𝑛 = 1 with 𝑞̇𝑤,𝑛=1: 

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛=1

≈
2

Δ𝑥
𝑘𝑛=11 2⁄

𝜕𝑇

𝜕𝑥
|
𝑛=11 2⁄

+
2

Δ𝑥
𝑞̇𝑤,𝑛=1

≈
(𝑘2 + 𝑘1)

Δ𝑥2
(𝑇2 − 𝑇1) +

2

Δ𝑥
𝑞̇𝑤,𝑛=1  

(2.54) 

For Robin boundary conditions, the term −𝑘
𝜕𝑇

𝜕𝑥
|
𝑛=1

 in Eq. (2.53) is replaced by a con-

vective heat flux (Eq. (2.20)): 

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛=1

≈
(𝑘2 + 𝑘1)

Δ𝑥2
(𝑇2 − 𝑇1) +

2

Δ𝑥
ℎ𝑛=1(𝑇𝑎𝑚𝑏,𝑛=1 − 𝑇1) (2.55) 

The radiative boundary condition introduces a non-linearity into the linear equation sys-

tem due to temperatures raised to the fourth power, which significantly increases the com-

plexity of the solution procedure. Therefore, the following linearization is often used in 

literature [2,4]: 

−𝑘
𝜕𝑇

𝜕𝑥
|
𝑛=1

= 𝜎𝜀(𝑇𝑎𝑏,𝑛=1
4 − 𝑇1

4) ≈ ℎ𝑟,𝑛=1(𝑇𝑎𝑏,𝑛=1 − 𝑇1) (2.56) 

where ℎ𝑟,𝑛=1 is a radiative heat transfer coefficient defined as: 

ℎ𝑟,𝑛=1 = 𝜎𝜀𝐹[(𝑇1
2 + 𝑇𝑎𝑏,𝑛=1

2 )(𝑇1 + 𝑇𝑎𝑏,𝑛=1)] (2.57) 

Here, 𝐹 represents a factor which accounts for the orientation of the surfaces involved in 

the radiative heat exchange. The linearized radiation boundary condition is formally iden-

tical to the convective boundary condition and can therefore be implemented similarly. 

The discretized boundary conditions at the end of the domain at node 𝑛 = 𝑁 can be de-

rived in a similar manner, resulting in: 

𝑇𝑛=𝑁 = 𝑇𝑤,𝑛=𝑁   &   𝑘𝑛=𝑁 = 𝑘𝑤,𝑛=𝑁 (2.58) 

for Dirichlet boundary conditions, 

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛=𝑁

≈
(𝑘𝑁 + 𝑘𝑁−1)

Δ𝑥2
(𝑇𝑁 − 𝑇𝑁−1) +

2

Δ𝑥
𝑞̇𝑤,𝑛=𝑁 (2.59) 
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for Neumann boundary conditions, and 

𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)|
𝑛=𝑁

≈
(𝑘𝑁 + 𝑘𝑁−1)

Δ𝑥2
(𝑇𝑁 − 𝑇𝑁−1) +

2

Δ𝑥
ℎ𝑛=𝑁(𝑇𝑎𝑚𝑏,𝑛=𝑁 − 𝑇𝑁) (2.60) 

for Robin and linearized radiative boundary conditions. 

The discretization procedure for boundary conditions formulated in spherical coordinates 

is given in Appendix A1. 

2.5.2 Fixed grid methods for melting and solidification problems 

After introducing the FDM for general heat transfer problems in the previous section, the 

following part focuses on the application of this method to heat transfer problems involv-

ing melting and solidification processes. Finite difference approaches for phase change 

problems can be divided into variable and fixed grid methods, as shown in Figure 2-10 

[21]. Using the variable grid approach, the exact location of the phase change interface 

can directly be determined. This can be achieved by establishing one computational do-

main for the solid and one for the liquid part and using either an interface fitting method 

or a dynamic spatial grid. The interface fitting method is based on the adjustment of the 

time step size (see [22]), while the dynamic grid method is based on an adaptive spatial 

grid size (see [23,24]). Both methods aim to align the interface with the spatial grid points, 

making them suitable for problems with sharp, infinitesimally thin interfaces, typically 

encountered in phase change processes of pure substances [25]. However, they are com-

putationally expensive and challenging to implement, as they require continuous grid ad-

aptation [26]. 

 

Figure 2-10: Classification of numerical methods for phase change problems (adapted 

from [25]) 

On the other hand, fixed grid methods, which only require one computational domain 

comprising all involved phases, are commonly used for phase change problems involving 

mixtures such as PCM [25–27]. Mixtures typically exhibit non-isothermal phase change 

Numerical approaches for 

melting and solidification 

Fi ed grid methods 

Latent heat models 

Source term methods 

Heat capacity methods 

Enthalpy methods 

Velocity transition models 

Variable grid methods for sharp 

interfaces 

for convection- 

dominated problems 
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behavior across a temperature interval leading to the formation of a phase transition zone 

(also referred to as mushy zone) instead of a sharp solid-liquid interface, as illustrated in 

Figure 2-11 [10]. The phase change temperature interval is confined by the solidification 

temperature, also referred to as solidus temperature, and the melting temperature, also 

referred to as liquidus temperature. Compared to the interfaces seen with pure substances, 

the numerical treatment of continuous transition zones encountered for mixtures is less 

challenging, because the properties of the material change gradually over time and space 

during a phase change [25]. This enables the use of a static instead of an adaptive grid, 

significantly reducing the computational effort and the complexity of implementation 

[26]. However, a non-isothermal phase change is not a necessary requirement for using a 

fixed grid method. Particularly, the fixed-grid based enthalpy method has been reported 

to give accurate results also for isothermal phase change processes [15,26,28,29]. There-

fore, the fixed grid approach is considered versatile and applicable to a broad range of 

phase change scenarios, while maintaining a low computational effort and ease of imple-

mentation. 

 

Figure 2-11: Sharp solid-liquid interface during melting of a pure substance (left) and 

phase transition, or mushy, zone during melting of a PCM mixture (right) 

Fixed grid methods can be further categorized based on the modifications made to the 

governing equations in order to accurately capture the evolution of the phase front. If 

convective flows within the liquid PCM are to be considered, so-called “velocity transi-

tion models” can be applied [25]. Since this approach involves solving the Navier-Stokes 

equations, the model complexity increases significantly compared to purely conduction 

driven phase change processes. Whether the inclusion of convection is required depends 

on the nature of the considered problem (temperature gradients, geometry) and the mate-

rial properties of the PCM (viscosity, chemical composition). 

In the phase change problems discussed in this thesis, convective flows were neglected 

due to the high viscosity of the liquid PCM and the geometrical shape of the encapsula-

tion. For such problems, so-called “latent heat models” are suitable, which can be cate-

gorized according to how the latent heat evolution is incorporated into the heat conduction 

equation: by modifying the specific heat capacity during the phase change, by expressing 

the heat conduction equation in terms of enthalpy and/or by adding a source term [27]. 
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Heat capacity methods add the latent heat to the specific heat capacity during phase 

change: 

𝑐𝑎𝑝𝑝 =

{
 
 

 
 

𝑐𝑝,𝑠      𝑖𝑓     𝑇 < 𝑇𝑠

∫ 𝑐𝑝𝑑𝑇
𝑇𝑙
𝑇𝑠

+ 𝐿

𝑇𝑙 − 𝑇𝑠
      𝑖𝑓     𝑇𝑠 ≤ 𝑇 ≤ 𝑇𝑙

𝑐𝑝,𝑙      𝑖𝑓     𝑇 > 𝑇𝑙

 (2.61) 

In the heat conduction equation, Eq. (2.12), the specific heat capacity is then replaced by 

the apparent heat capacity 𝑐𝑎𝑝𝑝: 

𝜌𝑐𝑎𝑝𝑝
𝜕𝑇

𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) (2.62) 

A shortcoming associated with this method is the requirement of very small time steps in 

cases when the phase change temperature interval is small and/or large temperature gra-

dients are encountered [27]. 

The enthalpy method is based on the enthalpy formulation of the heat conduction equation 

and is viewed as the preferable method to numerically solve phase change problems, due 

to its versatility and simple implementation [15]. Adopting the enthalpy method, Eq. 

(2.12) becomes: 

𝜕𝐻

𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) (2.63) 

The enthalpy 𝐻 contains information about the energy within the solid, liquid, and mushy 

phases of the PCM, and therefore represents a mixture enthalpy [26]. It is not necessary 

to explicitly track the phase transition zone (or the solid-liquid interface in case of an 

isothermal phase change), as the enthalpy captures the total energy of the PCM across its 

three states (solid, mushy, and liquid). This allows the mushy zone (or interface) location 

to be derived a posteriori. The mixture enthalpy can be calculated using the following 

relationship [26]: 

𝐻 = (1 − 𝛾)∫ 𝜌𝑠𝑐𝑝,𝑠𝑑𝑇
𝑇

𝑇𝑟𝑒𝑓

+ 𝛾𝜌𝑙𝐿 + 𝛾∫ 𝜌𝑙𝑐𝑝,𝑙𝑑𝑇
𝑇

𝑇𝑟𝑒𝑓

 (2.64) 

The liquid fraction 𝛾 indicates the state of the material undergoing phase change ranging 

from 0 (solid) to 1 (liquid). Often, it is simply modeled as a linear function of temperature 

[28]: 

𝛾 =

{
 

 
0      𝑖𝑓     𝑇 < 𝑇𝑠

𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

      𝑖𝑓     𝑇𝑠 ≤ 𝑇 ≤ 𝑇𝑙

1      𝑖𝑓     𝑇 > 𝑇𝑙

 

solid 

mushy 

liquid 

(2.65) 
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However, depending on the nature of the phase change process, it may be necessary to 

employ a more complex 𝛾(𝑇)-relationship in order to accurately capture the phase change 

behavior. Examples of more intricate liquid fraction curves are shown in Figure 2-12. 

 

Figure 2-12: Different liquid fraction curves (adapted from [30]) 

An extension of the classical enthalpy method is the source term method, which adds a 

source term to the heat conduction equation. It is derived by inserting the definition of the 

mixture enthalpy, Eq. (2.64), into Eq. (2.63) resulting in [26]: 

𝑐𝑣𝑜𝑙
𝜕𝑇

𝜕𝑡
=
𝜕

𝜕𝑥
(𝜆
𝜕𝑇

𝜕𝑥
) − 𝜌𝑙𝐿

𝜕𝛾

𝜕𝑡
 (2.66) 

where 𝑐𝑣𝑜𝑙 is the volumetric heat capacity of the mixture defined as: 

𝑐𝑣𝑜𝑙 = (1 − 𝛾)𝜌𝑠𝑐𝑝,𝑠 + 𝛾𝜌𝑙𝑐𝑝,𝑙 (2.67) 

while 𝜆 is the mixture conductivity: 

𝜆 = (1 − 𝛾)𝑘𝑠 + 𝛾𝑘𝑙 (2.68) 

and 𝜌𝑙𝐿 becomes: 

𝜌𝑙𝐿 = (𝜌𝑙𝑐𝑝,𝑙 − 𝜌𝑠𝑐𝑝,𝑠)𝑇 + 𝜌𝑙𝐿𝑝 (2.69) 

While the purely latent heat 𝐿𝑝 in Eq. (2.69) represents the part of the phase change en-

thalpy that is released/absorbed during an isothermal phase change, the new term ac-

counts for the additional effect of changing thermal properties during a non-isothermal 

phase change. It is difficult to experimentally determine these two effects separately as 

they occur simultaneously. For this reason, the manufacturer of the PCM used in this 

work only provides the overall phase change enthalpy 𝐿 in its data sheets, which includes 

both the isothermal and the non-isothermal effect (see [14]). Therefore, the latent enthalpy 

values used in the case studies refer to the overall phase change enthalpy 𝐿 and not just 

the purely latent part 𝐿𝑝. 

The equivalent to Eq. (2.66) in spherical coordinates is: 

Temperature 

L
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1 

0 

1 – linear 

2 – linear eutectic 

  – root 
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  – power eutectic 
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2 
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𝑐𝑣𝑜𝑙
𝜕𝑇

𝜕𝑡
=
1

𝑟2
𝜕

𝜕𝑟
(𝜆𝑟2

𝜕𝑇

𝜕𝑟
) − 𝜌𝑙𝐿

𝜕𝛾

𝜕𝑡
 (2.70) 

A key feature of the source term method is that equations (2.66) and (2.70) are valid 

throughout the whole domain of a phase change system dominated by thermal conduc-

tion. Also, the non-linearity present in the standard enthalpy method is moved to the 

source term, which allows for a simpler numerical treatment [31]. For these reasons, the 

source term method was chosen to model the phase change processes in this work. 

Other numerical approaches for melting and solidification problems exist, but are not 

widespread due to various shortcomings, such as instabilities, the need for very small time 

steps or low accuracy [27]. 

2.6 Summary and conclusion 

In this chapter, theoretical background information relevant to the problems discussed in 

the case studies presented in Chapters 4 and 5 was provided. By introducing the basic 

mechanisms of heat transfer, the foundation for the description of solid-liquid phase 

change problems was established and corresponding solution techniques were provided. 

Phase change problems involving pure substances, simple geometries, and only one ac-

tive phase can be formulated as Stefan problems and solved analytically. However, more 

complex problems, such as those involving compound materials, like PCM, and more 

than one active phase, are easier to solve numerically. A numerical method recommended 

for transient heat transfer problems is the implicit finite difference method, which has 

been employed for phase change problems by various authors [8,15,29]. In cases where 

convective flows within the liquid phase can be neglected enthalpy methods are com-

monly used in combination with a fixed grid [26]. One such method - the source term 

method - was identified as a suitable approach for modeling the phase change processes 

discussed in this thesis. The numerical scheme employed to solve the phase change prob-

lems addressed in the case studies is based on this method and is outlined in the following 

chapter. 
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3 An implicit finite difference scheme for solid-liquid phase 

change problems 

In this chapter, the numerical scheme used for simulating the phase change processes 

encountered in the systems that were investigated in the case studies is presented. This 

scheme was originally developed by Voller & Swaminathan [30] to simulate the solidifi-

cation in binary alloys. Their approach is based on the source term method discussed in 

section 2.5.2 and employs the implicit finite difference method outlined in section 2.5.1. 

It was adopted for this work and implemented as an executable script in MATLAB 

R2021b. The implemented algorithm was validated using simple test cases, for which 

analytical solutions were presented in section 2.4. 

3.1 Description of the numerical scheme 

As mentioned above, the numerical scheme employed in this work is based on the source 

term method, Eq. (2.66), while using the implicit FDM for discretization. Voller & 

Swaminathan [30] developed this scheme for solidification problems in binary alloys, 

which exhibit liquid fraction-temperature relationships such as the ones shown in Figure 

2-12. While in this work only linear 𝛾(𝑇) curves were used, the outlined scheme should 

prove capable of solving problems involving more complex relationships as well. 

Applying the implicit finite difference method to Eq. (2.66) yields: 

𝑐𝑣𝑜𝑙
𝑇𝑛
𝑗+1

− 𝑇𝑛
𝑗

Δ𝑡
=
(𝜆𝑛+1 + 𝜆𝑛)𝑇𝑛+1

𝑗+1

2Δ𝑥2
− 
(𝜆𝑛+1 + 2𝜆𝑛 + 𝜆𝑛−1)𝑇𝑛

𝑗+1

2Δ𝑥2

+
(𝜆𝑛 + 𝜆𝑛−1)𝑇𝑛−1

𝑗+1

2Δ𝑥2
− 𝜌𝑙𝐿

𝛾𝑛
𝑗+1

− 𝛾𝑛
𝑗

Δ𝑡
 

(3.1) 

Applying the same method to Eq. (2.70) yields (see also Appendix A1): 
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𝑐𝑣𝑜𝑙
𝑇𝑛
𝑗+1

− 𝑇𝑛
𝑗

Δ𝑡
=
(𝜆𝑛+1 + 𝜆𝑛)(𝑟𝑛+1 + 𝑟𝑛)

2

8Δ𝑟2𝑟𝑛2
𝑇𝑛+1
𝑗+1

−
(𝜆𝑛+1 + 𝜆𝑛)(𝑟𝑛+1 + 𝑟𝑛)

2 + (𝜆𝑛 + 𝜆𝑛−1)(𝑟𝑛 + 𝑟𝑛−1)
2

8Δ𝑟2𝑟𝑛2
𝑇𝑛
𝑗+1

+
(𝜆𝑛 + 𝜆𝑛−1)(𝑟𝑛 + 𝑟𝑛−1)

2

8Δ𝑟2𝑟𝑛2
𝑇𝑛−1
𝑗+1

− 𝜌𝑙𝐿
𝛾𝑛
𝑗+1

− 𝛾𝑛
𝑗

Δ𝑡
 

(3.2) 

Since equations (3.1) and (3.2) contain two unknown quantities that need to be evaluated 

at the future time step, 𝑇𝑛
𝑗+1

 and 𝛾𝑛
𝑗+1

, an iterative procedure is required. Using a common 

notation for iterative schemes (e.g., see [8,20]), with 𝑚 as the current iteration, Eq. (3.1) 

can be written as: 

(∑ 𝑎𝑛𝑏
𝑚 + 𝑏𝑛

𝑚

𝑛𝑏
) 𝑇𝑛

𝑚+1 =∑ 𝑎𝑛𝑏
𝑚 𝑇𝑛𝑏

𝑚+1

𝑛𝑏
+ 𝑏𝑛

𝑜𝑙𝑑𝑇𝑛
𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑛

𝑜𝑙𝑑 − 𝛾𝑛
𝑚) (3.3) 

with: 

∑ 𝑎𝑛𝑏
𝑚

𝑛𝑏
= 𝑎𝑟𝑠,𝑛 + 𝑎𝑙𝑠,𝑛 =

Δ𝑡(𝜆𝑛+1
𝑚 + 𝜆𝑛

𝑚)

2Δ𝑥2
+
Δ𝑡(𝜆𝑛

𝑚 + 𝜆𝑛−1
𝑚 )

2Δ𝑥2
 (3.4) 

𝑏𝑛
𝑚 = 𝑐𝑣𝑜𝑙

𝑚 = (1 − 𝛾𝑛
𝑚)𝜌𝑠𝑐𝑝,𝑠 + 𝛾𝑛

𝑚𝜌𝑙𝑐𝑝,𝑙 (3.5) 

∑ 𝑎𝑛𝑏
𝑚 𝑇𝑛𝑏

𝑚+1

𝑛𝑏
= 𝑎𝑟𝑠𝑇𝑛+1

𝑚+1 + 𝑎𝑙𝑠𝑇𝑛−1
𝑚+1  (3.6) 

For spherical coordinates, the coefficients 𝑎𝑟𝑠 and 𝑎𝑙𝑠 are: 

𝑎𝑟𝑠,𝑛 = Δ𝑡 (
(𝜆𝑛+1 + 𝜆𝑛)(𝑟𝑛+1 + 𝑟𝑛)

2

8Δ𝑟2𝑟𝑛2
) (3.7) 

𝑎𝑙𝑠,𝑛 = Δ𝑡 (
(𝜆𝑛 + 𝜆𝑛−1)(𝑟𝑛 + 𝑟𝑛−1)

2

8Δ𝑟2𝑟𝑛2
) (3.8) 

Eq. (3.3) contains only one unknown quantity – the sought future temperature profile 

𝑇𝑚+1. At the start of the iteration procedure, 𝛾𝑚=0 and 𝑇𝑚=0 are set to the values of the 

previous time step 𝛾𝑜𝑙𝑑 and 𝑇𝑜𝑙𝑑. Next, the linear equation system represented by Eq. 

(3.3) is solved. However, the new temperature profile is not consistent with the liquid 

fraction field, since 𝑇𝑚+1 was calculated from 𝛾𝑚. This inconsistency can be overcome 

by applying a liquid fraction update after calculating 𝑇𝑚+1: 

𝛾𝑛
𝑚+1 = 𝛾𝑛

𝑚 +𝜔Ψ (3.9) 

where 𝜔 denotes a relaxation factor and Ψ denotes a correction term. Depending on the 

nature of the correction,  𝛾𝑛
𝑚+1 can be greater than one or smaller than zero. Since the true 

liquid fraction can only take values between one (fully liquid) and zero (fully solid), an 

over-/undershoot correction is applied, to make sure that 𝛾𝑛
𝑚+1 remains within its physi-

cally meaningful bounds: 
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𝛾𝑛
𝑚+1 = {

0      𝑖𝑓     𝛾𝑛
𝑚+1 < 0

1      𝑖𝑓     𝛾𝑛
𝑚+1 > 1

 (3.10) 

At the end of an iteration step, the thermal properties are recalculated, and convergence 

is checked by comparing the enthalpy fields of the current and the previous iteration: 

max(
|𝐻𝑚+1 − 𝐻𝑚|

𝐻𝑚
) < 10−6 (3.11) 

In case convergence is achieved, 𝑇𝑚+1 represents the new temperature field of the time 

step 𝑗 + 1. 

An important choice is the selection of the correction term Ψ during the liquid fraction 

update. In their study, Voller & Swaminathan [30] list and compare different corrections 

for both linear and non-linear 𝛾(𝑇) relationships. A simple yet effective approach is to 

directly use the known 𝛾(𝑇) curve for the update, which for a linear relationship becomes: 

Ψ =
𝑇𝑛
𝑚+1 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠

− 𝛾𝑛
𝑚 (3.12) 

However, the direct correction only works for smooth curves without discontinuities and 

with substantial underrelaxation (𝜔 < 0.001). To overcome this limitation, Voller & 

Swaminathan [30] suggest using the 𝛾-value at iteration 𝑚 + 1 in Eq. (3.3), resulting in: 

(∑ 𝑎𝑛𝑏
𝑚

𝑛𝑏
+ 𝑏𝑛

𝑚) 𝑇𝑛
𝑚+1 =∑ 𝑎𝑛𝑏

𝑚 𝑇𝑛𝑏
𝑚+1

𝑛𝑏
+ 𝑏𝑛

𝑜𝑙𝑑𝑇𝑛
𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑛

𝑜𝑙𝑑 − 𝛾𝑛
𝑚+1) (3.13) 

With this substitution, a new non-linearity arises as 𝑇𝑛
𝑚+1 and 𝛾𝑛

𝑚+1 are both unknown. 

As shown by Voller & Swaminathan [30], 𝛾𝑛
𝑚+1 can be approximated through Taylor 

series expansion as: 

𝛾𝑛
𝑚+1 = 𝛾𝑛

𝑚 +
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

(𝑇𝑛
𝑚+1 − 𝑇𝑛

𝑚) (3.14) 

In [32], Voller & Prakash recommend using the inverse of 𝛾(𝑇) to express 𝑇𝑛
𝑚 in Eq. 

(3.14), i.e., 𝑇𝑛
𝑚 = 𝛾−1(𝛾𝑛

𝑚) = 𝑇(𝛾𝑛
𝑚). The reason for this is that in cases of isothermal 

phase change or when the 𝛾(𝑇)-curve contains jump discontinuities (as seen in curves 2 

and 5 in Figure 2-12), the liquid fraction can become multivalued (e.g., at the fusion tem-

perature). By expressing the temperature as a function of the liquid fraction, i.e., using 

the inverse 𝑇(𝛾), the temperature is always well-defined [32]. 

Using this recommendation and inserting Eq. (3.14) into Eq. (3.13) yields: 
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(∑ 𝑎𝑛𝑏
𝑚

𝑛𝑏
+ 𝑏𝑛

𝑚 + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

)𝑇𝑛
𝑚+1

=∑ 𝑎𝑛𝑏
𝑚 𝑇𝑛𝑏

𝑚+1

𝑛𝑏
+ 𝑏𝑛

𝑜𝑙𝑑𝑇𝑛
𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑛

𝑜𝑙𝑑 − 𝛾𝑛
𝑚)

+ 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

𝑇(𝛾𝑛
𝑚) 

(3.15) 

Eq. (3.15) requires the evaluation of the slope of the liquid fraction curve 
𝑑𝛾

𝑑𝑇
 during phase 

change (i.e., for 0 < 𝛾𝑛
𝑚 < 1). If no phase change is currently taking place (i.e., for 𝛾𝑛

𝑚 =

0 or 𝛾𝑛
𝑚 = 1), 

𝑑𝛾

𝑑𝑇
 becomes 0. 

After the temperature profile 𝑇𝑚+1 is calculated, the according liquid fraction correction 

follows from Eq. (3.14): 

   Ψ =
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

(𝑇𝑛
𝑚+1 − 𝑇(𝛾𝑛

𝑚)) (3.16) 

In order to enhance convergence, Swaminathan & Voller [33] suggest applying Eq. (3.16) 

only to nodes which undergo phase change, i.e., for 0 < 𝛾𝑛
𝑚 < 1. For nodes which are 

fully solid or liquid, they suggest the following update in order to allow for the phase 

change to be initiated (i.e., to avoid skipping the phase change during a time step): 

Ψ =
𝑐𝑝,𝑙

𝐿
(𝑇𝑛

𝑚+1 − 𝑇(𝛾𝑛
𝑚)) (3.17) 

A schematic of the iteration procedure during a time step is shown in Figure 3-1 and can 

be summarized as follows: 

1. The initial values for temperature and liquid fraction for 𝑚 = 0 are set to the val-

ues of the old time step. 

2. The linear equation system, Eq. (3.15) is solved for the temperature profile 𝑇𝑚+1 

with 
𝑑𝛾

𝑑𝑇
 set to 0, if 𝛾𝑛

𝑚 = 0 or 𝛾𝑛
𝑚 = 1. 

3. From the predicted temperature profile 𝑇𝑚+1, the liquid fraction can be deter-

mined by Eq. (3.9) and, depending on the state of the material, Eq. (3.16) or (3.17). 

4. The over-/undershoot correction for the liquid fraction, Eq. (3.10), is applied. 

5. The thermal properties 𝜆 and 𝑐𝑣𝑜𝑙 are updated from equations (2.67) and (2.68). 

6. Steps 2 through 5 are repeated until convergence is reached, which is the case 

when the enthalpy fields of two consecutive iterations are consistent within a 

threshold of 10-6 (checked via Eq. (3.11)). Once convergence is achieved, the al-

gorithm proceeds to the next time step. 
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Figure 3-1: Schematic flow chart of the iterative scheme 

3.2 Implementation 

The outlined algorithm was implemented as an executable script in MATLAB R2021b. 

To be able to use the linear equation system solver provided by MATLAB, Eq. (3.15) 

was rewritten in matrix form: 

𝑴𝑇⃗⃗ = 𝑑 (3.18) 

where 𝑴 is a coefficient matrix, 𝑇⃗⃗ is a vector containing the sought temperature values at 

𝑚 + 1 and 𝑑 is a column vector containing the remaining terms that are not multiplied 

with 𝑇𝑚+1. The coefficient matrix is a tridiagonal matrix with the following structure: 

𝑴 =

(

 
 
 
 
 

𝑀1,1 𝑀1,2 0 ⋯ 0

𝑀2,1 𝑀2,2 𝑀2,3 0 ⋱

0 ⋱ ⋱ ⋱ 0 ⋮
0 𝑀𝑛,𝑛−1 𝑀𝑛,𝑛 𝑀𝑛,𝑛+1 0

⋮ 0 ⋱ ⋱ ⋱ 0
⋱ 0 𝑀𝑁−1,𝑁−2 𝑀𝑁−1,𝑁−1 𝑀𝑁−1,𝑁

0 ⋯ 0 𝑀𝑁,𝑁−1 𝑀𝑁,𝑁 )

 
 
 
 
 

 (3.19) 

The diagonal elements of 𝑴 are: 

𝑀𝑛,𝑛 =∑ 𝑎𝑛𝑏
𝑚

𝑛𝑏
+ 𝑏𝑛

𝑚 + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

 (3.20) 

Start 

Step 1: Set initial temperature and liquid fraction profiles 

to 𝑇𝑚=0 = 𝑇𝑜𝑙𝑑 and 𝛾𝑚=0 = 𝛾𝑜𝑙𝑑 

Step 2: Calculate new temperature profile 𝑇𝑚+1 

End 

yes 

𝑗 = 𝑗 + 1 

yes 

no 

𝑗 = 𝑡𝑡/Δ𝑡 

no Step 6: 

 
|𝐻𝑚+1−𝐻𝑚|

𝐻𝑚
< 10−6 

Steps 3 – 5: Calculate liquid fraction 𝑦𝑚+1, apply over-

shoot correction and recalculate thermal properties 
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𝑀𝑛,𝑛−1 = −𝑎𝑙𝑠,𝑛 (3.21) 

𝑀𝑛,𝑛+1 = −𝑎𝑟𝑠,𝑛 (3.22) 

where the indices 𝑛 − 1 and 𝑛 + 1 refer to the preceding and the next spatial node 𝑛, 

respectively. 

The column vector 𝑑 has the following form: 

𝑑 =

(

 
 
 
 

𝑑1
𝑑2
⋮
𝑑𝑛
⋮

𝑑𝑁−1
𝑑𝑁 )

 
 
 
 

 (3.23) 

with 

𝑑𝑛 = 𝑏𝑛
𝑜𝑙𝑑𝑇𝑛

𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑛
𝑜𝑙𝑑 − 𝛾𝑛

𝑚) + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑛

𝑚

𝑇(𝛾𝑛
𝑚) (3.24) 

Depending on the boundary conditions, the entries in the first row become: 

𝑀1,1 = 𝑏1
𝑚 (3.25) 

𝑀1,2 = 0 (3.26) 

𝑑1 = 𝑏1
𝑜𝑙𝑑𝑇𝑤,𝑛=1 (3.27) 

for Dirichlet boundary conditions, 

𝑀1,1 = 2𝑎𝑟𝑠,1 + 𝑏1
𝑚 + 𝜌𝑙𝐿

𝑑𝛾

𝑑𝑇
|
1

𝑚

 (3.28) 

𝑀1,2 = −2𝑎𝑟𝑠,1 (3.29) 

𝑑1 = 𝑏1
𝑜𝑙𝑑𝑇1

𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾1
𝑜𝑙𝑑 − 𝛾1

𝑚) + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
1

𝑚

𝑇(𝛾1
𝑚) + 2

Δ𝑡

Δ𝜁
𝑞̇𝑤,𝑛=1 (3.30) 

for Neumann boundary conditions, or 

𝑀1,1 = 2𝑎𝑟𝑠,1 + 𝑏1
𝑚 + 𝜌𝑙𝐿

𝑑𝛾

𝑑𝑇
|
1

𝑚

+ 2
Δ𝑡

Δ𝜁
ℎ𝑛=1 (3.31) 

𝑀1,2 = −2𝑎𝑟𝑠,1 (3.32) 

𝑑1 = 𝑏1
𝑜𝑙𝑑𝑇1

𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾1
𝑜𝑙𝑑 − 𝛾1

𝑚) + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
1

𝑚

𝑇(𝛾1
𝑚) + 2

Δ𝑡

Δ𝜁
ℎ𝑛=1𝑇𝑎𝑚𝑏,𝑛=1 (3.33) 
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for Robin and linearized radiative boundary conditions. The spatial discrete Δ𝜁 becomes 

Δ𝑥 for Cartesian coordinates or Δ𝑟 for spherical coordinates. The entries for the last row 

become: 

𝑀𝑁,𝑁 = 𝑏𝑁
𝑚 (3.34) 

𝑀𝑁,𝑁−1 = 0 (3.35) 

𝑑𝑁 = 𝑏𝑁
𝑜𝑙𝑑𝑇𝑤,𝑛=𝑁 (3.36) 

for Dirichlet boundary conditions, 

𝑀𝑁,𝑁 = 2𝑎𝑙𝑠,𝑁 + 𝑏𝑁
𝑚 + 𝜌𝑙𝐿

𝑑𝛾

𝑑𝑇
|
𝑁

𝑚

 (3.37) 

𝑀𝑁,𝑁−1 = −2𝑎𝑙𝑠,𝑁 (3.38) 

𝑑𝑁 = 𝑏𝑁
𝑜𝑙𝑑𝑇𝑁

𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑁
𝑜𝑙𝑑 − 𝛾𝑁

𝑚) + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑁

𝑚

𝑇(𝛾𝑁
𝑚) + 2

Δ𝑡

Δ𝜁
𝑞̇𝑤,𝑛=𝑁 (3.39) 

for Neumann boundary conditions, or 

𝑀𝑁,𝑁 = 2𝑎𝑙𝑠,𝑁 + 𝑏𝑁
𝑚 + 𝜌𝑙𝐿

𝑑𝛾

𝑑𝑇
|
𝑁

𝑚

+ 2
Δ𝑡

Δ𝜁
ℎ𝑛=𝑁 (3.40) 

𝑀𝑁,𝑁−1 = −2𝑎𝑙𝑠,𝑁 (3.41) 

𝑑𝑁 = 𝑏𝑁
𝑜𝑙𝑑𝑇𝑁

𝑜𝑙𝑑 + 𝜌𝑙𝐿(𝛾𝑁
𝑜𝑙𝑑 − 𝛾𝑁

𝑚) + 𝜌𝑙𝐿
𝑑𝛾

𝑑𝑇
|
𝑁

𝑚

𝑇(𝛾𝑁
𝑚) + 2

Δ𝑡

Δ𝜁
ℎ𝑛=𝑁𝑇𝑎𝑚𝑏,𝑛=𝑁 (3.42) 

for Robin and linearized radiative boundary conditions. 

Eq. (3.18) can efficiently be solved using the built-in MATLAB-function “mldivide”, 

which, based on the structure of the coefficient matrix, selects a suitable solution method. 

Since 𝑴 is a tridiagonal matrix, the selected solution method is the tridiagonal matrix 

algorithm, also known as Thomas algorithm. 

The implemented iterative algorithm proved to be efficient and versatile, as it can be used 

for various liquid fraction curves some of which are shown in Figure 2-12, including non-

linear functions and curves describing the phase change of a eutectic (combination of 

linear and power law relation). Further, little to no underrelaxation is required, which 

significantly speeds up convergence compared to other approaches, such as the one based 

on Eq. (3.12) or algorithms using the apparent heat capacity method [29]. 

3.3 Validation test cases for simple geometries 

The implemented algorithm outlined in the previous two sections was applied to two sim-

ple test cases. The numerical results were compared to the respective analytical solutions 
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for validation. First, a simple one-dimensional slab is considered that is cooled from one 

side and insulated on the other. The simulation results were validated against the analyt-

ical solution of the Stefan problem given in section 2.4.2. The second test case consists 

of a one-dimensional spherical PCM capsule that is heated from the outside. As no exact 

analytical solution exists for this case, the simulation results were compared to the quasi-

stationary approximate solutions discussed in section 2.4.3. 

3.3.1 Solidification of a one-dimensional slab 

The problem considered as a first simple test case was a Stefan problem, as discussed in 

section 2.4.1. The Neumann solution given in section 2.4.2 served as the basis for valida-

tion. The problem data is given in Table 3-1. The PCM used in the case studies was a 

generic one with properties typical for a paraffin-based material, excluding effects such 

as subcooling and temperature-dependent variations in material properties. 

For the first test case, the solidification of an insulated, one-dimensional slab consisting 

of PCM with a solidification temperature of 60 °C was considered. The length of the 

domain was 10 mm, and the simulated time was 300 s. The numerical Fourier number 

was set to 𝐹𝑜𝑛𝑢𝑚 = 5, resulting in a time step of 0.0163 s for a spatial step of 0.02 mm. 

The algorithm outlined in the previous chapters was mainly developed for non-isothermal 

phase changes, however, the Neumann solution to the Stefan problem is only applicable 

to isothermal phase changes. A way to also address isothermal phase changes is to ensure 

that the derivative 
𝑑𝛾

𝑑𝑇
 has a very large value, which can be achieved by confining the phase 

change temperature interval to a very small difference between the solidus and the liqui-

dus temperature, while applying a linear 𝛾(𝑇)-relationship. Therefore, the difference be-

tween the solidus and liquidus temperature was set to 0.002 K for all simulated test cases 

(accordingly, the solidus and liquidus temperature were 59.999 °C and 60.001 °C, respec-

tively). Further, the initialization temperature was set to 60.002 °C, close to the solidifi-

cation temperature, in order to resemble the initial condition of the Stefan problem con-

sidered by Neumann. 
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Table 3-1: Test case data for the one-dimensional solidification of a PCM slab 

Property Value 

Domain length 10 mm 

Spatial discrete 0.02 mm 

Time 300 s 

Numerical Fourier number 5 

Initial temperature 60.002 °C 

Wall temperature 50 °C 

Phase change temperature 60 °C 

Density 814 kg/m³ 

Heat capacity 2000 J/(kgK) 

Thermal conductivity 0.2 W/(mK) 

Latent heat 218000 J/kg 

As shown in Figure 3-2, the simulation results and the analytical solution are in good 

agreement. Especially the simulated temperature field corresponds well to that deter-

mined by the analytical solution. Regarding the liquid fraction, the simulated phase front 

advances slightly faster than the analytical one. 

  

Figure 3-2: Temperature field after 300 s (left) and spatial evolution of the phase front 

(right) for the solidification of a one-dimensional slab 

In order to quantify the deviation between the analytical solution and the simulated re-

sults, the mean absolute error 𝑀𝐴𝐸 was used: 
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𝑀𝐴𝐸 =
1

𝑝
∑ |𝑌̂𝑖 − 𝑌𝑖|

𝑝

𝑖=1
 (3.43) 

Here, 𝑌̂ denotes the actual (analytical) value and 𝑌 the corresponding predicted (simu-

lated) value, while 𝑝 is the total number of value pairs. Additionally, to evaluate the rel-

ative accuracy, the relative mean absolute error 𝑅𝑀𝐴𝐸 was used: 

𝑅𝑀𝐴𝐸 =
𝑀𝐴𝐸

Δ𝑌
⋅ 100% (3.44) 

where Δ𝑌 is a value range that is characteristic for the specific problem. For the test cases 

discussed here, it was taken as the total length of the domain and the maximum occurring 

temperature difference, i.e., the difference between the initial and the wall temperature. 

The error values determined for the temperature and for the interface location were 

0.0012 K (0.012 %) and 0.0099 mm (0.099 %), respectively, indicating very high accu-

racy. Even when using a coarser spatial discretization of 0.2 mm (which led to a time step 

of 1.63 s for 𝐹𝑜𝑛𝑢𝑚 = 5) these values remained relatively low, with 0.022 K (0.22 %) and 

0.102∙mm (1.017 %). These results show that the implemented algorithm performs well 

for the simple 1D slab test case under isothermal phase change conditions.  

3.3.2 Inward melting of a sphere 

For the second test case, the convection-driven inward melting of a PCM sphere was 

considered. The approximate solution used for the validation is given in section 2.4.3, 

while Figure 2-7, left, shows an illustration of the problem. The same PCM as in the 

previous test case was used (see Table 3-1). The remaining additional problem data is 

given in Table 3-2. 

Table 3-2: Test case data for the one-dimensional melting of a PCM sphere 

Property Value 

Domain radius 5 mm 

Spatial step 0.02 mm 

Time 5200 s 

Numerical Fourier number 15 

Initial temperature 59.998 °C 

Ambient temperature 61 °C 

Heat transfer coefficient 200 W/(m²K) 

The radius of the sphere was 5 mm, and the spatial discrete was chosen as 0.02 mm. Due 

to a longer simulated time, the numerical Fourier number was set to 𝐹𝑜𝑛𝑢𝑚 = 15 enabling 

a larger time step of 0.049 s compared to 0.0163 s in the previous case study. 
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As described in section 2.4.3, the approximate solution should only be applied for prob-

lems in which the Stefan number is small (1/𝑆𝑡 > 7). With the problem data given in 

Table 3-2, 1 𝑆𝑡⁄  = 108.8, indicating that the approximate solution should be quite accurate 

and a good basis for the validation of the numerical results. 

Figure 3-3 shows the temperature field at different times and the temporal evolution of 

the phase front. The simulation results and approximate solutions show a qualitatively 

good agreement. The error values for the temperature were 0.0017 K (0.166 %), 0.0026 K 

(0.262 %), and 0.0053 K (0.526 %) after ¼, ½ and ¾ of the simulated time. The error 

values for the interface position were 0.058 mm (0.012 %). These results indicate that the 

implemented algorithm can also be applied for spherical geometries. 

   

Figure 3-3: Temperature field after ¼, ½ and ¾ of the simulated time 𝑡 (left) and spatial 

evolution of the phase front (right) for the inward melting of a sphere 

A variation of this test case involving an encapsulated PCM sphere, as shown in Figure 

2-7, right, was also investigated. In this case, equations (2.37) - (2.39) were used for com-

parison. The properties of the encapsulation, which consisted of HDPE, are given in Table 

3-3. The capsule thickness was 1 mm, meaning that the radius of the PCM sphere inside 

the encapsulation was 4 mm. 

Table 3-3: Properties of the encapsulation material for the spherical PCM object 

Property Value 

Capsule thickness 1 mm 

Capsule density 935 kg/m³ 

Capsule heat capacity 2210 J/(kgK) 

Capsule conductivity 0.37 W/(mK) 

The simulation results for the melting of PCM inside a spherical capsule are in good 

agreement with the approximate solution, as shown in Figure 3-4. The error values for 

the position of the phase front amount to 0.053 mm (0.011 %). 
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Figure 3-4: Temporal evolution of the phase front during a melting process inside a 

spherical capsule filled with PCM 

The test case results presented above show that the numerical algorithm introduced in 

section 3.1 can be applied to geometries described both in Cartesian and spherical coor-

dinates, to both melting and solidification problems as well as to problems involving mul-

tiple material layers, such as the phase change of PCM encapsulated in another material. 

3.4 Summary and conclusion 

In this chapter, the numerical solution algorithm for phase change problems developed 

by Voller & Swaminathan [30] and employed in this work was detailed. The implemen-

tation within MATLAB R2021b was described and the applicability to simple test cases 

was demonstrated. 

The governing equations describing the conduction-driven phase change processes in 

Cartesian and spherical coordinates were discretized using the implicit finite difference 

method outlined in the previous chapter. The discretized equations were formulated in 

matrix form and implemented as an iterative scheme within MATLAB. The implemented 

iterative algorithm was applied to two simple test cases: the solidification of an insulated 

one-dimensional PCM slab cooled from one side, and the melting of a one-dimensional 

PCM sphere heated by convection from the ambient. For the first test case, the simulation 

results were validated against the Neumann solution of the Stefan problem discussed in 

section 2.4.2. For the second test case, the approximate solutions described in section 

2.4.3 were used for validation. In both cases, the algorithm produced excellent results 

with a mean absolute temperature error of 0.02 K (0.22 %) or less and a mean absolute 

interface position error of 0.102 mm (1.02 %) or less. These results indicate that the al-

gorithm is applicable to the phase change problems discussed in the case studies presented 

in Chapters 4 and 5. 
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4 Case study I: PCM-enhanced solar PV modules 

In the first case study, the implemented algorithm for phase change processes was applied 

to a problem of passive cooling of photovoltaic modules by PCM. An introduction to 

solar PV is given and the composition of PV modules is briefly described. Current ap-

proaches to PV cooling through PCM and the modeling of such PV-PCM systems are 

discussed. Based on this discussion, the scope of the case study is formulated. A descrip-

tion of the experimental setup installed by the Electrical Energy Technology department 

at the Paderborn University PV laboratory, shown in Figure 4-1, is given. The thermal 

model for PCM-enhanced PV modules is presented and the validation based on experi-

mental data is discussed. Additionally, a method to estimate the degradation of PV mod-

ules due to thermal fatigue is introduced. The results of a parameter study performed 

using the validated thermal model are described, and the impact of different PCM heat 

sink configurations on the efficiency and lifetime of PV modules is evaluated. 

 

Figure 4-1: PV laboratory at Paderborn University (photo: Stefan Krauter, Paderborn 

University, Department of Electrical Energy Technology) 
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4.1 State of the art 

According to the “Net Zero Emissions by 2050” scenario defined by the International 

Energy Agency, a 26 % annual growth in solar PV capacity is necessary until 2030 to 

achieve net-zero greenhouse gas emissions by 2050 – a requirement to limit the average 

global temperature increase to no more than 1.5 K [34]. Along with installing new solar 

PV capacity, increasing the efficiency of converting sunlight to electricity in solar cells 

is a crucial step to achieve this goal. Promising new technologies, such as tandem perov-

skite solar cells, which utilize additional ranges of the light spectrum, can yield conver-

sion efficiencies of more than 30 % on a lab scale [35]. However, most commercially 

available solar PV modules based on mono- and poly-crystalline cells exhibit conversion 

efficiencies between 15 to 24 % [36]. 

Along with the architecture of the cell and the underlying technology, the conversion 

efficiency of a PV module also depends on its operating conditions. A high cell tempera-

ture in particular has a negative effect on efficiency, which has led to the development of 

approaches to cool the PV modules during operation using active or passive measures. 

An example of an active cooling method is the installment of pipes, which distribute a 

water film onto the surface of the PV module. Another method is active cooling with fans. 

Such methods are reported to increase the PV module conversion efficiency by more than 

50 %, however at high investment and maintenance cost [37]. Passive cooling methods 

such as fins or air channels inducing natural convection on the back side of the module 

offer less expensive and low-maintenance solutions to effectively increase the module 

efficiency. The cooling approach investigated in this case study was to install PCM at the 

back side of the module. The PCM serves as a heat sink aiming to reduce and stabilize 

the operating temperature of the solar cells. 

4.1.1 Structure and composition of PV modules 

Conventional PV modules consist of different material layers that are fixed in a metal 

frame. The usual setup comprises protective covers at the front (glass) and the back (dif-

ferent polymers), which enclose the solar cells in between. Ethylene-vinyl acetate (EVA) 

is typically used as adhesive and encapsulation material joining together the individual 

layers. The structure of a typical solar module is given in Figure 4-2.  

 

Figure 4-2: Layered structure of a typical PV module 

Back sheet 

Silicon cell 

Ethylene vinyl acetate 

Glass 

Ethylene vinyl acetate 
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The glass cover typically has a thickness of 3 to 4 mm and protects the cells from water 

and airborne solid particles like hail and dust. It is usually tempered, highly transmissive 

and has a low iron content increasing its transparency. 

The EVA film is a transparent layer, which is used in the production process (i.e., lami-

nation) to fix the cells. It further increases the module stability and enhances the protec-

tion against moisture. 

The back sheet is made of polymers, such as polypropylene, polyethylene terephthalate 

or polyvinyl fluoride. It serves as a protection against moisture and acts as an electrical 

insulator. It further increases the mechanical stability of the module and is typically of 

white color. 

The metal frame holds together the individual components of the module and provides 

additional stability. It is usually made of aluminum and therefore light in weight yet still 

durable against external loads caused by wind or hail. 

The solar cells convert solar irradiation into electrical power by utilizing the photoelectric 

effect. They are made of thin silicon wafers, which are either polycrystalline or mono-

crystalline. While some of the incoming sunlight is converted to electrical power, the 

major part is converted to non-usable heat, which increases the temperature of the solar 

cell reducing its efficiency. Also, temperature fluctuations cause thermal stress within the 

layer structure leading to the degradation of the module layers and of the interconnectors 

that electrically connect the individual solar cells. 

Since the focus of this case study laid on the thermal modeling of solar PV modules, the 

electrical phenomena occurring inside a solar cell are not considered further. Correspond-

ing information can be found in, e.g., [38,39]. 

4.1.2 PV-PCM modules 

As mentioned above, the efficiency of PV modules depends on the operating temperature 

of the solar cells. Promising passive cooling approaches include the use of PCM, which 

is usually only attached to the backside of the module due to the low transparency of most 

PCM in their solid state. One of the first groups to study PV-PCM modules was Huang 

et al. [40], who attached a heat sink containing PCM and aluminum fins for better heat 

transfer to building-integrated solar PV modules. They used experiments for the valida-

tion of their finite-volume simulations and studied different heat sink dimensions, e.g., 

the thickness, which varied between 20 and 50 mm. They found that the use of the PCM 

heat sink can significantly stabilize the operating temperature of the PV module and hence 

its efficiency. Since most PCM have a low thermal conductivity, the addition of fins was 

necessary in that study. An approach addressing the low conductivity was reported by 

Japs et al. [41], who aimed to increase it by adding graphite to the PCM. Their experi-

mental results showed that the composite PCM-graphite heat sink leads to fewer and 

lower temperature fluctuations, but at the expense of efficiency caused by the insulating 

effect of the liquid PCM. This insulating effect resulted in higher operating temperatures 

compared to a reference module without PCM. However, their choice of PCM was not 
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optimal as it had a rather low melting point of around 28 °C. As the cell temperatures can 

easily reach up to 50 - 60 °C on hot summer days, such low phase change temperatures 

cause the PCM to melt quite earlier at around 11:30 am. Conclusions that can be drawn 

from their study are that the PCM layer was likely too thick and the melting point of the 

PCM was too low. Another aspect they addressed was the additional economic cost of 

the PCM. In order to become feasible, the price of PCM would have to drop significantly 

– an observation that was still being made in more recent studies (e.g., Nižetić et al. [42] 

and Ali [43]). 

An aspect that is not addressed in most reviewed papers is the potential increase in life-

time that results from reduced temperature fluctuations – both in frequency and in ampli-

tude. Fewer and smaller cell temperature fluctuations mean less fatigue, which is caused 

by temperature changes of the different material layers constrained in the frame that have 

different coefficients of thermal expansion. This means that the different module layers 

expand at different rates leading to friction, which in turn can lead to the breakage of the 

interconnectors – small, thin copper bands connecting the individual solar cells. In fact, a 

long-term analysis of end-of-life causes for PV modules by Wohlgemuth [44] revealed 

that up to 40 % of the examined modules failed due to interconnector breakage. Consid-

ering that thermal fatigue due to cell temperature fluctuations causes most of these break-

ages, investigating the potential positive effect of PCM on the module lifetime seemed 

justified. For this reason, Weber et al. [45] introduced a method to quantify the accumu-

lated damage of PV-PCM modules due to temperature fluctuations. They estimated that 

the lifetime of PV modules can be increased by up to 30 % through the addition of PCM. 

In order to design a PCM heat sink for PV modules that is both cost-efficient and poten-

tially lifetime-extending, a predictive thermal model for the PV-PCM module was used 

in this study. The thermal modeling of conventional PV systems without PCM has been 

discussed in detail in literature, and numerous models of varying complexity with the aim 

of determining the cell temperature can be found. An extensive review of cell temperature 

correlations was carried out by Skoplaki & Palyvos [46], who categorized them into im-

plicit and explicit ones. The former express the cell temperature through quantities which 

themselves depend on the cell temperature, e.g., the PV efficiency. Such a correlation was 

suggested by Mattei et al. [47], who determined the cell temperature using an energy 

balance. Explicit correlations determine the cell temperature based on the ambient tem-

perature and/or the irradiation, which is often sufficient for many practical applications. 

For a more detailed description of the heat transfer process inside the PV module, numer-

ical methods can be applied. These methods vary in their complexity from simpler 1D 

models based on finite differences which only cover the heat transfer by conduction inside 

the layered module structure, to CFD-based 3D-simulations such as that of Jaszczur et al. 

[48], which even considered the air flow around the module. 3D-CFD simulations using 

commercial software tools are both computationally and economically expensive. Espe-

cially if long periods of time (> several hours) must be simulated, 3D-methods are often 

not feasible.  

In contrast, 1D methods based on finite differences offer greater flexibility regarding the 

simulated time periods and are therefore the focus of this overview on different modeling 
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approaches. The aim of the reviewed models is to accurately predict the cell temperatures 

over various time frames, typically ranging from several hours to several days, while ac-

counting for fluctuating weather conditions. Consequently, most authors compare their 

simulated cell temperature profiles with measured data, quantifying deviations between 

experimental and simulation results using various error types. 

Unfortunately, there is no standard for which error types are to be used and how the error 

values are to be determined, which makes it difficult to compare the quality of the models. 

Some authors provide the 𝑀𝐴𝐸 (see Eq. (3.43)), while some specify the 𝑅𝑀𝐴𝐸 (see Eq. 

(3.44)) or other error types such as the maximum error or the root mean square error. 

Additionally, temperature plots of the measured and simulated data are usually provided. 

In particular, the use of relative error values is problematic for comparing the accuracy of 

the various models, as the value used as reference depends on factors such as the time 

span considered, the prevailing weather conditions, and ultimately the preference of the 

individual author, and thus varies between studies. Therefore, for the sake of consistency 

and comparability, the error values given in the following paragraphs refer to the root 

mean square error 𝑅𝑀𝑆𝐸. While the 𝑀𝐴𝐸 represents the average of all deviations, the 

𝑅𝑀𝑆𝐸 gives more weight to larger deviations. It is defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝑝
∑ (𝑌̂𝑖 − 𝑌𝑖)

2𝑝

𝑖=1
 (4.1) 

or, in relation to a reference value, as: 

𝑅𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

Δ𝑌
⋅ 100 % (4.2) 

Where available, the 𝑅𝑆𝑀𝐸 is cited directly from the reviewed publication, otherwise the 

corresponding temperature plots were used to derive the 𝑅𝑀𝑆𝐸 through plot digitaliza-

tion. 

Before discussing modeling approaches for PV-PCM systems, it is useful to take a closer 

look at models of conventional PV modules, since the environmental influences of wind 

and radiation as well as the internal heat transport mechanisms (except for the phase 

change) are similar in both systems. A 1D model of a PV system without PCM based on 

the explicit FDM was developed by Jones & Underwood [49]. They used a lumped ap-

proach, in which all module layers are reduced to one node and a single energy balance 

is calculated at each time step. With this approach, they achieved a maximum 𝑅𝑀𝑆𝐸 of 

2.8 K for a measurement period of several hours. Another such lumped model was pro-

posed by Abdulrazzaq et al. [50], who achieved improved accuracy by including an em-

pirical fitting parameter resulting in a maximum 𝑅𝑀𝑆𝐸 of 1.6 K for a measurement period 

of one day. A more advanced lumped approach was proposed by Notton et al. [51], who 

approximated a double-glass module through three spatial nodes (instead of just one) and 

additionally considered the thermal conduction between them. The layers they included 

in their model were the front glass, the solar cells and the back glass, while neglecting the 

EVA. They also studied the effect of different convective heat transfer correlations on the 
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cell temperature. Employing an explicit 4th order Runge-Kutta method as their solution 

technique, they reported a maximum 𝑅𝑀𝑆𝐸 of 1.3 K for a measurement period of eight 

days. A drawback of the explicit methods employed in [49–51] is the necessity to adhere 

to the 𝐹𝑜𝑛𝑢𝑚 stability criterion (see Eq. (2.50) in section 2.5.1.1). This requirement limits 

the time step size, as it depends on the thermal diffusivity of the involved materials and 

the spatial discretization. To overcome this limitation, Bevilacqua et al. [52] developed a 

model based on the implicit FDM, which enabled the use of a finer spatial discretization 

and the inclusion of all relevant module layers shown in Figure 4-2. For their model val-

idation, they considered several days from each season and were able to achieve average 

𝑅𝑀𝑆𝐸 values of 1.4 K, 1.3 K, 1.7 K and 1.5 K for spring, summer, fall and winter. 

Regarding PV-PCM systems, modeling approaches similar to those used for conventional 

PV systems can be found, ranging from lumped approaches to 1D models that fully re-

solve each individual layer. Lo Brano et al. [53] developed a model of a PV-PCM system 

based on the explicit FDM, assuming an isothermal phase change in the PCM layer. Due 

to the stability restrictions associated with the explicit FDM, they modeled the solar cell 

layer as an infinitesimally thin interface acting as heat source, while separating the top 

and bottom half of the module. Their simulated results yielded 𝑅𝑀𝑆𝐸 values of up to 

3.2 K when compared to measured data gathered over two days. Another PV-PCM mod-

eling approach based on the explicit FDM was reported by Arıcı et al. [54], who also 

assumed an isothermal phase change. They employed the source term method (see section 

2.5.2) within the PCM layer and compared their numerical results to one day of experi-

mental data from Lo Brano et al. [53], resulting in an 𝑅𝑀𝑆𝐸 of 3.5 K. Díaz et al. [55] 

assumed non-isothermal phase change conditions and used an enhanced conduction 

method to account for natural convection within the liquified PCM. They combined the 

EVA, solar cell, and backsheet into a single layer, employing an implicit finite volume 

method with a non-uniform spatial grid. Like Arıcı et al. [54], Díaz et al. [55] did not 

perform their own measurements but compared their simulation data with the experi-

mental results of Lo Brano et al. [53], yielding an 𝑅𝑀𝑆𝐸 of 3.8 K. Savvakis & Tsoutsos 

[56], on the other hand, conducted experiments over a time period of a full year and de-

veloped a lumped capacity approach to optimize the PCM layer thickness for varying 

ambient conditions. Unfortunately, they only provided validation data for a reference sys-

tem without PCM, for which a 𝑅𝑀𝑆𝐸 of 4.5 K was determined. In their publication, they 

highlight the positive effects of PCM on the module lifetime and emphasize the im-

portance of field measurements for validating models and monitoring the reliability of 

PV-PCM systems. 

Comparing the reported accuracy of models developed for PV systems with and without 

PCM reveals that the inclusion of a PCM layer leads to greater deviations between exper-

imental and simulation data. For conventional PV systems the lowest found 𝑅𝑀𝑆𝐸 was 

1.3 K (Notton et al. [51]), whereas for PV-PCM systems, the lowest 𝑅𝑀𝑆𝐸 was 3.2 K 

(Lo Brano et al. [53]). For a better understanding of the relative deviation between exper-

imental and simulation results, the 𝑅𝑅𝑀𝑆𝐸 can be calculated using the largest observed 

temperature difference (i.e., maximum daily temperature – minimum daily temperature) 

as reference value Δ𝑌 (see Eq. (4.2)). In the study by Notton et al. [51], this temperature 
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difference was 40 K yielding an 𝑅𝑅𝑀𝑆𝐸 of 3.25 %. In the study by Lo Brano et al. [53] 

this difference was 36 K, resulting in an 𝑅𝑅𝑀𝑆𝐸 of 8.89 %. This substantial difference 

in accuracy indicates that further efforts are needed to accurately predict the thermal be-

havior of PV-PCM systems. 

4.2 Scope of the case study 

The key findings of the literature reviewed above can be summarized as follows: 

• In most experimental studies, the determined gain in PV efficiency was too low 

compared to the high economic cost of PCM. This might be due to an improper 

design of the PCM heat sink. 

• The PCM heat sink can potentially increase the PV module lifetime. A detailed 

experimental validation as well as an economic analysis of this aspect are missing. 

• The thermal modeling of conventional PV systems is well described in literature 

and can serve as a basis for a PV-PCM model. Often, several correlations for am-

bient conditions had to be tested to achieve good agreement with experiments. 

• Existing models for PV-PCM systems produce less accurate results compared to 

models for conventional PV modules. This indicates that the phase change pro-

cesses within the PCM layer are not captured properly. 

Based on these findings, the main goals of this case study were to develop a thermal 

model of PV-PCM systems that includes all relevant material layers in order to determine 

the temperature distribution across the entire module. The model accuracy should exceed 

the values reported in the reviewed literature, with an average 𝑅𝑀𝑆𝐸 of less than 2 K 

when validated against experimental data. This data should be gathered from a test site at 

the Paderborn University PV lab, installed and operated by the Electrical Energy Tech-

nology department, which was a partner in a joint research project consortium that in-

cluded the author of this thesis. Based on these goals, the following tasks were defined: 

• Conceptualization and installation of an experimental PV-PCM system at the Pa-

derborn University PV lab (see Figure 4-1) in order to collect measured data over 

at least one month under varying ambient conditions, in collaboration with the 

Electrical Energy Technology department 

• Development of a thermal model for PV-PCM modules based on the implicit fi-

nite difference scheme for phase change processes introduced in Chapter 3 

• Variation and testing of different correlations for the convective and the radiative 

heat transfer coefficients to identify the combination giving the best accuracy 

• Application of the model to study different PCM heat sink configurations and to 

evaluate their impact on the module efficiency and lifetime in a parameter study 

These activities are described in detail in the following sections. 
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4.3 System description and experimental setup 

The system investigated was the experimental setup shown in Figure 4-3, which was in-

stalled by the Electrical Energy Technology department of Paderborn University at its PV 

lab as part of a joint research project. The PV lab is located at 51°42'24.9"N & 

8°46'16.7"E at a height of 20 m above ground. The setup consisted of three PV modules 

from the PX230 series by Sunset Solar GmbH, with a rated power of 230 W. Each module 

contains 60 poly-crystalline solar cells. One of these modules was used as a reference 

module, while a PCM heat sink designed as a foil was attached to each of the other two 

modules. Two different foil configurations, which are shown in Figure 4-4 were tested: a 

smooth, plane PCM foil and a bubble wrap type PCM foil. They consisted of an aluminum 

layer, the PCM, either in form of a plane layer or individual pins, and an HDPE film. 

 

Figure 4-3: Experimental setup at the Paderborn University PV lab with three different 

module configurations: PV module without PCM as reference, PV-PCM module with 

plane PCM foil and PV-PCM module with PCM bubble wrap foil 

 

Figure 4-4: Bubble wrap (left) and smooth (right) PCM foils attached to two of the PV 

modules in the experimental setup 

Module with plane 

P M foil 
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Before adding the PCM foils and installing the modules at the PV lab, all three modules 

underwent flash tests at Standard Test Conditions (STC). Those conditions are defined as 

follows: 1000 W/m² irradiance in normal direction of the module plane, an ambient tem-

perature of 25 °C and an air mass coefficient of 1.5 [57]. The flash tests were performed 

to determine the reference power output and efficiency of the modules. The reference 

efficiency is defined as the ratio of measured electrical power to irradiance at STC. The 

flash test results are listed in Table 4-1 and show that the module with the bubble wrap 

foil has the highest and the smooth foil module the lowest reference efficiency. Another 

reference parameter is the temperature coefficient, which was determined only for the 

reference module. This coefficient relates the conversion efficiency to the temperature, 

and indicates the efficiency decrease with increasing temperatures. The flash tests of the 

reference module revealed a temperature coefficient of 0.278 %/K. 

Table 4-1: Flash test results for PV modules used in the experimental setup 

 Reference module Smooth foil module Bubble wrap foil module 

𝑃𝑟𝑒𝑓 [W] 231.7 226.0 237.3 

𝜂𝑟𝑒𝑓 [%] 14.06 13.72 14.40 

After the flash tests, temperature sensors (PT100) were attached to the back of the mod-

ules at the positions indicated in Figure 4-5. In the case of the reference module, they 

were attached with insulating tape, while they were glued to the backside of the two PV-

PCM modules before the PCM foils were attached. In this way, the sensors were all lo-

cated at the same vertical distance from the PV cells. 

 

Figure 4-5: Module dimensions and locations of temperatures sensors (PT100) on the 

back side of each module 

Once the temperature sensors and the PCM foils were attached, the modules were in-

stalled at the PV lab at an inclination of 30° with respect to the horizontal. 

The recorded experimental data included the temperatures of the PT100 elements, wind 

speed and direction, ambient temperature and solar irradiance. The experimental equip-

ment used for the measurements is listed in Table 4-2. 
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Table 4-2: Experimental measuring equipment at the experimental setup 

Measured quantity Sensor location Device Sampling rate 

Module temperature Module backside 4 x Jumo PT100 10 s 

Wind speed and  

direction 

At top of module 

support structure 

Thies 3D-ultrasonic 

anemometer 

5 min 

Irradiance Module plane Kipp & Zonen CMP21 

pyranometer 

10 s 

Ambient temperature At lower half of 

module support 

structure 

Jumo PT100 10 s 

The PCM used for the PCM foils was a paraffin-based polymer compound to which 

graphite particles were added to increase the thermal conductivity, as described by Son-

nenrein et al. [58]. The resulting latent heat was 161.4 kJ/kg over a melting range from 

35°C to 43°C. The properties of the individual module layers are listed in Table 4-3. 

Table 4-3: Material properties of the different PV module layers (last three layers only 

for the two PV-PCM modules) 

Layer Thickness 

[mm] 

Conductivity 

[W/(mK)] 

Heat capacity 

[J/(kgK)] 

Density 

[kg/m³] 

Solar glass 4 1.8 500 3000 

EVA1 0.45 0.35 2090 960 

Silicon cell 0.2 148 677 2330 

EVA2 0.45 0.35 2090 960 

Backsheet 0.35 0.2 1700 1140 

Aluminum 0.3 217 865 2700 

PCM liquid 

 solid 
2 

0.6 

1.1 

2720 

3150 

770 

778 

HDPE 0.1 0.42 1900 940 

The emissivity, transmittance, and absorptivity of the top layer (glass) were 0.94, 0.91, 

and 0.02, respectively. The transmittance and absorptivity of the EVA layer were 0.97 

and 0.03, respectively, while the emissivity of the bottom layer was 0.94. 
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4.4 Thermal model of PCM-enhanced PV modules 

The thermal model of a PCM-enhanced PV system developed in this work considers the 

heat transfer inside the layer composition itself, as well as ambient conditions in the form 

of boundary conditions. An illustration of the considered heat transfer mechanisms and 

boundary conditions included in the model is shown in Figure 4-6. 

The main heat source is the thermal energy influx resulting directly from the incoming 

solar irradiance. Due to the high transmissivity and low reflection of the glass and the 

EVA layers, most of the incoming sunlight reaches the solar cell, where a certain part of 

it is converted into electrical energy. The remaining share of solar energy is directly con-

verted into heat, which then is conducted through the individual layers to the top and 

bottom surfaces of the module. There, thermal convection and radiation cause heat ex-

change with the ambient. Within the PCM layer, phase changes occur, which are expected 

to smoothen the temporal temperature profile. The PCM itself is part of a laminated foil 

that contains a layer of aluminum for better thermal conduction and vertical temperature 

distribution. Additionally, a thin HDPE film protects the PCM from leaking. 

 

Figure 4-6: Structure of a PCM-enhanced PV module and the heat transfer mechanisms 

affecting its performance 

Neglecting heat conduction through the module frame and assuming a uniform tempera-

ture distribution across the module in horizontal direction, a single one-dimensional con-

duction equation describes the heat transport across the individual layers: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
) + 𝑆  (4.3) 
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The material properties 𝜌, 𝑐𝑝 and 𝑘 differ for each layer but are assumed to be constant 

within the same material and temperature-independent. The only exception is the PCM 

layer, for which these properties are determined based on the liquid fraction, which in 

turn depends on the temperature. 

The source term 𝑆 is individually defined for each layer and accounts for the heat gener-

ation by imperfect light transmission within the glass and EVA1 layers, the conversion 

of irradiance into electrical power as well as the phase change process of the PCM. 

4.4.1 Source term 

The source term is used for the following layers: glass, EVA1, solar cells and PCM. For 

the remaining layers it is set to zero. Within the first two layers, some of the solar irradi-

ance 𝐸 is absorbed and converted into heat. This process is characterized by the absorp-

tivity 𝛿 and transmittance 𝜏 of the respective materials. Since the glass and EVA layers 

are almost transparent, most of the incoming sunlight reaches the PV cells. For the glass 

layer, which has the thickness 𝑠𝐺 the source term is defined as: 

𝑆𝐺 = 𝛿𝐺
𝐸

𝑠𝐺
 (4.4) 

For the EVA1-layer with the thickness 𝑠𝐸𝑉𝐴1, it is: 

𝑆𝐸𝑉𝐴1 = 𝛿𝐸𝑉𝐴1𝜏𝐺
𝐸

𝑠𝐸𝑉𝐴1
 (4.5) 

Inside the solar cell of thickness 𝑠𝑆𝐶, a part of the incoming sunlight that reaches the 

surface area of the solar cells 𝐴𝑆𝐶  is converted into electrical power 𝑃𝑃𝑉: 

𝑆𝑆𝐶 = 𝜏𝐸𝑉𝐴1𝜏𝐺
𝐸

𝑋𝑆𝐶
−

𝑃𝑃𝑉
𝐴𝑆𝐶𝑠𝑆𝐶

 (4.6) 

with 𝑃𝑃𝑉 as: 

𝑃𝑃𝑉 = 𝜂𝑃𝑉𝐴𝑆𝐶𝐸 (4.7) 

To calculate the electrical power generated by the solar cells, their conversion efficiency 

𝜂𝑃𝑉 needs to be determined. This can be challenging, since the efficiency depends on the 

cell temperature, which, in turn, is one of the unknown quantities. 

Often, the conversion efficiency can simply be assumed as constant or described by cor-

relations. A review of the relationships proposed by different authors was published by 

Skoplaki & Palyvos [59], in which the authors distinguished between explicit and implicit 

correlations. For the former, the ambient temperature and, in some cases, the wind speed 

are used to determine the cell temperature. However, this approach would not be appro-

priate for the model presented here since these weather-related influences are already 

covered by boundary conditions, as discussed in the next section. Therefore, an implicit 

relationship seemed better suited to determine the cell efficiency meaning that it has to 
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be derived directly from the cell temperature. Such a relationship was developed by Evans 

& Florschuetz [60] and is given by Eq. (4.8). In addition to the cell temperature, only 

module-specific parameters are required, which are usually provided by the module man-

ufacturer. 

𝜂𝑃𝑉 = 𝜂𝑟𝑒𝑓[1 − 𝛽𝑟𝑒𝑓(𝑇𝑆𝐶 − 𝑇𝑟𝑒𝑓)] (4.8) 

Eq. (4.8) is convenient, since the photovoltaic efficiency 𝜂𝑃𝑉 only depends on known 

properties of the actual PV module, i.e., the reference efficiency 𝜂𝑟𝑒𝑓, the temperature 

coefficient 𝛽𝑟𝑒𝑓 and the reference temperature 𝑇𝑟𝑒𝑓. These quantities are determined by 

the module manufacturers through flash tests under STC. 

For the modeling of the phase change processes taking place inside the PCM layer at the 

back of the module, the source term method discussed in section 2.5.2 (i.e., Eq. (2.66)) 

was applied. 

4.4.2 Initial and boundary conditions 

The simulations were initialized assuming a uniform temperature across the whole mod-

ule. The initial temperature value was taken from the experimental data gathered at the 

PV lab of Paderborn University. The simulated timespan was usually between 4:00 am 

and 8:00 pm, which means that the initial temperature was the measured module temper-

ature at 4:00 am. 

The heat exchange between the module and its environment was modeled via boundary 

conditions. These include the convective heat flux 𝑞̇𝑐 at the top and bottom surfaces of 

the module and the radiative heat flux 𝑞̇𝑟 between the module and the sky, and the module 

and the ground, respectively, as indicated in Figure 4-6. The sum of the heat fluxes deter-

mines the temperature gradient at the module top and bottom faces: 

−𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=0

= 𝑞̇𝑐,𝑡𝑜𝑝 + 𝑞̇𝑟,𝑡𝑜𝑝 (4.9) 

𝑘
𝜕𝑇

𝜕𝑥
|
𝑥=𝑠

= 𝑞̇𝑐,𝑏𝑜𝑡 + 𝑞̇𝑟,𝑏𝑜𝑡 (4.10) 

4.4.2.1 Convective heat flux 

The convective heat fluxes at the top and bottom side of the module are defined as: 

𝑞̇𝑐,𝑡𝑜𝑝 = ℎ𝑐,𝑡𝑜𝑝(𝑇𝑎𝑚𝑏 − 𝑇(𝑥 = 0)) (4.11) 

𝑞̇𝑐,𝑏𝑜𝑡 = ℎ𝑐,𝑏𝑜𝑡(𝑇𝑎𝑚𝑏 − 𝑇(𝑥 = s))  (4.12) 

The convective heat transfer coefficient ℎ𝑐 for solar energy equipment such as PV mod-

ules or thermal collectors is difficult to determine as isolating the impact of convection 

on the heat transfer from other naturally occurring effects like cloud cover, precipitation 

or dust covering, is not trivial. Therefore, several correlations exist in literature that take 
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various aspects of the operating and ambient conditions such as wind speed and direction 

(i.e., windward or leeward), module dimensions or the inclination angle, into account. 

Often, these correlations give good results only for the corresponding field test site and 

therefore should be applied with caution. What almost all these correlations have in com-

mon, is that they correlate the free stream wind velocity 𝑢𝑓 with the heat transfer coeffi-

cient, since forced convection by wind is conceivably the most obvious driver for con-

vective heat transfer at solar PV modules. 

Palyvos [61] in 2008 published a comprehensive review on correlations for wind-induced 

convective heat transfer coefficients, which still appears to be the most up-to-date data 

compendium for such correlations. In his review, he categorized the correlations into lin-

ear approaches, power-law approaches, approaches that account for the length of the over-

flowed plate and approaches that are based on the boundary layer theory. Correlations of 

the first two categories usually consider both forced and free convection in the resulting 

value of ℎ𝑐, which makes them relatively easy to use. The correlations of the third and 

fourth category are more complex and require additional data such as wind direction, the 

inclination angle of the module or Reynolds and Prandtl numbers. Furthermore, it is nec-

essary to determine the heat transfer coefficient resulting from free convection, ℎ𝑛𝑐, and 

to combine it with the forced heat transfer coefficient ℎ𝑓𝑐 to receive ℎ𝑐. 

In this work, one correlation from each of the categories mentioned was selected based 

on their suitability for PV modules. These correlations are given in Table 4-4. The first 

listed correlation is simply an arithmetic average of about 30 linear correlations that were 

presented in the review by Palyvos [61] mentioned above. The second correlation by 

Sharples & Charlesworth [62] was developed for a roof-mounted, inclined solar thermal 

collector on a field test site. The third correlation by Sartori [63] takes the decay of the 

heat transfer coefficient along the overflowed surface into account. Since PV modules are 

usually not square in shape, the length of this surface depends on the wind direction, 

making the implementation of this correlation more complex. Additionally, an appropri-

ate correlation for natural convection needs to be included as the Sartori [63] correlation 

only provides the forced convective coefficient. In [63], Sartori formulates one equation 

for each flow regime – one for laminar, one for transition and one for turbulent flow, but 

frequently remarks that the regime for wind-induced flow is usually turbulent. Therefore, 

only Eq (4.15), which is the one for turbulent flow, was used in this case study. Initially, 

the leeward side was treated similarly to the front side via Eq. (4.15), however, Kaplani 

& Kaplanis [64] reported that a linear correlation for their experimental setup, which is 

very similar to the one at the Paderborn University PV lab, gave better agreement with 

their simulation model. Therefore, it was used for the leeward side in this work as well. 

The last correlation that was tested was provided by Eicker [65] in her book on solar 

technologies for buildings. As was the case for the Sartori [63] correlation, the wind di-

rection had to be considered, since the Reynolds number depends on the characteristic 

length of the overflowed plate. Additionally, Eicker [65] provides a correlation for the 

heat transfer coefficient in case of natural convection. 
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Table 4-4: Correlations to determine the convection heat transfer coefficient on the top 

and bottom sides of PV modules 

Equation  Author Notes 

ℎ𝑐,𝑙𝑢𝑣 = 7.4 + 4𝑢𝑓 

ℎ𝑐,𝑙𝑒𝑒 = 4.2 + 3.5𝑢𝑓 

(4.13) Palyvos [61] Arithmetic mean 

of multiple linear 

correlations 

ℎ𝑐 = 9.4√𝑢𝑓 (4.14) Sharples & 

Charlesworth [62] 

Inclined solar col-

lector dummy 

ℎ𝑓𝑐,𝑙𝑢𝑣 = 5.74𝑢𝑓
0.8𝐿𝑐ℎ

−0.2 

ℎ𝑓𝑐,𝑙𝑒𝑒 = 1.5𝑢𝑓 + 3 

(4.15) 

(4.16) 

Sartori [63] 

Kaplani & 

Kaplanis [64] 

Based on bound-

ary layer theory 

for flat plates 

𝑁𝑢𝑓𝑐

=
0.037𝑅𝑒0.8𝑃𝑟

1 + 2.443𝑅𝑒−0.1 (𝑃𝑟(
2
3⁄ ) − 1)  

 

ℎ𝑛𝑐 = 1.78(|𝑇𝑎𝑚𝑏 − 𝑇𝑡𝑜𝑝/𝑏𝑜𝑡|)
1/3

 

(4.17) 

 

 

(4.18) 

Eicker [65] Nusselt correla-

tion for flat plates 

with turbulent 

boundary layer 

Mixed convection 

An additional requirement for the use of Eicker’s [65] and Sartori’s [63] correlations is 

the determination of the natural convection heat transfer coefficient ℎ𝑛𝑐. Eicker provides 

a correlation for natural convection in her book, but the application of Sartori’s boundary 

layer approach requires an additional correlation that had to be identified.  

Before discussing the natural convection method used with the Sartori correlation, the 

mixed convection approach by Churchill [66] is presented, which accounts for the com-

bined effect of natural and forced convection: 

𝑁𝑢𝑐 = √𝑁𝑢𝑓𝑐
3 + 𝑁𝑢𝑛𝑐

33
=

𝐿𝑐
𝑘𝑎𝑖𝑟

√ℎ𝑓𝑐
3 + ℎ𝑛𝑐

33
 (4.19) 

Eq. (4.19) is applicable for situations in which the natural und forced convection follow 

the same direction. If this is not the case, the difference of both Nusselt numbers should 

be used [67]: 

𝑁𝑢𝑐 = √𝑁𝑢𝑓𝑐
3 − 𝑁𝑢𝑛𝑐

33
=

𝐿𝑐
𝑘𝑎𝑖𝑟

√ℎ𝑓𝑐
3 − ℎ𝑛𝑐

33
 (4.20) 

Equations (4.19) and (4.20) have to be applied for both the bottom and top side of the 

module. The forced convection heat transfer coefficient ℎ𝑓𝑐 is determined by 

Eq. (4.15)/(4.16) or Eq. (4.17). The natural convection heat transfer coefficient ℎ𝑛𝑐 can 

be calculated from Eq. (4.18) or, in case Sartori’s ℎ𝑓𝑐-equation is applied, by correlations 
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for inclined plates, as given in [67]. The inclination is specified by the angle 𝛾𝐼 between 

the ground and the module, which was 30° for the modules in the experimental setup, as 

indicated in Figure 4-7. 

 

Figure 4-7: Schematic of an inclined PV module 

Natural convection 

For the top side of the module, the following Nusselt correlation proposed by Fujii & 

Imura [68] for natural convection on an arbitrarily inclined plate was used: 

𝑁𝑢𝑛𝑐,𝑡𝑜𝑝 = 0.13(𝑅𝑎
1/3 − 𝑅𝑎𝑐𝑟

1/3
) + 0.56(𝑅𝑎𝑐𝑟 cos(90° − 𝛾𝐼))

1/4 (4.21) 

The Rayleigh number 𝑅𝑎 describes the ratio of heat transport by conduction and convec-

tion and is defined as: 

𝑅𝑎 = 𝐺𝑟𝑃𝑟  (4.22) 

with the Grashof number as: 

𝐺𝑟 =
𝑔𝛽Δ𝑇𝐿𝑐ℎ

3

𝜈2
 (4.23) 

where 𝑔 is the acceleration due to gravitation, 𝛽 is the coefficient of thermal expansion 

of air, Δ𝑇 is the temperature difference between the ambient and the module surface, 𝐿𝑐ℎ 

is a characteristic length of the module and 𝜈 is the kinematic viscosity of air. The critical 

Rayleigh number 𝑅𝑎𝑐𝑟 used in Eq. (4.21) accounts for the faster separation due to the 

inclination of the plate and the resulting earlier transition from laminar to turbulent flow. 

It is given by Klan & Thess [67] as: 

𝑅𝑎𝑐𝑟 = 10(8.9−0.00178(90°−𝛾𝐼)
1.82) (4.24) 

For the bottom side, the following Nusselt correlation by Churchill & Chu [69] was used, 

which is applicable for all Rayleigh and Prandtl numbers: 

𝑁𝑢𝑛𝑐,𝑏𝑜𝑡 = (0.825 +
0.387(cos(90° − 𝛾𝐼)𝑅𝑎)

1/6

(1 + (0.492/𝑃𝑟)9/16)8/27
)

2

 (4.25) 

𝑔 

𝛾𝐼 = 30° 

PV module 

Ground 

ℎ𝑐,𝑏𝑜𝑡 

ℎ𝑐,𝑡𝑜𝑝 
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Consideration of the wind direction 

The application of Eicker’s [65] and Sartori’s [63] correlations require the consideration 

of the wind direction since they make use of the characteristic length in flow direction. 

Further, the choice, whether to use Eq. (4.19) or (4.20), depends on the wind direction as 

well. The measured wind data gathered at the PV lab included the direction, which can 

take values between 0° and 359° (e.g., north at 0°, south at 180°). The modules at the 

Paderborn University PV lab face south, as indicated in Figure 4-8. 

 

Figure 4-8: Orientation of the modeled PV modules and corresponding wind directions 

for the determination of the combined convective heat transfer coefficient – case a): 

wind from north (i.e., toward the module backside), case b): wind from south (i.e., to-

ward the front), case c): wind from east or west (i.e., toward the sides) 

The wind direction measured at the PV lab can be used to identify the windward and 

leeward side of the module, which was required to determine the characteristic length. 

Based on the cases specified in Figure 4-8, the characteristic length 𝐿𝑐ℎ used for equations 

(4.15) and (4.17) is set to: 

• the PV module length 𝐿𝑃𝑉𝑀 for cases a) and b), when the wind direction takes a 

value between 315° and 45°, or 135° and 225°. 

• the PV module width 𝑊𝑃𝑉𝑀 for case c), when the wind direction takes a value 

between 45° and 135°, or 225° and 315°. 

Further, the wind direction and the sign of the difference between the module surfaces 

and the ambient temperature determine whether to use Eq. (4.19) for assisting convective 

flow (forced and natural convection in the same direction) or Eq. (4.20) for opposing 

convective flow (forced and natural convection in opposite directions). In the following 

cases, where natural and forced convection follow the same direction, Eq. (4.19) is used: 

• 𝑇(𝑥 = 0) > 𝑇𝑎𝑚𝑏 & wind direction has a value between 90° and 270° (south) 

• 𝑇(𝑥 = 𝑠) < 𝑇𝑎𝑚𝑏 & wind direction has a value between 270° and 90° (north) 

PV module 
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In the following cases when the convection types face opposite directions, Eq. (4.20) is 

used: 

• 𝑇(𝑥 = 0) < 𝑇𝑎𝑚𝑏 & wind direction has a value between 90° and 270° (south) 

• 𝑇(𝑥 = 𝑠) > 𝑇𝑎𝑚𝑏 & wind direction has a value between 270° and 90° (north) 

4.4.2.2 Radiative heat flux 

The radiative heat fluxes in equations (4.9) and (4.10) are determined by the radiative 

heat transfer coefficients ℎ𝑟,𝑆𝑇, ℎ𝑟,𝐺𝑇, ℎ𝑟,𝑆𝐵 and ℎ𝑟,𝐺𝐵, as well as the temperatures of the 

sky 𝑇𝑠𝑘𝑦 and the ground 𝑇𝑔𝑟𝑜. For the top surface of the module the radiative heat flux is 

given as: 

𝑞̇𝑟,𝑡𝑜𝑝 = ℎ𝑟,𝑆𝑇 (𝑇𝑠𝑘𝑦 − 𝑇(𝑥 = 0)) + ℎ𝑟,𝐺𝑇 (𝑇𝑔𝑟𝑜 − 𝑇(𝑥 = 0)) (4.26) 

The first term on the right side of Eq. (4.26) accounts for the radiative heat exchange 

between the sky and the top surface of the module (index 𝑆𝑇), while the second term 

accounts for the radiative heat exchange between the ground and the top surface of the 

module (index 𝐺𝑇). 

Similarly, the radiative heat flux at the bottom is given as: 

𝑞̇𝑟,𝑏𝑜𝑡 = ℎ𝑟,𝑆𝐵 (𝑇𝑠𝑘𝑦 − 𝑇(𝑥 = s)) + ℎ𝑟,𝐺𝐵 (𝑇𝑔𝑟𝑜 − 𝑇(𝑥 = s)) (4.27) 

where the first term on the right-hand side accounts for the radiative heat exchange be-

tween the sky and the bottom surface of the module (index 𝑆𝐵), while the second term 

accounts for the heat exchange between the ground and the bottom surface (index 𝐺𝐵). 

The radiative heat transfer coefficients can be determined by a linearized relationship (see 

Eq. (2.57)) discussed in section 2.5.1.2. Since the considered modules are installed with 

an inclination, the view factor 𝐹 needs to be considered, which accounts for the partial 

radiative heat exchange between the sky and the module, and between the ground and the 

module, as shown in Figure 4-9. 

 

Figure 4-9: Radiative heat exchange between the PV module and its environment 
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Consequently, the radiative heat transfer coefficients at the top side of the module are: 

ℎ𝑟,𝑆𝑇 = 𝜎𝜀𝑡𝑜𝑝𝐹𝑆𝑇[(𝑇(𝑥 = 0)
2 + 𝑇𝑠𝑘𝑦

2 )(𝑇(𝑥 = 0) + 𝑇𝑠𝑘𝑦)] (4.28) 

ℎ𝑟,𝐺𝑇 = 𝜎𝜀𝑡𝑜𝑝𝐹𝐺𝑇[(𝑇(𝑥 = 0)
2 + 𝑇𝑔𝑟𝑜

2 )(𝑇(𝑥 = 0) + 𝑇𝑔𝑟𝑜)] (4.29) 

For the bottom side, these coefficients are: 

ℎ𝑟,𝑆𝐵 = 𝜎𝜀𝑏𝑜𝑡𝐹𝑆𝐵[(𝑇(𝑥 = 𝑠)
2 + 𝑇𝑠𝑘𝑦

2 )(𝑇(𝑥 = 𝑠) + 𝑇𝑠𝑘𝑦)] (4.30) 

ℎ𝑟,𝐺𝐵 = 𝜎𝜀𝑏𝑜𝑡𝐹𝐺𝐵[(𝑇(𝑥 = 𝑠)
2 + 𝑇𝑔𝑟𝑜

2 )(𝑇(𝑥 = 𝑠) + 𝑇𝑔𝑟𝑜)] (4.31) 

𝐹𝑆𝑇, 𝐹𝐺𝑇, 𝐹𝑆𝐵 and 𝐹𝐺𝐵 are the view factors for radiative heat exchange between the sky 

and the top surface, between the ground and the top surface, between the sky and the 

bottom surface, and between the ground and the bottom surface, respectively (see also 

Figure 4-9). Here, 𝜎 denotes the Stefan-Boltzmann constant and 𝜀𝑡𝑜𝑝 and 𝜀𝑏𝑜𝑡 the emis-

sivity of the top and bottom layer of the module. 

The view factors are defined as follows: 

𝐹𝑆𝑇 = 0.5(1 + cos(𝛾𝐼)) 

𝐹𝐺𝑇 = 0.5(1 − cos(𝛾𝐼)) 

𝐹𝑆𝐵 = 0.5(1 + cos(𝜋 − 𝛾𝐼)) 

𝐹𝐺𝐵 = 0.5(1 − cos(𝜋 − 𝛾𝐼)) 

(4.32) 

The ground temperature 𝑇𝑔𝑟𝑜 was assumed to be equal to the ambient temperature, an 

assumption often found in literature [52,70]. 

Since the experimental setup at the PV lab did not measure the sky temperature 𝑇𝑠𝑘𝑦, it 

was necessary to model it appropriately. Correlations found in literature often relate the 

sky temperature to the ambient temperature or the dew point temperature. Since the latter 

was not captured by measurements either, the sky temperature correlations used in this 

work were based on the ambient temperature and are listed in Table 4-5. For further de-

tails on the modeling of the sky temperature, the comprehensive review by Algarni & 

Nutter [71] can be consulted. 
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Table 4-5: Sky temperature correlations based on field test measurements 

Equation  Author Field test location 

𝑇𝑠𝑘𝑦 = 𝑇𝑎𝑚𝑏 − 20 (4.33) Garg [72] Australia 

𝑇𝑠𝑘𝑦 = 𝑇𝑎𝑚𝑏 − 6 (4.34) Whillier [73] Australia 

𝑇𝑠𝑘𝑦 = 0.0552𝑇𝑎𝑚𝑏
1.5  (4.35) Swinbank [74] U.S.A. 

𝑇𝑠𝑘𝑦 = 0.037536𝑇𝑎𝑚𝑏
1.5 + 0.32𝑇𝑎𝑚𝑏 (4.36) Fuentes [75] 68 U.S.-locations 

4.5 Experimental results and model validation 

To validate the thermal model, the experimental data gathered from the test site described 

in section 4.3 was compared to the simulated results. The numerical algorithm is based 

on the scheme outlined in Chapter 3. The problem specific source term and boundary 

conditions are discussed in the previous section. 

First, the measured data is presented and evaluated. The data is compared to the simula-

tion results and the accuracy of the model is discussed. Next, the different correlations 

for the convective and radiative heat flux are evaluated, and the combination that best fits 

the measured data from the Paderborn University PV lab is presented. 

4.5.1 Experimental results 

For validation, the mean temperature of the four sensors shown in Figure 4-5 was calcu-

lated for each module. These mean temperatures along with the PV power output were 

then used for comparison with the simulation results for four different days without pre-

cipitation in July 2019. The days were selected based on the prevailing weather conditions 

to allow for representative model validation. These days were: 

• July 2nd, a mostly sunny day with occasional clouds 

• July 7th, a mostly cloudy day with occasional sunshine 

• July 16th, a cloudy day 

• July 23rd, a sunny day 

The temperature and irradiance data for these four days are shown in Figure 4-10. It can 

be seen that the temperature curves for the PV modules behave similarly and follow the 

general course of the incoming irradiance. The temperatures of the reference module seem 

to be higher when the modules heat up and lower when they cool down, which points to 

the effect of the PCM layer acting as a heat sink. Further, the temperature curves of the 

PV-PCM modules seem to be smoother and show fewer small-scale fluctuations com-

pared to the reference. The effect of the PCM thus leads to less temperature fluctuations 

with lower amplitude, which reduces thermally induced mechanical stress inside the PV 
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module. This effect has the potential to increase the lifetime of the module, an aspect that 

is discussed in more detail in section 4.6. 

 

Figure 4-10: Experimental data for four days in July 2019: temperatures of the ambient 

𝑇𝑎𝑚𝑏, the PV-PCM module with smooth foil 𝑇𝑠𝑚𝑜, the PV-PCM module with bubble 

wrap foil 𝑇𝑏𝑢𝑏, and the reference PV module 𝑇𝑟𝑒𝑓, as well as irradiance 𝐸 

In order to evaluate the effect of the PCM, the temperature curves for July 2nd shown in 

Figure 4-11 are further examined. It is difficult to separate the effect of the phase change 

from other effects such as changes in the incoming solar irradiance due to clouds, wind 

speed fluctuations or the sensible heating/cooling of the PV module layers. The effect of 

the PCM on the temperature curves seems to be rather small, as the characteristic temper-

ature plateau that appears during the phase change can hardly be identified. The effect of 

the sensible thermal inertia of the PCM layer seems to outweigh the phase change effect, 

even within the phase change temperature interval. The only time periods, during which 

the phase change could be the reason for smaller temperature fluctuations are those from 

11:45 am to 12:15 pm and from 12:45 pm to 1:00 pm. During these periods, the phase 

change effect prevents the PV-PCM module temperatures from rising or falling as high 

or low as the reference module temperature. This effect is especially pronounced at times 
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when rapid changes in temperature can be observed, e.g., shortly before 11:00 am, at 

around 11:40 am, at around 12:40 pm and at around 2:15 pm. These rapid temperature 

changes are primarily due to sudden cloud cover, which can cause the incoming irradiance 

to drop by up to 1000 W/m². Changes in wind speed only seem to have a small effect on 

the overall course of the module temperatures. 

 

Figure 4-11: Measured module temperatures, solar irradiance and wind speed for 

July 2nd, 6 am through 6 pm 

In conclusion, the PCM foils only seem to have a minor effect on the operating tempera-

tures of the module. In fact, the mean temperature difference between the reference and 

the smooth foil module across all four days was only 0.613 K, and with 0.606 K it was 

even smaller for the PCM bubble wrap foil. However, the effect of the foils is more pro-

nounced on the hotter days (2nd and 23rd of July), when the module temperatures exceed 

the PCM melting point. On these days, the temperature differences were greater than the 

four-day-average with 0.868 K for the smooth and 0.661 K for the bubble wrap foil on 

July 2nd, and 1.081 K for the smooth and 1.2 K for the bubble wrap foil on July 23rd. An 

interesting observation was that the bubble wrap foil led to lower temperatures on 

July 23rd compared to the smooth foil as can be seen in Figure 4-12. An explanation for 

this behavior could be that the extended surface of the bubble wrap acts like an array of 

cooling fins that dissipates heat to the environment more efficiently, while the smooth 

foil acts as a thermal insulator after the PCM has completely melted. This effect was more 

pronounced on days with few clouds and relatively low wind speeds. 

Phase change interval 
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Figure 4-12: Measured module temperatures, solar irradiance and wind speed for 

July 23rd, 6 am through 6 pm 

Regarding the energetic yield, Figure 4-13, left, shows the electrical power generated by 

the three module configurations for July 23rd between 8 am and 2 pm. It can be seen that 

the module with the bubble wrap PCM foil generated the highest and the smooth PCM 

foil module the lowest power. In fact, 𝑃𝑏𝑢𝑏 is up to 14 W higher than 𝑃𝑠𝑚𝑜 at times – a 

difference of 8.2 %. This observation might lead to the conclusion that the smooth foil 

has a negative effect on the module performance. Also, it disagrees with the measured 

temperatures shown in Figure 4-12, since the highest cell temperatures should cause the 

lowest power output. However, the reference module generated a higher power output 

than the smooth foil module, even though it was exposed to the highest temperatures. 

A possible explanation for this behavior lies in the combined effect of two aspects: the 

PCM foils, but also the reference power, which differs for each module as was revealed 

by the flash tests described in section 4.3. Thus, to identify the influence of the PCM foils, 

the power output was normalized with respect to the module reference power listed in 

Table 4-2. Accordingly, the normalized electrical power 𝑃∗ was calculated as: 

𝑃∗ = 𝑃𝑃𝑉/𝑃𝑟𝑒𝑓 (4.37) 

Examining the normalized power output shown in Figure 4-13, right, the curves for all 

three modules lie much closer together. In fact, the maximum difference between the 

smooth and the bubble wrap foil module now amounts to only 3.1 %. Also, the curves 

now agree better with the measured temperatures as the module with the highest temper-

atures has the lowest normalized power output (i.e., the reference module), while the 

module with the lowest temperatures generates the highest power output (i.e., the bubble 

wrap foil module). 

Phase change interval 
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Figure 4-13: Measured electrical power (left) and normalized power (right) generated 

by the three module configurations on July 23rd between 8 am and 2 pm 

To quantify the effect of the PCM foils on the electrical energy output, the average power 

and average normalized power throughout July 2019 were used and are given in Figure 

4-14. As the left chart shows, the smooth foil module appears to perform worse than the 

other two module configurations when only the nominal power output is considered. 

Again, this is mostly due to the low reference power of the smooth foil module and not 

due to the PCM. In fact, Figure 4-14, right, shows that the smooth foil module configu-

ration performs best when the normalized power output is considered, while the bubble 

wrap foil and reference module are second and third. This means that the greatest im-

provement attributed to the PCM heat sink was observed for the module configuration 

with the smooth PCM foil. 

    

Figure 4-14: Averaged (index 𝑎𝑣) power (left) and averaged normalized power (right) 

of the three module configurations for July 2019 

In summary, the analysis of the experimental data showed that the influence of the PCM 

heat sink configurations on the module temperatures is relatively small and lies within 

less than ±1 K. However, a dampening effect of the PCM on the temperature fluctuations 
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was visible and a relative improvement regarding the electrical power output could be 

observed. Both effects were greatest for the smooth PCM foil configuration. 

4.5.2 Model validation 

Before the validation was carried out, it had to be ensured that the simulation results did 

not depend on the spatial grid spacing (spatial step Δ𝑥). Therefore, a grid independence 

study was performed for the day of July 2nd. It was carried out by first running an initial 

simulation with a spatial step size of 50 µm followed by the reduction of the step size by 

half for each consecutive simulation run until no significant change in the results could 

be observed. The step size determined by this procedure was 5 µm, which means the 

thinnest layer of the module composition (the solar cell) was divided into 40 spatial nodes. 

The time step was set to 2.5 s for each simulation. 

To determine the accuracy of the thermal model introduced in section 4.4, the experi-

mental data recorded on the aforementioned four days in July 2019 was compared to the 

results from simulations performed with the thermal model of PV-PCM systems outlined 

in section 4.4. The following measured data were used as input for the model: 

• Solar irradiance 

• Ambient temperature 

• Wind speed and direction 

Other inputs include the geometric and performance specifications of the modules as well 

as material properties (see also Table 4-3). As mentioned above, the correlations for the 

convective heat transfer coefficient (Table 4-4) and the temperature of the sky (Table 4-5) 

were tested in all possible constellations resulting in 16 different combinations. These 16 

combinations were tested for all four days considered. To evaluate the model accuracy, 

the mean absolute error 𝑀𝐴𝐸 (see Eq. (3.43)) and the root mean square error 𝑅𝑀𝑆𝐸 (see 

Eq. (4.1)), averaged across the four days considered, were used. 

Table 4-6 shows the values of the temperature error 𝑀𝐴𝐸𝑇 for the PV module with the 

smooth PCM foil attached to it. It can be seen that the combination giving the least devi-

ation is that using the correlations developed by Sartori [63] / Kaplani & Kaplanis [64] 

(Eq. (4.15) and (4.16)) for the convective heat transfer coefficient ℎ𝑐 and Whillier [73] 

(Eq. (4.34)) for the temperature of the sky 𝑇𝑠𝑘𝑦, which results in an 𝑀𝐸𝐴𝑇 of 1.21 K. 

Assuming an average temperature range across all four days of 32 K as reference value, 

the corresponding 𝑅𝑀𝐴𝐸𝑇 is 3.78 %. 
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Table 4-6: Mean absolute temperature error averaged across the four considered days for 

16 combinations of correlations for the sky temperature and the convective heat transfer 

coefficient (minimum value in bold) 

𝑇𝑠𝑘𝑦  ℎ𝑐 → Eq. (4.13) Eq. (4.14) Eq. (4.15) & (4.16) Eq. (4.17) & (4.18) 

Eq. (4.33) 3.83 3.75 2.80 2.94 

Eq. (4.34) 2.25 2.16 1.21 1.33 

Eq. (4.35) 3.39 3.30 2.39 2.52 

Eq. (4.36) 2.78 2.69 1.78 1.90 

Taking a look at the 𝑅𝑀𝑆𝐸𝑇 values shown in Table 4-7, the combination with the least 

deviation is the same as for the 𝑀𝐴𝐸𝑇, with a value of 1.46 K (4.56 %). This represents 

a significant improvement in accuracy compared to the lowest 𝑅𝑀𝑆𝐸 value of 3.2 K 

(8.89 %) found in the literature reviewed in section 4.1.2. 

Table 4-7: Root mean square temperature error averaged across the four considered days 

for 16 combinations of correlations for the sky temperature and the convective heat trans-

fer coefficient (minimum value in bold) 

𝑇𝑠𝑘𝑦  ℎ𝑐 → Eq. (4.13) Eq. (4.14) Eq. (4.15) & (4.16) Eq. (4.17) & (4.18) 

Eq. (4.33) 4.17 4.07 2.94 3.11 

Eq. (4.34) 2.68 2.57 1.46 1.57 

Eq. (4.35) 3.74 3.64 2.57 2.71 

Eq. (4.36) 3.20 3.09 2.01 2.13 

For the power output, similar error calculations were performed. The results are shown 

in Table 4-8 and Table 4-9. Surprisingly, here, the opposite behavior as for the tempera-

ture can be observed. The combination with the best accuracy for the temperature shows 

the worst accuracy for the calculated power output. However, the difference between all 

combinations is marginal as the 𝑀𝐴𝐸𝑃 values vary only between 3.05 W and 3.22 W. 

This corresponds to an 𝑅𝑀𝐴𝐸𝑃 1.33 % and 1.40 %, respectively, when using the nominal 

electrical power of the PV module of 230 W as the reference. 
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Table 4-8: Mean absolute power error averaged across the four considered days for 16 

combinations of correlations for the sky temperature and the convective heat transfer co-

efficient (maximum value in bold) 

𝑇𝑠𝑘𝑦  ℎ𝑐 → Eq. (4.13) Eq. (4.14) Eq. (4.15) & (4.16) Eq. (4.17) & (4.18) 

Eq. (4.33) 3.08 W 3.08 W 3.05 W 3.05 W 

Eq. (4.34) 3.14 W 3.14 W 3.22 W 3.20 W 

Eq. (4.35) 3.06 W 3.06 W 3.08 W 3.07 W 

Eq. (4.36) 3.09 W 3.10 W 3.15 W 3.13 W 

The 𝑅𝑀𝑆𝐸𝑃 values listed in Table 4-9 show a trend similar to that of the 𝑀𝐴𝐸𝑃 values. 

The combination that provides the best accuracy for temperature leads to the worst accu-

racy for power output. As with the 𝑀𝐴𝐸𝑃 values, the range of 𝑅𝑀𝑆𝐸𝑃 values is quite 

narrow, varying only between 4.00 W (1.74 %) and 4.29 W (1.87 %). 

Table 4-9: Root mean square power error averaged across the four considered days for 

16 combinations of correlations for the sky temperature and the convective heat transfer 

coefficient (maximum value in bold) 

𝑇𝑠𝑘𝑦  ℎ𝑐 → Eq. (4.13) Eq. (4.14) Eq. (4.15) & (4.16) Eq. (4.17) & (4.18) 

Eq. (4.33) 4.02 W 4.02 W 4.04 W 4.03 W 

Eq. (4.34) 4.10 W 4.11 W 4.29 W 4.26 W 

Eq. (4.35) 4.00 W 4.00 W 4.10 W 4.08 W 

Eq. (4.36) 4.04 W 4.05 W 4.20 W 4.16 W 

The same correlation testing procedure was performed for the reference module. Here it 

was found that the same combination as for the smooth foil module, i.e., Sartori [63] / 

Kaplani & Kaplanis [64] (Eq. (4.15) and (4.16)) and Whillier [73] (Eq. (4.34)), achieved 

the highest accuracy with an 𝑀𝐴𝐸𝑇 of just 1.12 K (3.50 %) and an 𝑅𝑀𝑆𝐸𝑇 of 1.36 K 

(4.25 %). Comparing these values to that reported for the thermal model of PV systems 

by Notton et al. [51], which showed the lowest 𝑅𝑀𝑆𝐸𝑇 of 1.3 K (3.25 %) in the literature 

reviewed in section 4.1.2, leads to the conclusion that the model developed in this case 

study also works very well for conventional PV systems. Good results were also achieved 

regarding the power output, with an 𝑀𝐴𝐸𝑃 of 3.00 W (1.31 %) and an 𝑅𝑀𝑆𝐸𝑃 of 3.96 W 

(1.72 %). 

After two of the three module configurations were simulated using various correlations, 

it was found that the combination with the best accuracy in terms of the module temper-

ature prediction was Sartori [63] / Kaplani & Kaplanis [64] (Eq. (4.15) and (4.16)) and 

Whillier [73] (Eq. (4.34)). However, this combination gave a relatively low accuracy for 

the predicted power output, albeit only marginally. This seems surprising, as the electrical 

power output is directly coupled with the cell temperature via the module efficiency (see 
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Eq. (4.7) and (4.8)). Therefore, it was expected that if the temperature is predicted well, 

the power output prediction should also be accurate. A possible explanation for this mis-

match could be that the efficiency correlation by Evans & Florschuetz [60] (Eq. (4.8)) is 

inaccurate, or that the reference values for the module 𝜂𝑟𝑒𝑓, 𝛽𝑟𝑒𝑓 and/or 𝑇𝑟𝑒𝑓 provided by 

the manufacturer were not correctly determined. However, since the main goal of this 

case study was to develop a thermal model to predict the cell temperature, the combina-

tion chosen for further investigations was Sartori [63] / Kaplani & Kaplanis [64] for ℎ𝑐 

together with Whillier [73] for 𝑇𝑠𝑘𝑦. 

This combination also showed good results for the module with the bubble wrap PCM 

foil. In this case, a major approximation was employed: the PCM volume inside the bub-

bles was summed up and then evenly distributed as a smooth PCM layer which had a 

resulting thickness of 0.78 mm. This simplification allowed the application of the model 

without further modifications. The resulting 𝑀𝐴𝐸𝑇 and 𝑅𝑀𝑆𝐸𝑇 were 1.29 K (4.03 %) 

and 1.58 K (4.93 %), respectively, which is the lowest accuracy for all three simulated 

module configurations. The resulting 𝑀𝐴𝐸𝑃 and 𝑅𝑀𝑆𝐸𝑃 were 2.76 W (1.20 %) and 

3.63 W (1.58 %). 

All in all, the thermal model with the correlation combination Sartori [63] / Kaplani & 

Kaplanis [64] (Eq. (4.15) and (4.16)) and Whillier [73] (Eq. (4.34)) predicts the temper-

atures of all three module configurations quite well, with an average 𝑀𝐴𝐸𝑇 of less than 

1.3 K (4.06 %) and an average 𝑅𝑀𝑆𝐸𝑇 of less than 1.6 K (5.00%). 

To evaluate the impact of different weather conditions, the 𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸 resulting 

from using this correlation combination for the individual days are listed in Table 4-10. 

The highest single-day 𝑀𝐴𝐸𝑇 was observed for the module with the bubble wrap foil 

with a value of 1.44 K (4.50 %) on July 16th (the cloudy day). The lowest 𝑀𝐴𝐸𝑇 was 

observed for the reference module with 0.67 K (2.09 %) on July 7th (the mostly cloudy 

day with occasional sunshine). The 𝑅𝑀𝑆𝐸 values match the 𝑀𝐴𝐸 ones only partially, as 

the highest 𝑅𝑀𝑆𝐸𝑇 with 2.00 K (6.25 %) was found for the bubble wrap foil module on 

July 23rd, i.e., the sunny day (as opposed to the highest 𝑀𝐴𝐸𝑇 on July 16th). The lowest 

𝑅𝑀𝑆𝐸𝑇, however, coincides with the lowest 𝑀𝐴𝐸𝑇  on July 7th for the reference module. 

Remarkably, the error values for the electrical power output are among the highest for 

this day and module, an observation that corresponds to the findings made above based 

on Table 4-6 through Table 4-9. 
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Table 4-10: Deviations between the modeled and simulated temperature and power values 

for the three module configurations on the four considered days of July 2019 

 Reference module Module with smooth 

PCM foil 

Module with bubble wrap 

PCM foil 

July 02nd 07th 16th 23rd Mean 02nd 07th 16th 23rd Mean 02nd 07th 16th 23rd Mean 

𝑀𝐴𝐸𝑇 

[K] 
1.10 0.67 1.37 1.32 1.12 1.02 1.06 1.42 1.35 1.21 1.12 1.16 1.44 1.43 1.29 

𝑅𝑀𝑆𝐸𝑇 

[K] 
1.42 0.83 1.42 1.76 1.36 1.29 1.18 1.46 1.91 1.46 1.51 1.33 1.47 2.00 1.58 

𝑀𝐴𝐸𝑝 

[W] 
3.11 4.25 1.94 2.72 3.00 3.31 4.46 2.07 3.06 3.22 2.76 3.28 1.71 3.26 2.76 

𝑅𝑀𝑆𝐸𝑃 

[W] 
4.44 5.53 2.42 3.46 3.96 4.87 5.77 2.56 3.98 4.29 4.02 4.36 2.10 4.05 3.63 

To get a qualitative understanding of the simulation results, Figure 4-15 shows the simu-

lated and measured temperatures for the module with smooth PCM foil on the four con-

sidered days. The simulated and experimental data correspond well, and the model accu-

rately predicts the temperature course throughout the day. The times of temperature peaks 

and valleys are predicted correctly, although for the two cooler days (July 7th and 16th), 

the model seems to systematically underpredict the module temperatures. 

On the very sunny day (July 23rd), the simulation results show larger fluctuations than the 

experimental data. However, the highest overshoot can be attributed to the concurrent 

peak in ambient temperature measured at around 11:20 am. This sudden ambient temper-

ature increase and equally sudden drop after only a few minutes seems unrealistic as the 

ambient temperature is rather inert and usually follows a steadier slope. A similar peak 

could also be observed on July 2nd at the same time of day, but not on the two cloudy 

days. This suggests that the ambient temperature sensor was likely exposed to direct sun-

light for a short period of time leading to an inaccurately high temperature reading. Since 

the measured ambient temperature serves as one of the input parameters to determine the 

convective and radiative heat transfer coefficients, the model cannot predict the module 

temperatures properly if the measured ambient temperature is incorrect. 
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Figure 4-15: Simulated and measured temperatures for the PV-PCM module with 

smooth PCM foil on four days in July 2019 

Figure 4-16 shows the temperature plots for the reference module. As was discussed 

above, the average temperature deviations between the experimental and simulation re-

sults were the smallest for this setup, which is also observable in the diagrams. The sim-

ulated temperature curves are closer to the measured ones than in Figure 4-15. On July 2rd, 

the model seems to slightly overpredict the temperatures. On July 7th and 23rd, the simu-

lated temperature fluctuations are slightly larger than the experimental ones. And on 

July 16th the model systematically underestimates the module temperature, an observation 

that was made for the smooth foil setup as well. Also, the already mentioned unrealistic 

ambient temperature peak at around 11:20 am leads to a short-lived but significant over-

prediction by the model on the two sunny days. 
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Figure 4-16: Simulated and measured temperatures of the reference PV module for four 

days in July 2019 

Figure 4-17 shows the simulated and measured temperatures for the PV module with the 

bubble wrap PCM foil. Similar observations as above can be made: the general tempera-

ture course is captured well, while some fluctuations are overpredicted, especially for 

July 2nd and 7th. The simulated temperatures for July 16th are generally too low and for 

July 23rd too high. As was previously concluded by the error analysis above, the model 

shows the lowest accuracy for this setup, which is also confirmed by the temperature 

plots. 
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Figure 4-17: Simulated and measured temperatures of the PV-PCM module with bubble 

wrap PCM foil for four days in July 2019 

In conclusion, the thermal model with the correlation combination Sartori [63] / Kaplani 

& Kaplanis [64] for the convective heat transfer coefficient and Whillier [73] for the tem-

perature of the sky gave the least average deviations for the three considered experimental 

setups. The average 𝑀𝐴𝐸𝑇 was 1.12 K (3.50 %) for the reference module, 1.21 K (3.78 %) 

for the smooth PCM foil module and 1.29 K (4.03 %) for the bubble wrap PCM foil 

module. The corresponding 𝑅𝑀𝑆𝐸𝑇 values were 1.36 K (4.25 %), 1.46 K (4.56 %), and 

1.58 K (4.94 %). Compared to the error values reported in literature (see section 4.1.2), 

these results are excellent, especially for the two PV-PCM modules. Also, the qualitative 

analysis of the temperature plots showed a good agreement between measured and simu-

lated data, although there appears to be a systematic underestimation of the cell tempera-

ture for the cloudy day (July 7th). These deviations seemed acceptable, as cloudy days are 

less relevant for degradation (only small temperature fluctuations) and electrical yield 

(low irradiance). 

Since the simulations produced 𝑅𝑀𝑆𝐸𝑇 values of 2 K (6.25 %) or less, one of the main 

goals of this case study, as outlined in section 4.2, was successfully achieved. Therefore, 
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the validated model could be used to investigate the influence of different PCM heat sink 

configurations on the lifetime and electrical energy yield of PV modules. 

4.6 Degradation estimation 

As discussed in section 4.1.2, degradation due to thermal fatigue is one of the major fac-

tors limiting the lifetime of PV modules. A PCM heat sink can act as thermal inertia and 

reduce the amount and amplitude of damaging temperature oscillations inside the module. 

The weak points for thermal fatigue in a PV module are its interconnectors, which elec-

trically connect the individual solar cells through an S-shaped interconnector band, as 

illustrated in Figure 4-18. When the module is subjected to temperature fluctuations, the 

individual materials expand at different rates in accordance with their coefficient of ther-

mal expansion. This causes mechanical stress and friction, which over time can lead to 

the detachment of the interconnectors from the cells or breakage of the S-shape intercon-

nector band. 

 

Figure 4-18: Structure of a PV module with focus on the interconnectors 

In order to evaluate the effect of a PCM heat sink on the module lifetime, the method 

proposed by Weber et al. [45], which is based on the summation of thermal cycles using 

a rainflow-counting algorithm (RFCA) was applied. This algorithm identifies relevant 

full and half cycles of a fluctuating quantity, here, the temperature. A detailed description 

of the RFCA used by Weber et al. [45] is given in [76]. The input for the algorithm is the 

temperature history, either measured or simulated, over a specified period of time. The 

output quantities are the number of specific temperature cycles 𝑛, characterized by the 

cycle amplitude Δ𝑇, the maximal cycle temperature 𝑇𝑚𝑎𝑥 and the cycle duration 𝑡𝑐. The 

latter three of those quantities can be used to estimate the number of cycles until failure 

𝑁𝑓 (defined here as the breakage of the interconnector band) by the Coffin-Manson equa-

tion (see [77]) in the form proposed by Cui [78]: 
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𝑁𝑓 = 𝑘CM𝛥𝑇
−2 (

1

𝑡𝑐
)

1
3
𝑒

𝐸𝑎
𝑘B𝑇𝑚𝑎𝑥 (4.38) 

Here, 𝐸𝑎 denotes the material-specific activation energy, which takes a value of 0.5 eV 

for the interconnectors mostly made of copper. Further, 𝑘𝐵 is the Boltzmann constant and 

𝑘𝐶𝑀 is an empirical, problem-specific factor that has to be determined via experiments or 

mechanical-stress simulations using a finite element method. As argued by Bosco et al. 

[79], it can be assumed that 𝑘𝐶𝑀 takes the same value for the three considered modules, 

since their interconnector geometries are similar. This allows for a relative comparison of 

the damage received by the three module setups (since 𝑘𝐶𝑀 is canceled out), which can 

be determined using the Palmgren-Miner linear damage hypothesis [80]: 

𝐷 =∑
𝑛𝑖
𝑁𝑓,𝑖𝑖=1

 (4.39) 

Eq. (4.39) represents the damage accumulation in the interconnector band based on the 

ratio of the actual number of specific temperature cycles 𝑛𝑖 identified by the RFCA for a 

given day, to the maximum number of such specific cycles 𝑁𝑓,𝑖 that the interconnector 

band can endure until failure. The accumulated damage 𝐷 is calculated by summing up 

these ratios over all relevant characteristic cycles. When 𝐷 = 1, the interconnector band 

has reached the point of failure. 

Making use of the RFCA method by Weber et al. [45] and equations (4.38) and (4.39), 

the damage received by the three module configurations can be estimated based on the 

simulated solar cell temperatures. Since Eq. (4.39) yields rather small values (< 10-9) and 

the relative comparison between the three module configurations was of interest, it is 

more convenient to express 𝐷 in relation to a reference value. Here, this reference value 

was the total accumulated damage received by the reference module 𝐷𝑟𝑒𝑓,𝑎𝑐𝑐 during the 

time span considered. 

The accumulation of relative damage during July 2nd is shown in Figure 4-19. It can be 

seen that the PCM heat sink significantly reduces the degradation for this day. The mod-

ule with the bubble wrap PCM foil only takes 60 % and the smooth foil module takes 

only 56 % of the damage that was received by the reference module. 
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Figure 4-19: Relative damage accumulation during July 2nd for the three considered 

module configurations 

The relative degradation for the other considered days is listed in Table 4-11. For July 7th, 

the relative damage values are similar to those determined for July 2nd. As expected, the 

difference to the reference module becomes smaller for days with more steady tempera-

ture courses, i.e., for July 16th and 23rd, since there are lower and fewer temperature fluc-

tuations. The effect of the PCM heat sink is much smaller for these days, and especially 

for the hot and sunny 23rd of July it is only marginal. Altogether, the relative reduction in 

degradation varied between 3 % and 45 %. 

Table 4-11: Relative accumulated damage received by the PV-PCM modules on the four 

considered days of July 2019 

 Smooth foil Bubble wrap foil 

07/02/2019 (mostly sunny) 56 % 60 % 

07/07/2019 (mostly cloudy) 55 % 63 % 

07/16/2019 (cloudy) 74 % 80 % 

07/23/2019 (sunny) 92 % 97 % 

Four-day average 69 % 75 % 

To estimate the lifetime improvement attributed to the PCM heat sink, the economic life-

time of PV modules can be taken as a basis, which lies between 25 and 30 years. Assum-

ing that the heat sink can reduce degradation by up to 45 % the lifetime may be increased 

by more than ten years through the addition of PCM. On the other hand, the improvement 

would be less than a year if a reduction of only 3 % is assumed. Of course, other failure 

modes for PV modules exist along with fatigue as it only accounts for around 40 % of all 

module failures [44].  
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In conclusion, by using the RFCA and the Coffin-Manson approach it was shown that the 

PCM heat sink has a positive effect on the mitigation of fatigue-induced degradation of 

PV modules. Quantifying the concrete gain in lifetime is challenging as temperature fluc-

tuations depend on the specific weather conditions. The lifetime-improving effect is 

greatest for unsteady weather conditions such as those observed for most of the year in 

temperate climate zones but rather small for steady conditions observed in arid or conti-

nental ones. Therefore, the feasibility of the PCM heat sink in terms of lifetime-improve-

ment depends on the location of the PV site and the prevailing weather conditions. 

4.7 Parameter study 

To analyze the impact of different PCM heat sink configurations on the PV conversion 

efficiency and degradation, a parameter study was performed using a generic PCM. The 

module specifications remained the same as before (see Table 4-3). The parameters that 

were varied included the thickness of the PCM layer, the PCM phase change temperature 

and the PCM thermal conductivity. The other PCM properties remained constant. Further, 

the PCM properties were considered independent of the state of the PCM (properties of 

solid PCM were the same as the liquid ones). All simulations were performed with 

weather data from July 2nd 2019, because this day showed a high number of temperature 

fluctuations allowing the thermal dampening effect of the PCM layer to be investigated. 

At the same time, the solar irradiance on this day was still quite high, which offers a good 

opportunity to study the effect of the heat sink on the energy yield. 

The thickness was increased in three steps from 5 mm to 30 mm. The phase change tem-

perature was varied between 29-31 °C, 39-41 °C and 49-51 °C, meaning a phase change 

interval of 2 K was assumed. The thermal conductivity was varied between 0.2 W/mK 

(which corresponds to the conductivity of most paraffin based PCM) to 5 W/mK (which 

is unrealistically high for most PCM). All possible parameter combinations were tested 

resulting in a total of 27 simulations that were performed during the parameter study. All 

PCM heat sink properties for the study are given in Table 4-12. 

Table 4-12: PCM heat sink properties varied throughout the parameter study 

Thickness 

[mm] 

Phase change 

temperature [°C] 

Conductivity 

[W/mK] 

Latent heat 

[kJ/kg] 

Heat capacity 

[J/kgK] 

Density 

[kg/m³] 

5 29-31 0.2 

200 2.000 800 15 39-41 2.5 

30 49-51 5.0 

Graphical representations of the parameter study results are shown in Figure 4-20 and 

Figure 4-21, in which the generated electrical energy and the accumulated damage are 

illustrated by bar charts for the considered parameter combinations. Regarding the gen-

erated electrical energy, it can be seen that the PCM heat sink configuration with a 
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conductivity of 5 W/mK, a phase change temperature of 29-31 °C and a thickness of 

30 mm yields the highest amount of electrical energy. This result is somewhat surprising 

as an increase in foil thickness was expected to cause higher cell temperatures and thus a 

lower efficiency due to the insulating effect of the liquified PCM. However, this insula-

tion effect was overcome by the relatively high thermal conductivity of 5 W/mK, which 

is an unrealistically large value for most PCM. But even a conductivity of 2.5 W/mK 

appears to offset the insulating effect as it yields the second highest amount of electrical 

energy. To increase the thermal conductivity to such high values, graphite could be added 

to the PCM, as was demonstrated by Japs et al. [41]. They measured a thermal conduc-

tivity of 2.4 W/mK for a 20 % mass fraction of expanded graphite, which, however, came 

at the expense of a lower latent heat capacity. 

The combination yielding the lowest amount of electrical energy was the one with low 

thermal conductivity, high phase change temperatures and a large foil thickness, as was 

expected. Here, the PCM foil acts as a thermal insulator, which leads to high cell temper-

atures causing low efficiency. 

 

Figure 4-20: Parameter study results: generated electrical energy as a function of phase 

change temperature and thermal conductivity for three PCM foil thicknesses 

It can be seen that the impact of the three considered parameters is most significant at the 

highest PCM layer thickness and is quite low for a thickness of only 5 mm. In fact, the 

difference between the highest and lowest energy yields for each thickness increases from 

0.0093 kWh for 𝑠𝑃𝐶𝑀 = 5 mm to 0.0373 kWh for 𝑠𝑃𝐶𝑀 = 30 mm. This means that the 

benefit from an increased conductivity is greater when the PCM thickness is large. The 

same can be said for the phase change temperature, which only has a minor effect when 

the PCM thickness is small. However, it should be noted that the overall improvement 

potential is relatively low, as the generated electrical energy varies only between 

1.132 kWh and 1.169 kWh, or 3.3 %. 
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Regarding the accumulated damage, Figure 4-21 shows that the combination yielding the 

highest amount of electrical energy also received the lowest damage. This result indicates 

that it is possible to design a heat sink that efficiently dampens temperature fluctuations 

while also producing a relatively high energy output. However, this can only be achieved 

with a sufficiently thick PCM layer. For thinner PCM foils, the increased conductivity 

causes comparatively large cell temperature fluctuations and thereby greater damage to 

the module. Also, for the smaller values of 𝑠𝑃𝐶𝑀, the phase change temperature appears 

to have a greater impact than it does for the thickest foil configuration. While the accu-

mulated damage increases with higher phase change temperatures, a temperature range 

of 39-41 °C results in the lowest accumulated damage, with a minimum observed at a 

conductivity of 5 W/mK for the two lower thickness values. 

 

Figure 4-21: Parameter study results: accumulated damage 𝐷𝑎𝑐𝑐 as a function of phase 

change temperature and thermal conductivity for three PCM foil thicknesses 

In terms of damage reduction potential, the parameter study revealed a much wider range 

for optimization compared to electrical power generation, with the highest observed dam-

age value being more than 15 times higher than the lowest one. However, whether the 

additional investment cost of PCM with an improved conductivity (achieved by adding 

graphite or other additives) is outweighed by an increase in energy output and lifetime 

requires further investigation in future economic studies. 

In conclusion, the parameter study revealed that the PCM heat sink configuration with a 

thickness of 30 mm, a conductivity of 5 W/mK and a phase change temperature at 29-

31°C gave the best results in terms of both power generation and accumulated damage. 

This shows that a relatively high thermal conductivity outweighs the thermal insulation 

caused by a comparatively large PCM layer thickness. Even a conductivity of only 

2.5 W/mK yields good results and offers a promising solution for PCM-enhanced PV 

modules while a conductivity of 5 W/mK seems unrealistically high. In case the PCM 

layer thickness is restricted to lower values due to economic or constructional constraints, 

the phase change temperature giving the best results was at 39-41 °C. 
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It should be noted that the parameter study was performed for only one day, 

July 2nd, 2019, which was a mostly sunny day with occasional cloud cover. For other days 

with different weather conditions, the results may look different revealing the challenge 

to design the optimal PCM heat sink that works well throughout the whole year. The most 

sensible design strategy would be to perform a detailed weather/climate analysis and to 

identify a “standard day” with weather conditions that are representative for the specific 

PV site location. Such a detailed analysis is very challenging and was not within the scope 

of this thesis. However, through this case study it could be demonstrated that the intro-

duced thermal model of PCM-enhanced solar PV modules is applicable for studying dif-

ferent PCM heat sink configurations and identifying an optimal design once a detailed 

weather analysis has been completed. 

4.8 Summary and conclusion 

The first case study addressed the thermal modeling of PCM-enhanced solar PV modules. 

Based on the literature review given in section 4.1, the goals of this case study were de-

fined as follows: 

• To install an outdoor test site for collecting experimental data for at least one 

month, in collaboration with the Electrical Energy Technology department of Pa-

derborn University  

• To develop a thermal model of PV-PCM modules that includes a suitable corre-

lation combination for the radiative and convective heat transfer coefficients, ex-

plicitly resolves the temperature of the solar cell, and produces a deviation of less 

than 2 K (6.25 %) 

• To perform a parameter study of different PCM heat sink configurations and to 

evaluate the result based on generated electrical energy and received accumulated 

damage 

All these goals could be achieved. A test site at the PV laboratory at Paderborn University 

described in section 4.3 was installed, and three different PV module configurations were 

tested: a reference module without PCM, a module with a smooth PCM foil attached to 

its back side and a module with a bubble wrap PCM foil attached to its back side. The 

measurements were carried out by the Electrical Energy Technology department during 

the month of July 2019. The experimental data revealed that even though the influence of 

the PCM foils on the cell temperatures is on average less than 1 K compared to the refer-

ence module, the thermal inertia of the PCM has a positive effect on the normalized elec-

trical power. 

The developed thermal model for PV-PCM systems outlined in section 4.4 showed an 

𝑅𝑀𝑆𝐸 of less than 2 K (6.25 %) for all three module configurations on four selected days 

in July 2019, which is an excellent result when compared to the error values of at least 

3.2 K found in literature. The model is based on the implicit finite difference scheme 

outlined in Chapter 3, which was adapted to account for ambient weather conditions 
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through correlations determining the radiative and convective heat exchange at the top 

and bottom sides of the modules. To identify the best-fitting correlation combination, 16 

different combinations for the sky temperature (required to determine the radiative heat 

transfer coefficient) and the convective heat transfer coefficient were tested. The combi-

nation yielding the highest accuracy was Sartori [63] / Kaplani & Kaplanis [64] for the 

convective heat transfer coefficient and Whillier [73] for the sky temperature. 

With the validated thermal model, a parameter study was performed, in which three of 

the PCM heat sink parameters were varied in three steps resulting in a total of 27 different 

configurations. These parameters were the PCM layer thickness, the PCM phase change 

temperature and the PCM thermal conductivity. To evaluate the heat sink configurations, 

the electrical energy yield and the accumulated damage determined by the methods out-

lined in section 4.6 were considered. The analysis revealed that a heat sink with a large 

thickness and high thermal conductivity can greatly reduce thermal fatigue and slightly 

improve the electrical energy yield. Whether these positive effects outweigh the PCM 

investment cost, especially given the steep decline in PV module prices, needs further 

investigation. 

Overall, the developed model for PV-PCM systems predicts their thermal behavior with 

high accuracy. It effectively captures changing weather conditions through boundary con-

ditions and produces physically sound results. The model can be used to study further 

PCM heat sink configurations and is also applicable to conventional PV systems without 

PCM. It can be used to estimate the electrical energy yield for specific PV site locations, 

provided that correctly measured weather data is available. 
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5 Case study II: Packed bed latent heat storages 

The second case study investigated the storage of thermal energy using PBLHS. An over-

view of current heat storage technologies with focus on latent heat storage systems is 

given. Packed bed heat storages based on macroencapsulated PCM are introduced and 

the state of the art regarding their modeling and optimization is presented, based on which 

the scope of this case study is formulated. The specific PBLHS system under investiga-

tion, along with two experimental setups designed and installed by a partner institute (De-

partment of Energy - Building – Environment at Münster University of Applied Sciences) 

to collect validation data, is described. A model to simulate the thermal behavior of 

PBLHS is presented, and the validation steps are outlined. The results of a parameter 

study determining the packing density of new PCM capsule designs, which was carried 

out using a discrete element method (DEM), are discussed. The influence of the new 

capsule shapes on the heat storage capacity and thermal power output is evaluated based 

on the results of simulations performed with the validated PBLHS model. 

5.1 State of the art 

With a share of almost 50 %, heating and cooling contributed the biggest part to the global 

energy consumption and 40 % of annual CO2 emissions in 2021 [81]. To accelerate the 

transition of the heating sector toward a sustainable state, renewable sources, such as solar 

and wind power, need to replace conventional energy sources like coal or gas. Since re-

newable energy sources tend to be highly volatile, efficient thermal storage technologies 

are required to smoothen the temporal fluctuations and to ensure a constant heat supply. 

5.1.1 Thermal energy storages 

Types of thermal energy storages (TES) can be categorized into three groups according 

to the underlying storage principal: sensible, latent and thermo-chemical heat storages, as 

illustrated in Figure 5-1. 
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Figure 5-1: Overview of thermal storage technologies with focus on latent heat storages 

(adapted from [82]) 

5.1.1.1 Sensible heat storages 

Sensible heat storages are the most common type of thermal storage and are used both in 

industrial and domestic applications [83]. In sensible heat storages, the stored amount of 

thermal energy depends on the temperature difference and the specific heat capacity of 

the storage material. Often, the storage material is a liquid, e.g., water or oil, but also 

solids, like sand, gravel and rocks or simply the envelope of a building are used as sensible 

heat storages [12]. In industrial processes requiring steam for heating purposes, water is 

also used in its gaseous state as storage material in steam accumulators [84]. 

Since space for storage tanks is often limited, both in industrial and domestic applications, 

it is desirable to use storage materials that have a high specific heat capacity and/or a high 

density resulting in a high volumetric heat capacity. Some materials that are commonly 

used for sensible heat storages are listed in Table 5-1. 

Compared to latent and thermo-chemical heat storages, sensible storages usually have a 

lower volumetric heat capacity. Further, their application is limited to feasible tempera-

ture intervals, e.g., for unpressurized water it is 0 - 100 °C. However, in case the storage 

medium is a fluid, sensible storages can achieve very high charging and discharging rates, 

and thus, a high thermal power output, which is only limited by pumping power [13]. 

Solid sensible heat storages based on sand or ceramics often require a heat transfer fluid 
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(HTF), which transfers the thermal energy into or out of the storage [11]. This imposes 

an additional convective heat transfer resistance between the storage medium and the heat 

transfer fluid. However, solid sensible heat storages can achieve very high storage tem-

peratures of up to 1600 °C [85]. Besides, sensible heat storages are well established, easy 

to operate and cost-efficient, which makes them the most common type of TES [10]. 

Table 5-1: Thermal properties and applications of common materials used in sensible heat 

storages [13] 

Material Temperature 

range [°C] 

Specific heat ca-

pacity [kJ/kgK] 

Density 

[g/cm³] 

Applications 

Water 0 - 100 4.2 0.96 - 1 Space heating, dis-

trict heating 

Thermal oil 0 - 400 1.6 - 2.1 0.85 - 0.9 Oil heaters 

Molten 

salts 

150 - 450 1.3 2.2 - 2.6 Concentrating solar-

thermal power plants 

Sand, 

gravel, rock 

0 - 800 0.7 1.8 - 2 Soil thermal storages 

Concrete 0 - 500 0.8 - 0.9 1.9 - 2.3 Building envelopes 

5.1.1.2 Thermo-chemical energy storages 

Thermo-chemical energy storages utilize the reaction energy of reversible chemical reac-

tions. Also, adsorption- and absorption-based heat storages are often categorized as 

thermo-chemical, although the underlying principle is a physical effect [13]. A benefit of 

such storage concepts is the absence of heat losses during the storage period since energy 

is not stored by means of a thermal but rather of a chemical potential. 

Adsorption is the accumulation of molecules at the surface of a solid, and often, porous 

medium. During this process, the kinetic energy of the molecules is converted into heat, 

which increases the temperature of the adsorbent (i.e., the porous medium). A common 

adsorption heat storage concept uses zeolite as adsorbent and water vapor as adsorbate 

[86]. Cold air containing water vapor is guided through the heat storage, where the water 

molecules adhere to the porous structure of zeolite. This process releases heat to and re-

moves the vapor from the air stream. To recharge the zeolite storage, hot dry air is guided 

through the storage tank, evaporating and removing the water. The air flow exits the stor-

age with a lower temperature containing water vapor. Such a storage concept could be 

used in combination with solar thermal energy generation or to utilize low temperature 

(< 140 °C) exhaust gas flows [87]. 

For absorption-based heat storages, salt, salt solutions, acids or brines are used as storage 

materials. Here, the absorbent is a liquid and the absorbate is a component of a gas flow. 

In practice, sodium hydroxide and water are often used as a working pair [88]. For charg-

ing, diluted brine is heated by a heat source, such as waste heat from industrial processes 
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or solar thermal collectors. During heating, water evaporates and the concentration of 

sodium in the brine is increased. For the discharging process, water vapor is mixed with 

the concentrated sodium hydroxide solution absorbing the water molecules, which leads 

to an increase in brine temperature. The resulting heat potential can be utilized by an 

appropriate heat exchanger. Due to the corrosiveness of the brine, special care must be 

taken when selecting the materials of the tanks and hydraulic components [82]. 

True chemical heat storages utilize reversible endothermal chemical reactions for charg-

ing and exothermal reactions for discharging. This storage concept usually involves a 

substance A and a substance B that are stored separately until a discharge is required by 

a process (for example, in case of a seasonal storage, heat release during winter). Both 

substances are brought together, and a chemical reaction is initiated, which produces a 

substance C and heat. During charging, heat is applied to drive the reaction in reverse, 

causing C to decompose back into its individual components, A and B. For both charging 

and discharging, catalysts are often required to increase the reaction rate [82]. 

5.1.1.3 Latent heat storages 

Latent heat storage systems utilize the phase change of a PCM to store thermal energy. 

Compared to sensible heat storages, the temperature during charging and discharging 

stays constant for pure substances like water or mostly constant for mixtures. Generally, 

any substance, which has the desired phase change temperature for a specific application 

can be used as PCM in a latent heat storage. 

In practice, different technological approaches can be found that make use of PCM for 

heat storage, as illustrated in Figure 5-2. Following Mehling & Cabeza [10], the design 

concepts of latent heat storages can be categorized according to how the thermal energy 

is absorbed/released: 

• By exchanging the storage medium, 

• At the surface of the storage unit itself, 

• At surfaces within the storage unit. 
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Figure 5-2: Overview and categorization of different latent heat storage technologies 

(according to [10]) 

The first method refers to mixtures, which contain a permanently liquid phase and a com-

ponent that can undergo phase change. Examples of such mixtures include water-ice slur-

ries or HTF mixed with microencapsulated PCM particles. The slurries are stored in a 

tank and are pumped through one or more heat exchangers connected to the heat demand 

side during discharge. The whole hydraulic circuit including the piping and other compo-

nents containing the PCM-HTF-mixture (e.g., heat exchangers, buffer tanks) acts as ther-

mal storage, leading to a large volumetric heat capacity. A disadvantage of this storage 

type is the high pressure drop due to the high viscosity of most slurries [10]. 

The second method is limited to situations where only low thermal power output is re-

quired and the main purpose of the PCM is to maintain a certain operating temperature in 

a well-insulated environment [11]. Such applications include the cooling/heating of food 

or beverages by thermal packs, or heat sinks for electronic components. 

The third method is the one on which most latent heat storages are based on. Here, the 

heat transfer occurs inside the storage at surfaces that separate the PCM and the HTF. 

Such surfaces are either created by direct contact between the PCM and the HTF forming 

an interface or they are part of an additional material such as pipes or encapsulation ma-

terials (indirect contact). In case of the direct contact type latent heat storage, PCM and 

HTF are in direct contact. To prevent mixing of the two substances, the PCM must not be 

soluble in the HTF [11]. As opposed to the indirect contact storage type, no separating 

materials such as pipes or plates causing additional thermal resistance are needed. The 

energy density of this storage type is generally high since the storage tank is almost com-

pletely filled with PCM. Also, enhanced convection and a large interfacial area between 

PCM and HTF ensure a high thermal power output. A drawback of the direct contact type 

Latent heat 
storages

Exchange of storage 
medium

Slurries

Mixtures of water 
and micro-

encapsulated PCM

Outer-surface heat 
exchange

Inner-surface heat 
exchange

Direct contact Indirect contact

Heat exchanger 
designs

Module designs



5.1 State of the art 

88 

is the entrainment of liquid PCM droplets by the HTF, which can cause serious fouling 

in heat exchangers and pumps, resulting in high maintenance [12]. 

Latent heat storage concepts based on the indirect contact type are the most common ones. 

Here, a further distinction with respect to how the PCM is integrated into the storage can 

be made. In heat exchanger type storages, the PCM is located in the outer volume of the 

storage tank, e.g., the mantle volume in case of a shell-and-tube design, while the HTF 

flows through pipes or plates. In module type latent heat storages, PCM-filled capsules 

(i.e., the modules) are located in a storage tank, while the HTF fills the remaining tank 

volume. Examples for the latter type are PBLHS and plate type storage systems making 

use of PCM-filled plate-like capsules such as the ones shown in Figure 2-4, left. For both 

indirect storage types, the energy storage density and the specific heat transfer area deter-

mining the thermal power are crucial parameters. Heat exchanger type storages can 

achieve storage densities of up to 95 % (i.e., 95 % of the internal storage volume is PCM), 

however, at the cost of thermal power due to a lower specific heat transfer area [11]. 

Module type storages, on the other hand, sacrifice some storage density for an increased 

surface area. In a packed bed filled with spherical capsules, for example, the maximum 

packing density is 74%, which corresponds to the densest possible spherical packing. 

Module type latent heat storages, and especially PBLHS, represent an interesting option 

for integration into existing heating or cooling systems. Since additional PCM capsules 

can easily be inserted into conventional sensible heat storages such as hot water tanks, 

they are suitable for retrofitting projects. Further, storages based on encapsulated PCM 

can relatively easily be upscaled through additional modules. The production of PCM 

capsules, e.g., through blow molding, and their transportation are also straightforward, 

which makes the module type storage a suitable choice for domestic and small scale in-

dustrial off-the-shelf solutions [10]. 

5.1.2 Modeling of packed bed latent heat storages 

PBLHS comprise a tank containing a fixed packed bed that consists of PCM capsules, as 

shown in Figure 5-3. In most cases, the geometry of the capsules and the PCM inside 

them do not vary within one storage system. The encapsulation material is usually either 

metal or plastic. The storage volume that is not occupied by the packed bed is filled with 

HTF, which is often water but may also be a thermal oil for high-temperature or a water-

glycol mixture for cooling applications. The tank has at least one inlet and one outlet, 

which can usually be hydraulically switched to be able to control the flow direction of the 

HTF (typically charging with hot fluid from the top and discharging with cold fluid from 

the bottom of the tank). 

An essential quantity of a packed bed is its porosity 𝜙, which is defined as the ratio of the 

void volume 𝑉𝑣 and the total volume 𝑉𝑡 occupied by the bed. Assuming that the porosity 

is homogenous across the bed, it can also be expressed in terms of the cross-sectional 

areas of the voids 𝐴𝑣 and the tank 𝐴𝑡: 



5 Case study II: Packed bed latent heat storages 

89 

𝜙 =
𝑉𝑣
𝑉𝑡
=
𝐴𝑣
𝐴𝑡

 (5.1) 

The porosity affects the fluid flow through the bed, as it determines the available cross-

sectional area. Due to mass conservation, with decreasing porosity, the fluid velocity in-

creases, since a larger part of the total cross-sectional area is occupied by the packed 

elements. The flow velocity inside the voids 𝑢𝑣 is determined by: 

𝑢𝑣 =
𝑢

𝜙
=

𝑚̇

𝜌𝜙𝐴𝑡
 (5.2) 

where 𝑢 is the free flow velocity (i.e., the velocity the fluid would have if there were no 

packed elements present inside the tank) and 𝑚̇ is the mass flow. 

 

Figure 5-3: Schematic of a PBLHS filled with non-spherical PCM capsules (adapted 

from [89]) 

Compared to sensible hot water storages, which are still the most common type of heat 

storage for domestic applications, the design process and operational control of PBLHS 

are more challenging due to the phase change, during which the temperature is no longer 

an indicator of the storage charging level. Therefore, appropriate modeling approaches 

need to be identified for predicting the transient behavior of PBLHS especially during 

their charging and discharging periods. 

Existing thermal modeling approaches can be distinguished by the way the heat transfer 

between the bed and the HTF is treated. Following a review on different numerical 

PBLHS simulation approaches by de Gracia & Cabeza [90], they can be divided into two 

groups: single-phase and two-phase models, as shown in Figure 5-4. Additionally, due to 

the steady increase of computational capacities, fully resolved 3D CFD simulations using 

commercial software tools are becoming an interesting alternative to study local phenom-

ena inside the PBLHS. However, even packed beds consisting solely of spheres are quite 

challenging to simulate with CFD methods, since pre-processing and meshing can be very 

time-consuming. If the thermal behavior of different packed bed configurations is to be 
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investigated, the packed beds themselves have to be generated first, which requires the 

use of discrete element methods or rigid body simulations. For these reasons, CFD meth-

ods are usually unsuitable for optimization studies of PBLHS, which is why they were 

not considered for this case study. Instead, the focus was set on less complex approaches 

based on the single-phase and two-phase models. 

Single-phase models consider the whole packed bed as one porous domain described by 

a single governing equation. The underlying assumption is that any change in temperature 

occurs instantaneously in both the HTF and the bed meaning that they are considered to 

be in a state of thermal equilibrium. According to Ismail & Stuginsky [91], this assump-

tion holds true for systems in which the fixed bed has high thermal conductivity and heat 

capacity in comparison to the HTF. This is usually not the case for PBLHS based on 

macroencapsulated PCM, as the thermal conductivity of PCM is low (< 1 W/mK). He et 

al. [92] point out that single-phase models can be used for cases in which the PCM parti-

cles are very small or granular, since the heat capacity of one individual particle is low. 

For this case study, which investigated PBLHS based on macroencapsulated PCM, how-

ever, single-phase models are not suitable. 

 

Figure 5-4: Classification of thermal models for PBLHS (adapted from [92]) 

Two-phase models treat the involved phases – the packed bed and the HTF – individually, 

with one governing equation for each phase. These approaches differ by how heat con-

duction is treated in each phase. In order of increasing complexity, they can be divided 

into models based on Schumann’s approach [93], continuous solid phase models and con-

centric dispersion models. Schumann’s model neglects thermal conduction in both 

phases. Further, it only considers the axial direction and was developed for a liquid flow-

ing through a duct filled with a porous medium. The corresponding governing equation 

for the HTF reads: 

𝜙(𝜌𝑐𝑝)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑡

+ (𝜌𝑐𝑝𝑢)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑥

= ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝑃𝐵 − 𝑇𝐻𝑇𝐹) + 𝑆𝐻𝑇𝐹 (5.3) 

The governing equation for the solid only accounts for the accumulation of heat caused 

by the convective heat exchange with the HTF: 

(1 − 𝜙)(𝜌𝑐𝑝)𝑃𝐵

𝜕𝑇𝑃𝐵
𝜕𝑡

= ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝐻𝑇𝐹 − 𝑇𝑃𝐵) + 𝑆𝑃𝐵 (5.4) 
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In both equations the subscripts 𝐻𝑇𝐹 and 𝑃𝐵 refer to the HTF and the packed bed, re-

spectively. The heat transfer coefficient ℎ𝐻𝑇𝐹−𝑃𝐵 accounts for the heat transfer between 

the HTF and the packed bed across the specific surface area of the bed 𝑎𝑃𝐵 (in m²/m³). 

Note, that 𝑢𝐻𝑇𝐹 refers to the free flow velocity of the HTF. 

In its original form, Schumann’s model cannot accurately capture the heat transfer in 

PBLHS, since it does not account for spatial temperature gradients within the PCM cap-

sules. However, the temperature distribution within the individual capsules is crucial for 

predicting the charging and discharging behavior of the storage. For this reason, Regin et 

al. [94] modified Schumann’s approach by incorporating the transient evolution of the 

thermal resistance within the PCM during phase change into the heat transfer coefficient. 

They investigated the thermal response of a storage system based on spherical PCM cap-

sules by varying different parameters such as flow rate, capsule size and melting temper-

ature range. Their approach is widely cited in literature due to its simple implementation, 

even though no validation against experimental data was provided by the authors. 

Continuous solid phase models treat the packed bed as one continuous phase instead of a 

medium comprised of individual particles. As opposed to Schumann’s model, heat con-

duction is considered in both phases and can be accounted for in both axial and radial 

directions. However, if the thermal conductivity of the continuous solid phase is not con-

stant with respect to space, a lumped modeling approach is required. The governing equa-

tion for the HTF and the continuous solid phase are given (for simplicity in axial direction 

only) as [95]: 

𝜙(𝜌𝑐𝑝)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑡

+ (𝜌𝑐𝑝𝑢)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑥

= 𝜙
𝜕

𝜕𝑥
( 𝑘𝐻𝑇𝐹

𝜕𝑇

𝜕𝑥
) + ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝑃𝐵 − 𝑇𝐻𝑇𝐹) + 𝑆𝐻𝑇𝐹 

(5.5) 

(1 − 𝜙)(𝜌𝑐𝑝)𝑃𝐵

𝜕𝑇𝑃𝐵
𝜕𝑡

= (1 − 𝜙)
𝜕

𝜕𝑥
(𝑘𝑃𝐵

𝜕𝑇𝑃𝐵
𝜕𝑥

) + ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝐻𝑇𝐹 − 𝑇𝑃𝐵) + 𝑆𝑃𝐵 

(5.6) 

The lumped bed conductivity 𝑘𝑃𝐵 accounts for the fact that the packed bed does not rep-

resent just one single continuous phase but comprises individual PCM capsules. It con-

sidered effects such as contact thermal resistance between the capsules, varying conduc-

tivities of the encapsulation material and the PCM and, in some cases, radiative heat ex-

change between the individual capsules [91]. 

The main advantage of the continuous solid phase model is the ability to take the radial 

direction into account, which allows to consider varying porosity profiles and heat losses 

to the environment across the storage walls. Similar to Regin et al. [94], Bellan et al. [96] 

suggested a continuous solid phase model with the phase change process incorporated 

into the heat transfer coefficient, which accounts for the changing thermal resistance due 

to the movement of the phase front. Their 2D packed bed model of spherical PCM cap-

sules arranged as a rhombic packing, which was described in a series of papers [96–98], 

appears very comprehensive as it takes varying radial porosity, varying axial flow 
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velocities and natural convection effects within the liquid PCM via an effective conduc-

tivity approach into account. They solved their model equations numerically and com-

pared the results to experimental data. A good agreement between the simulations and 

experiments was achieved, albeit by using fitting parameters. Regarding the computa-

tional effort, 2D continuous solid phase simulations have been reported to take a consid-

erably longer time than Schumann’s and concentric dispersion models [91]. 

The concentric dispersion model treats the packed bed particles as individual elements 

and accounts for thermal conduction in both the HTF and the individual particles. Within 

these elements, all relevant heat transfer processes are captured by a corresponding gov-

erning equation. Since in literature most PBLHS are based on spherical PCM capsules, 

the energy conservation equation is given in spherical coordinates, while the governing 

equation for the HTF is similar to that of the continuous solid phase model (i.e., Eq. (5.5)): 

𝜙(𝜌𝑐𝑝)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑡

+ (𝜌𝑐𝑝𝑢)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑥

= 𝜙
𝜕

𝜕𝑥
( 𝑘𝐻𝑇𝐹

𝜕𝑇

𝜕𝑥
) + ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝑃𝐵 − 𝑇𝐻𝑇𝐹) + 𝑆𝐻𝑇𝐹 

(5.7) 

(𝜌𝑐𝑝)𝑃𝐵

𝜕𝑇𝑃𝐵
𝜕𝑡

=
1

𝑟2
𝜕

𝜕𝑟
(𝑘𝑃𝐵𝑟

2
𝜕𝑇𝑃𝐵
𝜕𝑟

) + 𝑆𝑃𝐵 (5.8) 

Eq. (5.8) represents the heat conduction equation in spherical coordinates with an addi-

tional source term (see also Appendix A1). Eq. (5.7) and Eq. (5.8) are coupled by a bound-

ary condition at the outer surface of the PCM capsules (where 𝑟 = 𝑅𝐶): 

𝑘𝑃𝐵
𝜕𝑇𝑃𝐵
𝜕𝑟

 |
𝑟=𝑅𝐶

= ℎ𝐻𝑇𝐹−𝑃𝐵(𝑇𝐻𝑇𝐹 − 𝑇𝑃𝐵) (5.9) 

Figure 5-5 illustrates some of the different heat transfer phenomena occurring during 

melting inside and at the surface of a spherical PCM capsule that are usually considered 

within the concentric dispersion approach. Thermal conduction determines the movement 

of the phase front indicated by 𝑅𝐼𝑛𝑡(𝑡). Further, natural convection inside the liquid PCM 

influences the heat transport from the capsule wall to the solid PCM. Often, the effect of 

natural convection is incorporated into the thermal conductivity using an effective ther-

mal conductivity approach (e.g., in [99]). In addition, convective heat transfer takes place 

at the outer surface of the capsule, by either natural, forced or mixed convection. 
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Figure 5-5: Heat transfer processes inside and at the surface of a spherical PCM capsule 

during melting 

Eq. (5.8) can be adapted based on the specific method for solving phase change problems, 

some of which are discussed in section 2.5.2. For example, Ismail & Henríquez [100] 

applied a variable grid method to predict the position of the solid-liquid interface inside 

PCM capsules filled with water (or water ice, respectively). The authors validated their 

model against experimental data and simulated the thermal response of their storage sys-

tem to varying flow rates and different encapsulation materials. Foudhil et al. [101] ap-

plied an apparent heat capacity approach (see equations (2.61) and (2.62)) based on a 

fixed grid and validated their model against experimental data. Other authors employed 

the enthalpy method (see equations (2.63) - (2.65)) to model the phase change of the PCM 

[99,102]. An interesting study by Karthikeyan & Velraj [103] compared the three differ-

ent modeling approaches for PBLHS (Schumann’s model, continuous solid phase model 

and concentric dispersion model) employing the enthalpy method. They used explicit fi-

nite differences as solution technique and found that only the concentric dispersion model 

produced acceptable results when compared to experimental data. 

Based on the analysis of different modeling approaches for heat transfer in packed beds 

in general, and PBLHS in particular, the concentric dispersion model was chosen for this 

case study. It appears obvious that the thermal gradients within the packed bed elements, 

i.e., the macroencapsulated PCM capsules used in this study, are crucial to predict the 

thermal response of the storage. Such detailed resolution of the thermal processes inside 

the PCM capsules enables a more accurate prediction of the storage behavior without 

relying on lumped quantities or fitting parameters. Moreover, the convective heat transfer 

from HTF to the bed can effectively be modeled using Nusselt correlations to determine 

ℎ𝐻𝑇𝐹−𝑃𝐵. Such correlations are readily available for various operating conditions and can 

be found in sources such as [4,10,90,104], and others. Lastly, the concentric dispersion 

approach allows the incorporation of the phase change process directly into the source 

term 𝑆𝑃𝐵 in Eq. (5.8), enabling the use of the solution algorithm presented in Chapter 3, 

which is based on the source term method. 
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5.2 Scope of the case study 

In addition to predicting the thermal behavior of PBLHS, the second focus of this case 

study was on optimizing these systems to enhance their thermal performance. A thermal 

storage should have: 

• a high volumetric storage capacity (also referred to as energy density), 

• a high thermal power output, 

• other preferential characteristics (e.g., low pressure drop, no toxic and flammable 

media, cost efficient hydraulic equipment, low maintenance cost, long economic 

life span, etc.). 

The first point addresses the question of how much energy can be stored per unit of vol-

ume, while the second one is focused on how quickly this energy can be released/ab-

sorbed. As this case study aimed for the optimization of the thermal performance, the 

aspects mentioned under the third point are not discussed further. 

Along with physical properties such as specific heat capacity and latent enthalpy, the en-

ergy density of the PBLHS is determined by the packing density of the packed bed, which, 

in turn, depends on the shape of the PCM capsules. The packing density 𝜀 is ratio of the 

volume of the packed elements and the total packed bed volume and is linked to the po-

rosity: 

𝜀 =
𝑉𝑃𝐵
𝑉𝑡

= 1 − 𝜙 (5.10) 

Studies considering the packing density of different geometrical bodies were performed, 

e.g., by Delaney & Cleary [105] and Zhao et al. [106]. They investigated the packing 

properties of so-called superellipsoids, which are described in more detail in section 5.6. 

To identify different enhancement strategies for PBLHS with respect to thermal power 

output, it is worth taking a look at Eq. (5.9) again. Five factors that influence the heat 

flow between the interior of the PCM capsule and the HTF can be identified: 

• the thermal conductivity 𝑘𝑃𝐵, 

• the thickness of the PCM capsules (𝑅𝐶 for spherical capsules), 

• the heat transfer coefficient ℎ𝐻𝑇𝐹−𝑃𝐵, 

• the specific heat transfer area 𝑎𝑃𝐵, and 

• the temperature difference between the bed and the HTF. 

The latter factor depends on the operating conditions of the storage system and is usually 

predetermined by external factors such as the availability of high-temperature heat 

sources or the temperature level on the demand side. The specific thermally active surface 

area 𝑎𝑃𝐵, on the other hand, is almost exclusively influenced by the geometric shape of 
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the packed bed elements. To a certain extent, it may be influenced by the packing ar-

rangement of the elements (flat surface contacts between the packed elements and HTF 

recirculation zones might reduce 𝑎𝑃𝐵). The heat transfer coefficient is influenced by both 

the geometry of the packed elements and the operating conditions of the PBLHS system 

such as flow rate and the temperature difference between the bed and the HTF. In addition 

to the heat transfer taking place at the boundary, the thermal resistance inside the PCM 

capsules influences the PBLHS performance. To reduce the resistance within the cap-

sules, their thickness can be reduced (flat shapes melt/solidify faster compared to bulky 

ones). Additionally, the typically low thermal conductivity of PCM can be enhanced by 

adding particles of a highly conductive material such as graphite or nanoparticles, albeit 

at the expense of specific latent heat. Further, the conductive particles need to be fixed 

within the PCM compound using thickeners to avoid separation, which are not available 

for all temperatures. 

In summary, the main optimization potential lies in the shape of the PCM capsules, which 

affects the active heat transfer area, the capsule thickness, the packing and hence the en-

ergy density, as well as the heat transfer coefficient. Consequently, the specific optimiza-

tion goals for PCM capsules were derived: 

• In order to maximize the energy density of the PBLHS, the capsules should have 

a geometry that enables high packing densities. 

• At the same time, their geometry should minimize the inner thermal resistance 

and enable a large heat transfer area to maximize the thermal power output of the 

PBLHS. 

The state of the art regarding the shape of PCM capsules for PBLHS appears to be that 

spherical or near-spherical capsules are used in most numerical and experimental studies. 

In fact, almost all of the literature sources cited in the previous section describe studies 

using spherical capsules. While spheres can achieve rather high packing densities – up to 

74 % for the densest possible packing – they also have a major disadvantage: their sur-

face-area-to-volume ratio (SVR) is the lowest among all geometrical bodies. This not 

only has a negative effect on the heat transfer rate at the capsule surface, but also leads to 

a high internal thermal resistance. A non-spherical body with the same volume as a sphere 

is always “thinner” in the sense that the minimum distance from its center to its surface 

is smaller than that of a sphere (which is the sphere’s radius). Since the net thermal re-

sistance is determined by the length of the conducting material, PCM spheres need a much 

longer time to fully change their state than other geometries. Therefore, simply increasing 

the surface area of the PCM capsule is not sufficient - the overall topology has to be 

adapted as well. For example, a golf ball has a considerably larger surface area than a 

perfect sphere, yet the inner thermal resistance of these two objects is quite similar. 

To improve the thermal performance of PBLHS, capsule geometries that deviate from the 

spherical design were investigated in this case study regarding their thermal power and 

energy density. The goal was to find a capsule shape that achieves packing densities sim-

ilar or close to that of spheres, while enabling a higher thermal power output. To reach 

this goal, the following steps were performed: 
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• Development of a thermal model of PBLHS containing non-spherical PCM cap-

sules aiming at an accuracy of at least 90 % when compared to experimental data  

• Geometrical parameter study of different PCM capsule geometries based on su-

perellipsoids with respect to SVR and packing density, performed using DEM 

filling simulations 

• Application of the PBLHS model to new, promising capsule designs evaluating 

their energy density and thermal power 

These steps are described in detail in the following sections. 

5.3 System description and experimental setup 

The investigated PBLHS systems are two different experimental setups located at Mün-

ster University of Applied Sciences. The first system is based on a cuboid storage tank, 

and was designed and installed by Linnemann [107]. With this experimental setup, Rich-

ter [108] conducted experiments using lenticular PCM capsules. The second system is 

based on a cylindrical tank filled with cylindrical capsules, and was designed and installed 

by Richter [109]. The goal of the experiments was to study the charging and discharging 

behavior of the PBLHS under varying operating conditions and with different PCM cap-

sule designs. Parts of the content of this chapter are taken from the works of Linnemann 

[107] and Richter [108–110]. 

The first PBLHS comprises a cuboid steel tank with a quadratic cross section shown in 

Figure 5-6, left, that was filled with a structured packed bed consisting of lenticular PCM 

filled capsules. An illustration of the lenticular capsule design is shown in Figure 5-7, 

left. 

                             

Figure 5-6: Cuboid storage tank (left, [108]) and a PBLHS filled with cylindrical 

heatStixx (right, illustration by Axiotherm GmbH [111]) 

The second PBLHS consists of a cylindrical storage tank filled with randomly packed, 

cylindrical PCM capsules that are shown in Figure 5-7, right. An illustration of a storage 

tank filled with such cylindrical capsules is shown in Figure 5-6, right. 
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Figure 5-7: Investigated capsule designs based on the heatSel (left) and the heatStixx 

(right) by Axiotherm GmbH 

Both investigated capsule designs are based on former designs by Axiotherm GmbH of 

the heatSel and the heatStixx. Their geometric characteristics are listed in Table 5-2. 

Table 5-2: Geometrical characteristics of HeatSels and HeatStixx derived from CAD data 

  HeatSel HeatStixx 

Nominal diameter [mm] 180 42 

Nominal length [mm] 30 310 

Wall thickness [mm] 1 

Surface area [m²] 61.49 ∙10-3 45.30 ∙10-3 

Volume [ml] 352.2 275.1 

SVR [m-1] 174.6 164.6 

Both PBLHS experimental setups are based on steel tanks (one cuboid and one cylindri-

cal) with an HTF inlet at the top and an outlet at the bottom. The inlet and outlet of the 

cuboid storage consist of perforated pipes ensuring an even fluid distribution. These fluid 

distributors are separated from the packed bed by steel grates. An additional grate was 

installed in the middle of the tank to ensure mechanical stability, resulting in one packed 

bed in the bottom and one packed bed in top half of the storage tank. Each bed consisted 

of 475 heatSels, which were arranged in a structured pattern shown in Figure 5-8. The 

bed porosity resulting from this arrangement was 0.47. 
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Figure 5-8: First two layers of heatSel arrangement inside the cuboid storage tank [108] 

Pt100 temperature sensors were located at the inlet and outlet as well as at a distance of 

approximately 35 cm from the inner tank wall at around half the bed height. A schematic 

of the cuboid tank with relevant dimensions is shown in Figure 5-9. 

 

Figure 5-9: Schematic of the cuboid storage setup containing two structured packed 

beds comprised of HetSels together with relevant dimensions (in mm) 

The second investigated PBLHS system consists of a cylindrical tank filled with 1466 

randomly packed heatStixx and is illustrated in Figure 5-10. The general setup is simpler 

compared to the cuboid storage tank as no separating grate was installed in the middle of 

the tank, resulting in a single packed bed that filled almost the entire internal volume of 

the storage. Only a small, perforated steel plate was positioned at the top of the storage to 

separate the bed from incoming piping. The bed porosity of this setup was 0.55. Temper-

ature sensors were located at the inlet and outlet as well as at half the tank height at a 

distance of around 35 cm from the inner tank wall. The properties of both storage tanks 

are summarized in Table 5-3. 
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Figure 5-10: Schematic of the cylindrical storage setup filled with randomly packed 

heatStixx together with relevant dimensions (in mm) 

Table 5-3: Dimensions and properties of the storage setups used in the experiments 

  Cuboid tank Cylindrical tank 

Height [m] 1.454 1.983 

Inner side length / diameter [m] 0.736 0.784 

Packed bed height [m] 2 x 0.585 1.953 

Number of capsules [-] 2 x 475 1466 

Porosity [-] 0.47 0.55 

The PCM used in both setups was ATS 58 by Axiotherm, which has a solidus temperature 

of 56.4 °C and a liquidus temperature of 58 °C in case of melting and a solidus tempera-

ture of 54.8 °C and a liquidus temperature of 56.6 °C in case of solidification, which 

means the PCM has a slight hysteresis tendency (see also Figure 2-5). The encapsulation 

material for both the heatSel and heatStixx was PP, and in both setups the HTF was water. 

The thermal properties of all involved substances are listed in Table 5-4. 
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Table 5-4: Thermal properties at 58 °C of materials and HTF used in the experiments  

   ATS58 PP Water 

Thermal conductivity solid 

liquid 

[W/mK] 0.4 

0.35 

0.21 0.65 

Density solid 

liquid 

[kg/m³] 1450 

1260 

900 984.7 

Specific heat capacity solid 

liquid 

[J/kgK] 2120 

2970 

1989 4181.8 

Latent heat  [kJ/kg] 200 - - 

The experimental data was collected in multiple runs with different operating conditions 

(mainly inlet temperature and mass flow rate). In each individual experimental run, the 

mass flow rate and the inlet temperature were kept constant. 

The experimental procedure was as follows: a run was started when an even temperature 

distribution prevailed across the tank, which was the case when the inlet and outlet tem-

perature sensors showed the same value (within around ± 0.5 K). Then, the mass flow 

rate was adjusted to the desired value. Next, the water heater was set to the desired inlet 

temperature, which was below the phase change temperature in case of discharging and 

above the phase change temperature in case of charging. Inlet temperature and mass flow 

rate were kept constant until a uniform temperature distribution throughout the storage 

tank was achieved, which was indicated by the outlet temperature being similar to the 

inlet temperature again. Subsequently, the next run could be started by setting a new inlet 

temperature and flow rate. 

The flow direction of the HTF was adjusted accordingly depending on the process (charg-

ing or discharging). During the charging process, which was usually the first part of an 

experimental cycle, cold HTF entered the storage tank at the bottom. During the discharg-

ing process, hot HTF was pumped into the storage at the top. In this way, natural and 

forced convection followed the same flow direction, allowing a sharp temperature front 

inside the tank. 

5.4 Thermal model for packed bed latent heat storages 

The developed model for predicting the thermal response of PBLHS systems is based on 

the concentric dispersion approach (Equations (5.7) - (5.9)), which is detailed in section 

5.1.2., along with the source term method introduced in section 2.5.2. The applied solu-

tion method for handling the phase change processes within the PCM capsules is outlined 

in Chapter 3. Some modifications to the basic concentric dispersion model were necessary 

in order to account for PCM capsule geometries such as those shown in Figure 5-7 that 

deviate from the spherical design. 
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An approximation of the two experimental storage setups described in the previous sec-

tion is shown in Figure 5-11. The thermal PBLHS model is based on the following as-

sumptions: 

• The storage tank is perfectly insulated (i.e., no heat losses to the ambient). 

• There are no temperature gradients in radial direction, and only heat transfer in 

the axial direction is considered. 

• The effect of natural convection inside the liquid PCM is neglectable due to its 

high viscosity. 

• The PCM capsules can be approximated by spherical shells. The approximation 

procedure is detailed in the following section. 

• The packed bed has a homogenous porosity and its whole surface area is thermally 

active (ignoring potential local recirculation and flat surface contacts). 

• Charging occurs from top to bottom and discharging from bottom to top, i.e., in 

the direction of natural convection. 

• Thermal effects of tank internals, possible pockets of air inside the PCM capsules, 

heat conduction through capsule contact and radiation are negligible. 

• Properties of the HTF, the encapsulation material and the PCM are temperature-

independent. 

 

Figure 5-11: Schematic of the PBLHS described by the thermal model: storage tank de-

fined by height 𝐻𝑇 and diameter 𝐷𝑇 (cylindrical tank) or side length 𝑎𝑇 (cuboid tank) 

5.4.1 Treatment of non-spherical PCM capsule geometries 

While the concentric dispersion model assumes spherical packed bed elements, the PCM 

capsules investigated in this case study had various geometries, which were non-spheri-

cal. Therefore, the non-spherical capsules had to be approximated in a way that preserves 
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their integral geometric characteristics. At first glance, it seems reasonable to simply ap-

proximate a non-spherical PCM capsule as a sphere with the same PCM volume. The 

diameter of the resulting sphere would be relatively small. The problem that arises is that 

the surface area of the resulting sphere is smaller than that of the original capsule. This 

greatly decreases the modeled heat transfer rate between the capsule and the HTF, which 

leads to unrealistically high phase change durations. A more suitable alternative is to keep 

the surface area of the model sphere equal to that of the real PCM capsule resulting in a 

sphere with a relatively large diameter. An illustration of the two approximation ap-

proaches is shown in Figure 5-12. 

 

Figure 5-12: Approximation approaches for a non-spherical PCM capsule (adapted from 

[112]) 

The surface-area-equivalent sphere contains a PCM volume that is much larger than that 

of the original capsule geometry. To address this discrepancy and to generate a spherical 

approximation, which has both the same volume and the same surface area as the original 

capsule, a spherical shell model was introduced by Grabo et al. [112]. The structure of 

the spherical model shell is illustrated in Figure 5-13. As shown there, the PCM volume 

is evenly distributed around an empty core region, which is considered thermally inactive. 

The thickness of the encapsulation remains the same as in the original geometry (1 mm 

for the PCM capsules considered in this case study). The main advantage of the spherical 

shell approximation lies in its simplicity and versatility. Moreover, it maintains two key 

characteristics of the original PCM capsule geometry, i.e., the surface area and the PCM 

volume. 

In theory, this approximation should also be applicable to sensible packed bed heat stor-

ages filled with gravel, rock or other materials, since the geometrical parameters that in-

fluence their thermal performance – the surface area and volume of the packed elements 

– are the same as for PBLHS. In this case, no encapsulation is included, and the shell 

domain consists only of the sensible storage material. The only requirement for the appli-

cation of the spherical shell approximation on sensible packed bed heat storages is that 

the packed elements have a uniform size and shape. 
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Figure 5-13: Spherical shell approximation of non-spherical PCM capsules as well as 

boundary conditions used in the developed concentric dispersion approach 

The main limitation of the spherical shell approximation becomes apparent, when geom-

etries with a large number of surface extensions, that are small in size compared to the 

overall length scale of the capsule, are considered. This is the case with the golf ball 

geometry already mentioned above. The approximation of such a shape that features 

many small dimples, would result in a shell with a very large radius, leading to an unre-

alistically thin PCM layer, which in turn would cause the model to predict charging and 

discharging durations that are too short. In such a case, the spherical shell approximation 

is therefore not applicable. The maximum SVR to thickness ratio, for which the approxi-

mation still yields acceptable results, could not be determined in this study, since experi-

mental data was only available for the two capsule designs shown in Figure 5-7. Future 

studies should investigate the range of validity of this approximation in more detail, par-

ticularly for geometries of compact shape, yet large surface area. 

5.4.2 Governing equations 

The governing equations used to model the thermal response of PBLHS are based on the 

concentric dispersion approach discussed in section 5.1.2 in combination with the source 

term method outlined in section 2.5.2. Under consideration of the previously made mod-

eling assumptions, the equation for the heat transfer of the HTF becomes: 

𝜙(𝜌𝑐𝑝)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑡

+ (𝜌𝑐𝑝𝑢)𝐻𝑇𝐹

𝜕𝑇𝐻𝑇𝐹
𝜕𝑥

= 𝜙𝑘𝐻𝑇𝐹
𝜕2𝑇𝐻𝑇𝐹
𝜕𝑥2

+ ℎ𝐻𝑇𝐹−𝑃𝐵𝑎𝑃𝐵(𝑇𝑃𝐵,𝑅𝐶 − 𝑇𝐻𝑇𝐹) 

(5.11) 

Note that the thermal conductivity of the HTF is assumed to remain constant. The porosity 

𝜙 of the packed bed is determined by the number of capsules 𝑁𝐶 (which is usually 

known), their individual volume 𝑉𝐶 and the volume occupied by the packed bed they form 

𝑉𝑃𝐵: 

𝜙 =
𝑉𝑃𝐵 − 𝑁𝐶𝑉𝐶

𝑉𝑃𝐵
=
𝐻𝑃𝐵𝐴𝑇 − 𝑁𝐶𝑉𝐶

𝐻𝑃𝐵𝐴𝑇
 (5.12) 

𝑅𝐶  

𝑅0 

𝑅𝑃𝐶𝑀 

Inactive, hollow core 

P M shell 
Encapsulation 
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𝜕𝑟
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𝜕𝑇𝑃𝐵
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 |
𝑟=𝑅𝐶

= ℎ𝐻𝑇𝐹−𝑃𝐵(𝑇𝐻𝑇𝐹 − 𝑇𝑃𝐵) 
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The volume occupied by the packed bed inside the storage tank 𝑉𝑃𝐵 is determined by the 

packed bed height 𝐻𝑃𝐵 and the inner cross-sectional area of the storage tank 𝐴𝑇. 

The free flow velocity 𝑢𝐻𝑇𝐹 is calculated according to Eq. (5.2), while the specific packed 

bed surface area 𝑎𝑃𝐵 is determined by: 

𝑎𝑃𝐵 =
𝐴𝑃𝐵
𝑉𝑃𝐵

=
𝑁𝐶𝐴𝐶
𝑉𝑃𝐵

 (5.13) 

Here, 𝐴𝑃𝐵 is the total surface area of the packed bed, i.e., the product of the number of all 

PCM capsules comprising the bed and the surface area of one individual capsule 𝐴𝐶 . All 

material properties of the HTF (density, heat capacity and conductivity) are assumed to 

be constant. 

At the inlet, the temperature determined by the temperature sensors located inside the 

incoming pipe is used as boundary condition. At the outlet, a zero-gradient boundary 

condition (i.e., 
𝜕𝑇

𝜕𝑥
= 0 for 𝑥 = 𝐻𝑇) is applied, assuming that the outlet pipe is perfectly 

insulated. 

Using the enthalpy-based source term method outlined in section 2.5.2 (see Equations 

(2.66) - (2.68)) the governing equation for the spherical shell domain (i.e., for 𝑅0 < 𝑟 ≤

𝑅𝐶) becomes: 

𝑐𝑣𝑜𝑙,𝑃𝐶𝑀
𝜕𝑇𝑃𝐵
𝜕𝑡

=
1

𝑟2
𝜕

𝜕𝑟
(𝜆𝑃𝐶𝑀𝑟

2
𝜕𝑇𝑃𝐵
𝜕𝑟

) − 𝜌𝑙,𝑃𝐶𝑀𝐿𝑃𝐶𝑀
𝜕𝛾

𝜕𝑡
 (5.14) 

In practice, the liquid fraction term is only relevant for the PCM region. For the encapsu-

lation, the last term is set to 0 and the respective material properties are used. As boundary 

condition at the inner side of the spherical shell, a zero-gradient condition is applied (i.e., 
𝜕𝑇

𝜕𝑟
= 0 for 𝑟 = 𝑅0). The outer boundary condition couples Eq. (5.14) with Eq. (5.11) and 

is based on Eq. (5.9): 

𝑘𝐶
𝜕𝑇𝑃𝐵
𝜕𝑟

 |
𝑟=𝑅𝐶

= ℎ𝐻𝑇𝐹−𝑃𝐵(𝑇𝐻𝑇𝐹 − 𝑇𝑃𝐵,𝑅𝐶) (5.15) 

where 𝑘𝐶 is the conductivity of the encapsulation material. The remaining parameter that 

needs to be determined is the convective heat transfer coefficient ℎ𝐻𝑇𝐹−𝑃𝐵, which can be 

related to the corresponding Nusselt number 𝑁𝑢𝐻𝑇𝐹−𝑃𝐵 by: 

ℎ𝐻𝑇𝐹−𝑃𝐵 =
𝑘𝐻𝑇𝐹  𝑁𝑢𝐻𝑇𝐹−𝑃𝐵

2𝑅𝐶
 (5.16) 

The flow rates encountered in the packed beds during this case study were quite low, 

which indicates that forced convection might be accompanied by natural convection in 

the heat exchange between the HTF and the bed. To determine whether forced or natural 

convection is dominant or whether both have to be considered to calculate the packed bed 
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Nusselt number, the Richardson number 𝑅𝑖 representing the ratio of buoyancy and flow 

shear stress is used: 

𝑅𝑖 =
2𝑅𝐶𝑔𝜙𝛽𝐻𝑇𝐹|𝑇𝑃𝐵,𝑅𝐶 − 𝑇𝐻𝑇𝐹|

𝑢𝐻𝑇𝐹
2 =

𝐺𝑟𝐻𝑇𝐹

𝑅𝑒𝐻𝑇𝐹
2  (5.17) 

with 𝛽𝐻𝑇𝐹 as the thermal expansion coefficient of the HTF, 𝐺𝑟𝐻𝑇𝐹 as the Grashof number 

of the HTF and 𝑅𝑒𝐻𝑇𝐹 as the packed bed Reynolds number, which is calculated using the 

intrinsic pore velocity 𝑢𝑣 = 𝑢𝐻𝑇𝐹/𝜙 (see also Eq. (5.2)). The characteristic length (here 

2𝑅𝐶) is the outer diameter of the spherical shell determined by: 

𝐷𝐶 = 2𝑅𝐶 = √𝐴𝐶/𝜋  (5.18) 

Following the mixed convection approach by Churchill [66], the Nusselt number be-

comes: 

𝑁𝑢𝐻𝑇𝐹−𝑃𝐵 = √𝑁𝑢𝑓𝑐
3 + 𝑁𝑢𝑛𝑐

33
 (5.19) 

For the calculation of 𝑁𝑢𝐻𝑇𝐹−𝑃𝐵, the following cases have to be considered: 

• If 𝑅𝑖 > 10, forced convection is negligible, i.e., 𝑁𝑢𝑓𝑐 = 0. 

• If 𝑅𝑖 < 0.1, natural convection is negligible, i.e., 𝑁𝑢𝑛𝑐 = 0. 

• If 0.1 ≤ 𝑅𝑖 ≤ 10, both types of convection have to be considered. 

To estimate the forced convection Nusselt number, Gnielinski [113] suggests a correla-

tion based on the Nusselt number for laminar and turbulent flow and a shape factor 𝑓: 

𝑁𝑢𝑓𝑐 = 𝑓 (2 + √𝑁𝑢𝑓𝑐,𝑙𝑎𝑚
2 + 𝑁𝑢𝑓𝑐,𝑡𝑢𝑟𝑏

2 ) (5.20) 

The laminar Nusselt number is given as: 

𝑁𝑢𝑓𝑐,𝑙𝑎𝑚 = 0.664√𝑅𝑒𝐻𝑇𝐹√𝑃𝑟𝐻𝑇𝐹
3

 (5.21) 

and the turbulent Nusselt number as: 

𝑁𝑢𝑓𝑐,𝑡𝑢𝑟𝑏 =
0.037𝑅𝑒𝐻𝑇𝐹

0.8 𝑃𝑟𝐻𝑇𝐹

1 + 2.443𝑅𝑒𝐻𝑇𝐹
−0.1(𝑃𝑟𝐻𝑇𝐹

2/3
− 1)

 (5.22) 

The shape factor is an empirical quantity and is given by Gnielinski [114] for different 

packing elements such as cylinders, cubes, Raschig rings and others. For spheres, it is a 

function of the bed porosity: 

𝑓 = 1 + 1.5(1 − 𝜙) (5.23) 
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The Nusselt number for natural convection around a heated or cooled sphere is provided 

by Kast et al. [115] as: 

𝑁𝑢𝑛𝑐 = 2 + 0.56 (
𝑃𝑟𝐻𝑇𝐹𝑅𝑎

∗

0.846 + 𝑃𝑟𝐻𝑇𝐹
)
1/4

 (5.24) 

Since the influence of the packed bed has to be considered, Thess & Kaiser [116] suggest 

using a modified version of the Rayleigh number 𝑅𝑎∗ based on the Darcy number 𝐷𝑎: 

𝑅𝑎∗ = 𝑅𝑎𝐷𝑎 =
𝑔𝛽𝐻𝑇𝐹𝐷𝐶

3|𝑇𝑃𝐵,𝑅𝐶 − 𝑇𝐻𝑇𝐹|

𝜈𝐻𝑇𝐹𝑎𝐻𝑇𝐹

𝐷𝐶
2

180

𝜙3

(1 − 𝜙)2𝐻𝑃𝐵
2   (5.25) 

As mentioned in the previous section, the spherical shell approximation may also be ap-

plied to the packed elements of sensible heat storages. To adapt the model to such sensible 

storages, only minor modifications are required. By simply setting the liquid fraction 𝛾 

in Eq. (5.14) to 0 (or by setting the liquidus and solidus temperature higher than the tem-

peratures encountered in the simulated process), 𝜆 and 𝑐𝑣𝑜𝑙 become 𝑘𝑠 and 𝜌𝑠𝑐𝑝,𝑠, respec-

tively, for which the according properties of the solid packed elements such as gravel, 

rock or metal particles can be used. Additionally, by setting the specific packed bed sur-

face area 𝑎𝑃𝐵 to 0 and the porosity 𝜙 to 1, purely sensible liquid storage systems such as 

hot water or oil storages can be simulated. 

5.4.3 Numerical algorithm 

The two governing equations for the developed PBLHS model are discretized using dif-

ferent finite differences schemes. The equation for the HTF (Eq. (5.11)) is discretized 

using the explicit finite differences method (see Eq. (2.48)), while the spherical shell do-

main (Eq. (5.14)) is discretized using the implicit finite differences method according to 

the procedure outlined in section 3.1. In this way, the temperature field of the HTF is 

calculated with information from the previous time step, which is then used to determine 

the boundary heat flux according to Eq. (5.15) required for calculating the shell domain 

temperature field. Through this procedure, both domains are evaluated in a time-con-

sistent manner, while avoiding any iteration process between the HTF and shell domain. 

During a simulation run, first, the material and geometrical properties are initialized. 

Thereafter, the spherical shell approximation is performed, and the temporal and spatial 

grids are generated based on the chosen discretization parameters (i.e., Δ𝑡, Δ𝑥 and Δ𝑟). It 

follows the initialization of the temperature fields in the HTF and spherical shell domain, 

while a uniform temperature distribution is assumed for both the HTF and PCM capsules. 

From these temperature values, the initial liquid fraction and enthalpy are determined for 

each PCM grid node.  

After initialization, the time loop starts with the calculation of the first time step. The 

discretized equation (5.11) is solved for the whole HTF domain based on the initial con-

ditions, the inlet flow rate (determining 𝑢𝐻𝑇𝐹) and the inlet temperature, which is the 

boundary condition for 𝑇𝐻𝑇𝐹 at 𝑥 = 0. Additionally, the convective heat transfer 



5 Case study II: Packed bed latent heat storages 

107 

coefficient ℎ𝐻𝑇𝐹−𝑃𝐵 is calculated for each HTF node based on the flow velocity 𝑢𝐻𝑇𝐹 and 

temperatures 𝑇𝐻𝑇𝐹 and 𝑇𝑃𝐵. The new HTF temperature field is used to determine the heat 

flux between HTF and the PCM capsules, which is calculated by Eq. (5.15) for each HTF 

node and serves as the boundary condition at the outer surface of the spherical shell do-

main. Now, the algorithm outlined in section 3.1 is started, iteratively determining the 

new temperature field of the spherical shell domain 𝑇𝑃𝐵 for each HTF grid node according 

to Eq. (5.14). Based on this temperature field, the surface temperature of the packed bed 

𝑇𝑃𝐵,𝑅𝐶 is evaluated in order to calculate the new HTF temperature field in the next time 

step via Eq. (5.11). This procedure is repeated until the end of the total simulated time 𝑡𝑡. 

A flow chart of the described algorithm is shown in Figure 5-14. 

 

Figure 5-14: Flow chart of the numerical algorithm used for simulating the thermal re-

sponse of PBLHS 

Start 
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5.5 Experimental results and model validation 

5.5.1 Experimental results 

The experimental data used for validation were obtained with the two test storage systems 

described in section 5.3. The experiments were conducted with varying flow rates and 

inlet temperatures. These flow rates were 216 kg/h, 360 kg/h, 600 kg/h and 1000 kg/h. 

The inlet temperature was defined in relation to the melting point 𝑇𝑚 = 57 °C as 𝑇𝑖𝑛 =

𝑇𝑚 + Δ𝑇/2 for charging and 𝑇𝑖𝑛 = 𝑇𝑚 − Δ𝑇/2 for discharging. Δ𝑇 was varied between 

7.2 K, 12 K and 20 K. 

5.5.1.1 Cuboid storage system 

The parameter combinations for the experimental runs performed with the cuboid storage 

are shown in Table 5-5. An experimental run consisted of a full charging process and a 

full discharging process. The charging/discharging durations, defined as the time required 

for the storage to reach a uniform temperature distribution, are listed as well. A uniform 

temperature distribution is assumed when all sensors read the same temperature (within 

a certain threshold of < 0.6 K). 

Table 5-5: Parameter combinations and charging/discharging durations for experimental 

runs performed at the cuboid storage setup 

Run number 1 2 3 4 5 6 7 8 

Flow rate [kg/h] 360 600 1000 216 360 600 216 360 

Temperature difference Δ𝑇 [K] 7.2 7.2 7.2 12 12 12 20 20 

Charging duration [h] 23.7 15.7 11.1 22.5 14.5 9.5 14.9 9.7 

Discharging duration [h] 21.9 14.9 12.1 22.3 14.9 10.2 15.5 10.3 

The temperature curves for charging and discharging the cuboid storage system are shown 

in Figure 5-15 and Figure 5-16. The first three runs are shown in the upper diagram (Δ𝑇 

= 7.2 K), the next three runs in the middle diagram (Δ𝑇 = 12 K) and the last two runs in 

the lower diagram (Δ𝑇 = 20 K). The flow rates are indicated by symbols in accordance 

with the run number (e.g., in the top charts, Δ𝑇 = 7.2 K, so the diamond symbol indicates 

run 2 with a flow rate of 600 kg/h). The colors represent the location of the temperature 

sensors as indicated in Figure 5-9. During the charging process, hot HTF enters from the 

inlet at the top (red), then passes the upper sensor (yellow), then the lower sensor (green) 

and then leaves through the outlet at the bottom (blue). During the discharging process, 

cold HTF enters from the bottom inlet (blue), then passes the lower sensor (green), then 

the upper sensor (yellow) and then leaves through the outlet at the top (red). 

The results show that with large temperature differences Δ𝑇 and high flow rates, the 

charging/discharging duration reduces, as expected. For the experimental runs listed in 

Table 5-5, the charging duration varied between 23.7 h (run 1) and 9.5 h (run 6), and the 
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discharging duration varied between 22.3 h (run 4) and 10.2 h (run 6). For low flow rates 

and small temperature differences, discharging is faster than charging, while for high flow 

rates and larger temperature differences, it is vice versa. Further, for a flow rate of 1000 

kg/h, the temperature curve of the lower sensor cuts the curve of the outlet sensor, which 

indicates a certain degree of maldistribution (the incoming HTF moves faster close to the 

storage wall where the packing is less dense and flows around the packed bed instead of 

through it). 

 

Figure 5-15: Sensor temperatures (indicated by colors) measured during charging exper-

iments (flow direction from top to bottom) at the cuboid storage setup for different inlet 

temperatures and flow rates (indicated by symbols) 

In the discharging curves shown in Figure 5-16, the effect of subcooling is clearly ob-

servable for large flow rates and smaller Δ𝑇. This behavior is due to the faster HTF 
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exchange within the storage, which causes a larger number of PCM capsules to start crys-

tallizing simultaneously. In contrast, at a low flow rate and large Δ𝑇, the capsules located 

at the bottom of the storage begin crystallizing first, gradually heating up the HTF.  

 

Figure 5-16: Sensor temperatures (indicated by colors) measured during discharging ex-

periments (flow direction from bottom to top) at the cuboid storage setup for different 

inlet temperatures and flow rates (indicated by symbols) 

5.5.1.2 Cylindrical storage system 

The parameter combinations, run definitions and charging/discharging durations for the 

cylindrical storage setup are shown in Table 5-6. The temperature uniformity threshold 

had to be increased to 0.9 K for charging the cylindrical storage, likely due to poorer 

thermal insulation. 

Subcooling 
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Table 5-6: Parameter combinations and charging/discharging durations for experimental 

runs performed at the cylindrical storage setup 

Run number 1 2 3 4 5 6 7 8 

Flow rate [kg/h] 360 600 1000 216 360 600 216 360 

Temperature difference Δ𝑇 [K] 7.2 7.2 7.2 12 12 12 20 20 

Charging duration [h] 29.5 18.1 11.7 29.0 17.6 11.5 22.2 11.8 

Discharging duration [h] 25.7 18.2 13.3 24.5 16.6 11.6 17.3 11.5 

The temperature curves for charging and discharging the cylindrical storage system are 

shown in Figure 5-17 and Figure 5-18. Similarly to the results for the cuboid storage 

system, the first three runs are shown in the upper diagram (Δ𝑇 = 7.2 K), the next three 

runs in the middle diagram (Δ𝑇 = 12 K) and the last two runs in the lower diagram (Δ𝑇 = 

20 K). The flow rates are indicated by symbols in accordance with the run numbers. The 

colors represent the location of the temperature sensors as indicated in Figure 5-10. Dur-

ing the charging process, shown in Figure 5-17, hot HTF enters from the inlet at the top 

(red), then passes the middle sensor (yellow) and then leaves through the outlet at the 

bottom (blue). During the discharging process shown in Figure 5-18, cold HTF enters 

from the bottom inlet (blue), then passes the middle sensor (yellow) and then leaves 

through the outlet at the top (red). 

As with the cuboid storage system, the results show that the charging and discharging 

durations are reduced with larger 𝛥𝑇 and high flow rates. For the experimental runs listed 

in Table 5-6, the charging durations were generally higher than those determined for the 

cuboid storage due to a larger storage capacity and varied between 29.5 h (run 1) and 

11.5 h (run 6), while the discharge durations varied between 25.7 h (run 1) and 11.5 h 

(run 8). For low flow rates and small temperature differences, discharging was faster than 

charging, while for high flow rates and larger temperature differences, the opposite was 

observed. A subcooling behavior similar to the cuboid storage could be noticed for the 

cylindrical storage as well, which is less visible for low flow rates. 
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Figure 5-17: Sensor temperatures (indicated by colors) measured during charging exper-

iments (flow direction from top to bottom) at the cylindrical storage setup for different 

inlet temperatures and flow rates (indicated by symbols) 
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Figure 5-18: Sensor temperatures (indicated by colors) measured during discharging ex-

periments (flow direction from bottom to top) at the cylindrical storage setup for differ-

ent inlet temperatures and flow rates (indicated by symbols) 

5.5.2 Model validation 

As in the previous case study, a grid independence analysis was conducted to ensure that 

the simulation results do not depend on the chosen spatial step size for the HTF and the 

PCM domain (Δ𝑥 and Δ𝑟). The grid independence study was performed for charging the 

cuboid storage with a flow rate of 600 kg/h and a temperature interval of 12 K. The initial 

simulation was performed with a time step of 2.5 s and a Δ𝑥 and Δ𝑟 of 59.5 mm and 

0.63 mm, respectively. The spatial step size was halved for each consecutive run until the 

results showed only marginal changes. The spatial step sizes identified by this procedure 

Subcooling 
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were Δ𝑥 = 3.72 mm and Δ𝑟 = 0.156 mm, which corresponds to a subdivision of the HTF 

domain into 400 nodes and of the spherical shell domain into 40 nodes. 

The validation was performed using the experimental data presented in the previous sec-

tion. The simulation results were evaluated based on the 𝑀𝐴𝐸, the 𝑅𝑀𝐴𝐸 (both defined 

in section 3.3.1) and the maximum error 𝑀𝐸, which is the maximum difference between 

the simulated and measured values: 

𝑀𝐸 = max(|𝑌̂𝑖 − 𝑌𝑖|) (5.26) 

The 𝑀𝐸 can also be expressed in relation to the overall value range: 

𝑅𝑀𝐸 =
max(|𝑌̂𝑖 − 𝑌𝑖|)

Δ𝑌
⋅ 100 % (5.27) 

Here, the value range Δ𝑌 was taken as the difference between the initial and the inlet 

temperature. 

5.5.2.1 Cuboid storage system 

Regarding the cuboid storage system, Table 5-7 shows the 𝑀𝐴𝐸 values for the upper, the 

lower and the outlet sensors (located at the bottom during charging and at the top during 

discharging), as indicated in Figure 5-9. In addition, the 𝑅𝑀𝐴𝐸 and the 𝑅𝑀𝐸, both with 

respect to the outlet temperature, are listed. The focus of the evaluation was on the devi-

ations of the outlet temperature, since it is the most relevant for the operation of the stor-

age system. 

The overall agreement between the measured and simulated results for the cuboid system 

was satisfactory, as the 𝑀𝐴𝐸𝑜𝑢𝑡 and 𝑅𝑀𝐴𝐸𝑜𝑢𝑡 did not exceed 0.98 K (run 7) and 8.3 % 

(run 1) during the eight experimental runs. The discharging simulation results seem to 

agree better with the measured data. It appears that, for charging, the model accuracy 

decreases with lower flow rates while Δ𝑇 is kept at the same value (except for Δ𝑇 = 20 K). 

For similar flow rates, the relative deviation (i.e., the 𝑅𝑀𝐴𝐸𝑜𝑢𝑡) increases with smaller 

temperature differences, even though the absolute temperature deviations (i.e., the 

𝑀𝐴𝐸𝑜𝑢𝑡) slightly decrease. For discharging, no such clear trends could be observed for 

the outlet temperature, and the 𝑅𝑀𝐴𝐸𝑜𝑢𝑡 remained relatively unaffected by the flow rate 

for temperature differences of 12 K and 20 K, while it was highest for a flow rate of 

600 kg/h and Δ𝑇 = 7.2 K (run 2). The average relative deviation for charging was 5.6 %, 

while it was 3.8 % for discharging. For all eight runs, the maximum observed 𝑅𝑀𝐸 was 

28.7 % (run 4), which seemed to be relatively high. Both these values were obtained for 

charging the storage. 
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Table 5-7: Deviations between measured and simulation results for the cuboid storage 

system in terms of the 𝑀𝐴𝐸 based on temperature data obtained from the upper, the lower 

and the outlet sensor, as well as 𝑅𝑀𝐴𝐸 and 𝑅𝑀𝐸 for the outlet temperature 

 Charging Discharging 

Error type 𝑀𝐴𝐸 𝑅𝑀𝐴𝐸 𝑅𝑀𝐸 𝑀𝐴𝐸 𝑅𝑀𝐴𝐸 𝑅𝑀𝐸 

Sensor upper lower outlet outlet outlet upper lower outlet outlet outlet 

Δ𝑇 Run [K] [K] [K] [%] [%] [K] [K] [K] [%] [%] 

7
.2

 K
 1*

 0.25 0.67 0.61 8.3 27.3 0.49 0.40 0.35 4.8 19.0 

2’ 0.31 0.55 0.47 6.5 26.5 0.55 0.64 0.45 6.3 15.1 

3^ 0.58 0.53 0.42 5.8 25.1 0.72 0.74 0.33 4.7 12.2 

1
2
 K

 4+ 0.29 0.75 0.79 6.5 28.7 0.31 0.25 0.32 2.7 15.6 

5*
 0.33 0.80 0.58 4.8 25.6 0.33 0.4 0.32 2.7 11.2 

 ’ 0.39 0.82 0.49 4.1 24.5 0.48 0.74 0.37 3.1 8.8 

2
0
 K

 

7+ 0.41 0.99 0.98 4.8 25.1 0.66 0.52 0.60 3.0 10.5 

8* 0.49 1.18 0.79 3.9 22.6 0.72 0.67 0.53 2.7 9.1 

 Mean 0.38 0.79 0.64 5.6 25.7 0.53 0.55 0.41 3.8 11.8 
+ 216 kg/h; *   0 kg h; ’  00 kg h; ^ 1000 kg/h 

Figure 5-19 shows the temperature curves for charging with 360 kg/h, which was the flow 

rate used in combination with all three Δ𝑇 values. It can be seen, that with an increasing 

Δ𝑇, the qualitative agreement between the simulated and experimental curves becomes 

better, especially for the outlet temperature. For the lowest Δ𝑇, the simulated curves look 

quite different from the experimental ones and significantly underestimate the charging 

duration. 

In all three cases, the simulated temperatures increased much faster than the experimental 

ones right until the beginning of the phase change, which coincides with the time at which 

the maximum 𝑅𝑀𝐸𝑜𝑢𝑡 is encountered. The reason may be that the model assumes an ideal 

porous medium, in which no recirculation and uneven flow distribution exist, which, in 

reality, slow down the convective heat transport. In contrast, during the phase change, the 

temperature differences within the storage are lower and the effect of maldistribution is 

less noticeable resulting in lower deviations. 
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Figure 5-19: Simulated and experimental temperatures for charging the cuboid storage 

with a flow rate of 360 kg/h and three temperature differences (runs 1, 5 and 8) 

Taking a look at the temperature charts for discharging displayed in Figure 5-20, it can 

be seen that the curves for a Δ𝑇 of 7.2 K show a rather large qualitative deviation. For the 

two higher temperature differences, the simulated and experimental curves show a much 

better agreement, especially for the outlet temperature. It becomes apparent that the model 

cannot account for subcooling effects, which cause the temperature to drop below the 

actual solidification temperature before crystallization is initiated. This effect is espe-

cially noticeable for the smallest Δ𝑇. 

 

Figure 5-20: Simulated and experimental temperatures for discharging the cuboid stor-

age with a flow rate of 360 kg/h and three temperature differences (runs 1, 5 and 8) 

In summary, the average deviation for the outlet temperature across all eight runs was 

5.6 % for charging and 3.8 % for discharging. With a value of 25.7 %, the average max-

imum deviation for charging was quite high, while it was significantly lower for discharg-

ing, with an average 𝑅𝑀𝐸𝑜𝑢𝑡 of 11.8 %. The best simulation results were generated when 

the driving forces for heat transfer were high, i.e., for high temperature differences and 

flow rates. In conclusion, the model yields acceptable results for the cuboid storage sys-

tem, which can be considered a special case due to the structured arrangement of the PCM 

capsules. 
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5.5.2.2 Cylindrical storage system 

The model deviations for the cylindrical storage system are listed in Table 5-8. The aver-

age 𝑅𝑀𝐴𝐸𝑜𝑢𝑡 was slightly lower for charging compared to the cuboid system, while it 

was similar for discharging. Also, as was the case for the cuboid storage, the model ac-

curacy was higher for discharging. A maximum 𝑅𝑀𝐴𝐸𝑜𝑢𝑡 of 7.9 % was observed for 

charging with 360 kg/h and Δ𝑇 = 7.2 K (run 1). Again, for charging, the relative accuracy 

increases with higher flow rates and temperature differences Δ𝑇. For discharging, it ap-

pears largely unaffected by the flow rate while it slightly increases for increasing values 

of Δ𝑇 (see runs 1, 5 and 8). 

The maximum observed deviation at the outlet was for charging during run 1. With 

25.9 %, it is slightly lower than that of the cuboid system. However, the discharging sim-

ulations produced less accurate results compared to the cuboid system showing a maxi-

mum 𝑅𝑀𝐸𝑜𝑢𝑡 of 28.4 % (run 4). 

Table 5-8: Deviations between measured and simulation results for the cylindrical storage 

system in terms of the 𝑀𝐴𝐸 based on temperature data obtained from the middle and the 

outlet sensor, as well as 𝑅𝑀𝐴𝐸 and 𝑅𝑀𝐸 for the outlet temperature 

 Charging Discharging 

Error type 𝑀𝐴𝐸 𝑅𝑀𝐴𝐸 𝑅𝑀𝐸 𝑀𝐴𝐸 𝑅𝑀𝐴𝐸 𝑅𝑀𝐸 

Sensor middle outlet outlet outlet middle outlet outlet outlet 

Δ𝑇 Run [K] [K] [%] [%] [K] [K] [%] [%] 

7
.2

 K
 

1* 0.33 0.61 7.9 25.9 0.49 0.34 4.8 20.8 

2’ 0.28 0.42 5.5 24.9 0.45 0.36 5.0 15.9 

3^ 0.28 0.34 4.5 25.0 0.36 0.36 5.1 12.1 

1
2
 K

 

4+ 0.50 0.74 5.7 27.1 0.72 0.45 3.7 28.4 

5* 0.34 0.54 4.3 24.9 0.60 0.40 3.3 20.3 

 ’ 0.41 0.46 3.7 24.5 0.55 0.45 3.7 14.7 

2
0
 K

 7+ 0.80 0.91 4.4 23.0 0.71 0.49 2.5 17.7 

8* 0.72 0.78 3.8 20.8 0.63 0.62 3.1 11.0 

 Mean 0.46 0.60 5.0 24.5 0.56 0.43 3.9 17.6 
+ 216 kg/h; *   0 kg h; ’  00 kg h; ^ 1000 kg/h 

To qualitatively compare the simulation to the experimental results, the temperature 

curves for the three runs with a flow rate of 360 kg/h are shown in Figure 5-21 and Figure 

5-22. As was the case for the cuboid storage, the qualitative agreement between simula-

tion and experimental data is the worst for the lowest temperature difference and the 

charging duration is significantly underestimated by the model. The curves for the two 

higher Δ𝑇 values show a satisfactory fit after the large deviation right before the phase 

change temperature plateau, which was also observed for the cuboid storage. The reason 

is likely the same, i.e., the model does not account for flow disturbances caused by the 

packed bed. 



5.5 Experimental results and model validation 

118 

 

Figure 5-21: Simulated and experimental temperatures for charging the cylindrical stor-

age with a flow rate of 360 kg/h and three temperature differences (runs 1, 5 and 8) 

The discharging curves displayed in Figure 5-22 show a behavior similar to that observed 

for the cuboid storage system. Again, the simulations with the lowest Δ𝑇 generate the 

worst results in terms of model accuracy, mainly due to the neglection of subcooling. The 

effect is less dominant with larger temperature differences and therefore the model pro-

duces better results in such cases. 

 

Figure 5-22: Simulated and experimental temperatures for discharging the cylindrical 

storage with a flow rate of 360 kg/h and three temperature differences (runs 1, 5 and 8) 

The model yields satisfactory results for the cylindrical storage system as well, with an 

average deviation across all eight runs of 5 % for charging and 3.9 % for discharging. The 

average maximum deviation for charging was 24.5 %, and for discharging it was 17.6 %. 

Similar to the cuboid storage system, the model produced more accurate results when the 

temperature difference and flow rate are high. 

Altogether, the highest mean deviation between the experimental and the simulated outlet 

temperatures was 8.3 %, which complies with the goal formulated in section 5.2 of an 

accuracy of 90 %. For both investigated systems, the accuracy was slightly higher for 

discharging than for charging and was lower for small temperature differences and flow 

rates. 

The main sources for modeling inaccuracies that could be identified are the assumption 

of ideal flow through the packed bed (i.e., the assumption of a homogenous porous 
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medium) and the neglection of subcooling effects. The former causes high deviations 

during charging right before the PCM starts to melt. The latter causes deviations mainly 

after the phase change, since the sudden solidification causes the instantaneous release of 

a large amount of heat once the crystallization temperature is reached. This behavior is 

currently not captured by the model but is the subject of ongoing research activity. 

5.6 Parameter study 

After successful validation of the thermal model for PBLHS, the next step in the case 

study was to develop new, improved capsule geometries. In order to identify such capsule 

geometries that can achieve both high energy density and thermal power, new designs 

based on superellipsoids were tested in a parameter study. Superellipsoids are geometrical 

bodies defined by three parametric equations. These equations depend on only five input 

parameters, allowing for the creation of a wide range of geometries, which makes super-

ellipsoids particularly useful as a basis for conducting a geometrical parameter study. The 

achievable packing density of different superellipsoids created based on various parame-

ter combinations was determined by filling simulations. These simulations were per-

formed using a discrete element method (DEM), which is readily implemented in the 

commercial software toolbox STAR-CCM+. The DEM results were validated through 

experiments and consequently used to further investigate the thermal performance of se-

lected superellipsoids. 

Some of the contents presented in this section, particularly regarding the DEM filling 

simulations, were taken from a student project report by Kuckuck [89], which was super-

vised by the author. 

5.6.1 Superellipsoids 

Superellipsoids are three-dimensional geometrical objects, which are defined by two su-

perelliptic curves. They were first used for design purposes in architecture by Danish 

mathematician Piet Hein, who aimed to create shapes that are neither circular nor rectan-

gular, but something in between [117]. In 1981, Barr [118] derived the following para-

metric functions describing the surface of superellipsoid geometries: 

𝑥(𝑣, 𝑤) = 𝑎 ⋅ 𝑠𝑔𝑛(𝑐𝑜𝑠(𝑤)) ⋅ |𝑐𝑜𝑠(𝑤)|𝑛 ⋅ 𝑠𝑔𝑛(𝑐𝑜𝑠(𝑣)) ⋅ |𝑐𝑜𝑠(𝑣)|𝑒 

𝑦(𝑣, 𝑤) = 𝑏 ⋅ 𝑠𝑔𝑛(𝑐𝑜𝑠(𝑤)) ⋅ |𝑐𝑜𝑠(𝑤)|𝑛 ⋅ 𝑠𝑔𝑛(𝑠𝑖𝑛(𝑣)) ⋅ |𝑠𝑖𝑛(𝑣)|𝑒 

𝑧(𝑣, 𝑤) = 𝑐 ⋅ 𝑠𝑔𝑛(𝑠𝑖𝑛(𝑤)) ⋅ |𝑠𝑖𝑛(𝑤)|𝑛 

for     −𝜋 ≤ 𝑣 < 𝜋     &     −𝜋/2 ≤ 𝑤 ≤ 𝜋/2 

(5.28) 

Here, 𝑎, 𝑏 and 𝑐 are the maximum extension of the superellipsoid in each spatial direction, 

while 𝑒 and 𝑛 are the shape factors that determine the roundness of the resulting geometry, 

and 𝑣 and 𝑤 are the surface parameters. Figure 5-23, left, shows an illustration of a su-

perellipsoid with its specific parameter values. While the axis lengths determine the 
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overall dimensions of the resulting geometry, the shape factors determine the sharpness 

of the edges and whether the surfaces are concave or convex, as illustrated in Figure 5-23, 

right. For shape factors 𝑒 = 𝑛 = 0, the superellipses shaping the superellipsoid are rec-

tangles and therefore, the surfaces of the body are plane, forming a cuboid. With increas-

ing shape factors, these surfaces become convex until a value of 𝑒 = 𝑛 = 2 is reached, at 

which the superellipses form rhombi and the body surfaces become plane again. When 

the shape factors are increased even further, the surfaces become concave, and the topol-

ogy of the object star-shaped. 

  

Figure 5-23: Illustration of a superellipsoid with parameters 𝑎 = 2, 𝑏 = 4, 𝑐 = 1, 𝑒 = 0.2 

and 𝑛 = 1 (left, adapted from [89]) and the influence of the shape factors (right) 

The geometrical flexibility of shapes created by Equations (5.28) is very high, with a vast 

variety of geometrical forms. Another convenient aspect of superellipsoids is the fact that 

their volume can be determined by a single equation: 

𝑉𝑆 =
2

3
𝑎𝑏𝑐𝑒𝑛Β(

𝑒

2
,
𝑒

2
)Β (𝑛,

𝑛

2
) (5.29) 

where Β is the beta function, which is included in the MATLAB function library (see, 

e.g., [119,120] for more details on the beta function). 

Two aspect ratios were defined to further reduce the number of variable parameters: 

𝛽𝑆 =
𝑎

𝑏
 (5.30) 

𝛾𝑆 =
𝑎

𝑐
 (5.31) 

Inserting equations (5.30) and (5.31) into Eq. (5.29) and rearranging for 𝑎 allows to ex-

press the lengths of the superellipsoid semi-axes in terms of the two aspect ratios, the 

shape factors and the volume: 

𝑎 = √
3𝛽𝑆𝛾𝑆𝑉𝑆

2𝑒𝑛Β (
𝑒
2 ,
𝑒
2) Β (𝑛,

𝑛
2)

3
 (5.32) 

𝑦 

𝑧 

𝑥 Superellipse I (𝑒) 

Superellipse II (𝑛) 
𝑒 = 𝑛 = 0 

𝑒 = 𝑛 = 2 

𝑒 = 𝑛 = 4 

𝑒 = 𝑛 = 1 
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With 𝑎 determined by Eq. (5.32) for a given volume, the remaining axis lengths can in 

turn be calculated from equations (5.30) and (5.31). 

5.6.2 Packing density and SVR 

Equations (5.28) were implemented in MATLAB as an executable script that generates 

the surfaces of the superellipsoids. These surfaces were then exported in STL format, a 

common standard for CAD data exchange. The STL-files were subsequently imported 

into STAR-CCM+ to carry out the DEM simulations, through which the packing density 

of different superellipsoid geometries were determined. The DEM approach that was used 

for the creation of the packed beds is based on the method proposed by Feng et al. [121], 

which was developed for convex geometries and is readily implemented in STAR-CCM+. 

Before conducting the parameter study, the DEM was validated through simple filling 

experiments. In those experiments, 3D-printed miniature superellipsoid pellets made of 

polyamide 12 were used. Each geometry considered for validation had the same volume 

of approximately 7.7 ml. This volume is based on a 1:5 scale-down of an Axiotherm PCM 

capsule containing about 1 kg of PCM. The properties of the superellipsoid geometries 

considered for the validation of the DEM simulations are listed in Table 5-9. 

Table 5-9: Geometry parameters of the six 3D-printed superellipsoid pallets used for val-

idating the DEM simulations 

Geometry 
Parameters 

Geometry 
Parameters 

𝛽 𝛾 𝑚 𝑛 𝛽 𝛾 𝑚 𝑛 

1 
 

2 3 10 2 4 

 

1 1 10 2 

2 

 

2 0.4 10 2 5 
 

2 3 10 1.2 

3 
 

6 2 10 2 6 

 

6 2 10 1.2 

Of each of the six superellipsoid geometries shown in Table 5-9, 350 pellets were 3D-

printed, with which experiments were conducted using the setup shown in Figure 5-24. 

In the first step, the pellets were filled into the pellet container. Next, the cover at the 

bottom of the container was removed, allowing the pellets to fall into a tank. Once the 

pellets settled into a packed bed, the height of the bed was measured. This procedure was 

performed five times for each geometry, yielding an average bed height determined from 

the individual measured values. The resulting average was then used to calculate the pack-

ing density of each superellipsoid using equations (5.10) and (5.12). 
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Figure 5-24: Setup for filling experiments (left), and superellipsoid geometries consid-

ered for validation in CAD format and as 3D-printed polyamide pellets (right) (both 

adapted from [89]) 

The experimental and DEM results are presented in Figure 5-25. As shown there, the 

measured and simulated packing densities are qualitatively in good agreement. The aver-

age deviation between the filling experiments and the simulations was 4.8 %, indicating 

that the employed DEM was successfully validated. 

 

Figure 5-25: Experimental and DEM simulation results for the superellipsoid geome-

tries shown in Table 5-9 (left) and packed beds created by experiment and DEM (right) 

(both adapted from [89]) 

The validated DEM approach could now be applied in a parameter study to investigate 

how the geometrical parameters influence the packing densities of various superellipsoid 

shapes. In this study, the aspect ratios 𝛽 and 𝛾 were varied in seven steps from 0.4 to 8.0., 

while the shape factor 𝑛 was varied in two steps from 1.0 to 1.667. The second shape 
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factor 𝑒 was set to a constant value of 0.2. This selection of values was based on a pre-

liminary analysis of the superellipsoid shapes, which indicated that values of 𝑒 and 𝑛 near 

0 or 2 result in bulky, cubic geometries with large flat surfaces (as seen in Figure 5-23, 

right). Such shapes hinder the fluid flow in a packed bed. Moreover, when the shape 

parameters become larger than 2, the resulting superellipsoids become star-shaped, which 

is undesirable for PCM capsules due to mechanical instability and manufacturing con-

cerns. 

The decision to keep one of the shape factors constant was based on studies by Delaney 

& Cleary [105] and Zhao et al. [106], who investigated packed beds consisting of super-

ellipsoid bodies. While they found that lower values of the shape factors lead to increased 

packing densities, which is beneficial for the energy density of a PBLHS, the resulting 

geometries are cubic, with poor heat transfer characteristics. In order to avoid cuboid 

geometries but still enable relatively high packing densities, one of the shape factors was 

therefore kept as low as possible. 

The values used for the individual geometrical properties are given in Table 5-10. While 

all possible parameter combinations would result in a total amount 192 superellipsoids, 

some geometries were discarded due to obvious shortcomings regarding their suitability 

as PCM capsules (e.g., too flat or too thin). The volume of all superellipsoids considered 

was the same as in the validation study. 

Table 5-10: Aspect ratios and shape factors considered in the parameter study 

Property Values 

Aspect ratio 𝛽𝑆 0.4 0.7 1.0 2.0 3.0 4.0 6.0 8.0 

Aspect ratio 𝛾𝑆 0.4 0.7 1.0 2.0 3.0 4.0 6.0 8.0 

Shape factor 𝑒 0.2        

Shape factor 𝑛 1.0 1.25 1.667      

In total, 116 different superellipsoids (46 for 𝑛 = 1, 39 for 𝑛 = 1.25 and 31 for 𝑛 = 1.667) 

were considered and the respective packing density resulting from DEM filling simula-

tions performed with each of these geometries was investigated. The results of this inves-

tigation are illustrated in Figure 5-26, which shows color plots of the packing densities 

for the different parameter combinations. It can be seen that the highest packing densities 

were achieved for aspect ratios between 2 and 0.4, corresponding to bulkier geometries. 

Furthermore, when 𝛽𝑆 and 𝛾𝑆 differ too much from each other, the packing density is 

quite low, which is the case for, e.g., 𝛽𝑆 = 8 and 𝛾𝑆 = 1. Compared to the aspect ratios, 

the varied shape factor does not appear to have a pronounced effect on the packing den-

sity, as the three charts representing the three different values for 𝑛 show similar trends. 
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Figure 5-26: Influence of superellipsoid aspect ratios 𝛽𝑆 and 𝛾𝑆 and shape factor 𝑛 on 

the packing density 𝜀 

Regarding the SVR of the superellipsoids considered, the dimensions of each geometry 

were scaled back up in order to match the original volume corresponding to a 1 kg PCM 

capsule. This adjustment ensured that the resulting SVR values more accurately reflect 

those encountered for real PCM capsules that would be used in PBLHS. Figure 5-27 

shows the results for the same parameter combinations as above. It can be seen that the 

color plots appear to be inversed compared to Figure 5-26 – larger aspect ratios create 

flatter and thinner geometries which, in turn, have larger SVR. Again, the influence of 

the shape factor does not appear to have a great effect. 

 

Figure 5-27: Influence of superellipsoid aspect ratios 𝛽𝑆 and 𝛾𝑆 and shape factor 𝑛 on 

the surface-area-to-volume ratio SVR 

Altogether, the highest packing density achieved was 65.22 % resulting from a parameter 

combination of 𝛽𝑆 = 1, 𝛾𝑆 = 0.7, 𝑒 = 0.2 and 𝑛 = 1.667. The corresponding SVR was 

determined as 53.73 m-1, being significantly lower compared to the geometry with the 

highest SVR of 144.0 m-1, which resulted from the parameter combination 𝛽𝑆 = 1, 𝛾𝑆 = 8, 

𝑒 = 0.2 and 𝑛 = 1.667. However, this geometry achieved a packing density of only 

37.23 %, which is quite low and corresponds to roughly half the density of a packed bed 

consisting of randomly packed spheres, which is approximately 64 % [122]. Both geom-

etries are displayed in Figure 5-28. The superellipsoid achieving the highest packing den-

sity is a bulky rhomboid, while the one achieving the highest SVR is a flat rhomboid. 
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Figure 5-28: The superellipsoid geometries achieving the highest packing density with 

𝛽𝑆 = 1, 𝛾𝑆 = 0.7, 𝑒 = 0.2 and 𝑛 = 1.667 (left) and the highest SVR with 𝛽𝑆 = 1, 𝛾𝑆 = 8, 

𝑒 = 0.2 and 𝑛 = 1.667 (right) 

Even though the superellipsoid shown in Figure 5-28, left, achieved the highest 𝜀 and the 

one shown in Figure 5-28, right, achieved the highest SVR encountered in this study, their 

performance in a PBLHS might not be efficient. The parameter study actually revealed 

that several geometries achieve packing densities higher than 60 %, which is already a 

significant improvement over the PCM capsule designs by Axiotherm shown in Figure 

5-7, with densities of 53 % and 45 % (see Table 5-3). Consequently, geometries with the 

highest SVR for packing densities of at least 58 %, 60 %, 62 % and 64 % were further 

investigated using the PBLHS model presented in section 5.4. Additionally, the two ge-

ometries that achieved the highest value for each individual criterion (shown in Figure 

5-28), as well as a spherical shape as reference, were considered. All superellipsoids in-

vestigated are shown in Table 5-11. 
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Table 5-11: Geometries considered for PBLHS simulations and their corresponding su-

perellipsoid parameters 

Denomination 𝛽𝑆 𝛾𝑆 𝑒 𝑛 𝐴 [m²] SVR [m-1] 𝜀 [%] Shape 

PD58 4 0.7 0.2 1.25 0.0721 75.01 58.22 
 

PD60 2 0.4 0.2 1.25 0.0644 66.97 61.75 

 

PD62 0.4 0.4 0.2 1.667 0.0574 59.70 62.84 
 

PD64 1 0.4 0.2 1 0.0554 57.61 64.32 

 

PDMax 1 0.7 0.2 1.667 0.0517 53.73 65.22 
 

SVRMax 1 8 0.2 1.667 0.1385 144.00 37.23 
 

SPH 1 1 0.2 1 0.0471 48.97 64.00 
 

5.6.3 Performance of selected geometries 

To evaluate the performance of the new superellipsoid geometries, the thermal model 

introduced in section 5.4 was applied to a cylindrical storage tank similar to that described 

in section 5.3 and filled with packed beds consisting of the PCM capsules shown in Table 

5-11. The initialization of the model had to be slightly adapted, since the total number of 

capsules forming the packed bed was now unknown. Instead, the packing densities that 

were determined through the DEM simulations were used to calculate the number of cap-

sules: 

𝑁𝐶 = 𝜀
𝑉𝑃𝐵
𝑉𝐶

 (5.33) 

Here, 𝜀𝑉𝑃𝐵 represents the total volume that is occupied by the capsules, which have an 

individual volume of 𝑉𝐶. 

The operational parameters chosen for the performance analysis were a flow rate of 

600 kg/h and a Δ𝑇 of 20 K, as this parameter combination showed a good accuracy during 

validation. The simulated time was 18 hours, and both charging and discharging simula-

tions were performed. The materials, tank geometry, discretization and other parameters 

were similar to those in the validation study conducted with the cylindrical storage setup. 
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The charging simulation results for the seven investigated capsule geometries are shown 

in Figure 5-29. It can be seen that the capsule geometry with the highest SVR finishes the 

charging process the fastest, as expected. Then follow the other geometries according to 

their respective SVR. Not all geometries were able to complete melting in the simulated 

time but the trajectory of the temperature curves indicates the longest charging duration 

for the spherical capsule. The thermal power output generally follows the temperature 

curves. With temperature differences getting smaller, the power output decreases. Since 

the heat transfer area for the geometries with a high SVR is large, the power output is the 

highest during the phase change, although only for a short period of time. This is espe-

cially the case for the SVRMax variant. 

 

Figure 5-29: Charging simulation results for six different superellipsoid and one spheri-

cal PCM capsules: outlet temperature (left) and thermal power (right) 

Similar observations can be made when the discharging process shown in Figure 5-30 is 

considered. The superellipsoids with a high SVR finish earlier than those with high pack-

ing densities. Also, the power curves during charging and discharging appear very simi-

lar, which was to be expected as effects specific to melting or solidification (here mainly 

subcooling) are not considered by the model. 
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Figure 5-30: Discharging simulation results for six different superellipsoid and one 

spherical PCM capsules: outlet temperature (left) and thermal power (right) 

Additionally, the average liquid fraction across the packed bed was evaluated, since it 

indicates the charging state of the PBLHS. Figure 5-31 shows the simulated courses of 

the liquid fraction for the seven capsule variants. The same trends as those observed in 

the previous two figures can be identified, i.e., the higher the SVR the faster the phase 

change progresses. It becomes apparent that the spherical capsule requires much more 

time for the phase change compared to the other geometries. While most other capsule 

designs finish the phase change after the simulated time of 18 hours, only about half of 

the total PCM volume in the spherical capsules changed its state. This is due to the low 

SVR of spheres and the reason why PCM capsules based on a spherical design are rather 

unsuitable for PBLHS. 

 

Figure 5-31: Simulated liquid fraction curves for charging and discharging with six dif-

ferent superellipsoid and one spherical PCM capsule geometries 

The performance limitations of the spherical capsules become even more obvious when 

the thermal power is integrated over time, yielding the amount of thermal energy released 

or stored during charging or discharging. Figure 5-32 shows the thermal energy 
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stored/released by the PBLHS containing the different capsules during a charging/dis-

charging period of 4, 8, 12 and 18 hours. The spherical design transfers the least energy 

during those periods, and especially the utilization of the PCM is significantly lower com-

pared to the other designs. Even the capsule variant that achieves the highest packing 

density with 65.2 % releases/absorbs energy faster than the spherical design with a pack-

ing density of just 64 %. Therefore, a major finding of this sensitivity study is that it is 

possible to design PCM capsules with similar packing density, but significantly better 

heat transfer capabilities compared to spheres, which are still the state-of-the-art design 

of PCM capsules for PBLHS. 

On the other hand, the capsule variant with maximum SVR performs well during the first 

four hours and is able to release its stored energy very quickly, which corresponds to the 

high thermal power output shown in Figure 5-29 and Figure 5-30. Therefore, this design 

seems suitable for applications where fast charging/discharging rates are required such as 

backup cooling or heating systems. 

 

Figure 5-32: Simulated thermal energy absorbed and released during charging and dis-

charging for the seven considered PCM capsule designs after 4 h, 8 h, 12 h and 18 h (in-

dicated by the first, second, third and fourth bar in each bar chart group) 

The other capsule geometries (indicated by PD) show rather similar results. It can be seen 

that the PD58 capsule performs best for durations of up to twelve hours, while over a 

period of 18 hours, the PD60 variant is able to store/release the most energy. Ultimately, 

the PDMax geometry contains the highest energy when a complete charging/discharging 

process is considered. 

Generally, the optimal capsule design depends mainly on the application and the opera-

tional boundary conditions. If a fast charging and discharging rate, i.e., high thermal 

  
  
12 

1  h 
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power, is required, the SVRMax design appears to be the most suitable solution. If a high 

energy density is required, the PDMax design seems to be more appropriate. However, in 

most cases, both high packing density and high thermal power are necessary. Domestic 

applications, e.g., a solar thermal collector system combined with a PBLHS, require a 

compact storage tank that provides a storage capacity high enough to supply a household. 

This means that the volume-specific energy density has to be sufficiently high, which can 

be achieved through a dense packing of PCM capsules. At the same time, the charging 

period is limited to eight to twelve hours due to the day-and-night cycle, which means 

that sufficient thermal power is required to fully charge the storage during the day. Of 

course, the operational conditions are not stagnant in most cases, and, to a certain extent, 

the flow rate and inlet temperature may be used to control the charging process. But if 

PCM capsules are used that were optimized for this specific application, the utilization of 

the PCM can be maximized and both the investment and operational cost for the heating 

system can be reduced. 

In case the cylindrical PBLHS considered in the parameter study is used for the mentioned 

solar thermal collector application, the storage capacity of the system is one of the main 

technical criteria of the storage and a crucial design parameter for the whole system. The-

oretically, it would not be incorrect to specify the total nominal storage capacity, i.e., the 

energy stored or released throughout a complete charging cycle. This nominal storage 

capacity would actually be quite high using spherical capsules. However, as Figure 5-31 

shows, the storage would only charge to about 30 % during daytime. Therefore, the nom-

inal capacity is not a suitable performance indicator and should always be specified along 

with the required charging duration. The better capsule alternative for the solar thermal 

collector would be variant PD58, as it utilizes over 90 % of the PCM during a duration of 

12 hours. The stored/released energy for this design is largest compared to all other vari-

ants for charging/discharging durations between 8 and 12 hours. 

To conclude, the case study revealed that it is possible to create new PCM capsule designs 

based on superellipsoids that exhibit a similar packing density as spheres yet generate a 

significantly higher thermal power. As spherical PCM capsules are still very common, 

this result indicates a large potential for further optimization studies, which could have 

different goals: a large SVR for high thermal power, a high packing density for a large 

volume specific storage capacity or a balance of both to achieve a maximum storage ca-

pacity for a specific charging/discharging period. Especially in the last case, the optimal 

design depends on the operational and boundary conditions of the storage system such as 

the available inlet temperature, mass flow rate, storage volume and charging period. The 

developed PBLHS model provides a tool to study such different scenarios. 

5.7 Summary and conclusion 

In this case study, a thermal model of PBLHS was developed, validated against experi-

mental data and subsequently used to evaluate new PCM capsule geometries that improve 

the performance of such storage systems. The model is based on the concentric dispersion 

approach, which requires one governing equation for the HTF and one for the PCM 
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capsules. The solution method is based on the implicit finite difference algorithm pre-

sented in Chapter 3. The data used for validation was the temperature response from two 

different experimental storage setups, installed and operated by the Department of En-

ergy - Building – Environment at Münster University of Applied Sciences. The first setup 

consisted of a cuboid storage tank filled with PCM capsules arranged in a structured 

packed bed, while the second setup was based on a cylindrical tank filled with randomly 

packed capsules. The validation showed that the model is capable of predicting the ther-

mal response of these systems with a maximum mean deviation of 8.3 % or less. The 

model appeared to work better for higher flow rates and larger differences between inlet 

and phase change temperature. 

A parameter study was carried out, in which different superellipsoid capsule geometries 

were evaluated regarding their packing density and SVR. Superellipsoids were used be-

cause they offer great flexibility and versatility in geometry creation, while requiring only 

five input parameters. In total, 116 superellipsoids with the same volume were considered 

in this case study. In order to determine their packing density, DEM-based filling simu-

lations were performed with each geometry. The results showed that several superellip-

soids are able to achieve higher packing densities than spheres. These geometries also 

exhibited higher SVR values than spheres, which made them interesting candidates for 

further investigation. In total, seven different geometries including a sphere as reference 

were selected for simulations using the developed PBLHS model. The simulations 

showed that higher packing densities resulted in longer charging and discharging dura-

tions, while for higher SVR values those durations were shorter. Furthermore, the sphere 

proved inferior to all considered superellipsoid geometries. The variant that was best 

suited for the scenario considered in the parameter study had a packing density of 58.2 % 

and an SVR of 75 m-1. 

The main objectives of the case study that were outlined in section 5.2 were successfully 

achieved. The model accuracy is above 90 % and several new PCM capsule geometries 

were identified that outperform the conventional spherical design in the simulation sce-

narios considered. Given that the optimal capsule design depends on the particular 

PBLHS system, the model can be further utilized to test alternative capsule geometries in 

order to identify the most effective design for a specific application. 

Additionally, with only minor modifications, the PBLHS model may also be applied to 

sensible heat storage systems without PCM, such as sensible liquid and sensible packed 

bed storages. 

Further enhancements in model accuracy could be achieved by considering the subcool-

ing and hysteresis effects of the PCM. Moreover, experimental investigations of addi-

tional capsule geometries would help to further explore the range of validity for the spher-

ical shell approximation. 
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6 Concluding remarks 

In this thesis, the application of PCM in combination with two different energy system 

components is addressed. After establishing the theoretical background relevant to the 

processes investigated, a model for phase change processes based on the source term 

method is introduced. The according numerical solution approach relies on an implicit 

finite difference method by Voller & Swaminathan [30], developed specifically for non-

isothermal phase change processes, which are commonly encountered with PCM. The 

source term method and the associated solution approach were validated against the ana-

lytical solution to the Stefan problem and an approximate solution for spherical geome-

tries with good accuracy, which enabled the application of these methods in two case 

studies. The first of these case studies addressed PCM-enhanced solar PV modules, the 

second packed bed latent heat storage systems. 

6.1 PCM-enhanced solar PV modules 

The aim of the first case study was to develop a thermal model of PV-PCM modules that 

accurately predicts the temperature of the solar cell. The purpose of this model was to 

assess the impact of different PCM heat sinks attached to the backside of the PV modules 

on electrical energy output and mechanical degradation. The PCM heat sinks, designed 

as foils, were intended to reduce cell temperature fluctuations, aiming to increase the PV 

conversion efficiency and to reduce thermal fatigue. 

Experimental data collected by the Electrical Energy Technology department from the 

Paderborn University PV lab showed that the temperature difference due to the PCM heat 

sink was small (less than ± 1 K), resulting in an average increase in power output of only 

0.5 % compared to a referenc e module without PCM. This experimental data was then 

used as a validation basis for the developed thermal model of PV-PCM systems. 

This model is based on the source term method. The boundary conditions for the top and 

bottom side of the module account for the heat exchange with the ambient due to radiation 

and convection. The source term incorporates the phase change dynamic in the PCM and 

thermal effects resulting from incoming solar irradiance impacting the upper three layers 
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of the PV module. Different combinations of correlations for the convective and radiative 

heat transfer coefficients were tested. An optimal combination could be identified, giving 

an average deviation of less than 2 K (6.25 %) when validated against the experimental 

data collected from the PV lab on four different days in July 2019 and for three different 

module configurations (smooth PCM foil, bubble wrap PCM foil and reference without 

PCM). Such a level of accuracy is notably higher compared to results reported in other 

studies. 

With the validated PV-PCM model, the solar cell temperatures were determined, which 

were then used to estimate the degradation effect caused by temperature fluctuations 

through an RFCA and the Coffin-Manson model. The comparison between all three mod-

ule configurations revealed that the PCM heat sink reduced the received damage by up to 

45 %, however, only on days with unsteady weather conditions causing many tempera-

ture fluctuations. For very sunny or very cloudy days, this reduction potential was much 

lower and amounted to only 3 %. 

In the last step, the PV-PCM model was used for a parameter study of different PCM heat 

sink configurations. Three different PCM parameters were varied – the thermal conduc-

tivity, the layer thickness and the phase change temperature – and their effect on the elec-

trical energy generation and degradation was studied. The results of the analysis showed 

that it is possible to design a PCM heat sink that can both increase the power output and 

reduce degradation due to thermal fatigue if the heat sink thickness and the thermal con-

ductivity of the PCM are sufficiently large. Whether such heat sinks are economically 

feasible needs to be further investigated in future studies. 

6.2 Packed bed latent heat storages 

The purpose of the thermal model for PBLHS was to predict the thermal response of 

different thermal storage systems based on packed beds consisting of PCM capsules. It 

was mainly developed to simulate the charging and discharging processes of such storage 

systems. The goal of the case study was to identify new PCM capsule geometries that 

achieve both a higher packing density and thermal power output than conventional spher-

ical capsules. 

The developed model is based on the concentric dispersion approach, which treats the 

PCM capsules forming the packed bed as individual elements, enabling the temperature 

gradients within them to be captured. This was necessary to properly describe the melting 

and solidification processes when charging and discharging the storage. The model uses 

two equations – one for the HTF and one for the capsules. The governing equation for the 

HTF considers advective and conductive heat transport and is coupled with the governing 

equation for the capsules via a source term. This source term models the heat transfer 

between the packed bed and the HTF using a convective heat transfer coefficient that 

accounts for both natural and forced convection. The governing equation for the capsules 

is based on the source term method formulated in spherical coordinates, accounting for 

thermal conduction and the phase change. It is coupled with the HTF equation by a Robin 
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boundary condition. Since the PBLHS investigated in this case study contained non-

spherical PCM capsules, their geometry was approximated using a spherical shell ap-

proach. In this approach, the original capsule surface area is used to determine the outer 

diameter of a surface-area-equivalent spherical shell. This shell is composed of both en-

capsulation material and PCM, with a thickness corresponding to the PCM volume of the 

original capsule. The solution approach for the HTF domain is based on the explicit finite 

difference method, while the method employed for the capsule domain is based on the 

implicit finite difference scheme proposed by Voller & Swaminathan [30]. 

The model was validated against experimental data from two different PBLHS systems. 

The first system comprised a cuboid storage tank containing a structured packed bed of 

HeatSels (lentil shape), while the second system comprised a cylindrical storage tank 

filled with a packed bed of HeatStixx (cylindrical shape). While the model showed a good 

accuracy with the highest average deviation well below 9 %, it appeared to work better 

for higher flow rates and larger differences between the phase change and the inlet tem-

perature (i.e., for cases in which the thermal driving forces are larger). 

Subsequently, the validated model was used in a geometrical parameter study aiming to 

identify PCM capsule geometries that achieve both high packing densities and SVR, as 

these criteria determine the volume-specific energy capacity and thermal power of 

PBLHS. Conventional PCM capsules are often spherical, creating sufficiently high pack-

ing densities but exhibiting a very low SVR. For this reason, the geometries considered 

for new capsule designs were based on superellipsoids, which can be described by three 

parametric equations containing five parameters. The shapes that could be created with 

these equations range from cubes over spheres to rhomboids and concave star-shaped 

geometries. This versatility allowed for an extensive parameter study. For this parameter 

study, the set of parameters was further reduced by introducing two aspect ratios and 

holding one of the five parameters constant. This allowed defining the superellipsoid ge-

ometries based on these ratios and their volume, eliminating the need to specify explicit 

side lengths. 

A total number of 116 superellipsoid geometries that had the same volume were generated 

and their SVR was calculated. These geometries were used in DEM filling simulations in 

order to determine their achievable packing densities. The results showed that it is possi-

ble to create superellipsoids that form densely packed beds while also achieving an SVR 

greater than that of spheres. In fact, the superellipsoid achieving the highest packing den-

sity with 65.22 % had an SVR of 53.73 m-1. Both values are greater than those determined 

for spheres with the same volume. 

In the last step, based on their SVR and packing density, six superellipsoids and a spher-

ical PCM capsule as reference were chosen for further investigation using the PBLHS 

model. Charging and discharging simulations were performed based on the parameters of 

the cylindrical storage setup that was previously used for validation. The results showed 

that all superellipsoid PCM capsules performed better than the spherical reference geom-

etry for the considered charging/discharging duration of 18 hours. 
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Further improvements in model accuracy could be achieved by accounting for subcooling 

and hysteresis effects of the PCM. Moreover, experimental investigations of additional 

capsule geometries would help to further explore the validity range of the spherical shell 

approximation. 

The two case studies presented in this thesis demonstrated that proper modeling and sim-

ulation can effectively identify potential improvements in energy system components in-

corporating PCM. Through two distinct applications, the solution methods employed (the 

source term method and the implicit finite difference scheme) proved to be versatile, ac-

curate, and adaptable by integrating relevant sub-models and correlations. Also, an ex-

tension to two- or three-dimensional problems should be possible allowing for the con-

sideration of geometrically more complex phase change situations. 
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Appendix 

A1: Formulation and discretization of the heat conduction equation in 

spherical coordinates 

The equivalent to Eq. (2.12) in spherical coordinates is: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
=
1

𝑟2
𝜕

𝜕𝑟
(𝑘𝑟2

𝜕𝑇

𝜕𝑟
) (A1.1) 

The conditions that can be encountered at the inner boundary 𝑟 = 0 and the outer bound-

ary 𝑟 = 𝑅 of a spherical geometry (e.g., a spherical shell) are as follows: 

• Dirichlet boundary conditions: 

𝑇(𝑟 = 0, 𝑡 > 0) = 𝑇𝑤,𝑟=0 (A1.2) 

𝑇(𝑟 = 𝑅, 𝑡 > 0) = 𝑇𝑤,𝑟=𝑅 (A1.3) 

• Neumann boundary conditions: 

−𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=0

= 𝑞̇𝑤,𝑟=0 (A1.4) 

𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=𝑅

= 𝑞̇𝑤,𝑟=𝑅 (A1.5) 

• Robin boundary conditions: 

−𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=0

= 𝑞̇𝑐,𝑟=0 = ℎ (𝑇𝑎𝑚𝑏,𝑟=0 − 𝑇(𝑟 = 0, 𝑡 > 0)) (A1.6) 

𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=𝑅

= 𝑞̇𝑐,𝑟=𝑅 = ℎ (𝑇𝑎𝑚𝑏,𝑟=𝑅 − 𝑇(𝑟 = 𝑅, 𝑡 > 0)) (A1.7) 

• Radiative boundary conditions: 



Appendix A1: Formulation and discretization of the heat conduction equation in 

spherical coordinates 

138 

−𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=0

= 𝑞̇𝑟,𝑟=0 = 𝜎𝜀(𝑇𝑎𝑏,𝑟=0
4 − 𝑇(𝑟 = 0, 𝑡 > 0)4) (A1.8) 

𝑘
𝜕𝑇

𝜕𝑟
|
𝑟=𝑅

= 𝑞̇𝑟,𝑟=𝑋 = 𝜎𝜀(𝑇𝑎𝑏,𝑟=𝑅
4 − 𝑇(𝑟 = 𝑅, 𝑡 > 0)4) (A1.9) 

• Interfacial condition: 

𝑘𝐴
𝜕𝑇𝐴
𝜕𝑟
|
𝑟=𝑟𝐼𝑛𝑡

= 𝑘𝐵
𝜕𝑇𝐵
𝜕𝑟
|
𝑟=𝑟𝐼𝑛𝑡

 (A1.10) 

Using the implicit finite difference method, the discretization of Eq. (A1.1) yields: 

𝜌𝑐𝑝
𝑇𝑛
𝑗+1

− 𝑇𝑛
𝑗

Δ𝑡

=
(𝑘𝑛+1 + 𝑘𝑛)(𝑟𝑛+1 + 𝑟𝑛)

2

8Δ𝑟2𝑟𝑛2
𝑇𝑛+1
𝑗+1

−
(𝑘𝑛+1 + 𝑘𝑛)(𝑟𝑛+1 + 𝑟𝑛)

2 + (𝑘𝑛 + 𝑘𝑛−1)(𝑟𝑛 + 𝑟𝑛−1)
2

8Δ𝑟2𝑟𝑛2
𝑇𝑛
𝑗+1

+
(𝑘𝑛 + 𝑘𝑛−1)(𝑟𝑛 + 𝑟𝑛−1)

2

8Δ𝑟2𝑟𝑛
2

𝑇𝑛−1
𝑗+1

 

(A1.11) 

The discretized boundary conditions are (here 𝑁 = 𝑅/Δ𝑟): 

• Dirichlet boundary conditions: 

𝑇𝑛=1 = 𝑇𝑤,𝑛=1   &   𝑘𝑛=1 = 𝑘𝑤,𝑛=1 (A1.12) 

𝑇𝑛=𝑁 = 𝑇𝑤,𝑛=𝑁   &   𝑘𝑛=𝑁 = 𝑘𝑤,𝑛=𝑁 (A1.13) 

• Neumann boundary conditions: 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘

𝜕𝑇

𝜕𝑟
)|
𝑛=1

≈
(𝑘2 + 𝑘1)(𝑟2 + 𝑟1)

2

4Δ𝑟2𝑟1
2

(𝑇2 − 𝑇1) +
2

Δ𝑟
𝑞̇𝑤,𝑛=1  (A1.14) 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘

𝜕𝑇

𝜕𝑟
)|
𝑛=𝑁

≈
(𝑘𝑁 + 𝑘𝑁−1)(𝑟𝑁 + 𝑟𝑁−1)

2

4Δ𝑟2𝑟𝑁
2

(𝑇𝑁 − 𝑇𝑁−1) +
2

Δ𝑟
𝑞̇𝑤,𝑛=𝑁  

(A1.15) 

• Robin and radiative boundary conditions: 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘

𝜕𝑇

𝜕𝑟
)|
𝑛=1

≈
(𝑘2 + 𝑘1)(𝑟2 + 𝑟1)

2

4Δ𝑟2𝑟1
2

(𝑇2 − 𝑇1) +
2

Δ𝑟
ℎ𝑛=1(𝑇𝑎𝑚𝑏,𝑛=1 − 𝑇1)  

(A1.16) 
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1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘

𝜕𝑇

𝜕𝑟
)|
𝑛=𝑁

≈
(𝑘𝑁 + 𝑘𝑁−1)(𝑟𝑁 + 𝑟𝑁−1)

2

4Δ𝑟2𝑟𝑁
2

(𝑇𝑁 − 𝑇𝑁−1)

+
2

Δ𝑟
ℎ𝑛=𝑁(𝑇𝑎𝑚𝑏,𝑛=𝑁 − 𝑇𝑁)  

(A1.17) 

In case of a full sphere, 𝑟𝑛=1 = 0, which causes a singularity at its center. To address this 

problem, Thibault et al. [123] applied L'Hôpital's rule, assuming symmetry around the 

center, and derived the following discretization for the boundary condition at 𝑟𝑛=1 = 0: 

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝑘

𝜕𝑇

𝜕𝑟
)|
𝑛=1

≈
(5𝑘1 + 𝑘2)

Δ𝑟2
(𝑇2 − 𝑇1) (A1.18) 
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