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ABSTRACT

This thesis considers algorithmic solutions to problems that arise in the theoretical study of modern communication networks, such as
the Internet. The thesis is divided into two main parts. In the first part of this thesis, we show how to construct an overlay network of
degree O(logn) and diameter O (logn) in O(log ) time starting from an arbitrary weakly connected graph. We assume a synchronous
communication network in which nodes can send messages to nodes they know the identifier of, and new connections can be established
by sending node identifiers. If the initial network’s graph is weakly connected and has constant degree, then our algorithm constructs
the desired topology with each node sending and receiving only O (log n) messages in each round in time O(log ), w.h.p. Since the
problem cannot be solved faster than by using pointer jumping for O (log n) rounds (which would even require each node to commu-
nicate Q(n) bits), our algorithm is asymptotically optimal. Additionally, we show how our algorithm can be used to efficiently solve
graph problems in the novel HYBRID model. Motivated by the idea that nodes possess two different modes of communication, we as-
sume that communication of the 7nstial edges is unrestricted, whereas only polylogarithmically many messages can be sent over edges
that have been established throughout an algorithm’s execution. For an (undirected) graph G with arbitrary degree, we show how to
compute connected components and a spanning forest in O (log 1) time, w.h.p. Furthermore, we show how to compute an MIS in time
O(log A + loglog n), w.h.p., where A is the initial degree of G.

In the second part of the thesis, we consider the problems of computing compact routing tables and low-diameter decompositions for
a(weighted) graph G := (V, E, £) that can be separated through k shortest paths. This class of graphs includes planar graphs, graphs
of bounded treewidth, and graphs that exclude a fixed minor K-. We present algorithms in the CONGEST and the novel HYBRID

communication model that are competitive in all relevant parameters:

* For agiven parameter € > 0, we compute a routing scheme with stretch 1 4 €. Our scheme computes labels of size 5(]6672)
and is computed in O(ke~3) time in the HYBRID model and O(ke ™3 - HD) time in CONGEST. Here, HD denotes the
network’s hop diameter.

* Given a parameter D > 0, our low-diameter decomposition algorithm divides the graph into connected subgraphs of strong
diameter D. Anedgee € E of length £, has endpoints in different subgraphs with probability O (¢elog(klogn) /D). The
decomposition can be computed in O (k) time in the HYBRID model and O(kH D) time in CONGEST.

Broadly speaking, we present distributed and parallel implementations of sequential divide-and-conquer algorithms where we replace
exact shortest paths with approximate shortest paths. In contrast to exact paths, these can be efficiently computed in the distributed and
parallel setting. Further, and perhaps more importantly, we show that instead of explicitly computing vertex-separators to enable efficient
parallelization of these algorithms, it suffices to sample a few random paths of bounded length and the nodes close to them. Finally, we
present a SETCOVER algorithm in the BEEPING model. Our algorithm runs in O(k?) time and has an expected approximation ratio of
O(A3/Flog? A). The value k € [3,log Al is a parameter that lets us trade runtime for approximation ratio similar to the celebrated
algorithm by Kuhn and Wattenhofer [PODC ’03]. This algorithm can then be extended to effieciently solve the DOMINATINGSET-

problem in a graph’s D-neigborhood in a distributed fashion.



ZUSAMMENFASSUNG

In dieser Arbeit betrachten wir algorithmische Lésungen fiir fundamentale Probleme in modernen Kommunikationsnetzen. Im ersten
Teil dieser Arbeit zeigen wir, wie man ein Overlay-Netzwerk mit Grades und Durchmesser O(logn) in O(log ) Runden ausgehend
von einem beliebigen, schwach verbundenen Graphen konstruiert. Wir gehen von einem synchronen Kommunikationsnetz aus, in dem
Knoten Nachrichten an alle Knoten senden kdnnen, deren Adresse sie kennen, und neue Verbindungen durch das Versenden dieser
Adressen hergestellt werden konnen. Wenn der Ausgangsgraph des Netzwerks schwach zusammenhingend ist und einen konstanten
Grad hat, dann konstruiert unser Algorithmus die gewiinschte Topologie mit hoher Wahrscheinlichkeit in O(log 7) Runden, wobei in
jeder Runde nur O(log n) Nachrichten sendet und empfingt. Da das Problem nicht schneller geldst werden kann als durch sogenanntes
Pointer Doubling fiir O(logn) Runden (was sogar erfordern wiirde, dass jeder Knoten (n) Bits kommuniziert), ist unser Algorithmus
asymptotisch optimal. Auf8erdem zeigen wir, wie unser Algorithmus zur effizienten Lésung von Graphenproblemen im HYBRID model
verwendet werden kann. Motiviert durch die Idee, dass Knoten zwei verschiedene Arten der Kommunikation besitzen, nehmen wir

an, dass die Kommunikation der Kanten unbeschrinke ist, wihrend nur polylogarithmisch viele Nachrichten tiber Kanten gesendet
werden kénnen, die wihrend der Ausfiihrung eines Algorithmus etabliert wurden. Fiir einen (ungerichteten) Graphen G mit beliebigem
Grad zeigen wir, wie man zusammenhingende Komponenten und einen Spannwald mit hoher Wahrscheinlichkeit in O (log n) Zeit
berechnen kann. Auflerdem zeigen wir, wie man ein MIS mit hoher Wahrscheinlichkeit in O (log A + loglogn), berechnet, wobei A
der Grad von G ist.

Im zweiten Teil der Arbeit betrachten wir das Problem der Berechnung von kompakten Routing-Tabellen und Dekompositionen mit
geringem Durchmesser fiir einen (gewichteten) Graphen G := (V, E, £), der durch k kiirzeste Wege separiert werden kann. Zu dieser
Klasse von Graphen gehéren planare Graphen, Graphen mit beschrinkter Treewidth und Graphen, die einen festen Minor K- auss-
chliefen. Wir prisentieren Algorithmen im CONGEST- und im neuartigen HYBRID-Kommunikationsmodell, die in allen relevanten

Parametern konkurrenzfihig sind:

* Fiir einen gegebenen Parameter € > 0 berechnen wir ein Routing-Schema mit Stretch 1 4 €. Unser Schema berechnet Label der
GréRe O(ke2) und wird in O (ke =3) Zeit im HYBRID-Modell, und O (ke =3 - HD) Zeit in CONGEST. Dabei bezeichnet
HD den Hopdurchmesser des Graphen.

* Fiir einem Parameter D > 0 unterteilt unser Algorithmus zur Dekomposition den Graphen in zusammenhingende Sub-
graphen mit starkem Durchmesser D. Eine Kante e € E der Linge e hat ihre Endpunkte in zwei verschieden Subgraphen mit
der Wahrscheinlichkeit O (£e log(k logn) /D). Die Dekomposition kann in O(k) Zeit im HYBRID-Modell und O(kH D) Zeit
in CONGEST berechnet werden.

Wir stellen verteilte und parallele Implementierungen von sequenziellen Divide-and-Conquer-Algorithmen vor, bei denen wir exakte
kiirzeste Pfade durch approximative kiirzeste Pfade ersetzen. Im Gegensatz zu exakten Pfaden kénnen diese in der verteilten und par-
allelen Umgebung effizient berechnet werden. Auflerdem, zeigen wir, dass es ausreicht, anstelle der expliziten Berechnung von Vertex-
Separatoren, einige zufillige Pfade begrenzter Linge zu wihlen und die Separatoren um diese herum zu konstruieren. Schliefllich stellen
wir einen SETCOVER-Algorithmus fiir das BEEPING-Modell vor. Unser Algorithmus liuft in O(k3) Zeit und hat eine erwartete Ap-
proximationsgite von O(A3/¥ log?2 A). Der Wert k € [3,log A] ist ein Parameter, mit dem wir Laufzeit gegen Approximationsgiite
eintauschen kénnen, dhnlich wie bei dem Algorithmus von Kuhn und Wattenhofer [PODC ’03]. Dieser Algorithmus kann erweitert
werden, um das DOMINATINGSET-Problem in der D-Nachbarschaft eines Graphen mittles eines verteiltes Algorithmus effizient zu

losen.
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Jetzt mal Butter bei die Fische.
(Let’s butter them fishes.)

Northern German Saying

Introduction

N this thesis, we will consider a variety of algorithmic problems that arise in the context of what we call
modern communication networks. Making such a general statement, of course, raises several questions:
What precisely 7s a modern communication network? And, perhaps more importantly, why should we

care? Let us begin this quest by trying to characterize communication networks in general. From the hardware
perspective, a communication network is an interconnected network of electronic devices where each device is
physically connected to at least one other device, e.g., by a cable or a wireless connection. Being connected to the
network enables the sending of electronic messages to other connected devices. In a modern network, possible
devices range from classical web servers and personal computers to mobile handheld devices, sensor nodes that
monitor their environment, and even everyday household appliances like televisions and fridges. Given this
area’s ongoing rapid technical advancement, this enumeration is far from exhaustive. Due to their widespread
availability, communication networks become ubiquitous in nearly anyone’s professional and private life. In
fact, there is a non-trivial probability that you, the reader, have obtained this thesis using a communication
network, namely the Internet. The Internet is undoubtedly the largest communication network on the planet
and, therefore, a prime example of a modern network. That being said, reducing the Internet’s capabilities to
just point-to-point communication seems overly simplifying. Numerous examples of more advanced applica-
tions built upon the Internet’s communication capabilities are easily available. Social media platforms allow
individuals to connect with friends and family, while online forums foster discussions and collaborations on di-
verse topics. File sharing services permit us to find and exchange large data items between internet users easily.

E-commerce enables people to buy and sell goods and services online easily. Online banking or Cryptocurren-

II



cies facilitate secure financial transactions between (possibly anonymous) parties. As with devices, this list of
possible applications is far from complete.

However, a communication network is not only defined by its hardware. To put it bluntly, we cannot hope
to obtain an efficient network by merely linking up some devices. The physical network connections only ensure
that 7z principle any device connected can communicate with any other device. In addition to these physical
aspects, a suite of protocols and algorithms is required to ensure that any device can efficiently communicate.
To illustrate this, consider road traffic as an analogy and think of these physical connections as roads and cars as
messages. Physical connections only ensure a series of roads to a destination exzsts. But this fact alone does not
guarantee one reaches it safely and timely. There is a variety of additional mechanisms in place to ensure this.
Laws and traffic rules govern the right of way and ensure safety. Maintenance crews remove obstructions like
fallen trees. Traffic controllers monitor the congestion and bottlenecks and declare detours around damaged
roads. Without such checks and balances, there is a high chance of getting stuck (at a dead end) or, even worse,
having an accident (with a deadly end). In the context of the Internet, the equivalents of these tasks are fulfilled
by distributed algorithms and protocols. Currently, there are around soo different protocols and technical
standards that ensure the Internet’s basic functionalities. As networks only continue to growing bigger in both
size and socio-economic importance, there is an ever increasing need for efficient an scalable algorithms. With

this thesis, we hope to make a humble contribution towards this.

1.1 CONTRIBUTIONS & STRUCTURE OF THIS THESIS

Having introduced the general setting, the obvious question is what we’re doing in this thesis. Or, to put it
differently, what challenges do modern communication networks face? The contributions of this thesis are
divided into two parts. Before we take a deep dive into the details of this thesis’ contributions in their respective
parts, let us introduce the challenges and our solutions on a high level. In the following, we will informally state
the main takeaways and discuss their implications. We will make a formal statement of precise contributions
later after we have established the concrete models and problem definitions. Here, we are interested in a high-
level classification and consciously omit some details for an easier presentation and understanding.

After that, in the remainder of the introduction, we establish some preliminaries. In Section 1.2, we es-
tablish the theoretical background that is needed for this thesis. This includes some basic notions from graph
theory, topology, complexity and probability theory. After that, we present all models that we are going to use
in this thesis in Section 1.3. This includes the classical CONGEST model of distributed computing as well
as more recent models that better resemble the capabilities of modern communication networks. Finally, in

Section 1.4, we present a list of publications the author of this thesis was involved in.

1.1.1 PARTI: FAST CONSTRUCTION OF OVERLAYS AND ITS APPLICATIONS

Many modern distributed systems (especially those that operate via the Internet) are not concerned with the
physical infrastructure of the underlying network. Instead, these large-scale distributed systems form logical
networks that are often referred to as overlay networks, peer-to-peer networks, or simply overlay. Note that every

device connected to the Internet is assigned to a unique P address. In an overlay, two devices are considered
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as connected if they know each other’s IP addresses. The underlying network ensures that a message for a given
address will eventually reach the corresponding device. Both the sender and the receiver remain completely
unaware of the message’s actual path in the underlying network.

There are many practical benefits of this approach. First, it simplifies the design of algorithms and proto-
cols, as the designers don’t need to consider the minutiae of the underlying network. Furthermore, since the
protocols are agnostic of their underlying infrastructure, the overlay network can be extended to devices that
use different physical carriers. Thus, while the physical network(s) interconnecting the network members are
highly heterogeneous, the overlay appears homogeneous. This tremendously simplifies the design of distributed
applications. Furthermore, as all connections in an overlay are purely virtual, they are not static but can be cre-
ated at will. One simply needs to know its address to connect to another network member. This allows the
construction of overlay topologies tailored to the specific application.

Overlay networks surged in popularity in the early 2000s as the Internet became more widely available to the
public. In practice, they were mainly used to (often illegally) share large files like movies or music between end
users through platforms like Napster[Wik24d] or KaZaa [Wika4b]. In more recent years, they have been used
as the basis for cryptocurrencies like Bitcoin [Nako8] and Ethereum [Buti4]. Also, the microblogging service
Mastodon[Wik24c], an alternative to the (as of the time of this writing) most popular service X, has a decentral-
ized architecture that uses an overlay network. A common denominator in all these real-world applications is
their openness. All these platforms want to make it easy for new users to join and allow them to exchange files,
money, and opinions free of any restrictions. Thus, everyone and their mother can join these networks provided
they have Internet access. As ever so often, this noble design philosophy comes with several downsides. First
off, it raises several legal and ethical questions. Napster and KaZaa were shut down due to massive Copyright
infringements, cryptocurrencies are often used to finance illicit activities, and Mastodon is unable to efficiently
moderate right-wing propaganda. However, deciding whether or not these matters are necessary evils is clearly
beyond the scope of this thesis. We are interested in the technical implications of a lack of admission control on
the construction and maintenance of overlays. Allowing everyone to join the network unconditionally causes a
lot of fluctuation in the network membership, so-called churn. New devices may join the network, while older
devices may leave or fail. In fact, studies on popular peer-to-peer networks have shown [SRo6] that about 50%
of the devices leave the network within an hour but are replaced by roughly the same number of new devices.
This emphasizes how volatile these networks can be.

Further, as all devices are exposed by their IP addresses, they can be subject to DDoS attacks: An attacker
could flood a critical device with requests until it shuts down. In addition to all this, attacks or malfunctions
in the physical infrastructure make certain devices unreachable. To summarize, a plethora of factors outside
of the network’s control can cause it to be in an arbitrary state. In order to retain its functionality, it must be
able to recover from these states on its own. By recover, we mean that the network returns to a well-connected
overlay. Thus, distributed algorithms that can construct a desired overlay from any arbitrary initial overlay
are desperately needed. These algorithms can be executed after transient failures or large-scale attacks or simply

permanently run in the background to maintain the overlay. Therefore, we ask ourselves the following question:

13



Challenge 1: Construction of Overlay Networks

How can we efficiently construct a well-connected overlay network starting from an arbitrary (con-

nected) configuration?

A naive algorithm would let each device continuously introduce all its known devices to one another. Sup-
pose we have n network devices, and each device stores the IP address of, say, A other devices. The naive solution
sends each known address to the other A — 1 devices. Afterward, each device knows A(A — 1) addresses, and
the process is repeated. It is easy to see that all addresses are known to all devices after O(log n) iterations. This
is optimal with respect to time. However, this approach requires each device to send O(n) messages eventually.
This is too much if we consider devices with limited networking capabilities. As the first main contribution of
this thesis, we show that perhaps one of the simplest algorithms imaginable is surprisingly worst-case optimal.
Instead of exhaustively sending @// known addresses to @// known devices, we take a more cautious approach.
On a high level, we send each known address to one device that we pick independently and uniformly at ran-
dom. Thereby, the addresses perform a random walk in the overlay network. This ensures that each device
always sends and receives only O(A) addresses on expectation, and eventually, all the addresses will distributed
uniformly at random. However, these walks would take a long time to reach a uniform distribution in an arbi-
trary, badly connected overlay. To mitigate this, each device periodically connects to d of its known addresses,
creating a new (slightly better connected) overlay. After O(log n) repetitions, the emerging overlay is extremely

well-connected despite each device only knowing A other devices.

Given this intuitive description of the algorithm, we summarize the main takeaway from the first part of

this thesis as follows:

Takeaway 1

We can construct overlay networks fast and efficiently through simple random walks!

Of course, we omitted some details in the description of the algorithm. The algorithms’ exact descriptions
and their analysis can be found in Part I. Therein, we also present solutions to simple algorithmic problems
that can be efficiently solved with our overlay construction algorithm as a subroutine. These problems include
the fast construction of spanning forests and (in the author’s opinion rather surprisingly) also an improved al-
gorithm for the well-known Maximal Independent Problem. These applications emphasize that the power of
non-local communication compared to traditional models of communication where nodes can only commu-

nicate with their immediate neighbors. We explore this further in the second part of the thesis.

1.1.2  PART II: DISTRIBUTED ALGORITHMS FOR GRAPH PROBLEMS

For all their benefits, the overlays mentioned above are built under one critical assumption: the underlying
network provides reliable and efficient point-to-point messaging. That means, given some abstract address of
another member in the network, one can send a message that reaches this member. As stated before, such effi-

cient communication between multiple parties is an (if not zbe most) integral functionality of a communication
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network. It is ensured by so-called routing schemes, distributed algorithms that control the forwarding of pack-
ets from one device to another. Given a packet with sender s and a receiver ¢, a routing scheme chooses the path
that the packet takes from s to t.

There is a plethora of measures for the quality of routing paths. The most prominent ones either limit
the number of routing paths that contain a given node, i.e., they limit the so-called congestion, or the length
of the routing paths compared to the graph’s shortest path metric. In this thesis, we are only interested in the
latter. With access to the network’s complete topology, the problem of finding the shortest path between all
its members is well-understood. If all connections are known, there are polynomial time algorithms for this
problem, e.g., the famous algorithm of Floyd and Warshall [Flo62] that computes the shortest paths between
all pairs of nodes in a graph (APSP). This would immediately give us the best possible routing path from each
device to each other device. However, these exact paths do not (necessarily) result in an efficient routing scheme.
If each device learns all distances to // other devices in the network, it needs to store routing information for
n paths, which may require the device to store O(n) bits. This is not feasible for large networks as n grows
too big. The crux of most routing schemes is to limit the information each device has stored. To this end, we
consider so-called Jow-stretch routing paths. These paths may be longer than that than the exact shortest path
by a predefined factor called szrezch. This gives us some slack in the computation as we are not required to find
the exact shortest paths but only good enough paths that can be computed faster and require the nodes to store
less routing information. Often, such routing schemes are called compact routing schemes.

But where and how are these routing schemes computed? A simple strawman solution would be to elect
a single device, let’s call it the controller, that gathers all information on the network’s topology and then lo-
cally computes the optimal routing paths. Then, it sends the necessary routing information back to the devices.
While using a central controller might be a worthwhile solution for small networks in practice, this approach
does not scale well to larger networks. In a large network, node crashes, edge failures, and benign changes such as
new members joining and old members leaving are virtually unavoidable. Therefore, the routing scheme must
be recomputed frequently to adapt to the changing network. Consequently, the controller must always have
complete, up-to-date knowledge of the network. Such a design would be impractical for many reasons. First,
continuously monitoring the network and feeding the state to the controller requires a lot of processing power
and bandwidth from the controller. This does notscale for large networks like the Internet, as the number of de-
vices and connections is too large. Furthermore, such a controller would be a single point of failure. That means
it cannot execute the algorithm and compute new paths if it crashes under the load, becomes corrupted due to
an attack, or is otherwise malfunctioning. For these reasons, it is desirable to have a completely decentralized
approach to computing the routing paths. At least as a fallback mechanism if the controller is unavailable for a
certain time frame. This means no single controller should compute the paths but a collaborative mechanism,
i.e., a distributed algorithm involving all the members.

This leads us to the following challenge that we are going to address in the second part of the thesis:

Challenge 2: Construction Of Routing Schemes

How can we efficiently construct a low-stretch routing scheme in a distributed manner?
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In [EN18b], Elkin and Neimann essentially settled the problem for general network topologies, i.e., with-
out restricting how the devices may be interconnected. They present a routing scheme with stretch O (k) that
requires each device to store O(n% polylog n) bits of routing information that can be efficiently computed in
a distributed manner. However, if one designs an algorithm for any topology, that algorithm has to consider
pathologic worst-case topologies. There are network topologies where a routing scheme with stretch k& necessar-
ily requires each device to store Q(n% ) bits of routing information. This makes Elkin and Neimann’s algorithm
essentially optimal (barring sublinear factors). Crucially, this does not mean that for every network, a routing
scheme with stretch & necessarily requires each device to store Q(n%) bits of routing information. It simply
means that there exist pathologic network topologies where this amount of memory is needed.

In practice, most network topologies are restricted to resemble particular graph classes that exclude the
worst-case topologies. For example, many network backbone structures resemble trees or series-parallel graphs.
Large-scale networks can often be represented by planar graphs where edges never cross. For these restricted
topologies, there are more sophisticated algorithms that compute better routing schemes with a stretch of (1+-€)
where each device only needs to store O (e~ polylog n) bits [Thoo4, AGo6]. However, these algorithms are
difficult to translate into a distributed setting as, in many cases, they require complex global calculations that
require superlinear time. Again, these calculations require that large parts of the topology are known to single
nodes.

Our new approach to overcome this is to avoid these complex calculations altogether. We show that in many
practical graph classes, one can circumvent this and compute routing schemes with almost the same qualities
in a fully distributed way. Essentially, we reduce the computation of a routing scheme with stretch (1 + €) to
O(e™2 - logn) applications of an (1 + €) approximate shortest path algorithm. On a high level, our idea is to
sequentially sample O(¢~2 - logn) (1 + €) approximate shortest paths and then compute routing paths based
on the random paths. Note that the number of shortest computations depends on €2, ie., the quality of the
routing paths. The closer we get to the shortest paths, i.e., the smaller the stretch is, the more computations we
need. Further, the hidden constants in the O(+)-notation depend on the properties of the input graph. Thus,
we show that computing low-stretch routing paths is not significantly harder than computing an approximate
SSSP.

Moreover, our techniques for constructing low-stretch routing schemes can be extended to other distance-
based problems. Notably, they can also be used to compute so-called low-diameter decompositions of the input
graphs. Here, we divide the graph into connected subgraphs of bounded diameter. Crucially, in a good decom-
position, there are very few edges between these subgraphs. This is a helpful building block of numerous dis-
tributed divide-and-conquer algorithms. Further, we present an algorithm to approximate simple optimization
problems in which the solution depends on devices at a given distance. With the help of our newly developed
techniques, we are able develop clustering algorithms that almost match the best known sequential algorithms.

The main takeaway from the second part of this thesis is:
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Takeaway 2

(Approximate) SSSP suffices to build low-stretch routing schemes, low-diameter decompositions, and

generalized dominating sets for various (practical) network topologies!

Asaresult, all of our algorithms have essentially the same runtime as approximate shortest-path algorithms.
These algorithms are well-understood. In particular, in a recent breakthrough, Rozhon ()" al. present an
approximate shortest path algorithm that is time-optimal in all relevant models of distributed computation
[RGH™22]. This implies that our algorithms are also time-optimal (within polylogarithmic factors). In Part IT
of this thesis, we provide the exact formal definitions of all these problems. Further, we introduce some technical
results, namely, the efficient construction of so-called (weak) separators using only approximate shortest paths.
Given an efficient algorithm for computing (weak) separators, we present algorithms for routing schemes, de-

compositions, covering problems, and their analysis.

1.2 PRELIMINARIES & NOTATIONS

Before we start with the main part of the thesis, we present some useful notations and important concepts that
we will need to describe our problems, algorithms, and analysis more precisely. First, we will review some basic
concepts from graph theory as natural way to model a communication network is with a graph G = (V, E)
where the nodes V' denote the devices in the edges &2 C V2 denote connections. Further, all of our algorithms
will make heavy use of randomization. Therefore, we will introduce some basic probability theory, especially
tail estimates, that we will use throughout this thesis. Note that we only cover the basic notions required to
understand our algorithms and their analysis. For a better reading flow, we will introduce more specific bounds
and concepts relevant to only one particular lemma on-demand when we require them. Last, we refer to the
standard textbooks for a broader and more detailed introduction. In particular, for graph theory, we refer to
textbooks of Diestel [Diexo] or Mohar [MTor]. For an introduction to probability theory, we recommend
the excellent book by Mitzenmacher and Upfal [MUos] and for a wonderful overview on tail estimates, the
habilitation by Scheideler [Schoo].

That being said, this section is subdivided into the following four subsections: In Section 1.2.1, we in-
troduce important notions from graph theory and our most important notations. Then, in Section 1.2.2, we
introduce several restricted graph classes that can be used to faithfully model modern networks and also have fa-
vorable algorithmic properties. Section 1.2.3 introduces the O(+)-and O(-)-notation that will help us to express

the complexity of our algorithms. Finally, Section 1.2.4 gives a primer on probability theory.

1.2.1 Basic TERMS FROM GRAPH THEORY

We begin with some general terms that will be used throughout this thesis. We denote G = (V, E) as a graph
withn := |V| nodes and m := |E| edges. G may be directed in which case we denote an edge from v to w
as (v, w). Otherwise, if G is undirected, we write {v, w}. Sometimes, we will also consider bidirected graphs.

These are directed graphs, but for every edge (v, w) € E, the reverse edge (w, v) is also in E. If G is directed,

"The order of authors was randomized. The authors requested that this symbol is used to indicate this.
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a node’s outdegree denotes the number of outgoing edges. Analogously, its izdegree denotes the number of
incoming edges. If G is undirected, then the in- and outdegree are equal. A node’s degree is the sum of its in-
and outdegree. If the graph is undirected or bidirected, we use deg(v) for the degree of node v. A graph’s degree
is the maximum degree of any node, which we denote by A. We say that a graph is weakly connected if there is
a (not necessarily directed) path between all pairs of nodes. Sometimes, we will also consider weighted graphs
thatwe denoteas G = (V, E, £) where £ : E — Risafunction that assigns a real weight to each edge. For our
algorithms, we will typically assume that the weights are non-negative and bound by n® for some constant ¢ > 1.
The former is a simplifying assumption that prevents the graphs from having cycles of negative weight. Many of
the problems we consider are not well-defined in graphs with such cycles. The latter is a common assumption
in the domain of distributed algorithms as we must be able to decode the distances in a finite number of bits to
send them to other nodes.

In this thesis, we will often need to argue about the distance between two nodes or between sets of nodes.
In particular, we must distinguish between the weighted and the hop distance. We will use dist(v, w) for the bop
distance. For a node pair v, w € V, this is the number of nodes in the shortest path between v and w in the
unweighted version of G. As we will see, this is exactly the number of steps a message sent from nodes v takes to
reach node w in the CONGEST or LOCAL model (cf. Section 1.3.1). This notion of distance will be of great
importance in the first part of the thesis. Further, we denote the (weighted) distance between anode v € V/
andaset S C V asd(v, S). This distance is defined as the (weighted) length of the shortest path between v
and the node w € S closest to v. In a weighted graph, it is the minimal sum of weights. If we consider the
distance w.r.t. to a subgraph H C G, we write dg (-, -). Further for asubset S C V, a subgraph H C G, and
a distance 0, we define By (S,0) = {v € V | dg(v,S) < 0} to be the so-called ball that contains all nodes
in distance (at most) d to any node in G. Again, for H = G, we omit the subscript. These notions will be of
great importance in the second part of the thesis.

A graph’s diameter is the length of the longest shortest path in G. Based on our two notions of distance, we
also distinguish between two types of diameter. First, there is the hop diameter HD that denotes the diameter
of the unweighted version of G. On the other hand, the weighthed diameter D of the graph denotes the length
of the weighted longest shortest path. Note that this path could contain significantly less or more than HD
nodes. While HD is purely determined by the graph’s topology, D highly depends on the edge weights. If we
only consider unweighted graphs, we may use hop diameter and weighted diameter interchangeably as, in this
case, they are the same.

In addition to these notions of diameter, we also need measures for the connectivity of a graph. For a subset
S C V,wedenote S := V '\ S. We define the cuz ¢(.S, S) as the set of all edges (v, w) € V withv € S and
w € S. We define the number edges that cross a cuz ¢(S, S) as Og := |c(S, S)|. Our analysis in the first part
of this thesis will heavily rely on the conductance of the communication graph. The conductance of set. S C V
is the ratio of its outgoing edges and all its edges. The conductance ® of a graph G is the minimal conductance

of every subset that contains less than /2 nodes. Formally, the conductance is defined as follows:
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Definition 1.1 (Conductance). Let G := (V, E) be a connected A-regular graph and S C 'V with | S| < vl

2
be any subset of G with at most half its nodes. Then, the conductance ®(S) € (0, 1) of S is
{(v,w) € E|veSwgS} Os
d(9) = = . .
The conductance ®(G) of G is
O5(G) = min  ®(9). (1.2)
scv,|s|<gt

We further need the notion of small-set conductance, which is a natural generalization of conductance. In-
stead of denoting the minimum conductance of all sets smaller than n/2, small-set conductance only considers

sets of size % forany § € (0, 1]. Analogous to the conductance, it is defined as follows:

Definition 1.2 (Small-Set Conductance). Ler G := (V, E) be a connected A-regular graph and S C 'V with
|S| < %V‘ be any subset of G. The small-set conductance Os of G is

D5(G) = min O(9). (1.3)
scv,|s|< iyt

If it is unclear from context to which graph we are referring, we write ¢ (.S) and @5, (S) respectively.
Finally, we will, on several occasions, need to measure a graph’s sparsity. For this, we use the graph’s so-called
arboricity. The arboricity of an undirected graph is the minimum number of forests into which its edges can be
partitioned. Clearly, a tree, the sparsest possible connected graph, has arboricity 1. Further, it is easy to verify
that a clique, the densest possible connected graph, has an arboricity of n. In general, the arboricity can take

any value between the average and the maximum degree.

1.2.2 RESTRICTED GRAPH CLASSES

For the second part of the thesis, we require some knowledge of graph topology and certain restricted graph
classes. These graph classes exclude pathological worst-case graphs for which all distributed algorithms must
have a high runtime or cannot compute a good solution. Still, they are versatile enough to model many real-
world networks. In the following, we give a short overview that is sufficient to verify our main claims. For more

details on graph theory and restricted graphs classes, we refer to textbooks such as [Diero] or [MTo1].

GRrAPHS OF BOUNDED TREEWIDTH ~ We begin our short tour with graphs of bounded treewidth. Informally
speaking, the treewidth quantifies how far a given graph is from being a tree. The smallest treewidth is 1; the
graphs with treewidth 1 are precisely the trees and the forests. For a formal definition, we require the concept

of tree decompositions, which are defined as follows:

Definition 1.3 (Tree Decomposition). A tree decomposition of a graph G = (V, E) is a tree T with nodes
X1, ..., X, with Xy CV such that the following three properties bold:

1. The union of all sets X; equals V.
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2. If X and X j both contain v, then all nodes Xy, in the (unique) path between X; and X j in'T contain v as
well.

3. Forevery edge (v, w) € E in the graph, there is a subset X; that contains both v and w.

The width of a tree decomposition is max x, e | X;| — 1. The treewidth 7(G) of a graph G is the minimum

width among all possible tree decompositions of G

PLANAR GRAPHS & GRAPHS OF BOUNDED EULER GENUs  Moving on to the next class, a planar graph G =
(V, E) is a graph that can be drawn into the Euclidean plane R? without two edges crossing. By drawing, we
mean that nodes are mapped to points and edges to curves/lines between these points. A drawing of a planar
graph is called a geometric planar embedding. More generally, if the graph can be drawn on a surface with genus
g, i.e., a surface with g holes*, we say the graph has Euler-genus g. Note that the Euclidean plane has a genus of

0, so planar graphs have an Euler-genus 0.

GRrAPHS EXCLUDING A FIXED MINOR  Finally, we move to graphs that exclude a fixed minor. An undirected
graph H is called a minor of the graph G'if H can be obtained from G by (repeatedly) using any of the following
operations: Deleting edges, deleting nodes, and contracting edges. While the former two are self-explanatory,
the latter is more subtle. If we contract an edge {v, w}, we merge its two endpoints into a new supernode that
is adjacent to all neighbors of v and w. Interestingly, many graph classes can be characterized by their forbidden
minors. A graph class G has a forbidden minor F' if, for every G € G, it holds that F is not a minor of G. In
other words, obtaining F' from G is impossible by deleting edges, deleting nodes, and contracting edges.

Trees are an easy example of such a graph class. By definition, a tree does not contain a cycle, and the three
permitted operations cannot create a cycle as they only remove edges. Therefore, no minor of a tree can contain
acycle and, thus, is still a tree. The smallest graph that contains a cycle is K3, the clique of 3 nodes. Following
our argument, no tree can contain K3 as minor. On the other hand, any graph G that is not a tree must contain
K3: Since G is not a tree, it must have a cycle C' = (v1,v2, 03, ..., vy, v1). We delete all nodes not on this
cycle and iteratively contract all edges between v3 and v;. Thus, we end up with K3. Of course, the theory of
graph minors offers more than this pet example. Famously, Wagner’s theorem states that a graph is planar if
and only if its minors include neither the K5 nor the complete bipartite graph K3 5 [Wag37]. Note that these
graph classes have received significant attention in the context of distributed algorithms ( cf. [GH16a, GH16b,
GHz21, GP17, IKNS22]). Not only do they contain graph topologies that frequently appear in practice, but

they also have favorable properties for distributed algorithms, as they exclude pathologic worst-case topologies.

UNIVERSALLY k-PATH SEPARABLE GRAPHs Finally, we introduce universally k-path separable graphs, a
helpful graph class with many relevant graph classes and useful properties for our algorithms. In contrast to
the previously mentioned graph classes, this class is relatively new. It was introduced by Abraham and Gavoille

in 2006 [AGo6]. As the name suggests, we require the notion of separators to define these graphs. For a given

*The exact definition of a hole in the context of topology is beyond the scope of the thesis and also necessary to understand our algo-
rithmic contributions. We refer to [MTo1] or various online resources for more details
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graph G = (V, E), aseparator S is a subgraph of G such that in the induced subgraph G \ S that results from
removing S from G, every connected component only contains a constant fraction of G’s nodes.

In many applications, one is interested in finding small separators that consist of as few nodes as possible.
For example, it is long known that any planar graph contains a separator that consists of at most O(+/n) nodes
[LT80]. The result can be generalized to the larger class of K,.-free graphs [KL24]. However, for the problems
of clustering and routing that we will consider in Part II, one is not interested in such small separators in the
classical sense. Instead, we want to consider separators that consist of a few short(est) paths. This means that the
separators could perhaps contain a linear fraction of the nodes, but all these nodes lie on short paths. As we will
see, the structural properties of the separators have several useful properties for the problems we are tackling.
More precisely, we will consider the so-called k-path separable graphs that Abraham and Gavoille introduced in
[AGo6]. Roughly speaking, a weighted graph G = (V, E, £) is k-path separable if the recursive removal of k
shortest paths results in connected components containing a constant fraction of the nodes. Moreover, a graph
G = (V, E) is universally k-path separable if it is k-path separable for every weight function £. Note that this
makes universal k-path separability a topological property rather than a property that depends on the weight

function. Abraham and Gavoille formalized this generic class of path separators as follows:

Definition 1.4 (Universally k-path Separable Graphs [AGo6, DG1o]). 4 weighted graph G := (V, E, £) with
n vertices is k-path separable, if there exists a subset of vertices S, called a k-path separator, such that:
1. S:=PoUP1UPU..., whereeach P; := {F;,, Py, ...} isaset of shortest paths in G\, _; Pj.
2. The total number of paths in S is at most k, i.e, Y p ¢ 5 |Pil < k.
3. Each connected component in G\ S contains at most % nodes.
4. Either G\ S is empty or k-path separable.
If G is k-path separable for any weight function £, we call G universally k-path separable. We will sometimes abuse
notation and use P;, € S when we refer to some path P;; € P;and P; € S.

Given their definition, a natural question is which graph classes are k-path separable. Clearly, all graphs
that have separators that consist of at most 7 vertices are trivially universally n-path separable. This follows
because every node can be seen as the shortest path to itself in any subgraph it is contained in. Notably, graphs
of bounded tree-width 7 have separators that consist of 7 nodes [RS86] and are therefore universally 7-path

separable as under any cost function on the edges, nodes are shortest paths to themselves. It holds:
Lemma 1.1 (Theorem 1 in [DG1o0]). 4 graph of treewidth T is universally T-path separable.

Further, due to Thorup, it is known that planar graphs are universally 3-path separable [Thoo4]. It holds:
Lemma 1.2 (Lemma 2.3 in [Thoo4]). A4 planar graph is universally 3-path separable.

The proof in [Thoo4] is based on the so-called fundamental-cycle method, which in every spanning tree
finds two tree paths whose removal disconnects the graph into smaller connected components. Similarly, if G
has an Euler-genus g, i.e., it can be embedded into a surface with genus g the following holds: There exists a cycle
A comprised of two shortest paths emanating at a common root, such that G'\ A has Euler-genus at most g—1.
This has been claimed in [AGG* 19a] based on a proof presented in [MTo1]. Thus, by iteratively removing

these cycles, we eventually end up in a graph of genus 0, i.e., a planar graph that is 3-separable Thus, it holds:

21



Lemma 1.3 (Corollary of Lemma 21 in [AGG ™" 19a]). A graph of Euler-genus g is universally O(g)-path sepa-

rable.

Finally, Abraham and Gavoille showed that every graph G := (V, E, ¢) that does not include a fixed clique
minor K, is universally k-path separable where k := f(r) depends only on 7 and not the size of G [AGo6]. It
holds:

Lemma 1.4 (Theorem 1 in [AGo6]). If G does not contain K, as a minor, then G is universally f(r)-path
separable. Here, f(r) is a_function that only depends on v and not on n

We note that f(r), albeit being a constant, is extremely large. Its concrete value is based on the Structure
Theorem of Seymour and Robinson [RSo3]. Their analysis is quite involved and stretches over a vast series of
papers and articles that lead to their result in [RSo3]. Moreover, due to its complexity, it is hard even to find an
asymptotic characterization of that number. In [LSZ20], it is described as a "tower of powers of 2 of height at

1000

most 5, with 7 on top”. We emphasize that this number very likely is too high for practical applications.

Nevertheless, it offers us theoretical insights.

Summing up, k-path separable graphs are a superclass of a large set of restricted graph classes. Thus, if we
develop an algorithm for universally k-path separable graphs whose runtime and output depend on k, we also
obtain novel results for planar graphs, graphs of bounded treewidth, and, most importantly, K -free graphs.

However, the dependence k might not be optimal for a specific class.

1.2.3 Basic TERMS FROM COMPLEXITY THEORY

For the most part, we express the complexity of our algorithms in the well-known O(-)-notation. However,
especially in the second part of this thesis, we will make heavy use of the O(-)-notation. Similar to the O(-)-
notation that suppresses constant factors, the O(-)-notation suppresses polylogarithmic factor. To be precise,

in the O(-)-notation, it holds:

f(n)€0O(g(n)) ©3Ing>0:3c>0:Yn>ng: f(n) <c-gn)
f(n) € Qg(n)) < Ing>0:3c>0:Yn>ng: f(n) >c-g(n)
f(n) € ©(g(n)) < (f(n) € O(g(n))) A (f(n) € Qg(n))

Whereas in the O(-)-notation, it holds:

f(n) €0(g(n)) & 3ng >0:3c>0:Yn>ng: f(n) <log*n-g(n)
f(n) € g(n)) © 3ng>0:3c>0:Yn>ng: f(n) > g(n)/log’n
f(n) € ©(g(n)) & (f(n) € Og(n)) A (f(n) € 2g(n)))

This notation is helpful when the g(n) is (asymptotically) much larger than log® n for any constant ¢ > 0.
For example when g(n) € Q(y/n). Further, many complex graph algorithms have runtime that depends on

some property P of the input graph. However, they often rely on using other algorithms in a black-box, and
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therefore, polylogarithmic factors quickly stack up and become increasingly hard to trace. Thus, it has become
more or less standard to use the O(-)-notation, which emphasizes the superlogarithmic factors of runtime,
i.e., to write O( P) instead of O(P - log® n) as it emphasizes the dependency on P, which is more interesting
from a theoretical standpoint. We will also follow this established convention. Of course, we acknowledge that
the hidden polylogarithmic factors make a significant difference in practice. Much more so than the hidden

constants in the O(+)-notation. However, we emphasize again that our goals are theoretical in nature.

1.2.4 Basic TERMS FROM PROBABILITY THEORY

Finally, this section establishes well-known bounds and tail estimates from probability theory that will be used
in all our results. First and foremost, we note that almost all of our algorithms are randomized. Therefore, they
have a small probability of failure, ..g., through taking a longer time, sending more messages, or producing a
false solution altogether. This raises the obvious question of what we consider a small or, conversely, a high
probability. To this end, recall that our algorithms are executed on a network with n nodes. We use the de-facto
standard measure for randomized algorithms and say that an event holds with high probability if it holds with
probability at least 1 — 1/n¢ for some ¢ > 1. In other words, the probability of failure is polynomially small in
n. That means the larger the networks get, the less likely it is to fail. Therefore, the success probability scales
with the size of the network. The concrete value of ¢ is a so-called tunable constant. Typically, it depends on the
algorithm’s message complexity and/or runtime, such that a larger message or time complexity can be traded
with a higher probability of success. In all of our algorithms, this relationship is exponential, so the constant
¢ can be hidden in the O(-)-Notation for a succinct notation. For example, if we write something like “zbe
algorithm requires O(T) time steps, w.b.p.”, we mean that “there is a constant ¢ > 1 such that algorithm requires
O(c - T') time steps with probability 1 — 1/n°.”

Having introduced this central concept, let’s continue with some useful tail estimates that we will use
throughout this thesis. The first bound is Markov’s inequality, which estimates the probability of a random

variable reaching a certain value based on its expectation. It holds:
Lemma 1.5 (Markov’s Inequality). Let X be a non-negative random variable and a > 0, then it holds:

E[X]

Pr[X > a] < (1.4)

While this inequality applies to various variables, it is not very precise. For more precise bounds, we heavily
use the well-known Chernoft bound, another standard tool for analyzing distributed algorithms. In particular,

we will use the following version:

Lemma 1.6 (Chernoff Bound). Let X = > | X forindependent distributed random variables X; € {0,1}
and B(X) < pg and§ > 1.

MH)

PriX > (1+d)un] < e (), (15)
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Sz'mz'larly,forE(X) > upand 0 < 6 < 1 we bave

52/%)

PrX < (1—8)uy] < e (5 (1.6)
Further, we use the union bound that helps us to bound the probability for many correlated events as long

as all these events have a very small probability of happening. It holds:

Lemma 1.7 (Union Bound). Let B := By, ..., By, bea set of m (possibly dependent) events. Then, the proba-
bility any of the events in B bappens can be bounded as follows:

m

Pr < ZPr[Bi} (1.7)
i=1

m
Us
=1

This bound is tremendously helpful when dealing with a polynomial number of bad events, say n“ many,
that do not happen with high probability, say 1 — n¢ for some tunable constant ¢. If we choose this constant
¢’ big enough, the union bound trivially implies that the probability of any bad event happening is n=<" for
aconstant ¢’ := ¢/ — c. Thus, if we can show that a specific event holds for a single node w.h.p., the union
bound implies that it holds for all nodes w.h.p. Due to this fact, we will often implicitly apply the union bound

when we consider a polynomial number of events.

1.3 MODEL(S)

This work presents and rigorously analyzes algorithms for modern communications networks like the Internet.
Therefore, it is of utmost importance to choose a suitable computational model that represents the properties
of such a network. This, of course, begs the question of precisely what these properties are. As we have es-
tablished in the introduction, there are many aspects to communication networks depending on the use case.
Let’s consider an algorithm that computes routes in the static backbone network to find the best paths between
data centers with dedicated physical connections to each other. This setup vastly differs from an algorithm in a
peer-to-peer network executed by possibly volatile end-user devices. Therefore, a catchem-them-all model that
combines all Jayers of the network is not the right choice. In this section, we will give an overview of the different

models used in this thesis that are tailored to our specific problem setups.

1.3.1 THE CONGEST anp LOCAL MODEL

In the classical CONGEST and LOCAL model[Peloo], we consider a static graph G = (V, E) that consists
of n nodes and m edges. Both these models aim to faithfully represent classical cable networks that, for exam-
ple, form the Internet’s backbone. Each node represents a stationary device like a server or data center. Each
edge represents a physical (cable) connection between two stationary devices. In both models, each node has
a unique identifier. We assume these identifiers consist of O (logn) bits, i.e., they are picked from some inter-
val [1,...,n°] for some ¢ € ©(1). Time proceeds in synchronous rounds. In each round, nodes receive //
messages sent in the previous round; they perform a finite computation based on their internal states and the

messages they have received so far; Finally, they send distinct messages to their neighbors in G. Thus, a node
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of degree deg(v) receives up to deg(v) distinct messages in the next time step. The only (yet very important)
difference between CONGEST and LOCAL lies in the size of these messages. In LOCAL, the size of the mes-
sages is unbounded. This allows for the design of algorithms in which all nodes continuously relay all messages
they have received thus far to their neighbors. That means, in £ rounds of communication, a node may learn
the complete state of its £-neighborhood. Therefore, LOCAL is a great model to prove lower bounds as it can
answer the question of what information is theoretically available to a node after £ rounds. However, this also
means that each node can learn the whole of topology of G and all nodes’ inputs with HD rounds. This implies
that every problem in LOCAL can be solved in at most HD time by first aggregating the topology and then let-
ting each node solve the problem locally. For large networks like the Internet, this approach does not scale as it
leads to large messages containing O(m log n) bits, i.e., the complete topology. In CONGEST, anode v € V/
may send a distinct message of size O(logn) to each neighbor in G3. Thus, a message may contain a node’s

identifier and a few more bits of information.

1.3.2 THE NCCj aAND P2P-CONGEST MODEL

Next, we present models for overlay networks. Recall that overlays are virtual networks built on top of other
networks, the so-called #nderlay. The underlay allows for point-point communication between two devices
based on identifiers. In particular, if the identifier of a device is known, the underlay allows anyone to send a
message to this device. This abstracts away the specifics and minutiae of the underlying network and reduces it
to a pure communication interface. The internet is classical for this type of network. Given the IP address of a
device, any device connected to the internet can (in principle*) send a message to it.

While many theoretical works consider algorithms for overlay networks, to the best of our knowledge, there
is no unified model with the same widespread adoption as CONGEST or LOCAL on dassical distributed
computing. However, nearly all models share some common concepts. Representative of these models, in this
work, we use the so-called NCC( model [ACC™ 20], which is a variant of the general Node-Capacitated Clique
(NCC) model for overlay networks [AGG T 19b], and the P2P-CONGEST model [GPRT20]. We have a fixed
node set V' with n nodes in both models. Each node v € V' has a unique identifier id(w), which is a bt string
of length O(log n). Further, time proceeds in synchronous rounds. We represent the network as a directed graph
G = (V, E), where there is a directed edge (u, v) € E if u knows id(v), i.e., it holds:

E := {(u,v) | uknowsid(v)}

Initially, all nodes are connected in a weakly connected graph G. If u knows id(v) in round 4, then it can send
a message to v that will be received at the beginning of round 7 + 1. New connections can be established by
sending node identifiers: if u sends id(w) to v, then v can establish an edge (v, w). We restrict the size of a
message to O(log n) bits, which allows a message to carry a constant number of identifiers.

Again, the crux of the different models is the number of messages each node can send in each round. As

each node represents a simple device connected to the Internet, we cannot expect to be able to send a massive

3Some works relax this to O(1) bits, which is still a far cry from O(m logn).
+Of course, in practice, one needs to account for NATs and Firewalls, but we do not consider this due to the theoretical nature of this
work.
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amount of data in a single step. Thus, we need to limit the total number of messages each node can send and
receive in each round to obtain a faithful model.

In the NCCy model, if a node receives more than O(log n) messages, an arbitrary subset of these messages
is dropped. Our algorithms will 7oz exploit this and ensure that O(log ) messages are received. The bound of
O(logn) is arguably a natural choice, preventing algorithms from being needlessly complicated while ensuring
scalability. In the P2P-CONGEST model, each node v € V can send O(deg(v) log n) messages where d(v)
is its degree in the initial overlay G. For high degrees, this, to a certain extent, juxtaposes the idea that a node
has limited sending capabilities. However, from a theoretical point of view, this allows us to more easily design
algorithms that work on a7y initial topology without considering the initial degrees and finding workarounds
for high degree nodes. This makes it easier to explain the core idea behind some algorithms. Further, note that
for some problems, a node st send or receive a message to or from all its neighbors in G. If the initial graph

has a constant degree, both models are equivalent.

1.3.3 THE HYBRID MODEL

Finally, we note that there are modern networks that may not strictly fall into either of the categories sketched
above. Consider, for example, so-called wireless sensor networks. These are networks of minimalistic devices,
so-called sensor nodes, equipped with sensors that monitor their environment. The sensors record conditions
such as temperature, sound, or pressure. Further, each device can communicate with nearby devices via wireless
communication. This allows them to aggregate the recorded data and perform various other tasks to maintain
the network without central control. This network could be modeled as a graph G := (V, E), where each
node v € V represents a device and each edge {v,w} € E signals that the two endpoints are in each other’s
communication range. We can then use CONGEST or LOCAL to model the communication in this graph.
However, given the ubiquitous availability of an internet connection through sG and satellite uplinks, a net-
working device may have access to the internet via a separate antenna. Therefore, they can also send messages
to other devices using the internet. Given that some IP addresses of other devices are known, this type of com-
munication can be represented through the NCCy model. Thus, the communication in these networks can
be modeled as a mix of the previously mentioned models. The list of distributed systems that leverage multiple
communication modes does not end here. For instance, hybrid data center networks employ both high-speed
optical or wireless circuit switching technologies and traditional electronic packet switches to improve through-
put [FPR* 10, HKP* 11]. Organizations can also use dynamic multipoint VPNs or so-called hybrid WANS to
supplement their internal network with connections via the Internet [TBKC18].

The HYBRID model was introduced in [AHK " 20a] as a means to study such distributed systems that
leverage multiple communication modes of different characteristics. In particular, the HYBRID model con-
siders networks with so-called Jocal and a global modes. In the Jocal communication mode, nodes have a large
bandwidth. However, communication is restricted to edges of a (static) graph G. Further, they possess a global
communication mode where, in principle, any two nodes may communicate. Still, very little such communica-
tion can take place per unit of time. More precisely, the /oca/ communication mode is modeled as a connected
graph, in which each node is initially aware of its neighbors and is allowed to send a message of size A bits to

each neighbor in each round. In the global communication mode, each round, each node may send or receive
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<y bits to/from every other node. An arbitrary subset of messages is dropped if any restrictions are violated in a
given round. Again, our algorithms will never exploit this and ensure that no messages are dropped.

In this thesis, we consider a weak form of the HYBRID model. In the first part where we want to optimize
runtimes down to logarithmic factor, we set A € O(logn) and v € O(log® n). In the second part where the
logarithmic factors in the runtime are less important, we set A € O(logn) and v € O(log® n), which corre-
sponds to the combination of the classic distributed models CONGEST as local mode, and NCCy presented
as global mode. The latter is the typical setup for the global mode that is used in most works on the topic. Note

that some previous papers that consider hybrid models use A = o0, i.e., the LOCAL model as local mode.
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Overview of Part |

In this part of the thesis, we consider algorithms for overlay networks in the NCCy, P2P-CONGEST, and
HYBRID models. The main result presented in this part is an algorithm for the fast construction of overlays

from any initial configuration. This algorithm was previously published in the following conference article:

Thorsten Gotte, Kristian Hinnenthal, Christian Scheideler, and Julian Werthmann. Time-optimal con-
struction of overlay networks. In Avery Miller, Keren Censor-Hillel, and Janne H. Korhonen, editors,
PODC ’21: ACM Symposium on Principles of Distributed Computing, Virtual Event, Italy, July 26-3o,
2021, pages 457—-468. ACM, 2021

Furthermore, we present several application of this algorithm which use the algorithm to solve a variety of other
problems. Most of the additional results were part of the corresponding journal publication of the conference

paper, namely

Thorsten Gétte, Kristian Hinnenthal, Christian Scheideler, and Julian Werthmann. Time-optimal con-

struction of overlay networks. Distributed Comput., 36(3):313—347, 2023

The remainder of this part is structured as follows. This introductory chapter gives an overview and a dis-
cussion of all results that we present in this part. The main result is the construction of an overlay of logarithmic
degree and diameter in O(logn) time. The corresponding algorithm is presented in Chapter 2. For an easier
presentation, the algorithm is stated in the P2P-CONGEST model where a node’s communication capabilities
scale with its initial degree. In Chapter 3 we extend to algorithm to the HYBRID model where the communi-
cation is more limited. We then present three applications in the HYBRID model: For an (undirected) graph
G with arbitrary degree, we show how to compute connected components (cf. Chapter 3), a spanning forest
(cf. Chapter 4), and a maximal independent set (cf. Chapter ). For each result, we present a short summary
of the main algorithmic ideas and the main challenges of the analysis. We conclude the part by presenting some
related work and open issues in Chapter 6.

Note that the journal article [GHSW23] contained a fourth additional result on identifying biconnected
components. However, Julian Werthmann conceived and wrote the algorithm in its entirety as part of a seminar
(supervised by Kristian Hinnenthal). Therefore, it is not part of this thesis. As for the other results, the author
was involved in designing the algorithms, conceiving the analysis, and writing the journal article that is the basis

for this chapter.
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1t is either easy or impossible.

Salvador Dali

Time-Optimal Construction Of Overlays

Our first contribution is constructing an overlay network of diameter O(log n) in O(log ) rounds in the P2P-
CONGEST model starting from an arbitrary initial state. If the initial overlay’s degree is constant, the algorithm
also works in the NCC model. We present a generalization to the HYBRID model in the next chapter. Note
that O(logn) rounds is the worst-case lower bound for the problem: If the nodes initially form a line, it takes
O(log n) rounds to reduce the diameter to O(log n), even if every node could introduce all of its neighbors to
each other in each round. To see this, consider the two endpoints of the line. Initially, their distance is 7 and in
every step it reduces by at most a constant factor, even if the nodes had umlimited communication capacities.

The concrete topology we are constructing is a so-called well-formed tree, which is a rooted tree of degree
O(log n) and diameter O(log n) that contains all nodes of G. We chose this structure because any well-behaved
overlay of logarithmic degree and diameter (e.g., butterfly networks, path graphs, sorted rings, trees, regular
expanders, De Bruijn graphs, etc.) can be constructed in O(log ) rounds, w.h.p., starting from a well-formed
tree. We present an algorithm that constructs such a tree in O(logn) time, w.h.p., in the P2P-CONGEST
model. Inaddition to their initial neighborhood, we only assume that all nodes know an approximation of log n,
i.e., a very loose polynomial upper bound on n, the number of nodes. This is a mild assumption. Alternatively,
the algorithm can be started with geometrically increasing guesses for log 7.

Before the publication of this result, the best known algorithm took O(IogB/ %) time, w.h.p. [GHS19b].
However, to the best of our knowledge, there was no O(log n)-time algorithm that can construct a well-defined
overlay with logarithmic communication for any topology. Our result finally closed the gap and presented the
first algorithm that achieves these bounds, w.h.p. It does so by using a radically different approach, arguably
simpler than existing solutions. All of the previous algorithms (i.e., [AACT o5, AWo7, GHSS17, GHS19b,
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GPRT20]) essentially employ the same high-level approach to alternatingly group and merge so-called supern-
odes (i.c., sets of nodes that act in coordination) until only a single supernode remains. However, these su-
pernodes need to be consolidated after being grouped with adjacent supernodes to distinguish internal from
external edges. This consolidation step makes it difficult to improve the runtime further using this approach.
Thus, instead of arranging the nodes into supernodes (and paying a price of complexity and runtime for their
maintenance), we establish random connections between the nodes by performing short constant length random
walks. Each node starts a small number of short random walks, connects itself with the respective endpoints,
and drops all other connections. Then, it repeats the procedure on the newly obtained graph.

The approach is based on classical overlay maintenance algorithms for #nstructured networks such as, for
example, [LSo3] or [GMSo4] as well as practical libraries for overlays like JXTA [OGo2] where the connection
are established via random walks. Note that our analysis significantly differs from [LSo3] and [GMSo4] as
we do not assume that nodes arrive one after the other. Instead, we assume an arbitrary initial graph with
possibly small conductance. Using novel techniques by Kwok and Lau [KL14] combined with elementary
probabilistic arguments, we show that short random walks incrementally reduce the conductance of the graph.
Once the conductance is constant, the graph’s diameter must be O(logn). Note that such a graph can easily
be transformed into many other overlay networks, such as a sorted ring, e.g., by performing a BFS and applying
the algorithm of Aspnes and Wu [AWo7] to the BFS tree o7 by using the techniques by Gmyr et al. [GHSS17]

Altogether, we show the following theorem:

Theorem 1. Time-Optimal Construction of Overlays (PzP-CONGEST)

Let G = (V,E) be a weakly connected directed graph and suppose each node knows values
L, A € ©(logn). Then, there is a randomized algorithm in the P2P-CONGEST model that constructs
a well-formed tree in O(L) rounds, w.h.p. Each node sends at most O(deg(v)A) messages per round,

w.h.p.

Note that we coxld use techniques from [GHSS17] or [AWo7] to further refine our constructions and to
reduce the degree of the well-formed tree to O(1). However, since the main focus of our algorithm is the novel
idea of using random walks, we omit further details here and refer the reader to [GHSS17] and [AWo7]. The
remainder of this chapter the structured as follows. In Section 2.1, we describe our main algorithm. In Section

2.2 we establish some basic combinatorial lemmas that will be central to our analyis, which we present in Section

2.3.

2.1 THE OVERLAY CONSTRUCTION ALGORITHM

In this section, we present our algorithm to construct a well-formed tree in O(logn) time, w.h.p., and give the
proof to establish the correctness of Theorem 1. To the best of our knowledge, our approach is different from
all previous algorithms for our problem [ASo3, AWo7, GHSS17, GHS19b] in that it does 7oz use any form of
clustering to contract large portions of the graph into supernodes. On a high level, our algorithm progresses

through O(logn) iterations, where the next graph is obtained by establishing random edges on the current
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graph. More precisely, each node of a graph simply starts a few random walks of constant length and connects
itself with the respective endpoints. The next graph only contains the newly established edges. We will show
that after O(logn) iterations of this simple procedure, we reach a graph with diameter O(logn). One can
easily verify that this strategy does not trivially work on any graph, as the graph’s degree distributions and other
properties significantly impact the distribution of random walks. However, as it turns out, we only need to
ensure that the initial graph has some #ice properties to obtain well-behaved random walks. More precisely,

throughout our algorithm, we maintain that the graph is benign, which we define as follows.

Definition 2.1 (Benign Graphs). Let G := (V, E) be a simple undirected graph and A € Q(logn) and
A > 64A be two values (with big enough constants hidden by the Q-Notation). Then, we call G benign if and
only if it has the following three properties:

1. (G is A-regular) Every node v € V has exactly A in- and outgoing edges (which may be self-loops).
2. (G islazy) Every nodev € V bas at least 1/2/\ self-loops.

3. (G bas a N-sized minimum cut) Every cut c(S, S) with S C 'V bas at least A\ edges.

The properties of benign graphs are carefully chosen to be as weak as possible while still ensuring the correct
execution of our algorithm. A degree of A € Q(logn) is necessary to keep the graph connected. If we only had
aconstant degree, a standard result from random graphs implies that, w.h.p., there would be nodes disconnected
from the graph when sampling new neighbors. If the graphs were not lazy, many theorems from the analysis
of Markov chains would not hold as the graph could be bipartite, which would greatly complicate the analysis.
This assumption only slows down random walks by a factor of 2. Lastly, the A-sized cut ensures that the graph
becomes more densely connected in each iteration, w.h.p. In fact, with constant-sized cuts, we cannot easily
ensure this property when using random walks of constant length.

We will now describe the algorithm in more detail. Recall that throughout this section, we will assume the
P2P-CONGEST model. Further, we assume that the initial graph G has maximum degree A and is con-
nected. Given these preconditions, the algorithm has four input parameters £, A, A, and L known to all nodes.
Recall that L € ©(logn) is an upper bound on log n and determines the runtime. The value ¢ € (1) denotes
the length of the random walks, A € O(logn) is the desired degree, and A € O(logn) denotes the (approxi-
mate) size of the minimum cut. All of these parameters are tunable and the hidden constants need to be chosen
big enough for the algorithm to succeed, w.h.p. In particular, the value of A will determine the success proba-
bility. We discuss this in more detail in the analysis. Finally, we emphasize that A is the degree of the initial
graph G and A € O(logn) is the degree of the graph created by the algorithm.

Our algorithm consists of three stages. In the first stage, we ensure that the initial graph is benign by adding
additional edges to each node. In the second stage, which is the main part of the algorithm, we continuously
increase the graph’s conductance to random walks while assuring thatit stays benign. Finally, in the last stage, we
exploit the graph’s logarithmic diameter to construct a well-formed tree in O(log ) time. This phase primarily

uses techniques from [ASo3, AWo7, GHSS17, GHS19b]. We now describe each phase in more detail.

(STEP 1) INITIALIZATION: Before the first iteration, we need to prepare the initial communication graph to

comply with parameters A and A, i.e., we must turn it into a benign graph. W.l.o.g., we can assume that G is
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a simple bidirected graph. Otherwise, all of its multi-edges can be merged into a single edge, and all directed
edges (v, w) € E can be bi-directed by sending v’s identifier to w. Next, we deal with the graph’s regularity.
Arguably, the easiest way to turn a graph of maximum degree A into regular graph is adding A — deg(v)
self-loops to each node v € V/, so all nodes have the same degree. However, this is not possible, as in our
model, each node can only send and receive O (deg(v) logn) messages per round, which might be lower than
Ag. Thus, we need another approach. Instead, we use the concept of virtual nodes V', which are simulated
by the nodes of graph G. A virtual node v’ € V' is simulated by v € V and has its own virtual identifier of
size O(logn). This virtual identifier consists of the original node’s identifier combined with a locally unique
identifier. For the simulation, any message intended for v’ will first be sent to v (using v’s identifier) and then
locally passed to v’. Given this concept, we show that the node in graph G := (V, E) can simulate a graph
G’ = (V',E’) with |V’| = 2|E| that only consists of virtual nodes and edges between them. We construct

V"’ through the following process:

1. First, For each edge {v, w} € E both v and w create and simulate virtual nodes v and w’ and add them

toV'.

2. Second, v and w connect the virtual nodes v’ and w’ via an edge {v’, w'} by exchanging the respective

identifiers. This ensures that for each edges (v, w) € E, thereis an edge (v, w') € E'.

3. Finally, all virtual nodes of a real node v are connected in a cycle. For this, v first sorts its virtual nodes

in an arbitrary order v/, ..., v )" Then, it adds bidirected edges between v1 and vgeg(,,) and every

!
deg(
consecutive pair of nodes in the order.

The resulting graph G’ is connected and each node v € V” has at most 3 edges. To be precise, it has exactly
one edge to another virtual node w’ € V' simulated by v # w € V and at most two connections to the
predecessor and successor in the cycle of virtual nodes simulated by v. Further, each original node simulates
exactly deg(v) virtual nodes, so as long as each virtual node receives at most O(log ) messages (which is the
case in our algorithm), this is possible in our model. Later, we will show how to revert the simulation and
obtain a well-formed tree for the original node set V.

Given that the graph is regular, we need to increase its degree and minimal cut. Since the input graph has
a maximum degree of 3, this is quite simple as we can assume 6A < A by choosing A big enough. Given this

assumption, the graph can be turned benign in 2 steps:

1. First, all edges are copied A times to obtain the desired minimum cut. After this step, each node has at

least A edges to other nodes and at least A edges cross each cut.

2. Then, each node adds self-loops until its degree is A and each node has % self-loops. As we chose 6A <
A, this is always possible.

Thus, the resulting graph is benign. Further, note that the resulting graph is a multi-graph while G is a simple
graph.
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(STEP 2) CONSTRUCTION OF A Low DIAMETER OVERLAY: Letnow Gy = (V’, Ej) be the resulting be-
nign graph. The algorithm proceeds in iterations 1, ..., L. In each iteration, a new communication graph
G; = (V',E;) is created through sampling % new neighbors via random walks of length £. Each node
v € V' creates % messages containing its own identifier, which we call tokens. Each token is randomly for-
warded for £ rounds in G;. More precisely, each node that receives a token picks one of its incident edges in
G'; uniformly at random and sends the token to the corresponding node.” This happens independently for
each token. If v receives less than %A tokens after £ steps, it sends its identifier back to all the tokens’ origins
to create a bidirected edge. Otherwise, it picks %A tokens at random (without replacement)*. Since the ori-
gin’s identifier is stored in the token, both cases can be handled in one communication round. Finally, each
node adds self-loops until its degree is A again. The whole procedure is given in Figure 2.1 as the method
CREATEEXPANDER(G, ¢, A, A, L). The subroutine MAKEBENIGN(Go, £, A, A) add edges and self-loops to

make the graph comply with Definition 2.1 (i.e., it implements the first stage). Our main observation is that

~

CrEATEEXPANDER(Gy, ¢, A, A, L):
Each node v € V” executes:

1. By «—MakeBeNIGN(Gy, 4, A, A)
2. Fori =0,...,L:

(a) Create 2/8 tokens that contain v’s identifier and store them in 7.

(b) Forj=1,...,¢
Independently send each token from 7’ along a random incident edge in G; =
(V' E;).
Store all received tokens in the buffer T5.

(c) Pick (up to) 32/8 tokens w1, . . ., was from Ty without replacement.

(d) Createedges Eit1 := {{v,w1},...,{v, wa’}} by sending v’s identifier to each w;.

(e) Add self-loops {v,v} to E; 11 until |E; 11| = A.

Figure 2.1: Pseudocode for the CreateExpander algorithm that turns any initial overlay into an expander.

after L = O(log n) iterations, the resulting graph G 1, has constant conductance, w.h.p., which implies that its
diameter is O(log ). Furthermore, the degree of G, is O(A) by construction. Finally, if we add any virtual
nodes in the first stage, we can now merge them back into a single node (with all connections of all its virtual
nodes). For this, we simply transform each edge (v',w") € E between two virtual nodes v, w’ to an edge
(v, w) between two original nodes v, w € V. This produces a graph with the same degree distribution as G
and can only decrease the diameter further. In particular, the degree of node v € V' in the resulting graph is
O(degg (v) - A) which is within O(degg (v) - logn) as A € O(logn). Following this argument, the resulting
graph has degree O(A¢ - logn). We denote this graph as G, .

"We will show that each node only sends and receives at most O(A) tokens in each round, w.h.p.
*We will see, however, that this case does not occur w.h.p.

39



(STEP 3) FINALIZATION: To obtain a well-formed tree Tz, we perform a BFS on G/, starting from the node
with the lowest identifier. Since a node cannot locally check whether it has the lowest identifier, implementing
this step is slightly more complex. The algorithm proceeds for L € O(logn) rounds. In the first round, every
node creates a token message that contains its identifier. Then, it sends the token to all its neighbors. For all
remainingrounds 1, . .., L, every node that receives one or more tokens only forwards the token with the lowest
identifier to all its neighbors and drops all others. Since the graph’s diameter is O(log n), all nodes must have
received the lowest identifier at least once after these L € O(log n) rounds. Finally, each node v marks the edge
(v, w) over which it first received the token with the lowest identifier. Ties can be broken arbitrarily. If the node
itself has the smallest identifier, it does not mark any edge. All marked edges then constitute a tree I with degree
O(Ag - logn) and diameter O(log n). Note that this process requires O(degg (v) - log n) messages per node
and round, as each node sends at most one token to all its neighbors per round. To transform this tree T" into a
well-formed tree, we perform the merging step of the algorithm of [GHSS17, Theorem 2]. This deterministic
subroutine transforms any tree into a well-formed tree of degree O(log n) in O(logn) rounds.

To make this thesis self-contained, we sketch the approach of [GHSS 17, Theorem 2] in the remainder: The
algorithm first transforms 7" into a constant-degree child-sibling tree [AWo7], in which each node arranges its
children as a path and only keeps an edge to one of them. For each inner node w € V letwy, .. ., Waeg gy, (w)-1
denote its children in 7" sorted by increasing identifier. Now w only keeps the child with the lowest identifier
and delegates the others as follows: Each w; € N (w) with ¢ > 1 changes its parent to be its predecessor w;_1
on the path and stores its successor w; 11 as a sibling (if it exists). In the resulting tree, each node stores at most
three identifiers: a parent and possibly a sibling and a child. Since we can interpret the sibling of a node as a
second child, we obtain a binary tree. This transformation takes O(1) rounds and requires O(degg (v) - logn)
communication as each node v needs to send two identifiers to its children.

Note that the tree’s diameter has now been increased by a factor of O(A¢ - logn). Based on this binary
tree, we construct a ring of virtual nodes using the so-called Euler tour technigue (see, e.g., [TV8s, GHSS17,
FHS20]). Consider the depth-first traversal of the tree that visits the children of each node in order of increasing
identifier. A node occurs at most three times in this traversal. Let each node act as a distinct virtual node for
each such occurrence and let & < 3n be the number of virtual nodes. More specifically, every node v executes

the following steps:

1. v creates virtual nodes v°, . . ., v4¢(") =1 where v" has the virtual identifier id(v?) := v o 4. Intuitively,
the node v° corresponds to the traversal visiting v from its parent. Analogously, each v is the visit from

deg(v)—1 deg(w)—1

2. v sends the identifier of v° and v to its parent. Note that v% and v may be the same

virtual node if v has no children.

d -1 . . . . . .
ieg(w) be the identifier received from w;, i.e., the i*" child of v. Then v sets w? as the
deg(w)—

%

3. Letw? and w

;- 1 } - )
successor of '~ and w as the predecessor of v*. In other words, v* L and v* are connected to

the first and last virtual node of w;.

4. Finally, each virtual node introduces itself to its predecessor and successor.
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Therefore, the nodes can connect their virtual nodes into a ring in O(1) rounds by sending at most two mes-
sages per edge in each round. Next, we use the Pointer jumping technique (see, e.g., [TV8s, GHSS17, FHS20])
to quickly add chords (i.e., shortcut edges) to the ring. To be precise, the virtual nodes execute the following

protocol for L € O(logn) rounds:

1. Letlp and 7 be the predecessor and successor of v in the ring. In the first round of pointer jumping, v

sends [ to 7 and vice versa.

2. Inround ¢ > 0, each node receives an identifier [;_; and r;_ sent in the previous round. It sets [; to
the identifier received from {;_; and r; to the identifier received from ;1. Finally, it sends {; to 7; and

vice versa.

A simple induction reveals that the distance between these neighbors (w.r.t the ring) doubles from round to
round (until the distance exceeds the number of virtual nodes k). Based on this observation, it is not hard
to show that after the L rounds, the graph’s diameter has reduced to O(log n) while the degree has grown to
O(logn). A final BES from the node of the lowest identifier then yields our desired well-formed tree Tz, which
concludes the algorithm.

With further techniques that exploit the structure of the chords, the degree can be reduced to 6. For details,
we refer to [GHSS17, Theorem 2]. Another possibility to achieve a constant degree is the algorithm by Aspnes
and Wu [AWoy]. This algorithm requires a graph of outdegree 1 — which simply is a by-product of the BFS
— and requires O(W + logn) time, w.h.p. The term W denotes the length of the node identifiers, which is
also O(logn) in our case. Although the algorithm is simple, elegant, and has the desired runtime, we do not
use it as a black box as it would lead to problems with some applications. We need to create a well-formed tree
for subgraphs with n’ < n nodes for some of the applications and require that the runtime is logarithmic in
n’ and not n. Without additional analysis, the algorithm by Aspnes and Wu would still take O(logn) time,

w.h.p., whereas the approach sketched above always finishes in O(logn’) time.

2.2 MATHEMATICAL PRELIMINARIES FOR THEOREM I

In this section, we establish some mathematical preliminaries that we require for the analysis of our algorithm.
First, we present some results on random walks on regular graphs. Second, we present a variant of the union

bound that helps us when considering a superpolynomial number of events.

2.2.1 RANDOM WALKS ON REGULAR GRAPHS

In this section, we observe the behavior of (short) random walks on regular graphs and establish useful defini-
tions and results. Starting with the most basic definition, a random walk on a graph G := (V, E) is a stochastic
process (v;),cy that starts at some node vg € V' and in each step moves to some neighbor of the current node.
If G is A-regular, the probability of moving from v to its neighbor w is e(v;w)/A. Here, e(u, w) denotes the
number of edges between © and w as G is a multigraph. We say thata A-regular graph G (and the corresponding
walk on its nodes) is Jazy if each node has at least % self-loops (and therefore a random walk stays at its current

node with probability at least 1/2 in each step). Further, we define G¢ := (V,, E;) to be the ¢-walk graph of G,
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i.e., G is the multigraph where each edge (v, w) € Ej corresponds to an ¢-step walk in G. Note thata walk can
visit the same edge more than once, so G must be a multigraph. For v, w € V let X! (w, G) be the indicator
for the event that an (-step random walk in G' which started in v ends in w. Analogously, let X! (w, G¥) be
the indicator that a 1-step random walk in G* which started in v ends in w. If we consider a fixed node v that is
clear from the context, we may drop the subscript and write X ! (w, G*) instead. Further, let P(v, w) be the
exact number of walks of length £ between v and w in G. Note that it holds P; (v, w) = e(v, w). Given these

definitions, the probability to move from v to w in G* is given by the following lemma:
Lemma 2.1. Let G be a A-regular graph and G its L-walk graph for some £ > 1, then it holds:

Pr[X ! (w,G")] = Pr[X(w,G)] = PZ(Z;“’) (2.1)

Proof. The statement can be proved via an induction over £, the length of the walk. For the base case, we need
to show that 1-step random walk in G is equivalent to picking an outgoing edge in G' := G uniformly at
random. This follows trivially from the definition of a random walk. Now suppose that performing an (£ —1)-
step random walk in G is equivalent to performing a 1-step walk in G* 1. Consideranode w € V andlet N,

denote its neighbors in G and witself. By the law of total probability, it holds:

Pr(X‘(w,G)=1] := Y Pr[X7'(u,G) =1] - Pr[X (w0, G) =1 X'(u,G) =1]  (22)
UE Ny

Using the induction bypothesis we we can substitute Pr[ X~ (u, G) = 1], the probability of a £ — 1-step walk
in G, for Pr[ X! (u, G*~1) = 1], the probability of single step in G*~!, and get:

Pr(Xf(w,G)=1]:= > Pr[X"'(u,G)=1] - Pr[X‘(w,G)=1|X"'(u,G) =1] (23)

UE Ny
Pr_q1(v,u _
= Z %A).pr[xf(w,g):ﬂX‘f "(u,G) =1] (24)
UE N,

Recall that G is 2 multigraph, and there can be more than one edge between each v and w and e(u, w) denote
the number of edges between w and w for every u € N,,,. Since we defined that w € N, the value e(w, w)
counts w’s self-loops. Since G is A-regular, the probability that a random walk at node u moves to w is exactly
w. Back in the formula, we get:
’ Pr_i(v,u) 0 -1
Pr[X‘(w,G) =1] = W~Pr[X (w,G) =1 X"Hu,G) =1] (2.5)
UE Ny,

Py (v,u) e(u,w 1
= gAle(—l ) (A ):y Y Pra(v,u) - e(u,w) (2.6)
UENy, UE Ny

42



Finally, note that ), oy Pr—1(v,u) - e(u, w) counts all paths of length exactly £ from v to w in G. This
follows because each path P := (eq, . .., €/) from u to w can be decomposed intoa path P’ := (e, ..., ep_1)
of length £ — 1 to some neighbor of w (or w itself) and the final edge (or self-loop) e,. Thus, it follows that:

Pr[Xe(w,G) =1] = & Z Py (v,u) - e(u,w) = Pg(z,ew) = Pr[Xl(w,Gz) =1] (2.7)

UE Ny

This was to be shown.

O

In other words, the multigraph G* is A’-regular and has edge (v, w) for every walk of length £ between v
and w.
We further need two well-known facts about the conductance. First, we see that we can relate the minimum

conductance of a A-regular graph to its minimum cut. It holds:

Lemma 2.2 (Minimum Conductance). Let G := (V, E) be any A-regular connected graph with minimum cut
AN > 1. Then forall 6 € (0, 1] it bolds:

(I)(;(G) > 2A

ENTS (2.8)

Proof. Consider the set S with | S| < 22 that minimizes ®(S”) among all sets | S| < $n. Then, it holds by
the definition 5(G), S and A that:

Os
P5(G) = min ®(5) = P(9) = —= 2.9
6( ) S’CV,|S’|§6|;/‘ ( ) ( ) A|S‘ ( )
205 1)
> — < = .
AN >As|S| < 5" (2.10)
2A
> — > .
Z Ao >As|Og| > A (2.11)
O

Second, we show that a constant conductance implies a logarithmic diameter if the graph is regular. It holds:

Lemma 2.3 (High Conductance implies Low Diameter). Ler G := (V, E) be any lazy bi-directed A-regular
graph with conductance ®, then the diameter of G is at most O(®~2 logn).

Proof. We will prove this lemma by analyzing the distribution of random walks on G. Letv,w € V be two
nodes of G and let £ > 0 be an integer. We denote p(v, w) € [0, 1] as the probability that an £-step random
walk that starts in v, ends in w. Note that p‘(v,w) > 0 implies that there must exist path of length £ from v
to w. Following this argument, if it holds p* (v, w) > 0 for all pairs v, w € V/, then the graph’s diameter must
be smaller or equal to £. Thus, in the following, we will show that for ¢ € Q(®5? logn) we have p* (v, w) > 0

for all pairs of nodes. First, we note that a sharp upper bound on the probabilities also implies a lower bound.
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Claim 1. Letv € V be a node with pé(v, w) < % + n—lzforﬂllw € V. Then, it holds

L

piv,w) > =

(2.12)
n

Proof. As each random walk must end some node w € V, we have:

Z pz(v,w) =1 (2.13)

weV

Together with our upper bound of % + #, we can now derive the following lower bound

Pow=1- 3 pew>1- 3 (;+;) (214)

u€V\{w} ueV\{w}
-1 -1 1 1 1 1
:1—(” +n2>: —(1—+— 2)22 (2.15)
n n n o n o n n

O

Thus, a low enough maximal probability implies a positive lower bound. Our next goal is to find such a
precise upper bound. We will use well-known concepts from the analysis of Markov chains to do this. We

define 7w := (7, ),y as the stationary distribution of a random walk on G. For any A-regular graph, it holds:

dy A 1

™ =1E = An n

(2.16)

For a connected, bidirected, non-bipartite graph, the distribution of possible endpoints of a random walk con-

verges towards its stationary distribution. For a fixed ¢, we define the relative pointwise distance as:

! _
pc(f) ;== max {p(v,w)ﬂ'u,} (2.17)

v,weV Tw

This definition describes how far the distribution is from the stationary distribution after £ steps. Given this

definition, it is easy to see that the following claim holds:

Claim 2. Suppose that pi;(0) < %, then it holds for all v, w € V that

1 1
P (o, w) < = + — (2.18)
n o on
Proof. For contradiction, assume that the statement is false. Then, there is a pair v/, w’ € V with
1 c
Py = =+ 5 (2.19)
non
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for some ¢ > 1. Further, it must hold that

4 _ Lo 2\ _
pa(f) := max {p (v, w) Ww} > P W) = Tow (2.20)
FCQ
T

v,weV Tw
owi ! 1 1
P W) =
= T =
n

> % > pa(0). (2.21)

This is the desired contradiction. O

Thus, we will determine an upper bound for pi(¢) in the remainder. In an influential article, Jerrum
and Sinclair proved that relative pointwise distance after £ steps is closely tied to the graph’s conductance. In

particular, they showed that:

Lemma 2.4 (Theorem 3.4 in [SJ89], simplified). Let G be lazy, regular, and connected. Further, let m be its
stationary distribution of a random walk. Then for any node v € V, the relative pointwise distance satisfies
o2, ¢
)

pc () < L

e (2.22)

With m* := maxyey {7y}

In the original lemma, the underlying Markov chain must be ergodic, i.e., every state is reachable from every
other state, and time-reversible, i.e., it holds p’ (v, w) = p(w, v). The first property is implied by the fact that
the graph is connected, so every node is reachable. The latter follows from the facts that the graph is bi-directed

e(v,w) _ e(w,w) _

and regular, so it holds p; (v, w) = =3~ = =x= = p1(w,v). Further, note that for our graph, we have

T = % Plugging this and ¢ := 4p—2 log n in the formula, we get:

(1 - %)e 20" P2\ 425" logn
i< CF) Y (o) o
Ty
1
< pe2logn < (2.24)
n

Here, Inequality (2.24) follows from the well-known fact that (1 — 1/2)* < /e forany & > 1.5, which clearly
holds as <I>2G < 1. Thus, following Claims 1 and 2, all probabilities are strictly positive after £ steps of the

random walk and the diameter must be smaller £. O

For our analysis, it will be crucial to observe the (small-set) conductance of G* for a constant £. However,
the standard Cheeger inequality (see, e.g., [Sin12] for an overview) that is most commonly used to bound a
graph’s conductance with the help of the graph’s eigenvalues does not help us in deriving a meaningful lower
bound for ®e. In particular, it only states that e = O(¢DZ,). Thus, it only provides a useful bound if
¢ = Q(®;"), which is too big for our purposes, as (@) is only constant if @ is constant. More recent
Cheeger inequalities shown in [LGT14] relate the conductance of smaller subsets to higher eigenvalues of the

random walk matrix. At first glance, this seems helpful, as one could use these to show that at least the small sets
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start to be more densely connected and then, inductively, continue the argument. Still, even with this approach,
constant length walks are out of the question as these new Cheeger inequalities introduce an additional tight
O(log n) factor in the approximation for these small sets. Thus, the random walks would need to be of length
Q(logn), which is still too much to achieve our bounds. Instead, we use the following result by Kwok and
Lau [KL14], which states that ® e improves even for constant values of £. Given this bound, we can show
that benign graphs increase their (expected) conductance from iteration to iteration. In the following, we prove

Lemma 2.5 by outlining the proofs of Theorem 1 and 3 in [KL14]. It holds that:

Lemma 2.5 (Conductance of G, Based on Theorem 1 and 3 in [KL14]). Let G = (V, E) be any connected
A-regular lazy graph with conductance ® ¢ and let G be its l-walk graph. Foraset S C G define ® e (S) as
the conductance of S in GL. Then, it bolds:

e (S) > mln{ —Vio(@ )} (2.25)

2740

Further, if |S| < dn forany § € (0, 3], we have

D (S) > mm{ —VIDy5(G )} (2.26)

47 40

Proof. Before we go into the details, we need another batch of definitions from the study of random walks and
Markov chains. Let G := (V, E) be a A-regular, lazy graph and let A € R™*" the stochastic random walk

matrix of G. Eachentry A (v, w) in the matrix has the value lv.w)

where e(v, w) denotes the number of edges
between v and w (or self-loops if v = w). Likewise Ag is the random walk matrix of G* where each entry has
value P[(v w) . Note that both Az and A are doubly-stochastic, meaning that their rows and columns sum
up to 1. For these types of weighted matrices, Kwok and Lau define the expansion ¢(S) of a subset S C V as

follows:

Z Ac (v, w) (2.27)

UES weS

For regular graphs (and on/y those), this value is equal to the conductance ®;(S) of S, which we observed

before. The following elementary calculation can verify this claim:

o(S |S| Z Ag(v,w) |S Z (2.28)
vES,WES vES,WES
ZUES we§ (v,w)
= 2 = (b .
NG o(S) (229)

Therefore, the claim that Kwok and Lau make for the expansion also holds for the conductance of regular

graphs®. The proofin [KL14] is based on the function C )(]S]) introduced by Lovisz and Simonovits[LS9o].

3Indeed, they explicitly mention that for non-regular graph one could define a escape probability for which their claims would hold and
which could be used instead of the conductance in our proofs. Nevertheless, since we only observe regular graphs, we use the notion of
conductance to avoid introducing more concepts.
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Consideraset S C V, then Lovasz and Simonovits define the following curve that bounds the distribution of

random walk probabilities for the nodes of S.

n

Z 6i(A'ps); (2.30)
1

1=

cO(1s))

= max
S0+ +0n=2,0<6;<1

Here, the vector pg is the so-called characteristic vector of S with p; = ﬁ for each v; € S and 0 otherwise.
Further, the term (Azp)i denotes the i value of the vector Apg. Lovdsz and Simonovits used this curve to

analyze the mixing time of Markov chains. Kwok and Lau now noticed that it also holds that:

Lemma 2.6 (Lemma 6 in [KL14]). 1z bolds:
ge(9) = 1= CO(|9)) (231)
Based on this observation, they deduce that a bound for 1 — C¥)(S) doubles as a bound for ®. In

particular, they can show the following bounds for C(¥)(|S|):

Lemma 2.7 (Lemma 7 in [KL14]). 1t holds

CO(sl) <1~ o5 (1- (1 - 20)"7) (2:32)

We refer the interested reader to Lemma 7 of [KL14] for the full proof with all necessary details. For the

next step, we need the following well-known inequality:

Lemma 2.8. Foranyt > land z < %, it holds:
. 1
(1-2)< 1—§zt (2-33)

Now assume that G does not already have a conszant conductance of ®(G) = % Plugging this assumption

and the two insights by Kwok and Lau together, we get

e (S) >1—CO(|S)) >By Lemma 2.6 (2.34)
1 Vi
> 2 (1-(1—
Z 35 (1 (1-3¢q) ) >By Lemma 2.7 (2.35)
1 1 Vi

Y

5% (1 —(1- 2\/E<I>G)> = 20 %¢ (2.36)

The last inequality follows from the fact that VI® is at most % The second part of the theorem can be derived

similarly. Again, we observe an auxiliary lemma by Kwok and Lau and see:

Lemma 2.9 (Lemma 10 in [KL14]). Let S be set of size at most dn with 6 € [0, i) Then, it bolds:

CO(s]) <1~ o5 (1- (1 - 2825(G))V7) (237)

47



Proof. Analogously to the previous case, we get for Po5(G) < % that

Dee(S) >1-CO(9)) > By Lemma 2.6 (2.38)

> % (1 —(1- 2<1>25(G))ﬂ) By Lemma 2.9 (2.39)

> o5 (1= (1 - 2025(G)) (240

= g@%((}) < g%a((}) (2.41)

In the last inequality, we used Lemma 2.8 with z = 2895(G). O

Finally, these two lower bounds are too loose for graphs (and subsets) that already have good conductance.
Instead we require that ® e (.S) is at least as big as P (S). Note that this is not necessarily the case for all

graphs. Instead, we must use the fact that our graphs are /azy. We show this in the following lemma:

Lemma 2.10. Let G := (V, E) be any connected A-regular lazy graph with conductance ® ¢ and let G* be its
CL-walk graph. Fora set S C G define ® e (S) the conductance of S in G. Then, it holds:

e (S) = Da(S) (2.42)

Proof. Our technical argument is based on the following recursive relation between C' +1) and OO, which

was (in part) already shown in [LS90]:

Lemma 2.11 (Lemma 1.4 in [LS90]). I¢ holds
1 n .
cHD(Is)) §§(C“)(|5| +2®6(5]) + CO(|S| - 296]5])) (2.43)

Here, we use the abbreviation |§| := max{|S|,n — |S|}. The remainder of the proof is based on two

claims. First, we claim that C¥) (|S|) is monotonically increasing in £.
Claim 3. Iz holds OV (|S]) < C=1(]S])

Proof. This fact was already remarked in [LS90] based on an alternative formulation. However, given that C' O

is concave, it holds that for all values v, 8 > 0 with v < 3 that
CO(S + BS) + (S| - BS) < CO(S +418]) + CO(|S] = ~IS)) (2.44)

And thus, together with Lemma 2.11, we get:

1 A N
CO(IS]) < 5 (CD(S] +206]8)) + C¢ I (|5] - 23]3])) (2.45)
1 A N
< S(CUD(S] +0-18)) + V(8] - 0-13]) (2.46)
= 0 (is)) (2.47)

48



Here, we chose 8 = 2®¢ and v = 0 and applied Equation 2.44. This proves the first claim. O
Second, we claim that C'")(|S|) is equal to 1 — ®(S) as long as the graph we observe is lazy.

Claim 4. It holds CD(|S]) =1 — ®(S)

Proof. For this claim (which was not explicitly shown in [KL14], but implied in [LS90]) we observe

n

Mgy — . .
c(9) 50+‘__+5?i§70§5i§1;&(AGPS)Z (2.48)

and find the assignment of the 0’s that maximizes the sum. Lovasz and Simonovits already remarked that it is
maximized by setting §; = 1 forallv; € S. However, we prove it here since there is no explicit lemma or proof
to point to in [LS9o]. First, we show that all entries (Agps); for nodes v; € S are least ﬁ and all entries
(Agps)q for nodes v;r & S are at most ﬁ We begin with the nodes in S. Given that G is A-regular and
lazy, we have for all v; € S that

(Acps)i = Aa(vi,v;)ps; (2.49)
j=1
> Ac(vi, vi)ps; (2.50)
1
> :
Z 3/9] (2.51)

Here, pg; = Iié\ follows because v; € S per definition. The inequality A (v;, v;) > % follows from the fact

that A is lazy and each node has a self-loop with probability % As aresult, the entry (Agps); forv; € S has

at least a value of 5, even if it has no neighbors in S. On the other hand, we have for all nodes vy ¢ S that

31S]°
(Aaps)i = Y Ac(vj,vir)p; (2.52)
j=1
1
=Y Ac(vi,v)) o (2.53)
v; €S |S|

This follows from excluding all entries p; with v; & S. Note that for these values, it holds p; = 0. Further,

Since A is A-regular and lazy, each node vys ¢ S has at most % edges to nodes in 5.

1
(Agps)ir = Z AG(”i»”j)@ (2.54)
v; €S
ALl -
= 2A1S8] 2/9 =55

Thus, the corresponding value (Agps); of any v; € S is at least as big as value (Agps)i of vir & S. By a
simple greedy argument, we now see that y -, 8:(A%pg); is maximized by picking d; = 1 for all nodes in S:

To illustrate this, suppose that there is a choice of the §’s such that Z?:l 0;(Agps); is maximized and it holds
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8; < 1forsomev; € S. Since no § can be bigger than 1 and the Y " | §; = |S| there mustbea vy & S
with 67 > 0. Since (Agps)i > (Agps)i decreasing 0;r and increasing d; does not decrease the sum. Thus,
choosing 6; = 1 for all v; € S must maximize the term Z?:l 0;(Agps)i- This yields:

- 1 1 e(vi,vj)
;&(AGPS% => > AG(Uian)E = @UXE:S A ’ (2.56)

’UiES’UjES
AlS| - O Os
e el Bt R - B .
A9 NG a(S) (257)

Here, the value Og denotes the edges leaving S. Given that the graph is A-regular, the term A|S| — Og counts
all edges in .S. This was to be shown. O

If we combine our two claims, the lemma follows. O

Thus, ®ge (S) is at least asbigas P (S). Together with the previous lemmas, this proves Lemmaz2.s. [

2.2.2 A Curt-Basep UN1oN BoUuND

In this section, we present a variant of the union bound that is necessary for our analysis. Consider a series of bad
events that do not occur w.h.p., i.e., with probability for these events is smaller than 1/n¢ for some ¢ > 1. If the
number of events in question is superpolynomial, i.e., bigger than n¢ for any constant ¢, the union bound alone
is not enough to show that these events do not happen w.h.p. In this chapter, we need to make some statements
about events that correlate to all possible subsets of nodes of a random graph. Since there are exponentially
many of these subsets, we need to apply the union bound more carefully. We show the following technical

lemma:

Lemma 2.12 (Cut-based Union Bound). Let G := (V, E) be a (multi-)graph with n nodes and m edges and
let B:={Bs | S CV A|S| < n/2}aset of bad events. Suppose that the following three properties hold:

1. G bas at most m € O(n°") edges for some constant ¢ > 1.

2. Foreach Bg it holds Pr[Bg] < e=295 for some constant ¢y > 0.

3. The minimum cut of G is at least A := 4%03 log 1 edges for some tunable constant cz > 1.

Then, the probability any of the events in B happens can be bounded by:

Pr

U s

SCcVv

<n”® (258)

In other words, w.h.p. no event from B occurs.

Proof. The core of this lemma is a celebrated result of Karger [Karoo] that bounds the number of cuts (and
therefore the number of subsets S C V with |\S| < n/2 as one side of each cut must have fewer than n/2

nodes) with at most A outgoing edges by O(n?®). More precisely, it holds:
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Lemma 2.13. Theorem 3.3 in [Karoo], simplified Let G be an undirected, unweighted (multi-)graph and let
A > 1 be the size of a minimum cut in G. For an even parameter o« > 1, the number of cuts with at most oA

edges is bounded by n2e,

Thus, if the probability of a bad event for a set S exponentially depends on Og (and not some constant c),
a careful application of the union bound will give us the desired result. The idea behind the proof is to divide
all subsets into groups based on the number of their outgoing edges. Then, we use Karger’s Theorem to bound
the number of sets in a group and use the union bound for each group individually.

More precisely, let Pow(V") denote all possible subsets of V. Then, we define S, € Pow(V) to be the set
of all sets that have a cut of size ¢ € [/, 2aA). Using this definition, we can show that the following holds by

using the union bound and regrouping the sum:

M >

Pr(B] < ) PrBs] <

Scv a

> Pr[Bs | S €8] (2:59)
SeSa

1

Note that the upper limit ¢ of the outermost sum is derived from the fact that at most m edges may cross any
cut in the graph. Further note that that for each @ > litholds that S, C {S C V | Og < 2aA} by
definition and therefore |So| < [{S C V' | Og < 2aA}| Now we can apply Theorem 2.13 and see that

=
B <> Y PrBs|S €S, (2.60)

a=1SCV,0s<2aA
& (20)

< 2-(2a |

B azzln SCV.05<20A Pr(Bs | 5 € Sa] (2.61)
S

< 2:(2) . |

a ;n SCV,05 <20 Pr(Bs | Os = o] (2.62)
m

€3 g "
a=1

Here, inequality (2.61) followed from Theorem 2..13, everything else from the definition of S, and Bg. Finally,

our specific choice of A > 42—;03 log n comes into play. Plugging it into the exponent of our bound, we get:

M >3

£
Pr[B] < Zn2~(2a)n—4cl~03a < n—cics < %n—cu,‘g (2.64)
a=1

a=1

To complete the proof, we need to bound . Per definition, it holds that m < n®. Back in the formula, we
get

C1

1
Pr[B] < %n‘cl% < %n_clca < Xn% <n~ % (2.65)

This proves the lemma. O
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2.3 ANALYSIS OF CREATEEXPANDER

The main challenge of our analysis is to show that after L € O(logn) iterations, the final graph G, has a
diameter of O(logn). To show this, we will conduct an induction over the graphs G1, ..., G . Our main
insight is that — given the communication graph is benign — we can use short random walks of constant length
to iteratively increase the graph’s conductance until we reach a graph of low diameter. In the following, we will

abuse notation and refer to the virtual nodes V” used in this stage of the algorithm as V. We show the following:

Lemma 2.14. Let Gy := (V, Ep) a benign (multi-)graph with n nodes and O(n®) edges. Let L := 3logn and
A := 6400\ log n for some tunable X > 1. Then, it bolds:

Pr {@(GL) > 312] > (1 — Tf)‘) (2.66)

Intuitively, this makes sense as the conductance is a graph property that measures how well-connected a
graph is, and — since the random walks monotonically converge to the uniform distribution — the newly
sampled edges can only increase the graph’s connectivity. Our formal proof is structured into four steps: First,
in Section 2..3.1, we show that w.h.p. each node receives and sends at most O(A) messages in each round. Thus,
no messages are dropped during the algorithm’s execution. With this technicality out of the way, we show in
Section 2.3.2 that the conductance of G 41 increases by a factor of Q(V/?) w.h.p. if G; is benign. Furthermore,
in Section 2.3.3 we show that each Gi; 11 is benign if G is benign, w.h.p. Finally, we use the union bound to tie

these facts together and prove Theorem 1 in Section 2.3.4.

2.3.1 BoUNDING THE COMMUNICATION COMPLEXITY

Before we go into the proof’s more intricate details, let us first prove that all messages are successfully sent during
the algorithm’s execution. Remember that we assume the (virtual) nodes have a communication capacity of
O(logn). Thus, a node can only send and receive O (log 1) messages as excess messages are dropped arbitrarily.
To prove that no message is dropped, we must show that no node receives more than O(logn) random walk

tokens in a single step. However, this is a well-known fact about the distribution of random walks:

Lemma 2.15 (Also shown in [DGS16, CHFSV19, SMPU13]). Consider a A-regular graph G; = (V, E)
where each node starts % independent random walk tokens. For a node v € 'V and an integer t, let X be
the random variable that denotes the number of tokens at node v in step t of the random walk. Then, it holds
Pr[Xf) > %] <e 1,

The lemma follows from the fact that each node receives % tokens in expectation, given that all neighbors
received % tokens in the previous round. For eachnode v € V' let X ! be the number of token it has in step £.
Assume thatitholds E [X ] = % forallv € V. In the first step, for ¢ = 0, this holds by assumption. As Gj is

regular, each node w € N (v) U {v} sends X, - % tokens to v on expectation where e(v, w) counts the
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number of edges between v and w. This follows from Lemma 2.1 for £ = 1. As each node has A incoming

edges the expected number of tokens is received by v is:

e(w,v) A e(w,v)
spen]- Y mpa)fmdo y o A o)
weN (v)U{v} weN (v)U{v}
= Z ewv) 1 Z e(w,v) = % (2.68)
wEN(0)U{v} weN(0)U{v}

Since all nodes again start with % tokens on expectation in step ¢ 4 1, the lemma follows inductively. This

proves that for all ¢ and v, it holds:

A
E [Xf,] =3 (2.69)

For the tail estimate, recall that all walks/tokens are independent. In other words, for each t and each v, the
variable X f, is the sum of binary independent random variables. Thus, a simple application of the Chernoft

bound with § = 2 (cf. Lemma 1.6) yields the result as

A _A
8 2

3A A
Pr[Xg > 8} =Pr [X; > (14 2)8] =Pr[X! > (1+2E[X!]] <e 3% =¢ 1 (2.70)
Note that this Lemma also directly implies that, w.h.p., all ratndom walks create an edge as every possible end-

point receives less than % token and therefore replies to all of them. For our concrete value of A it holds:

Lemma 2.16. Let A > A := 6400 logn for some tunable parameter X > 1. Then, for any round t it holds
with probability at least 1 — n =8 that every node holds fewer than %A tokens.

Proof. This follows directly from Lemma 2.15. Denote X the number of tokens that node v € V receives
after ¢ steps. Consider the event that node v receives more than %A tokens. Recall that the probability for this

event is

v

DBy Lemma 2.15 (2.71)

Pr [Xz > 2A} <e 1
Now we use that A is at least as big as A := 6400\ log nn. Plugging this into the formula yields:
v 8

Pr [Xt > BA} < e~ 13 < e logn — =92 (2.72)

Finally, let BB the event that azy node receives more than %A tokens. By the union bound, we see

Pr[B] = Pr[U X(v,0) > 2A] < Z Pr [X(U,E) > zA} > Union bound (2.73)
veV veV
< Z n~9 <8 > By Equation (2.72) (2.74)
veV

53



O

Therefore, all nodes receive less than % tokens each round and the algorithm stays within the congestion
bounds of our model with probability 1 — n~8*. Since all iterations take £ - L € O(logn) rounds in total, the

union bound implies that no node receives too many messages in any round, w.h.p.

2.3.2 BoUNDING THE CONDUCTANCE OF &

In this section, we show that the graph’s conductance is increasing by a factor Q(V?) from G; to G 41 w.h.p.

if G; is benign. More formally, we show the following:

Lemma 2.17. Let A > 0 be a parameter and let G and Giy1 be the graphs created in iteration © and i + 1,
respectively. Finally, assume that G; is benign with a minimum cut of at least A > 6400\ logn and degree
A > 64A. Then, it bolds with probability at least 1 — n= T that

1 1
> mi —, — ) .
®q,., _mm{32,640\/z<1>gl} (2.75)
In particular, forany £ > (2 - 640)2, it holds
(1
®g,,, > min {32, 2- (bG'i} (2.76)

Our first observation is the fact that random walks of length £ are distributed according to 1-step walks in
Gf. In particular, if we consider a subset S C V" and pick a node v € S uniformly at random, then @ ¢ (.5)

denotes the probability that a random walk started at v ends outside of the subset after £ steps.

Lemma 2.18. Let G be a A-regular graph and S C V' be a any subset of nodes with |S| < 5 and suppose each
node in S starts % random walks. Let Vs count the l-step random walks that start at some node inv € S and
end at some node w € V' \ S. Then, it holds:

EVs] = 20lag(s)

Proof. First, we observe that we can express Vs as the sum of binary random variables for each walk. For each
vi € Slet V!, ..., Yid be indicator variables that denote if a token started by v; ended in S := V' \ S after £
steps. Given this definition, we see that
S
Vs = Z
—

i

PR (2.77)

S|
:1]

Recall that an ¢-step random walk in G; corresponds to a 1-step random walk in Gf. This means that for each

of its % tokens node v; picks one of its outgoing edges in Gf uniformly at random and sends the token along
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this edge (which corresponds to an ¢-step walk). For ease of notation, let O; be the number of edges of node

v; € Sin Gf where the other endpointis notin S, i.e.,

Of =" Pi(vj,w) (2.78)

weS

Now consider the k** random walk started at v; and observe ij Note that it holds:

= > Pe X, (.G BN (1) | X (w0, G")] (279)
weS
P( Js )
- Ze:s Pr[ X! (w,G")] = % = (2.80)
o
=Kl (2.81)

Here, equation (2.80) follows from Lemma 2.1. Let Og be the number of all outgoing edges from the whole
set S in G¥. It holds that O = Zvj cs Of. Recall that the definition of ® ¢ is the ratio of edges leading out

of S and all edges with at least one endpoint in S. Given that Gf isa Az—regular graph, a simple calculation

yields:
S| = S| =
EVs]=E > > v =Y Y E[Y, (2.82)
j=1k=1 j=1k=1
Z\SI 0! A 04
=3 A T3 AL >By Eq. (2.81) (2.83)
_A[S] 05 _AlS|
In the lastline,, we used that ® ;¢ (S) := |SO|% per definition as O% counts the edges with an endpoint outside

of S and | S|A? counts the total number edges with an endpoint in S as G is a Af-regular graph. This proves

the lemma. O

Therefore, a lower bound on ® ¢ gives us a lower bound on the expected number of tokens that leave any
set S. Thus, as long as G is regular and lazy, we have a suitable lower bound for ® ;¢ with Lemma 2.5. In fact,

given that the random walks are independent, we can even show the following:
Lemma 2.19. Let S C 'V be set of nodes with O s outgoing edges, then it holds:

|S| Os

Pr|YVs < @Ge(S) <e o (2-85)

55



Proof. This follows from the Chernoftf bound and the fact that the random walks are independent. Recall
that for each set S, the number of outgoing edges Vs := > ;_; ZkA:/ Ef V¥ in Gy41 is determined by a series
independent binary variables. Thus, by the Chernoff bound, it holds that

PrlY < (1 — SED]] < e~ TED, (2.86)

By choosing § = 1/2, we get
_ E[Jgs]

Pr [37 < %]E D’s]] <e (2.87)

Therefore, it remains to show that our claim that E[Y] > % holds, and we are done. By Lemma 2.18 we have

for all set with O g outgoing edges that

AlS|

E[Ys] > T‘I)Ge (S) >By Lemma 2.18 (2.88)
A
> %@Gi(S) By Lemma 2.10 (2.89)
A|S| OS OS OS
> > — As®(S) = —= .
=78 A5 T 8 >As ®(5) = X7 (2-90)
This proves the lemma. O

Recall that we need to show that every subset S C V with | S| < n/2 has a conductance of O(v/(®¢;, ) in
Gi41inorder to prove that @, , = Q(\/Zq)ci ). In the following, we want to prove that for every set .S, there
are at least ©(V/( D¢, ) tokens that start at some node v € S and end at some node w € S after £ steps w.h.p.
These tokens are counted by the random variable Vg, which we analyzed above. In particular, given that a set
S has Og outgoing edges, the value of Vs is concentrated around its expectation with probability e~ 0s),

Thus, we can apply Lemma 2.12 and show that — for a big enough A — all sets have many tokens that escape.

emma 2.20. Define ,0) :=min§ =5, =~ G, (- Let G bea benign grapn wit) > ogn.
L Define M(S, ¢ SISl BB /1dg, \. Let G bea benign graphwith A > 6400 log
Then, it holds

Pr[VS CV : Vs > M(S,0)] >1 —n~5 (2.91)

Proof. Foraset S C V we define Bg to be the event that S has bad conductance, i.e., it holds that Vg — the
number of tokens that leave S — is smaller than M(S, £). Welet By = (Jgy Bs be the event that there exists
aset S with bad conductance, i.c., there is any Bg that is true. By Lemma 2.19, we know that the probability of
B exponentially depends on Og. Thus, we want to use Lemma 2.12 to that no Bg occurs w.h.p. Therefore, we
must show that the three conditions mentioned in the lemma are fulfilled. The first and third property follow
directly from the definition of benign graphs, as the graph is polynomial in size and has a logarithmic minimum

cut with a tunable constant. For the concrete constants, it holds:

1. Ghasatmostm € O(n°) edges for some constant ¢; > 1: Recall that we limited ourselves to simple
initial graphs with O(n?) edges and copied each edge O(A) times. Since A € o(n), we have strictly less

than n3 edges. Thus, we have ¢; := 3.
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2. For each Bg it holds Pr[Bg] < e~°295 for some constant ¢y > 0: By Lemma 2.19 a bad event By

foraset S C V happens with probability at most e~ % Thus, we have cp 1= 6—14.

3. The minimum cut of G is atleast A := 4%63 log n edges for some tunable variable c3 > 1: Since G;
is benign, it holds A > 6400\ logn > (4 - 3 - 64) 8Alogn for a constant A. Thus, we have ¢z := 8.
Note that A is tunable as it can be chosen as high as we want by constructing a sufficiently large minimum

cut in G by creating copies of each initial edge.

1

Given that all three conditions are fulfilled with constants c; = 3,c2 = &,

that it holds:

and c3 = 8, Lemma 2.12 implies

Pr U Bs| <n~¢:=n"% (2.92)
S5CV

This was to be shown. O

With this insight, we can now formally prove Lemma 2.17:

Proof of Lemma 2.17. First, we note that if no set S C V with |:S| < n/2 has less than M (S, £) tokens that
end outside of S' and all tokens are used to create an edge, then the resulting conductance of G;41 must also be
at least M (S, £) and the lemma follows. This can easily be verified by observing the algorithm: We note that
by construction, the degree can zever be higher than A. Recall that every node creates its edges for G 11 based
on the tokens it received. If any node receives fewer than A tokens, it creates self-loops to reach a degree of A.
Excess edges are dropped arbitrarily to ensure a degree of at most A. Thus, each set S maintains A[S| edges in
total, as each node will always have A edges regardless of how many tokens it receives. Further, we let Og+1)
be the number of edges that leave S in G;11. Two sets of edges determine the value of Ogﬂ)

1. The edges that are created by nodes outside S. These are based on tokens they received from nodes in 5.
We denote these edges by )73.

2. The edges that are created by nodes in S. These are based on tokens they received from nodes outside.

We do not make any statements about these edges and ignore them for the remainder of the proof.

For easier notation, let B; be the event that each set S C V has M(.S, £) tokens that end outside of the set.
Moreover, let B; be the event that this is not the case. Further, let B be the event that all these tokens are used
to create an edge. Again, let B, denote the complementary event. Note that the event B, directly implies that

Ys = YVs. Given these facts and definitions, we can use Lemma 2.18 from above and see that the events B and
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B, imply that the conductance of each set is bigger or equal to M (S, £). If they both occur simultaneously, it
holds for eachset S C V:

By N By = {ys zmin{i?,Asgﬁ%f}} N{Vs = Vs} (2.93)
= {j?vs > min { Ag‘;ﬂ, A‘Sl;fg(bai }} (2.94)
= {O(s”” > min { A3|2$|7 A|3E£¢G’i }} (2.95)
e 25

. 1 Vidg,
:>{<I>Gi+1(5)>mm{32, 610 }} (2.97)

Since this implication holds for all sets S C V/, we get:

. 1 )
BiNBy = {(I)Giﬂ > min { \/Zq)GI }} (2.98)

Therefore, it holds that

(D¢, _—
Pr l@ciﬂ > \/(;406;11 > Pr[ 1 ﬂ@ > By Equations (2.98) (2.99)
> 1 — (Pr[Bi1] + Pr[B2)) > Union bound (2.100)
>1- (n_8>‘ + n_g)‘) DBy Lemmas 2.20 and 2.16 (2.101)
>1—n""™ (2.102)
This proves the lemma. O

2.3.3 ENsURING THAT EacH G; 15 BENIGN

Since all the arguments from before only hold if G; is benign, we must make sure that each graph in G :=
G1,...,Gy is indeed benign. As before, we prove this step by step and show that G;;1 is benign given that
G; is benign.

Lemma 2.21. Let G and Giq1 be the graphs created in iteration i and i + 1, respectively, and assume that G;

is benign. Then with probability at least 1 — n =8 the graph G4 is also benign

Proof. Wewill show thateach G; 11 isa A-regular, lazy graph with a A-sized cut. Note that the last property also
ensures that Gy is connected. The first property follows directly from observing the algorithm: Recall that

every node creates its edges for G41 based on the tokens it received. If any node receives fewer than A tokens,
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it creates self-loops to reach a degree of A. Excess edges are dropped arbitrarily to ensure a degree of at most A.
By a similar argument, we can easily see that G41 lazy. For this, recall that a node connects to endpoints of all

its % tokens and additionally to the origins of all (but at most %) tokens it received. Thus, in the worst case,
A
2

The third property — the A-sized minimum cut — is perhaps the most difficult to show. However, at a closer

it creates at most % + % = % edges. Therefore, it creates at least and therefore enough — self-loops.
look, the proof is almost identical to the proof of Lemma 2.17. In particular, we show that all cuts that are close
to the minimum cut will (in expectation and w.h.p.) increase in size in each iteration and never fall below A.
The idea behind the proof uses the fact that [KL14] (and therefore Lemma 2.5) gives us a stronger bound on
the expected growth of the subset than just the conductance. This observation is enough to show that all sets
that have close to A outgoing connections will slightly increase the number of outgoing connections for a big

enough /. In particular, it holds:

Lemma 2.22. Suppose that{ > (2 - 640)2. Then, for any set S C 'V with |S| < § and Os outgoing edges, it
holds:

Pr[Vs < A] < e o (2.103)
Proof. By Lemma 2.19 we have that:
Pr{y < % (ASS"I’Gf(S)H <o, (2.104)
Thus, it remains to show that for all sets S C V/, it holds:
Elg (5 < 2 (2.105)
Consider a set of size | S| := dsn. For this set, it holds:
EYs] = %(I)Gf (S) = %%(Gf) (2.106)

This follows because @5, (G%) < ® () per definition. Due to Lemma 2.5, we know that we can bound this

as follows:

Case 1: 0, > i It holds:

11
Pge 5, > min {2, 40\/@@(6?)} By Lemma 2.5 (2.107)

1 1 2A

> mi -, —Vi{— . .

> min { 37 40\/EA7L} >By Lemma 2.2 (2.108)
11 A

>mind =, —Vl— > .

m1n{2,40\/z2A|5} >As|S| > n/4 (2.109)
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Case 2: 0, < i It holds:

11
D e 95, > min {4, 40\/@1)253} >By Lemma 2.5 (2.110)
11 2A
Zmin{él’ét()\/EA?(Ssn} >By Lemma 2.2 (2.111)
(11 A
_mm{4’40\/EA|S|} >As |S| = dsn (2.112)

The factor of 2 that appears in the denominator in the second line results from a subtle detail in Lemma
2.5. Since we observe a set of size dsn, we must consider ®g5_. Since we always consider sets of size at

most 7, this is always well-defined.

Putting these bounds back into the formula gives us (for a set of any size):

AlS| 11 A
EDs] > =2 min{ =, —Vl—— .
Vsl = =5 m‘“{4’ 4oﬂ2A|s} (2-113)
Now, choosing £ > (2 - 640)? yields:
AlS| 11 A
> 221 ~, —/(2-640)2—— .
E[Ys] > 3 {4,40 (2 - 640) 2A|S|} (2.114)
< AlS| 11 A ( )
=78 1'16 A|S] =S
We need to again distinguish between two cases:
Caser: % < %% In this case, we have:
AlS|1 _ A|S| _ 64A
D Ll i il il _
E[Ys] > g 1> 33 = 33 2A (2.116)
Here, we used that A > 64A as G is benign.
Case2: % > %% In this case, we have:
AlS| 16A
> — — .
BYs) > S0 &7 (117)
This proves that E[YVs] < 2A and therefore the lemma. O

We can round up the proof with the same trick as before. Again, we must show that every cut has a value of

at A and use Karger’s bound together with Lemma 2.22 to show that no cut has a worse value, w.h.p.

Lemma 2.23. Let G; be a benign graph with A > 6400\ logn. Then, it holds
Pr[VS C V: Vs > A} > 1—n"5\ (2.118)
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Proof. The proof is completely analogous to the proof of Lemma 2.20 down to the constants. For each set S
with |S] < n/2, we observe the event Bg that Vg is smaller than A. Just as in Lemma 2.20, the graph G has at
most 1> edges, the event Bg has probability at most e~ ot , and the minimum cut is of size 6400 log n. Thus,

Lemma 2.12 yields this lemma. O

Finally, recall that each token creates an edge with probability 1 — n=8A by Lemma 2.19 and at least A
tokens leave each set with prob. 1 — n~—8 by Lemma 2.23. By the union bound, both these events hold with
prob. at least 1 — n~"*. This implies that each cut in G; 11 has at least size A w.h.p. and therefore proves
Lemma 2.21

O

2.3.4 FINALIZING THE PROOF

To round up the analysis, we only need to prove Lemma 2.14 and show that after O (log n) iterations, the graph
has constant conductance. Based on our insights, we can conclude that if A, £, and A are big enough and G;

is benign, then G; 11 is benign and has at least twice its conductance w.h.p. (if it was not already constant). To

be precise, assume that G; is benign and let £ := (2 - 640)2 and A > 6400\ logn. Then, it holds that with

~7X that

probability 1 — n
1. Gjy1 has conductance at least 2@, (if ® was not already constant) by Lemma 2.17, and

2. Gj41 is benign by Lemma 2.2.1.

For an easier notion, let Z;1 be a random variable that takes the value of G;1’s conductance if G;1 benign
+ + + g

and 0 otherwise. For any value ¢ > (0, =5), it holds that:

» 32
' '
PriZin1 2 4] 2 Pr|2i > £|Pe[Zia 2 0| 202 ] (2.119)
> Pr[Zi > g} (1—(2n"™)) (2.120)

Here, the first inequality follows from the law of total expectation and the last follows from Lemmas 2.17 and
2.21 as well as the union bound. Given that after every iteration the graph’s conductance increases by a factor

of 2 w.h.p, Inequality (2.120) implies the following:

i

>
— 2032

2i+1
Pr |:Zi+1 Z :| Z Pr |:ZZ

5133 ] (1 — (271_7)‘)) (2.121)

If we inductively apply this argument L times, we get:

Pr [ZL > 312} > Pr|:ZL—1 > 614} (1—=@2n ™) >...> Pr[ZO > 2L132] (1- (Qn—”))L

(2.122)
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By choosing L := 3logn, we obtain:

1 1 —6)
Pr {ZL > 32] > Pr[ZO > 32n3} (1 —-n ) (2.123)

Since the minimal conductance of any benign graph is O(n ) by Lemma 2.2, it follows:
Pr|Z; > L > (1 —n_w) (2.124)
L = 32| = .
Therefore, the graph, w.h.p., has a constant conductance after O(log 1) iterations. This takes O(log n) rounds,

since each iteration lasts only ¢ € O(1) rounds. Finally, a constant conductance implies a logarithmic diameter

by Lemma 2.3. This concludes the analysis.
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Fast Computation of Connected Components

HIs section shows how our algorithm can be extended to find connected components in an arbitrary

I graph G. In particular, for each connected component C' of G, we want to establish a well-formed
tree of overlay edges that contains all nodes of C'. If the graph is connected, i.e., there is exactly one
component with n nodes, this theorem simply translates Theorem 1 to the HYBRID model. The main result

of this section is the following theorem:

Theorem 2. Time-Optimal Construction of Overlays (HYBRID)

Let G = (V, E) be a bidirected graph with 1 nodes and suppose that the largest connected component
contains 7’ nodes. Then, there is a randomized algorithm in the HYBRID model that constructs a

well-formed tree of each connected component in O(logn’) rounds, w.h.p.

Each node sends at most 7 € O(log® n) bits per round in global mode, w.h.p., and A € O(logn) bits

along each edge in the local mode.

Note that the main difficulty preventing us from applying Theorem 1 directly on each component when
we use the HYBRID model is that the initial graph’s degree is unbounded. Note that in the HYBRID model,
anode v € V can no longer create O(deg(v) logn) overlay edges, which was possible in the P2P-CONGEST
model. Thus, high degree nodes cannot simply simulate the algorithm from before. Therefore, the main con-
tribution of this section is a preprocessing algorithm that transforms any connected subgraph of G into a graph
of bounded degree O(logn). Then, we execute the algorithm of Theorem 1 to create a well-formed tree for

each component. By Theorem 1, this takes O(logn’) time, w.h.p., for parameters L € O(logn'). Further,
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because the degree is O(log 1), each node has to send O(A log n) messages of size O(logn) for A € O(logn).
Thus, the global capacity required by each node is O(log3 n) as claimed. Therefore, we only need to prove the

following lemma.

Lemma 3.1. Let G = (V, E) be a bidirected graph where each connected component contains at most 0’ nodes.
There exists a randomized algorithm that transforms G into a bidirected graph H := (V, Eg) that has degree
O(logn) and in which two nodes lic in the same component if and only if they lie in the same component in G.

The algorithm takes O (logn') rounds w.h.p., in the CONGEST model.

The algorithm will be executed in parallel on all connected components of the graph G In the remainder,
we will w.l.o.g. focus on a single connected component C' and its implied subgraph G¢ := (Vz, E¢). In par-
ticular, we present an algorithm that creates a bounded degree graph H (G ¢)for the nodes of G, so our main
algorithm can transform it into a well-formed tree in O(log n') time. Since there is no communication between
components and we run the algorithm independently for each component, focusing on a single component is
enough to prove the lemma.

The algorithm’s main idea is to first eliminate 705z edges by constructing a sparse spanner. Note that well-
known spanner constructions take O(logn) time, so a more careful analysis is required to show that we can
construct such a graph in O(logn’) time, i.e., logarithmic in the size of the biggest connected component. In
particular, we transform the graph into a sparse spanner” using the efficient spanner construction of Miller et
al. [MPVX1sa], later refined by Elkin and Neiman [EN18a]. In their algorithm, each node v € V draws an
exponential random variable 6,, and broadcasts it to all nodes in the graph >. Let u}; be the node that maximizes
dyr — dist(uy, v) where dist(u}, v) is the hop distance between u;; and v. Then, v joins the cluster of u;;
by storing its identifier and adding the first edge over which it received the broadcast from u}, to the spanner.
Finally, the nodes share their clusters’ identifiers with their neighbors and add edges between clusters to obtain
a connected graph. It is known that the resulting subgraph of G has very few edges as each node has only a
few neighbors in different clusters. As we will see, this property implies that we will have relatively few nodes
of high degree, and all these nodes have many neighbors of low degree. This follows from the fundamental
properties of the exponential distribution. We show that if the size of each connected component in graph
G is bounded by n/, it suffices to observe variables d,, that are conditioned on being smaller than 4logn/, i.e.,
truncated exponential random variables. With this small change, we speed up the algorithm to O(log ') while
still producing a sparse subgraph with fewer edges.

Then, in a second step, we let all remaining nodes of high degree delegate their edges to nodes of lower
degree. This roughly means that each node introduces its neighbor to each other in a way that preserves the
connectivity but massively reduces its own degree (if it is higher than w(logn)) while only slightly increasing
the neighbors’ degrees. If every node of a high degree has sufficiently many neighbors of a low degree, the overall
degree becomes small enough for our algorithm to handle.

The remainder of this chapter is structured as follows. In Section 3.1 we describe our algorithm and in

Section 3.2 we prove Lemma 3.1, which along with Theorem 1 implies Theorem 2.

"We remark that — although we use the term spanner — we are not interested in the approximation of shortest paths but only in the
sparsification of the initial graph.

*We describe the concrete implementation of this broadcast in Chapter 3 and assume for an easier explanation that it is possible for the
moment.
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3.1 ALGORITHM DESCRIPTION

In the following, we present the two steps of our preprocessing algorithm, the spanner construction and the

delegation of edges in detail.

(STEP 1) CREATE A SPARSE SPANNER S(G():  Inthefirststep, we will construct aspanner S(G¢) :=
(Ve, S(Ec¢)) of Ge to reduce the number of edges to O(nlogn) and its arboricity to O(logn). In
particular, we note that S(G¢) is a subgraph of G, so every edge in S(G¢) is a local edge in our hybrid
model. We will adapt spanner construction algorithms based on exponential start time clustering [Xui7].
Conceptually, our algorithm can be subdivided into two phases. First, we construct clusters of nodes.
Each cluster is a subset of nodes that is internally connected via a spanning tree. Then, in the second phase,
we add additional edges to connect the clusters. We begin with the description of dustering phase where
each node joins some cluster. By joining a cluster, we mean that a node v € V either declares itself the
head of a cluster or picks a neighbor p(w) € N,, such that the edge (v, p(w)) is the next edge of a path
to the head of the cluster. In the latter case, we will refer to p(w) as the predecessor of v. The clusters are
constructed as follows.
1. In the beginning, each node v independently draws a random value 7, from the exponential dis-
tribution with parameter 8 = 1/2. Values larger than 4 log n’ are redrawn until r,, < 4logn’, i.c.,

we draw exponentially distributed variables conditioned on being smaller than 4 log n'.

2. Ifanode v did not receive any message until round 4 log n’ — [r, ], it creates the message (7, v, 0)
that contains its random value 7, its identifier, and a hop counter. Finally, node v delivers this

message to itself together with all other messages received in this round.

3. Once a node v receives one or more messages of the form (7, u, z,,) withu € V, itjoins a cluster.
Let u* be node that maximizes the term 7~ — %+ among all received values. Then, v joins the
cluster of u*. If u™ = w, it declares itself the cluster head. Otherwise, v joins u*’s cluster. For
this, it stores the identifier of u* and the identifier of the neighbor p(v) from which it received the
message (7y+, u*, Zy+ ). In other words, we declare node p(v) to be its predecessor. If v received the
message simultaneously from more than one neighbor, it picks the one with the smallest identifier
as its predecessor. In the end, v sends (7, u*, y+ + 1), i.e., the same message with an increased
hop counter, to all its neighbors.

After each node joins a cluster, all nodes add the edge to their predecessor to the spanner (if they have
one). By adding an edge to w to the spanner, we mean that a node v locally marks w as a neighbor in the
spanner and sends a message to w, so w also locally marks v as a neighbor in the spanner. Thus, the edges
are always bi-directed and we only add edges that are present in the initial graph G'¢. The latter is very
important for our construction, as we will require local communication on these edges later on.

However, the subgraph implied by the edges added during this phase is not necessarily connected.

These edges only connect a node with its predecessor in its cluster. As we will see, these edges imply a
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spanning tree rooted in the node’s respective cluster head, but there are no paths to nodes in other clusters.
Thus, in the second part, we add edges between the clusters to the spanner to ensure it is connected. To
simplify notation, we refer to all clusters that contain at least one neighbor of a node as its neighboring
clusters. We create the edges between clusters in the following way. First, all nodes send the identifier
of their cluster head to all their neighbors to inform them about their neighboring clusters. This way,
each node can determine all its neighboring clusters and which of its neighbors are in which neighboring
clusters. Second, all nodes add an edge to exactly one node of each neighboring cluster. To be precise,
suppose that v € V is in the cluster of some node u}, € V and a neighbor w € N, is in the cluster
of some node u;, # u;, € V. Then, after receiving the identifier v, from w, node v adds an edge w
to the spanner. If more than one neighbor is in this cluster, node v again picks the neighbor with the
smallest identifier and only adds the edge to this neighbor to the spanner. As a result, it is also possible
that that w perhaps adds another edge to another member of v’s cluster. However, the number of edges
each individual node adds is bounded by the number of their neighboring clusters. This concludes the

construction of the spanner and the first phase of our preprocessing algorithm.

(STEP 2) TRANSFORM S(G() INTO A BOUNDED DEGREE GRAPH H (G(): Now, we will construct
a bounded degree graph H(G¢) from S(G¢). Note that H(G¢) — in contrast to S(G¢) — is not a
subgraph of G¢ and contains additional edges. Although S(G ) has few edges in total, there can still
be high-degree nodes. Our goal is for high-degree nodes to redirect their edges to other nodes to balance
the degrees. This technique is conceptually similar to constructing a child-sibling tree as in [AWo7] and
[GHSS17].

1. In the first step, we add an ordentation to the edges similar to the Nash-Williams Forest Decompo-
sition, which is often utilized in algorithms for sparse graphs [AGG T 19b, BE10]. This procedure
adds an orientation to each edge {v, w} such that it is either oriented towards v or w. We will
slightly abuse notation and refer to all edges oriented towards a node v € V as its incoming edge
and all others as oxtgoing edges. Note that we will still require bidirectional communication be-

tween v and w.

It is well known that any graph of arboricity @ has an orientation where each node has at most
O(a) outgoing edges [AGG™ 19b, BE10]. However, instead of directly bounding our spanner’s
arboricity and using standard techniques to create the orientation, we take a slightly different path.
Given the clustering from the previous step, a sufficiently good orientation can be constructed in
asingle round. Every node v € V declares all edges it added during spanner construction as out-
going edges. Recall that this includes the edge to the predecessor and an edge to one node of each
neighboring cluster. The nodes inform their neighbors about the orientation by sending a message

containing their identifier.

2. Next, we delegate all incoming edges away and create line-like connections between all incoming

nodes. For the construction, consideranodev € V andletwy, . . . , wi beall nodes with (w;, v) €
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S(E¢), i, the incoming edges of v. W.l.o.g., assume that w1, . .., wy, are ordered by increasing

identifier. Then, for each ¢ > 1, v sends the identifier of w; to w;_1 and vice versa.

One can easily verify that each node has at most one incoming edge left (i.c., the edge from w; to v) and

received at most two edges for each outgoing edge (i.c., the edges to w;_1 and w;_1).

3.2  ANALYSIS

In this section, we will prove Lemma 3.1. Together with the algorithm from Theorem 1, this implies Theorem

2. In order to prove Lemma 3.1, we need show that it holds:

Lemma 3.2. The algorithm in the first step creates a connected subgraph S(Gc¢) of G in O(logn') rounds
where each node has ar most O(logn) neighboring custers w.b.p.

Equipped with this lemma, we can prove Lemma 3.1 in a straightforward way. Note that each node has
at most O(logn) neighboring clusters, w.h.p., by Lemma 3.2. Therefore, it has at most O(logn) outgoing
edges after computing the orientation in the second step. Thus, the resulting graph H(G¢) has a degree of
O(log n) as claimed. This follows because, in the construction of the child-sibling tree, a node gains two edges,
to its predecessor and to its successor, per outgoing edge and loses all but one incoming connection. Further,
this part of the algorithm only requires O(1) rounds of communication between neighboring nodes. Together
with the O(logn”) rounds from the first step, this proves the theorem.

In the remainder of this section, we will prove Lemma 3.2. We begin with the runtime. It is fairly straight-
forward to see that both step takes O(logn’) communication rounds. For the clustering phase, note that a
node v € V joins a cluster at the latest in round 4logn’ — [r, | when it creates its own message. Thus, after
4logn’ + 1 steps, all nodes joined a cluster due to our choice of the 7,’s. Therefore, the runtime of the first
phase is only O(logn’). In the second phase, all nodes only exchange two messages with their neighbors in
S(G¢), so its runtime is O(1). Since all nodes know the same estimate of O(logn’), the phases can be syn-
chronized via round counters. Thus, it remains to show that the subgraph created by our procedure is indeed
connected and there are few edges between the clusters.

In the following, we will show that the resulting graph S(G¢) is connected, and each node has at most
O(logn) neighboring clusters, w.h.p. For the most part, our proof will follow the ideas of Miller et al.’s span-
ner construction [MPVX1sa]. However, we will use some of the insights by Elkin and Neiman [EN18a] and
technical details from Haeupler and Li [HL18], who present a similar algorithm explicitly tailored to the CON-
GEST model. Note that Haupler and Li use the geometric distribution, but this does not make too much of
a difference. The key difference — besides the use of the exponential distribution — between our algorithm
and the construction by Haeupler and Li is that we broadcast the values for only O(logn’) and not O (log n)
rounds, and redraw ,’s that are larger than O(log ). Therefore, our algorithm creates slightly different span-
ners but allows us to reuse some analytical results from Elkin and Neiman. Finally, we want to remark that
Elkin and Neiman only described the algorithm differently without the concept of clusters. However, the end

result is basically the same as we will see in our analysis.

67



First, we show that the connectivity follows directly from our construction of the clusters. We begin with
the connections within a cluster. Intuitively, the path along the predecessors leads to the head of the cluster.

For completeness, we formally show the following claim:

Claim s. Suppose that v € 'V joined the duster of u* € 'V, then there is a bi-directed path from v to u* in
S(Ge).

Proof. Recall that a node w € V joins u*’s cluster by receiving a message of the form (r,+, u*, z,+). Here,
Ty~ is the hop counter that is increased each time the message is forwarded. For each node w € V thatis in
u™’s cluster, we can therefore define . > 0 as the value of the hop counter when it joins the cluster?.

Equipped with this definition, we can now prove the lemma via an induction over all possible values of ...
For the start of the induction, suppose that z;,. = 0. Note that z},. = 0 can only hold if v = u*. Recall that
the message (7« u*, T+ ) that lets nodes join the cluster originates at u* with a hop counter of 0. The hop
counter is increased every round, so u* is the only node that can ever receive (7,+, ©*, 0). Thus, for 2. = 0,
it must hold v = u* and there is a trivial path contained in the spanner as a node has a path to itself.

Now we get to the induction step. Assume that z},. = 7 and for all nodesw € V with z}}. = ¢ — 1 there
is a path to u* in the spanner. We claim that one of these nodes must be v’s predecessor p(v). First, we observe

that node p(v) must be part of u*’s cluster as each node only forwards the message of the cluster it joined.

Therefore, the value xﬂ(*v) is well-defined. According to the algorithm, p(v) joins the cluster when it receives
(P, U™, mﬁ(*v)) and then fowards (7~ u™*, xz(*v) + 1) to v. Upon receiving this message, v joins the cluster.

p(v)

u*

This implies that for v and its predecessor p(v), it holds «¥. = x,+’ + 1. Therefore, we have xﬁgf)) =1—1
as we assumed z%. = 4. Finally, v adds a bi-directed edge to p(v) and p(v) has a bi-directed path to u* per

induction hypothesis, so the lemma follows. O

Note that this lemma directly implies that the spanner is connected. Consider an edge (v, w) € Ec¢. If
both nodes are in the same cluster of some node u*, the lemma certifies that for both nodes, there is a bi-directed
path to u* connecting them. Otherwise, there are two possibilities if the nodes are in different clusters. Either
v directly adds the edge (v, w) to the spanner, or it adds another edge (v, w’) where w’ € N, is in the same
cluster as w. In the latter case, there must be a path from w to w' by the same argument as before, as they are in
the same cluster. Thus, for each edge (v, w) € E, there is a path that connects v and w in S(G¢).

Next, we consider the number of neighboring clusters, which is a bit more involved. Before we go into the
details of the analysis, we first introduce some helpful definitions. First, recall that we denote the distance, i.c.,
the number of hops on the shortest path between two nodes v and w in G¢, as dist(v, w). As we only consider
unweighted graphs, all distances are integer and we have dist(v, v) := 0 and dist(v,w) > 1 for any w # v.

Further, for all nodes u € V, we define the value

My (v) =1,y — dist(u, v). (3.1)

3 Later on, we will see that it actually holds 2%, = dist(u*, w), but this is immaterial for this proof.
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We denote m(v) to the maximum among these values and w; € V as the node that drew the respective variable.

In other words, it holds:
m(v) 1= My (v) 1= max{my(v) |u €V} (3.2)

These values will be integral to our analysis as we will see u}; is indeed the node that takes v into its cluster.

Equipped with these definitions, we show the following.

Lemma 3.3. Fixa node v € V and let w} be the node that maximizes m(v). Then, v receives the message

(u), rys, dist(v, u})) in round (4logn’ — [ry+1) + dist(v, w);) and joins the cluster of u*.

Proof. For this proof, we will drop the subscript from w;; and simply write u™ if clear from the context. Note
that (4logn’ — [ry+]) +dist(v, u*) is the earliest round in which the message can possibly be received by node
v as the message is started in round (4 logn’ — [~ |) and takes (at least) dist(v, u*) steps to reach v. First, we

show that v cannot receive another message in an earlier round.

Claim 6. v will not receive any message before round (4logn’ — [ry«1) + dist(v, u*).

Proof. We begin the proof by noting that ©* minimizes (4logn’ — r,,) +dist(v, ) amongall nodes of V. This

can be shown through an elementary calculation. We start with:
(4logn’ — ry=) + dist(v, u*) < (4logn’ —ry,) + dist(v, u) (3.3)

To simplify the term, we subtract 4logn’. Then, we get:

— 7y + dist(v, u*) < —r,, + dist(v, u) (3.4)
Sryx — dist(v, u*) > 7y, — dist(v, u) (3:5)
S My (V) > my (v) (3.6)

Let U C V be the set of nodes whose messages reach v first (note that several such messages may be received in
the same round from different neighbors of v). Denote the round in which v first receives something as ¢. For

all nodes u € U, it holds:
t = (4logn' — [ry]) + dist(v, u) (3.7)

We argue that u* must be contained in U. For contradiction, suppose that the value would be received in a later

round, i.e., it holds:

t+ 1< (dlogn’ — [ry-]) + dist(v, u*) (3.8)
< (4logn’ — 1y ) + dist(v, u*). (3.9)
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Now, note that for all values w € U, it holds that [r,, ] — r,, < 1. Therefore, we have:

(4logn’ — 1) + dist(v,u) = (4logn’ — [ry] + [ru] — ru) + dist(v, w) 10

4logn’ — [ry]) +dist(v,u) + ([ry] — 74)

= ( 3
= (
< (4logn’ — [ry]) +dist(v,u) + 1

-

3.11

12

»

(3.10)
(3.11)
(3.12)
=t+1 (3.13)

3.13

By combining these two observations, we see that u* would not be the node with minimal value as any node in

U has a smaller one. This is a contradiction as we defined ©™* to be minimal. O

We will see that our lemma holds if all nodes on a shortest path from «* join the cluster of u* and forward

the message. In particular, we claim the following

Claim 7. Letl = dist(u*,v) and let P = (wo := u*,...,w; := v) be any shortest path from u* tov. For
0 <@ <, it bolds that w; joins the cdluster of u* in round (4logn’ — [ry~1) + 4.

Proof. For contradiction, assume that w; € P is the first node that does 7ot join the cluster. As all nodes
W, . . ., w;—1 until this pointjoined the cluster of u*, it holds that w; _1 must have sent the message (7', u*, 7)
inround (4logn’ — [ry-]) + (¢ — 1). Therefore, w; must have joined another cluster in or before this round.
As w; cannot have received a message in an earlier round due to Claim 6, w; must decide for another cluster in
round (4logn’ — [7y+]) + . More specifically, there is a vertex z € V/, such that w; receives (7, 2, ) and

it holds:

Tz = Tz > Tyx — Ty» (3.14)
=Ty — 1 (3.15)
= 1y — dist(u™, w;) (3.16)

As x, increases on every hop from z to w;, it is lower bounded by dist(z, w). This implies that:
r, — dist(z, w;) > ryx — dist(u*, w;) (3.17)

However, this has implications for the value m (v). Using our observations, we see that it holds:

m,(v) :=r, — dist(z, v) (3.18)
> r, —dist(z, w;) + dist(w;, v) (3.19)
>y — dist(u®, w;) + dist(w;, v) (3.20)
= 1y — dist(u™, v) (3.21)
= e () i= (o) (3.22)
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Here, inequality (3.18) follows from the triangle inequality, inequality (3.20) follows from inequality (3.17),
and equality (3.21) holds because w; is on the shortest path from u* to v. This is a contradiction as m(v)
must be bigger or equal to m, (v) per definition. Therefore, 4* must the node which minimizes (7,+ — y+)
among all values received by w;. Thus, w; would not have joined another cluster and must have forwarded u*’s

message. O
Finally, as v := wj and [ := dist(u*, v), the lemma follows. O

Next, we observe neighboring clusters of a node v and show that they are bounded by O(logn) w.h.p.
Suppose thatv € V hasaneighborw € V thatjoined another cluster. Then, there mustanode u}; # uj, € V'
that maximizes ,,x — dist(u},, w). Since v and w are neighbors, the value Ty cannot be much bigger than r,
because otherwise, the corresponding message would reach v much earlier and it would join a different cluster.

Following this intuition, we show that the following holds:
Lemma 3.4. . Letv,w € V be two neighboring nodes in different dusters. Then it holds m(v) < m(w) + 1

Proof. Note that it holds
dist(u), w) < dist(u),v) + 1 (3.23)
due to the triangle inequality and the fact that v and w are neighbors. This implies that:
(1) > s (w) 1= 1 — dist(u’, w) (324)

Using inequality (3.23), we see that:

m(w) > ryx — (dist(uy,v) + 1) (3.25)

> My (v) — 1 (3.26)

=m(v) —1 (327)

This proves the statement. O

Therefore, the number of neighboring clusters of any node v € V' is upper bounded by the number of
values m,,s := 1, —dist(u, v) which are close to m(v). Elkin and Neimann analyzed this random value for the
case that the random variables are drawn according to the exponential distribution without truncation. Note

that their lemma is itself based on an observation by Miller et al. [MPVX1sa]. They show the following:

Lemma 3.5 (Lemma 1 in [EN18a]). Letdy < ... < dyy, bearbitrary values and let 61, . . ., Oy, be independent
random variables sampled from the exponential distribution with parameter 3. Define the random variables
M =max;{6; —d;}and I = {i : 6; —d; > M — 1}. Then foranyl <t <m,

Pl > 1) = (1-e#) "
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Although we draw the variables differently, their bound will be a very good approximation for our algo-

rithm. Now we can show the following lemma:
Lemma 3.6. Every node bas at most O(log n) neighboring dusters, w.b.p.

Proof. Foranodev € V let X, denote the number of its neighboring clusters. It holds:
Xy < {ueV|r, —dst(v,u) € [m(v) —1,m(v)]} (3.28)

Further, let 01, . .., 0,/ be a series of independent, exponentially distributed random variables with parameter

B. Define i (v) = maxyev{9; — dist(u,w)} and consider the variable
X, = Hu € V| 6, — dist(v,u) € [r(v) — 1,7 (v)]}. (3.29)

Note that X, can be analyzed using Lemma 3.5 by choosing the shortest path distances to v as the d;’s and

1 (v) as M. Finally, let Z be the event that all variables 01, . . . , §,5, are smaller than 4 logn'. Then, it holds:
P[X, > clogn| = IF’[XU > clogn | Z] (3.30)

Given these definitions, we want to show that there are constants ¢, ¢’ > 0, such that it holds:

N 1
P[X, > clogn | Z] < — (3.31)
By the law of total probability, it holds:

pr[f(v > clogn} = Pr[2] - P[X, > clogn | Z] + Pr[-2] - P[X, > clogn | 2] (3.32)
> Pr[Z] - P[X, > clogn | Z] (3.33)

Therefore, by solving for P[X, > clogn | Z], we get:

) Pr[f(v > clogn}

P[X, > clogn | 2] < ———r—+ (3.34)

Pr[Z]

Note that the term in the nominator removed the condition that the variables are smaller than 4 log /. Thus,

it can be bounded with Lemma 3.5. By choosing 8 = 1/2and t = ¢ logn with ¢ := e 3 - co + 1, we see

that:
P[X, > ¢;logn] = (1 — e_%)c1 logn—1 (335)
_1
_ (1 . e,%)(e 2 ~02+1) logn—1 (3.36)
<e @l =T, (3.37)
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The last inequality followed from the fact that (1 — 1/2)* < e~! forany 2 > 0. On the other hand, we have
the following:

’

Pr[Z] :=Pr m d; <4logn'| =1—Pr U §; > 4logn' (3.38)
i=1 i=1
>1- ZPr[&; > 4logn'] (3.39)
i=1

The last inequality follows from the union bound. Finally, we use that each §; is exponentially distributed with

parameter 8 = 1/2. Itholds:

Pr(Z] > 1) eatlen > Def. of . (3.40)
=1
n' 1

Note that we can assume n’ > 2 as a component with one node has no edges. Plugging our two insights

together, we get the following:

Pr [Xv > clog n}

N n—°¢2 e
P[X, > clogn | Z] < PrZ] < 7 =2n " (3.42)
Thus, by a union bound, every node has at most ¢; log n neighboring clusters with probability atleast 1 —n =
with c3 = ¢o — 2. This proves the Equation (3.31) forc; > c3 - e~ % + 3 and therefore the lemma. O

This proves Lemma 3.1 and therefore Theorem 2!
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Fast Construction of Spanning Forests

N this section, we will show how the algorithm of Theorem 2 can be used to construct a spanning forest
I of the (undirected version of the) initial graph G. Given a graph G = (V, E), a spanning tree S =

(V, Eg) with Ep C E is a subgraph of G with n — 1 edges that connects all its nodes. If a graph is
not connected, the collection of spanning trees of all its connected components is called a spanning forest. For
simplicity, we assume that the input graph is connected; our algorithm can easily be extended to also compute
spanning forests of unconnected graphs by running it in each connected component. In particular, we show

the following theorem:

Theorem 3. Spanning Tree in HYBRID

Let G = (V, E) be a weakly connected directed graph. There is a randomized algorithm that constructs
a spanning tree of (the undirected version of) G in O(log n) rounds, w.h.p., in the HYBRID model.

Each node sends at most v € O(log® n) bits per round in global mode, w.h.p.,and A € O(logn) bits

along each edge in the local mode.

We describe the algorithm behind this theorem in Section 4.1, and in Section 4.2, we prove Theorem 3.

4.1  ALGORITHM DESCRIPTION

In this section, we describe the algorithm behind Theorem 3. The description of the algorithm requires some

familiarity with the algorithms from Theorems 1 and 2. We refer the reader to Chapters 2 and 3 for the details
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(and advise to read them first). Having this disclaimer out of the way, we note that the algorithm of Theorem 2
constructs a graph G, that results from L € O(logn) iterations of CREATEEXPANDER of the graph G that
resulted from Lemma 3.1. This graph has diameter O(logn) and degree O(log® n), w.h.p. We will use this
graph as the starting point for our construction, not the final well-formed tree (i.e., we skip the last step where
we reduce the degree).

Given the graph G, created by CREATEEXAPANDER, we constructaspanning tree Sy, of G 1, by performing
a BFS from the node with the lowest identifier and then compute an ordering on Sy,. Our idea is to iteratively
replace all the edges of Sy, by edges of G', 1, replace these edges by edges of G2, and so on until we reach a

graph that contains only edges of Gio. More precisely, our algorithm executes the following steps.

(STEP 1) CREATE A LocALLY CHECKABLE ORDERING: Let v be the node with the lowest identifier.
We first perform a BFS in G 1, from v and create a BFS-tree St.. This is our initial spanning tree. Next, we
assign a label [(v) to eachnode v € V. Eachnode v € V'\ {vg} stores the round in which the broadcast
reached it, i.e., its distance to vy, as its label. Note that there can be nodes with equal labels. However, it
holds that the root vy is the only node with label ,,, = 0, all nodes have a parent with a lower label (as the

broadcast reached them in the previous round).

(STEP 2) RECURSIVELY REPLACE EDGES:  Next, we want to replace all edges of Sy, with edges of G
in a recursive fashion. Suppose we are in the ith step of the recursion, i.e., we want to construct Sy,_ ;1)
from Sp,_;. Let the edge (v, w) € Sp_; be the result of a random walk (v,v1,...,v,—1,w) in our
CREATEEXPANDER algorithm. We assume for the moment that v knows all nodes of the walk and can
communicate with them. Then, we perform the following steps:

1. v sends the label ({(v) o j) to each v; on the walk. Here, o denotes the concatenation operator for

two bit strings.

2. v; then picks the minimum of all its received labels as its new label and informs all its neighbors in

GL—(i-‘rl) about it.

3. The root vy sets its label to [ (vg) = I(vg) o 0 (which therefore remains the unique minimal label).

Finally, each node except the root picks an edge (v, w’) with I(w") < I(v) and adds it to Sy, (;41).

(STEP 3) REPLACE SPANNING TREE EDGES:  Recall that an edge {u, w} in Sp may notexistin G, i.e.,
if it resulted from a redirection of an edge {u, v} in Gy in the algorithm of Chapter 3, where u and w
were incoming nodes of v. So Sy may not be a spanning tree of G. Now, as before, we can simply model
each edge {u, w} that does not exist in G as the result of the walk that crossed {, v} and then {v, w} in
G. This is not a random walk, but that is immaterial. Node u computes the new labels exactly as before

and sends them to v and w. Given the labels, we can construct the tree as before.
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4.2 ANALYSIS

In this section, we will show that our algorithm creates a spanning tree of G with the time and communication
bounds from Theorem 3. We begin with the algorithm’s correctness and show that it does indeed construct a
spanning tree of G. Recall that the algorithm creates the spanning trees based on a labeling that updates every
recursion. In the following, if a node v € V has edge {v,w} € E to some node w with [(w) < [(v), we
call this a critical edge. Note that our algorithm creates the spanning trees S7., St 1, . . . by letting each node

except Vg pick a critical edge. Our goal is to exploit the following simple fact:

Lemma 4.1 (Ordering implies Spanning Tree). Let G := (V, E) be an undirected graph and [(vy), . . ., l(vy,)
be an ordered labeling of the nodes. Further, let Es be a set of edges. Suppose it holds that

1. There is exactly one node v' with [(v") < l(v) forallv € V \ {v'}, and
2. all other nodesv € V'\ {v'} have a critical edge.
Then, ifeachv € V' \ {v'} adds a critical edge to Esg, the resulting graph (V, Eg) is a spanning tree of G.

Proof. Since each node (except v’) adds at most one edge, the resulting graph can have at most n — 1 edges and
is either a tree or a forest. Therefore, it remains to show that it is connected and, therefore, a tree. However, this
follows because each node must have a path to v'. Otherwise, there either would be a node v with [(v) > I(v')
that did not add an edge, or there are two nodes with minimal labels. Both options contradict one of the two

conditions; thus, our claim follows. O

We will show that our algorithm maintains a labeling with the required properties. In other words, in each
step of the recursion, each node maintains a label /(v) such that each node v with [(v) # [(vg) has atleast one
critical edge and there is a unique node vy with minimal label. Since all nodes initially use their hop distance
to the BFS root vy as their label, this condition is trivially fulfilled for S,. So, we only need to prove that our

update rule maintains it. To this, we prove:
Lemma 4.2. Suppose that Sy, ; is spanning tree of G, then Sy, (;y1) is spanning tree of G _(; 1 1)-

Proof. Since there is clearly only one root with a unique minimal label by construction, we must only show that
all other nodes have a critical edge. In particular, if some v € V is not the root, there must be a neighbor in

G1—(i+1) with a smaller label. Let now I, := [() o j the minimal label that was assigned to v, i.e., v is the j"

node on some walk (z := v1,...,v; = v,...,vp := y) from x to y in G1,_(;41). Consider the following
two cases:
* Ifz = vforsomewalk (z,...,y), then v assigned a label to itself, so the prefix of the new label is its old

label I(v). However, since v # vy, it must have a parent p(v) in Sy,_;. Therefore, it must have received
a label l;(v) with prefix {(p(v)) from p(v). Since (v, p(v)) was a critical edge by construction, it holds
l(p(v)) < l(v),ie., thelabel I’ (p(v)) sent by p(v) is strictly smaller than I’ (v). Thus, if v =  for some

walk, v did not pick the minimum label, which is a contradiction.
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* Otherwise, if x # v, there must be well-defined predecessor v;_1 in the walk that is a neighbor of v in
G'1—(i+1)- This predecessor can only get a label smaller or equal to [() 0 j — 1 which therefore is smaller

than v’s new label I’ (v).

Thus, each v € V has a neighbor that has a critical edge or is the root (which has the unique minimal label).

By Lemma 4.1, we can construct S, _(;41) in one step by picking a critical edge. O

Thus, the algorithm creates a spanning tree for G as desired. This proves the algorithm’s correctness. There-
fore, to prove Theorem 3, it only remains to argue that the algorithm has the claimed runtime and communi-

cation bounds. We do so in the following lemma.

Lemma 4.3. The algorithm can be implemented in O(logn) local communication and O(log® n) global com-

munication, w.h.p.

Proof. As mentioned, our algorithm requires that the two endpoints of every edge e need to know the nodes
that the corresponding walk traversed (i.c., the nodes that make up ¢) while sending no more than O(log® n)
messages of size O(logn) in global mode and O(1) messages per edge in the local mode.

To implement this behaviour, we slightly adapt CREATEEXPANDER. As a first change, we add the identifier
of each traversed node to each token. Further, when creating an edge, 4// of these identifiers are sent back to the
node that started the token ,i.e., we sample the whole walk instead of just the endpoint.

Note that as the token traverses £ € O(1) nodes, the size of each token stays (asymptotically) the same.
Thus, the endpoints of each edge e of Sz, ; can inform the endpoints of all edges of G'1,_ ;1) that make up e.
Recall that a node needs to send at most £ labels for each edge, resulting in at most O(£ log 1) labels. However,
the labels now not only contain the node’s identifier but also the additional information we add in each step.
To be precise, the size of a label grows by an additive log ¢ € O(1) bits for each recursion as we always add a

constant number between 0 and £ to an existing label. So, after L € O(logn) recursions, the label size is still
O(logn) + L - log¢ = O(logn). (4.1)

Thus, each message message contains £ € O(1) labels of size O(logn) bits. Therefore, a global capacity of
O(log® n) messages (or equivantly O(log® 1) bits) still suffices.

In the last step, we use the local mode to assign the labels. Here, each node v can be part of O(d(v)) walks
of length three. These walks only contain neighbors of the node in the original graph G. Since we can now
use the local CONGEST edges, a node v can send and receive a new label to and from all its neighbors in one
round. Thus, this step can the implemented with O(1) messages or O (logn) bits of local communication per
edge.

Finally, since each recursion step takes 2 rounds of exchanging messages and labels, we finish after L €

O(log n) rounds. O

Together, these lemmas prove Theorem 3!
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An O(log A + loglog n)-Time Algorithm for MIS

N this section, we present a Maximal Independent Set (MIS) algorithm in the HYBRID model with poly-
I logarithmic local and global communication complexity. To the best of our knowledge, this is the first
and only such algorithm in the HYBRID model with these restrictions. The MIS problem is defined as

follows:

Definition 5.1 (Maximal Independent Set (MIS)). Ler G := (V, E) be an undirected graph, then S C V is
an MIS if and only if it fulfills the two following properties:

1. No two nodes in S are adjacent in the initial graph G.
2. Everynodev € V' \ S bas a neighbor in S.

Due to its simplicity, MIS is often regarded as a benchmark problem for (new) models of computation.
It essentially clarifies how fast one can break the symmetry in a graph. That being said, we first take a look

at existing bounds for the problem. By a result of Kuhn et al.[KMWoy4], there are graphs of degree A in

which computing the MIS takes {2 (%) rounds, even in the LOCAL model. This was later improved

to Q(min{A, log)lgi) g)i ;LTL } by Balliuet al. [BBH ' 21]. In terms of upper bounds, there has been a lot of progress
in recent years [GGR21, RG20, GG23, GG24] The current upper bound in LOCAL model is of approxi-
mately O(log A + logs/ 3 logn - log“logn) [GG24]. In models in which the communication is not lim-
ited to the neighbors of a node (which roughly corresponds to our notion of global communication), the run-
time is often exponentially better. For example, both in the CONGESTED CLIQUE and the MPC model

[GGJ20, BBD" 19, GGK™ 18, BFU19] one can achieve runtimes of O(loglogn) or even O(loglog A) which
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beat these lower bounds. However, these models allow for communication primitives beyond our model’s ca-
pabilities. In the CONGESTED CLIQUE, a node can send a message of size O(logn) to every node in the
graph, and in the MPC model, each node can receive O(n°) bits where § < 11is a constant. Thus, these ex-
treme improvements are still out of reach. Instead, with limited global communication, we can offer a slight

improvement. More precisely, we prove the following theorem:

Theorem 4. MIS in HYBRID

Let G = (V, E) be a graph of degree A. There is a randomized algorithm in the HYBRID model that
computes an MIS of G in O(log A + loglog n) rounds, w.h.p. The algorithm requires local capacity
O(logn) and global capacity O(log® 1), w.h.p.

Therefore, we only show a marginal improvement compared to state-of-the-are for the LOCAL model.
Nevertheless, we can learn something from this. It emphasizes that even a small amount of non-local commu-
nication is as strong as unbounded local communication. Further, the algorithm is (arguably) simpler than the
state-of-the-art techniques for LOCAL.

Our algorithm combines the so-called shattering technique [BEPS16, Gha16] originally developed for the
CONGEST model with our overlay construction algorithm. As the name suggests, the shattering technique

shatters the graph into small components of O(A log n) undecided nodes in O(log A) time, w.h.p. Recall that
log(Alogn) = log A + loglogn.

We then compute a well-formed tree of depth O(log A + loglog 1) in all these small components. This takes
O(log A + loglog n) rounds, w.h.p., using the algorithm of Theorem 2. Note that here it is important that
the runtime is the logarithmic in the size of the largest component and not n. In each component, we can
now independently compute MIS solutions using O(log n) parallel executions of the CONGEST algorithm by
Metivieretal. [MRNZo9]. Aswe will see, at least one of these executions must finish after O (log A +loglog n)
rounds, w.h.p, so the nodes only need to agree on a solution for one of the finished executions. The problem is
that the nodes cannot Jocally check which executions have finished. Here, the well-formed tree comes into play.
We can use it to gather the information of which executions have finished in a single node and then to broadcast
information to all nodes in the component in O(log A +loglog n) time. This leads to an O(log A +loglog n)

time algorithm, where A is the initial graph’s degree.

This chapter is structured as follows: In Section 5.1 we introduce the results by Ghaftari and Metevier et al.,
which build the basis for the algorithm behind . Given these preliminaries, we present said algorithm in Section

5.2 and analyse it in Section s.3.

5.1 PRELIMINARIES

Before we discuss our algorithm in detail, we briefly recap two techniques/algorithms used in MIS algorithms.
First, we introduce the so-called shattering technique and then the bit-optimal CONGEST algorithm by Mete-

vier et al. Both will be important building blocks in our construction.
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5.1.1 THE SHATTERING TECHNIQUE OF GHAFFARI

Many state-of-the-art MIS algorithms employ the so-called shattering technique [BEPS16, Gha16], which con-
ceptually works in two stages': First, there is the so-called shattering stage, where the problem is solved for
most nodes using a local strategy. As a result of this stage, each node knows — with probability 1 — o(1/A)
— whether it is in the MIS itself or has a neighbor in the MIS and, therefore, cannot be in the MIS. We say
that these nodes have decided as the state of these nodes will not change for the remainder of the algorithm.
Likewise, we refer to all other nodes as #ndecided nodes. In the second stage, we solve the problem for all re-
maining undecided nodes. These undecided nodes only need to communicate with their undecided neighbors
as all other nodes know whether they are in the MIS or not. Note that the probability of 1 — 0(1/A) implies
that each undecided node has less than one undecided neighbor in expectation. By a Galton-Watson-like argu-
ment, the graph G is, therefore, shattered into small isolated subgraphs G1, . . . , G}, of undecided nodes after
the first stage. Two undecided nodes are part of the same subgraph Gj if there is a path of undecided nodes be-
tween them. In the second stage, the MIS is solved on these subgraphs where we can exploit that the subgraphs
G1, ..., Gy are far smaller than G.

The first phase can be implemented in (nearly) optimal O(log A) time due to a brilliant result by Ghaf-
fari[Gha16, Gharg]. It holds:

Lemma 5.1 (Based on Lemmas 4.2 in [Gha16] and 2.1 in [Ghai9]). Lez ¢ be a large enough constant and

G := (V. E) be a simple undirected graph. There is a distributed MIS algorithm A with following properties:

1. Let B be the set of nodes remaining undecided after O(clog A) rounds of A. Then, with probability at
least 1 — n~°, all connected components of G| B), the subgraph of G induced by nodes in B, have cach at
most O(A* log x (n)) nodes.

2. Each message contains only 1 bit.

Given this result, the crux of many modern MIS algorithms lies in their implementation of the second
phase. In the LOCAL and CONGEST model, we can use deterministic algorithms to obtain sublogarithmic
runtimes. Note that we need to be very careful when we execute randomized algorithms in this phase if the
probability of failure only depends on the number of nodes. Since the number of nodes n’ in each component
is much smaller than n, a bound of 1 — o(n/~°) does not imply that the algorithm succeeds w.h.p. In models
with massive global communication, all remaining nodes and edges of a component can be gathered at a single
node using the global communication and then solved locally. This, of course, requires this node to receive a
huge amount of messages in a single round. Because of this high message load, this approach cannot be used

directly in our model.

5.1.2 THE ALGORITHM OF METEVIER ET AL.

Next, we consider MIS algorithms in the CONGEST model. Here, the MIS problem can be solved in O(log n)
time — in expectation and w.h.p. — due to a celebrated algorithm by Luby [Lub86] and Alon et al. [ABI86].

"Note that the faster algorithms are more intricate and use more preprocessing stages to reduce degrees, but still rely on this scheme in
the end.
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The idea behind the algorithms is quite simple: Each node picks a random rank in [0, 1], which is sent to all
neighbors. Then, all local minima join the MIS and inform their neighbors about it. All remaining nodes, i.e.,
nodes that did not join the set and had no neighbor that joined the set, repeat this process until every node has
decided. Later, Métivier et al.[MRNZo9] provided a simpler analysis and showed that sending a single bit per
round and edge is sufficient. For our algorithm, we take a closer look at the fact that Métivier et al.’s algorithm
has an expected runtime of O(log 7). In particular, it holds that in every round, in expectation, half of all edges
disappear due to nodes deciding (see [MRNZo9] or the appendix of [Gha16] fora comprehensive proof). Thus,
if we execute it on a subgraph with n’ 2 edges, it finishes after O(logn’) rounds in expectation. That means,
by Markov’s inequality, with at least constant probability, the algorithm only takes O (log ) rounds. In fact,

Meétivier et al. even prove the following more precise statement:

Lemma 5.2 (Theorem 3 in [MRNZo9)). There is a randomized distributed algorithm for arbitrary simple
graphs G := (V, E) with n nodes in the CONGEST model that:

1. finishes in O(log n) time with probability 1 — o(n™1), and
2. each message contains only 1 bit.

The lemma implies a success probability of 1 — 1/n’ if we run the algorithm on a graph of n’ nodes. There-
fore, if we execute it O(log n) times independently in parallel, there must be at least one execution that finishes

within O(logn') rounds, w.h.p.

5.2 ALGORITHM DESCRIPTION

Now we go back to the shattering technique and consider the undecided nodes after the shattering stage. Instead
of reporting all edges to an observer that solves the problem locally for each subgraph of undecided nodes, we
execute Metevier et al.’s algorithm O(log n) times in parallel and report which executions finished. Once there
is one execution in which all nodes are finished, we signal the nodes to stop via broadcast and let them agree on
the outcome of one execution. To do so efficiently, we execute the algorithm of Theorem 2 on each component
of undecided nodes. Note that this requires far fewer messages per node than aggregating all edges at a node
and still achieves a sublogarithmic runtime.

More precisely, our algorithm to solve the MIS problem operates in the following three steps of length
O(log A+loglogn) each. To synchronize these steps, we need to assume that, in addition to an approximation

of log log n, the nodes also know an approximation of log A.

(STEP 1) SHATTER THE GRAPH INTO SMALL COMPONENTS:  First, we run Ghaffari’s shattering al-
gorithm from [Gha16] for O(log A) rounds. After executing it, the graph is shatzered into isolated, unde-
cided components G'q, . . . , Gj;,. Obviously, the nodes can use the local edges to determine which neigh-

bors are in the same component. The remainder of our algorithm will run on each of these G;’s in parallel.
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(STEP 2) CONSTRUCT AN OVERLAY FOR EACH COMPONENT: Next, we establish a well-formed tree

S; on each G; using the algorithm of Theorem 2. We denote the resulting trees as St, . . ., Sk.

(STEP 3) EXECUTE METIVIER ET AL.’S ALGORITHM IN PARALLEL: Using the well-formed tree from
the previous step, we can (deterministically) compute aggregate functions on each G;. Given this powerful
tool, we construct an MIS for each GG; as follows:

1. On each G;, we run the MIS algorithm of Métivier et al. independently ¢; logn times in parallel
for 7¢, := c2 (log A + loglogn) rounds. Here, ¢1 and ¢y are some tunable constants, but ¢z is
chosen such that 7, is bigger than the diameter of S;. By Theorem 2, such a minimal c5 can always
be found. Since each execution needs messages of size 1, all messages sent by all executions can be
sent in one round of the CONGEST model. More precisely, in each round € [0, 7, ], 2 node
simply sends the random bit string M (w) := (mg(w)7 TG g 7L(w)) of length ¢4 logn to
its neighbor w. Here, the value m’ (w) € {0, 1} is the 1-bit message that is sent by execution j to

w in round r.

2. After 7., rounds, each node checks in which executions it has decided, i.e., itself or one of its neigh-
bors joined the MIS. It creates the bit string FU(O) = (f1,--+, ferlogn), where f; = 1if and
only if the node v has decided in execution j and f; = 0 otherwise. Again, since there are at most
O(log n) executions, the information on which executions have finished can be fitted into O (log 1)

bits and therefore be sent as a single message.

3. We then use S; to aggregate all executions where all nodes have decided. To be precise, we need to
compute the logical AND of all F;, forallv € G;. Recall that this operation returns 1 if all its inputs
are 1 and 0 otherwise. The algorithm to do this s trivial: For 7, rounds, each node sendsits current
value of F, to all its neighbors and computes the logical AND of all values it received (including its

own). More precisely, in round r > 0 the current value F 57«) is computed as follows:

F= Q F (5-1)

wENg, (v)U{v}

Here, the set Ng, (v) contains all of v’s neighbors in \S; and ® denotes the logical AND. One can
easily verify that for a big enough ¢y, all nodes know all finished execution after 7., rounds. Note
that the bits of a finished execution will never be flipped to 0 as all of them are 1. Therefore, we
must show that all bits of all non-finished executions are 0, i.e., the value f; for an execution j will
be set to 0 in every node if there is at least one node, say v, that did not decide. A simple induction
yields that after 7 rounds, each node in the distance 7 to v sets its f;-value to 0. Since the diameter

of S; is smaller than 7,, all nodes know if at least one node in a given execution did not decide.

4. Finally, the nodes adopt the result of an execution that has finished (if there is one). If several exe-

cutions are finished, the execution with the smallest index is chosen.
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5.3 ANALYSIS

In this section, we prove Theorem 4. The runtime and message complexity of the first two steps follow directly

from Lemmas 5.1 and Theorem 2.

Lemma s.3. The first two phases finish after O(log A + loglogn) time, w.h.p. and require O(logn) local
communication and O(log2 n) global communication. Further, all resulting trees S1,. .., Sk have diameter

O(log A + loglog n), w.h.p.

Proof. First, recall that we execute the shattering algorithm for O(log A) rounds. Note this algorithm can be
implemented O(log A) rounds the CONGEST model as it only sends 1-bit messages to each node’s neighbors.
Thus, the first step requires O(log A) and O(1) bits of local communication per edge. After these O(log A)
rounds, by Lemma 5.1, the graph is shattered into components G'1, . . . , G, of size at most oAt log\ 1)),
w.h.p. Then, we construct a well-formed tree for each G; by using the algorithm from Theorem 2. Since each
component has size O(A* -log , 1), the construction takes O (log(A* -log, 1)) = O(log A +loglogn) time,
w.h.p. Following the theorem, the local message complexity is O (log 1), and the global complexity is O (log® 7).
Finally, due to the size of each G, the resulting trees also have a height of only O (log A + log log 1) as claimed.
Alrogether, this proves the lemma. O

Given the diameter of these trees, we can (deterministically) compute aggregate functions on each Gj in
O(log A + loglog n) time. To prove Theorem 4, we therefore need to show that in all components, there is at

least one execution that finishes in O (log A + loglog ) time, w.h.p. More precisely, we show:

Lemma s.4. In each component, there is at least one execution of Métivier et al.’s algorithm that finishes after

Ty = C2 (log A + loglogn) time, w.h.p.

Proof. For a given component G; and execution j, let X; € {0,1} be the random variable that all nodes
have decided after 7, rounds. Note that each undecided component must have at least 2 nodes: Seeking con-
tradiction, let there be a component consisting of a single node v. If all of v’s neighbors have decided and
no neighbor joined the MIS, then v can join the MIS. Otherwise, if there is one neighbor in the MIS, then
v has decided per definition as it cannot join the MIS. Combining this fact with Lemma 5.2, we have that
Pr[X; =0] < I?ll\ < % Since all executions are independent, the probability that none of the ¢; log n execu-

tions finishes after 7., rounds is:

c1 logn cylogn 1 cylogn og
cqlogn ,
Pr X;=0| = Pr[X; =0]< (= =e ™2 <npTa 2
Q ) H [X;=0] < (2) < (5:2)

Now recall that there are at most 7 undecided components. Therefore — by the union bound — all compo-

nents have at least one finished execution. O

Thus, all nodes have decided at the end of Step 3, w.h.p. Note that aggregating the index of the finished

execution can be done in O(log A + loglog 1) time in each S;. This proves Theorem 4
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Conclusion to Part I

N this part of the thesis, we answered the following longstanding open question: Can an overlay network
I of polylogarithmic degree be transformed into a graph of diameter O(log n) in time O (log n) with polylog-

arithmic communication? Additionaly, we derrived result for basic connectivity and symmetry-breaking

problems.

6.1 RELATED WORK

Let us first take a look at the history of fast overlay construction. To the best of our knowledge, the first overlay
construction algorithm with polylogarithmic time and communication complexity that can handle (almost)
arbitrary initial states has been proposed by Angluin et al. [AAC" os5]. The authors assume a weakly connected
graph of initial degree d. If in each round, each node can send and receive at most d messages, and new edges
can be established by sending node identifiers, their algorithm transforms the graph into a binary search tree
of depth O(logn) in O(d 4 log® n) time, w.h.p. A low-depth tree can easily be transformed into many other
topologies, and fundamental problems such as sorting or routing can be easily solved from such a structure.
This idea has sparked a line of research investigating how quickly such overlays can be constructed. Table
6.1 provides an overview of the works that can be compared with our result. For example, [AWo7] gives an
O(logn) time algorithm for initial graphs with outdegree 1. If the initial degree is d and nodes can send and

receive O(d log n) messages, there is a deterministic O (log® n) time algorithm [GHSS17].
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Result Runtime Init. Topology =~ Communication =~ Comment

[AACTos]  O(A +log?n)whp  Any O(logn) First Result
[AWo7] O(logn) w.h.p Outdegree 1 O(logn) Opt. for Topology
RS T 14] O(log? n) wh.p Any O(n) Self-stabilizing
[GHSS17] O(log? n) Any O(Alogn) Deterministic
[GHS19b]  O(log”? n) wh.p Any O(Alogn) Previous Best
[GPRT20]  O(log® n) wh.p Any O(Alogn) Churn-resistant
[ACCt20]  O(logn) Line Graph O(logn) Opt. for Topology
Theorem1  O(logn) wh.p Any O(Alogn) Chapter 2
Theorem2  O(logn) wh.p Any O(A +1log?n)  Chapters

Table 6.1: An overview of the related work. Note that A denotes the initial graph’s degree. Communication refers to the number of messages of size
O(logm) per node and round.

The research on overlay construction is not limited to these examples. Since practical overlay networks are
often characterized by dynamic changes coming from churn or adversarial bebavior, many papers aim to reach
and maintain a valid topology of the network in the presence of faults. These works can be roughly categorized
into two areas. On the one hand, there are so-called self-stabilizing overlay networks, which try to detect invalid
configurations locally and recover the system into a stable state (see, e.g., [FSS20] for a comprehensive survey).
However, since most of these solutions focus on a very general context (such as asynchronous message passing
and arbitrary corrupted memory), only a few algorithms provably achieve polylogarithmic runtimes [JRS 14,
BGP13], and most have no bounds on the communication complexity. On the other hand, there are overlay
construction algorithms that use only polylogarithmic communication per node and proceed in synchronous
rounds. Gilbert et al.[GPRT20] combine the fast overlay construction with adversarial churn. They present
a construction algorithm that tolerates adversarial churn as long as the network remains connected, and there
eventually is a period of length €(log n?) where no churn happens. The exact length of this period depends on
the goal topology. Further, there is a paper by Augustine etal. [ACC™ 20] that considers O(d)-time’ algorithms
for so-called graph realization problems. They aim to construct graphs of zy given degree distributions as fast
as possible. They assume, however, that the network starts as a /ize, which makes the construction of the graphs

considered in this work considerably more straightforward.

6.2 APPLICATIONS & IMPLICATIONS

Our results directly come with various applications and implications for several distributed computation prob-
lems. We point out the following immediate implications that simply follow from the fact that any initial overlay

topology can be turned into a well-formed overlay in O(logn) time.

MONITORING IN OVERLAYS  The paper [GHSS17] by Gmyr et al. presents so-called monitoring problems
where the goal is to observe the properties of the input graph. Every monitoring problem presented in [GHSS17]
can now be solved in O(logn) time, w.h.p., instead of O(log® ) deterministically. These problems include
monitoring the graph’s node and edge count, its bipartiteness, and the approximate (and even exact) weight of
an MST.

1O(-) hides polylogarithmic factors
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BooTsTRAPPING CHURN-RESISTANT OVERLAYS There is a variety of algorithms maintaining an overlay
topology under randomized or adversarial errors. These works focus on quickly reconfiguring the network
to distribute the load evenly (under churn) or to reach an unpredictable topology (in the presence of an adver-
sary) [DGS16, AS18, APR " 15, GVS19b]. A common assumption is that the overlay starts in some well-defined
initial state and the algorithm is granted O(log n) rounds of boozstrapping. These rounds have no churn, so the
maintenance protocol can be prepare itself. With our algorithm, the former assumption can be dropped as the

O(log n) rounds of bootstrapping suffice to build a suitable overlay from any initial configuration.

ExeEcuTIiNG NCC ALGoRITHMS IN THE NCCy  For most algorithms presented for the NCC (and hybrid
networks that model the global network by the NCC) [AGG*19b, AHK " 20b, FHS20], the rather strong
assumption that all node identifiers are known may be dropped. Instead, suppose the initial knowledge graph
has degree O(logn). In that case, we can construct a butterfly network in O(logn) time, which suffices for

most primitives to work (note that all presented algorithms have a runtime of 2(log ) anyway).

ADVANCED CONNECTIVITY PROBLEMS ~ Our algorithm for spanning forests can be used to further prob-
lems related to connectivity. In [GHSW23], they are used in an algorithm that checks whether a graph is bi-
connected in time O(logn). Further, in Schweichart’s thesis [Sch23b], they are utilized in an algorithm that

checks whether a graph is (approximately) k-connected in O(log® n) time.

6.3 OPEN QUESTIONS & PossIBLE FUTURE WORK

We conclude this chapter with possible directions for future work and open problems. Note that any idea
sketched in the remainder should not be understood as propositions or even conjectures but rather as educated

guesses on which directions could be worthwhile.

IMPROVING THE COMMUNICATION CoMPLEXITY  First, we note while our solution is asymptotically time-
optimal, our communication bounds may likely be improved. If the initial degree is d, then our nodes need
to be able to communicate ©(d logn) many messages. However, as is implicitly proposed in [AACTo5], an
algorithm might only require a communication capacity of ©(d). Eradicating the additional log n factor from
our algorithm seems to be non-trivial and poses an interesting goal. Note that our approach crucially requires
each node to maintain ©(logn) connections to maintain the overlay’s connectivity as we essentially construct
a random graph in each iteration. It is well-known that even if all edges are picked uniformly at random, one
requires O(logn) per node to obtain a connected graph, w.h.p. Thus, a time- and communication optimal
algorithm must resort to different techniques. We note that it 74y be possible to adapt the PR AM algorithm of
Halperin and Zwick [HZo1] to our model, which uses O (n+m) processors to construct a spanning tree in time
O(logn). Similar to [AAC o5, AWo7, GHSS17, GHS19b], the idea of the algorithm is to merge supernodes
repeatedly. To merge a sufficiently large set of supernodes at once, the authors observe that it suffices to perform
O(logn) random walks of length £ to discover £*/% many supernodes, w.h.p. If each supernode of size 2(¢),
this can be done in O(log ¢) depth. As in the PRAM model, it is possible to perform such random walks in
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time O(log £) in overlay networks [DGS16, AS18] under certain conditions. However, this adaption is highly

non-trivial and the resulting algorithm will be significantly more complex than our solution.

ARCHIEVING INSTANCE OPTIMAL RUNTIME  Recall that our algorithm is optimal if the initial topology
is a line consisting of n nodes. However, it is unclear whether it is optimal beyond this worst-case scenario.
Notably, Liu et al. [LTZ20] recently proposed an O(log HD + loglog, /n n) time algorithm for computing
connected components in the PRAM model. Here, HD is the components’ hop diameter. Only for aline, HD
happens to be equal to the number of nodes, but generally, it can be much smaller. As this algorithm outputs
a spanning tree if the graph has one connected component. Recall that a spanning suffices to construct a well-
formed tree through the algorithm of Aspnes and Wu [AWo7]. Assadi et al.[ASW19] achieve a comparable
result in the MPC model (that uses O(n®) communication per node) with a runtime logarithmic in the input
graph’s spectral expansion. Thus, if these algorithms could be transferred to the HYBRID model, they could
(possibly) imply faster overlay constructions. Note that, however, the MPC model and the PR AM are arguably
more powerful than the overlay network model since nodes can reach any other node (or, in the case of the
PRAM, processors can contact arbitrary memory cells), which rules out a naive simulation that would have
Q(logn) overhead if we aim for a runtime of O(log n). Also, if the degree is unbounded (our assumption for
the HYBRID model), simulating PR AM algorithms, which typically have work (:)(m), becomes completely

infeasible.

CoNSTRUCTING OVERLAYS UNDER CHURN  Another possibly interesting application of our algorithm is
the construction of robust overlay networks under churn, i.e., nodes joining a leaving the network during the
construction. One promising approach is ensuring that our algorithm maintains a sufliciently high vertex ex-
pansion throughout every iteration (instead of conductance). That means each subset of nodes must not only
have many edges that lead out of the subset but also must be connected to many different nodes to handle a
big fraction of nodes leaving. Thus, we must additionally analyze the number of random walk tokens emitting
from a given subset that end at the same node. This can likely be done using more advanced spectral and/or
combinatorial methods. To illustrate this claim, assume every £ rounds a, say, logarithmic fraction of the nodes
fail and thereby drop all tokens they received. This, of course, is a very basic churn model, but it is sufficient to
convey our point as other churn models are usually stronger and we would face a similar problem. If each node
fails independently with probability p := %, one can easily verify that the expected number of outgoing edges
in each phase is only decreased by O(1). Thus, in expectation, the algorithm continues to increase the graph’s
conductance by a constant factor each phase. However, this result does not #7zvially hold with high probability
anymore as the individual walks that create the connections do not fail independently of one another. In the
extreme case, i.e., if all walks of a single end at the same failing node, the corresponding node does not create a
single edge. To mitigate this, we need the know the number of random walks (of a single node or set) that end
at distinct nodes. If a constant fraction of walks end at different nodes, then a constant number of the tokens is
dropped independently. This is enough for the Chernoft bound to kick in, as we could now show that constant
fractions of tokens survive w.h.p. (that means a constant fraction of the independent tokens). However, many

details need to be worked out and clarified.
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ProPERTY TESTING  Ouralgorithm has the interesting property that it’s runtime is closely tied to the graph’s
conductance, which makes it much faster on graphs that already have a good conductance. Given this insight,
our algorithm can likely be used as a basis for conductance testing the HYBRID model. In conductance testing,
for given parameters ® and e, the goal is to accept that have conductance ® and reject graphs that are at least
e-far from having conductance O(®*+°(1) logn). Here, the term e-far means that an e-fraction of all edges
must be changed to obtain a graph of the desired conductance. In this particular scenario, it suffices to find a
subset of size © (en) with bad conductance, i.e., O(®%+°(1) log n), to reject the graph. There are two algorithms
[FV18] or [EMOS20] that consider this problem in distributed models. For these algorithms, either the runtime
or the global communication are in (:)(<I>) Our algorithm — most likely — can reduce this because we can
reduce the conductance in a preprocessing step. Following our analysis, any graph of conductance ©(®) can

be transformed into a constant conductance graph in O (ll(; gg((%)) rounds. On the other hand, if we apply

our algorithm on a graph with a set with conductance O(®2+e) log 1), we observe that in every round, the

conductance can only increase by a factor of O(¢) as on expectation, O(1) random walks enter or leave the

subset in expectation via each edge. Thus, after O(]I(; gg((%)) rounds, if we choose ¢ carefully enough, the set

likely still has a somewhat bad conductance. Then, one can apply the algorithm of [FV18] or [EMOS20] with
reduced complexity on the graph created by our algorithm. However, the exact bounds for @, and € rely on a
very careful choice of ¢, we defer this application to future work. As before, many details need to be worked out

and clarified to obtain a feasible solution.

MiNiMUM SPANNING TREEs  While our algorithm can be used to quickly compute spanning trees, we do
not know whether our techniques can also help find minimum spanning trees. There does not seem to be any
reason to believe that computing an MST is inherently harder; In fact, it is easily possible with earlier overlay
construction algorithms [AGG T 19c], but requires O(log3 nlog W) time where W is the largest weight. That
algorithm follows the approach of merging supernodes, so we cannot trivially plug iz our algorithms to speed
up certain parts. Schweichhart’s thesis [Sch23b] has proven that if the maximum weight T is at most O (log 1),
our spanning tree can indeed be adapted to construct MSTs faster than [AGG™ 19¢]. However, this bound on
W is a severe limitation. It seems that in order to be genuinely faster than [AGG T 19¢] for all values of W, we
would need additional or possibly difterent techniques altogether. While MST algorithms for more powerful
models such as the congested clique or the MPC model [Now19, JN18, GP16] hardly seem applicable, it might
be worthwhile to investigate whether PR AM algorithms provide useful techniques for overlay networks [PRo2,
CHLor1].
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Overview of Part 11

N this part of the thesis, we consider distributed algorithms for various graph problems in the CONGEST
I and HYBRID model. To precise, we consider the following three fundamental problems. We present
an algorithm that computes a so-called compact routing scheme for G. These routing scheme allow each
node route a message to every other node via a path thatis notsignificantly longer than the shortest path between
these two nodes. Further, we present an algorithm for constructing so-called low-diameter decompositions.
These are subgraphs of bounded diameter, such that only very few edges have endpoints in different subgraphs.
These decomposition are important building blocks in the design of (distributed) divide-and-conquer algo-
rithms. Finally, we present a algorithms for a variant of the dominating set problem where for each node we to
mark one node in some distance D and wish to mark as few nodes as necessary. Again, due to its generality, this
algorithm can be used as a building block to other (distributed) optimization problems. We remark that our
algorithms work for arbitrary graphs but exhibit much better properties when executed on a restricted graph
class.
The results presented here are based on (but significantly extend on) the following publications. First, we
presented the basic construction of routing schemes for planar graphs in CONGEST and the HYBRID model
the following publication:

Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Brief
announcement: Distributed construction of near-optimal compact routing schemes for planar graphs.
In Rotem Oshman, Alexandre Nolin, Magnis M. Halldérsson, and Alkida Balliu, editors, Proceedings
of the 2023 ACM Symposium on Principles of Distributed Computing, PODC 2023, Orlando, FL, US4,
June 19-23, 2023, pages 67-70. ACM, 2023

This result mostly combined and generalized known results on planar graphs in the CONGEST and HYBRID

model. In the follow-up work, we considered the problem of creating low-diameter decompositions for the

larger class of universally k-path separable graphs. It was published in the following paper:
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Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Dis-
tributed and parallel low-diameter decompositions for arbitrary and restricted graphs. In Raghu Meka,
editor, 16th Innovations in Theoretical Computer Science Conference (ITCS z025), New York City, NY,
USA, January 7-10, 2025, Leibniz International Proceedings in Informatics (LIPIcs), page (to appear),

Dagstuhl, Germany, 2025. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik

However, the ideas developed for this paper also lead to an improved distributed construction of routing schemes
for universally k-path separable and even general graphs. For the latter, the improvement only holds for the HY-
BRID model. The respective algorithms have not been published before but are basically corollaries of the main
results of the two previuously mentioned publications. Finally, the last publication that builds the basis of this

part of this part is:

Thorsten Gétte, Christina Kolb, Christian Scheideler, and Julian Werthmann. Beep-and-sleep: Message

and energy efficient set cover. Theor. Comput. Sci., 950:113756, 2023

The article presents an algorrithm for the Set Cover problem in the so-called BEEPING model. This algorithm

builds the foundation for our last result. Note that this is the journal version of the following conference paper

Thorsten Gotte, Christina Kolb, Christian Scheideler, and Julian Werthmann. Beep-and-sleep: Message
and energy efficient set cover. In Leszek Gasieniec, Ralf Klasing, and Tomasz Radzik, editors, Algorithms
for Sensor Systems - 17th International Symposium on Algorithms and Experiments for Wireless Sensor
Networks, ALGOSENSORS 2021, Lisbon, Portugal, September 9-10, 2021, Proceedings, volume 12961

of Lecture Notes in Computer Science, pages 94—110. Springer, 2021

The journal version includes all proofs that were omitted in the conference version and corrects the lower bound
presented in the conference version.

The remainder of this part is structured as follows. We begin with some preliminaries in Chapter 7, in which
we introduce some auxiliary results. First, we introduce a metamodel, making it easier to describe algorithms
that efficiently run in both the CONGEST and the HYBRID model without describing each algorithm twice.
Further, we present some simple helper algorithms that we will use as a black box throughout this part. Next,
we introduce algorithms for the construction of so-called separators that can be efficiently implemented in both
CONGEST and HYBRID. Separators are subgraphs that, if removed, decompose the graph into connected
components containing a most a constant fraction of the nodes. These separators will be an important building
block for our subsequent algorithms. In Chapter 8, we present an algorithm that produces a weaker form of
a separator. This separator only ensures that upon its removal, all nodes can reach few nodes in some distance
D. As we will see, this is good enough for our application and much easier to compute in distributed setting.
In Chapter 9 we present algorithms to construct a proper path separator in planar graphs. In contrast to the

previous algorithm, this algorithm computes a proper separator that possibly has further applications.
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After these technical chapters introduce general techniques and building blocks, we continue with the three
main algorithms. Chapter 10 is dedicated to constructing a low-diameter decomposition for both general and
restricted graphs in CONGEST and HYBRID. We show that several sequential clustering algorithms from the
literature can (in a weaker form) also be efficiently implemented in CONGEST and HYBRID. Combined with
our two separator constructions, this leads to almost optimal algorithms for many graph classes. Chapter 11
presents routing schemes for general and restricted graphs. These schemes also use both the separator construc-
tion from Chapters 8 and 9 and the clustering algorithms from Chapter 1o. Finally, in Chapter 12, we consider
a somewhat orthogonal problem of computing a simple covering. Note that these three problems are relatively
disjoint. Therefore, all three chapters have self-contained sections on related work and their own conclusions,
including open questions and possible directions for future work. Finally, in Chapter 13

We remark that the papers [DGH™ 23] and [DGH " 25] that focus on routing schemes and decompositions
also presented work-eflicient algorithms for the PR AM. These results are omitted in this thesis to keep the focus
solely on distributed models, i.e., on CONGEST and HYBRID. However, all of our results can also be used to
derive PRAM algorithms with near-linaer work and polylogarithmic depth. Finally, there are two important
notes regarding the journal article [GKSW23] co-authored with Christina Kolb, Christian Scheideler, and Ju-
lian Werthmann: Note that this thesis does not contain all algorithms presented in [GKSW23]. The remaining
results can be found in the thesis of Christina Kolb [Kol22]. The thesis also contains a summary of the results
we present in Chapter 12 as they form the necessary preliminaries for the results presented in [Kol22]. This
summary also includes the proofs, which leads to some textual overlap. However, we emphasize that these pas-
sages are only used as preliminaries in [Kol22]. Finally, we remark that the author was involved in designing the

algorithms, conceiving the analysis, and writing all papers that are the basis for this chapter.
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Preliminaries for Part 11

N this part of the thesis, we consider algorithms for graph problems in the distributed setting, namely the

I CONGEST and the HYBRID model. Before we get into the details of our algorithms, we use this chapter

to present some useful techniques and preliminaries. In particular, we discuss the fundamental impact

of a graph’s topology on the solution quality and complexity of a distributed algorithm. As such, this chapter
mainly presents, aggregates, and unifies known results of graph theory and distributed graph algorithms.

We begin our little tour by reminding ourselves why the graph’s topology plays a crucial role in our algo-
rithms and why we do not simply present algorithms that work perfectly well on all topologies. As we have
already argued in the introduction, the solution to a graph-based problem depends on the properties of the
input graph. For example, many problems that are NP-hard and even hard to approximate in general graphs
might be trivial (or at least significantly easier) to solve in trees, planar graphs, graphs of bounded treewidth,
etc. See, for example, the survey by Bodleander for an excellent overview on algorithms for graphs of bounded
treewidth [Bodg3]. When we consider graph-based problems in distributed models like CONGEST and HY-
BRID where the communication graph is equal to (or at least part of) the input graph, another very important
factor comes into play: Some problems cannot be solved fast on certain graphs as there exist pathologic com-
munication graphs in which the necessary information to solve a problem cannot be aggregated fast enough.
However, other graph classes with favorable topological properties allow specific problems to be solved much
more efficiently. To name an extreme example, in a complete graph, many problems can be solved in a sublog-
arithmic or even constant number of rounds as all nodes directly communicate with one another.

In this chapter, we present useful preliminaries for the algorithms presented in this part of the thesis. First,

we present a generic framework that allows us to express complex distributed algorithms through a series of sim-
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pler operations, namely aggregations and shortest-path computations. This framework uses known techniques
for graph-based distributed problems, namely the so-called minor aggregation framework [GH16b, HWZ21,
GZ22a, GHz21] and algorithms for (1 + €)-approximate shortest paths]REGH22]. For both these operations,
near-optimal distributed algorithms are known. In particular, the algorithms are especially fast in restricted
graphs. We present the framework and the corresponding algorithms in Section 7.1. Then, in Section 7.2,
we present a very helpful lemma by Ghaffari and Zuzic that conveniently enables the design of algorithms on

subforests of a given graph.

7.1 A D1viDE-AND-CONQUER THEOREM FOR DISTRIBUTED ALGORITHMS

Divide-and-conquer is a well-known paradigm in algorithm design where the problem is recursively divided
into smaller subproblems that are easier to handle. In this section, we present a meta-model for distributed
divide-and-conquer algorithms in the HYBRID and CONGEST model that will simplify the description of
the forthcoming algorithms. Rather than exploiting these models’ intricacies in bespoke algorithms, we reduce
our algorithms to O(1) applications of a (1 4¢)-approximate shortest path algorithm with € € O (1/iog? n) and
some simple aggregations on subsets of the input graph. To be precise, our algorithms are based on approximate
set-source shortest paths (SETSSP) and so-called minor aggregations. In the remainder of this section, we will
clarify what exactly these operations do and how efficiently they can be implemented in the CONGEST and
the HYBRID model.

Following the divide-and-conquer approach, our algorithms will divide the input graph G = (V, E, w)
into disjoint connected subgraphs Ci, ..., Cxn and solve certain tasks on these subgraphs. While this can be
done without repercussions on the runtime in the sequential model, one needs to be careful in distributed
models, where an algorithm’s runtime is often intertwined with the input graph’s topology. To illustrate this,
consider the broadcast problem where one node wishes to send a message to all other nodes. Clearly, thus
requires at least HD rounds in CONGEST. When there is one node that broadcasts a message to all other nodes
in G, it can be implemented by a trivial algorithm: In each round, each node that knows the message forwards it
allits neighbors. After HD rounds, each node must know the message; thus, the algorithm is optimal. However,
this does 7oz trivially imply that a broadcast in a collection of subgraphs Cy, . . . , Cn can also be implemented in
HD rounds in all subgraphs in parallel. Suppose one node in each subgraph wants to send a single message to all
nodes in that subgraph. In this setup, the simple algorithm from above fails. The subgraphs might have a hop-
diameter greater than HD, so we cannot confine the algorithm to operate only in their respective subgraphs.
Rather, the algorithm must also use nodes and edges from outside the subgraph to achieve a good runtime. But
we need to be careful. We cannot let all nodes and edges help with all the broadcast algorithms, as this would
create too much congestion. For tasks more complex than broadcast, this becomes even more dire.

For these reasons, we will consider algorithms that consist only of operations that can be efficiently im-
plemented in subgraphs in both CONGEST and HYBRID. In a brilliant series of works [HWZ21, GZ22a,
GH21], it was shown that for certain algorithmic tasks, it is indeed possible to solve them in all subgraphs in
parallel in O(HD + /n) time in the CONGEST model; in some graphs even in O(HD). In particular, one
can compute simple aggregation functions like sum, maximum, or average in the connected subgraphs. That

means, each node in the connected subgraph has an input value and all nodes in the subgraph need the learn the
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result of an aggregation on all these values, i.., their sum, their maximum, or their average. In HYBRID, the
situation is similar. Here, we can use the global communication capabilities to implement simple aggregation
in each component Cy, . ..,Cx in O(logn) time, w.h.p. We will refer to these operations as minor aggrega-
tions. However, these aggregations alone are not quite enough for our algorithms. Further, we will also need to
compute the approximate shortest paths in each connected subgraph. To be precise, each connected subgraph
C; has its own source value s;, and each node in the subgraph learns its distance to s; within the subgraph,
i.e., only using edges within the subgraph. Here, we can use the state-of-the-art approximate SSSP algorithm
from [RGH™22] that computes an approximate shortest path tree rooted in an arbitrary set of nodes. As we
will see, it can be implemented in O(e~2(HD 4 y/n)) time and in some graphs even in O(e~2 - HD) time
in CONGEST and O(e~2) time in HYBRID, w.h.p. This algorithm can trivially be extended to run in sub-
graphs Cq, . . ., C by giving all edges between subgraphs infinite weight. Thus, just like the aggregations, we
can efficiently compute approximate shortest paths in all subgraphs in parallel.

Morally, we will show the following over the course of this section: Let G := (V, E, w) be a (weighted)
graph. Further, let A be an algorithm that can be broken down into 7 (1 + €)-approximate shortest com-
putations with € < 1 and 7, aggregations. We will show that on K -free graphs, if we have 7 = 75, + 7y,
steps and compute (1 + €)-approximate shortest paths with € € Q(1/iog? n), the overall runtime is O(THD) in
CONGEST and O(7) in HYBRID, w.h.p. For general graphs, slightly different bounds apply.

Note that this is a simplified version, as the precise technical theorem has some more nuances. In particular, we
will clarify the exact definition of aggregations and approximate shortest path throughout this section. Further,
we want to emphasize that virtually all the results in this section have been shown in previous works, and we
refer to these works for the formal proofs. We merely compile and and combine their results here. This section

is structured as follows:

* In Section 7.1.1, we present the Minor Aggregation model, a meta-model that gained a lot of popularity
in the study of graph algorithms in CONGEST, but can also be used for efficient algorithm in HYBRID.
In this model, complex algorithms are broken down into aggregations on connected subgraphs. These
aggregations can then be solved in essentially optimal time in each input graph in CONGEST and in
logarithmic time in HYBRID.

* In Section 7.1.2, we gather the state-of-the-art algorithm for (1 + ¢)-approximate shortest paths and

discuss its time complexity in various setups.

* In Section 7.1.3, we combine all of our insights into a technical theorem that enables us to conveniently
bound the runtime of any divide-and-conquer algorithm that only uses aggregations and shortest path
computations in both CONGEST and HYBRID.

7.1.1  THE MINOR AGGREGATION FRAMEWORK

The Minor Aggregation model (MinAgg) is a novel meta-model that allows easy description algorithms to be
efficiently implemented in the CONGEST, the PRAM, or even the HYBRID model. Although our algorithms

do not exploit this model’s full power, we will give a short overview for the sake of completeness. For a more
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detailed insight into the model and its strengths and caveats, we refer to an excellent series of papers investigating
this model in greater depth [HWZ21, GZ22a, GH21].

We begin with a brief history of this very recent model before we proceed with its formal definition to
better understand the modelling descisions. Interestingly, the MinAgg model was not originally conceived as
a meta-model. Rather, it was used as a convenient way for creating so-called universally optimal CONGEST
algorithms. To understand the notion of universally optimality, we take a short detour and need to dig a bit
deeper into the properties and caveats of the CONGEST model. First, we make ourselves clear that it is a
fundamental property (one might call it a curse) of the CONGEST model that the communication graph and
the problem graph share the same topology. In other words, the graph G := (V, E, w) is not just an input for
some algorithmic problem, say, computing shortest paths, butalso dictates which nodes may communicate with
one another. Thus, the optimal time in which a problem can be solved depends (arguably) much stronger on
G‘s topology than, say, in the PRAM or the HYBRID model, where nodes can communicate independently
of the topology. This may lead to some ambiguity when we talk about lower bounds for the runtime of an
algorithm. In particular, one has to consider lower bound in runtime in CONGEST with a grain of salt as
many of them are simply stated as worst-case bounds. In other words, they state that there is a certain graph G
on which a problem can only be solved in Q(7") time. For example, it is well known that the weighted shortest
path problem takes at least HD time on any graph G. However, there are pathological graphs where it takes
Q(y/n) time, although they have small diameters. Thus, both HD and (/) may justifiably regarded as
lower bounds for the problem.

When designing a distributed algorithm, we obviously want the runtime to be optimal for the specific graph
(oratleast the graph family) on which we execute it. This brings us to the aforementioned concept of universally
optimality. A recent line of works that involved the input of many authors took a closer look at this issue and
introduced the notion of universal optimality. The goal was to design algorithms that are not optimized for
the worst-case topology but indeed a/ways run time-optimal in their respective communication graph. Their
starting point was a paper that dealt with finding the MST of a planar graph in 5(HD) time[GH16a]. This
problem was known to require O(HD + /n) time in general graphs due to the aforementioned pathological
graphs. One of the paper’s main new insights was the fact that in a planar graph G, one can solve simple problems
like computing the minimum or the sum of all values stored by the nodes of (disjoint) connected subgraphs of
GinO (HD) time for all these subgraphs in parallel. Notably, the bound holds even if the diameter of these
connected subgraphs is much larger than 9] (HD) itself, which makes it highly non-trivial in CONGEST. In
other graphs, this is not generally possible and, in fact, can take up to 5(HD + y/n) time. Soon, however,
it was discovered that not only planar graphs but many other graph classes allow us to solve this problem in
time O(HD). To formalize this, they introduced the shortcut quality Q(G) of a graph G as the parameter that
captures how complex it is to solve a problem on a specific graph G.

With this background, we will now formally introduce MinAgg framework. Consider a network G =
(V, E) and a (possibly adversarial) partition of vertices into disjoint subsets V1, Va,...,Vn C V, each of
which induces a connected subgraph G[V;]. We will call these subsets parss. Further, let each node v € V have
private input &, of length 6(1), i.e., avalue that can be sent along an edge in 6(1) rounds. Finally, we are given

anaggregation function (X) like SUM, MIN, AVG, . . .. An aggregate function (X) mapsamultiset S = (21, ...,Tn
gg g ’ ’ ? gg g p bl 9
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of input values to some value Q)(.S). For some functions () it might be hard to compute @Q)(S) in a distributed
fashion because not all values of S are available at once. Thus, the function must be computed incrementally.
Further, the in- and outputs of a function may be too big to be sent a single (or even polylogarithmically many)
messages. This is clearly the case for MAX, MIN, and AVG as the result are simply numbers that can be encoded
in O(logn) bits (given that the inputs were logarithmic). However, there are also aggregate functions where
this is not the case. For example, a function that gathers all node identifiers in the system is certainly an aggre-
gation function. But the result of this function can only be encoded in Q2(n) bits. Thus, we may only consider

functions where both in- and output are of polylogarithmic size. We shall call these admissible functions.

Definition 7.1 (Admissible Aggregation Function). An aggregate function Q) is called admissible if its input
and all its intermediary outputs are of polylogarithmic size.

Having these technicalities out of the way, the goal is to simultaneously compute an admissible aggregation
function &)

work:

vev, Tv for each part. Later on, the model was refined to the following definition, we use in this

Definition 7.2 (Distributed Minor-Aggregation Model, from [GZ22a]). We are given a connected undirected
graph G = (V, E). Both nodes and edges are individual computational units (i.e., have their own processor and
private memory). Communication occurs in synchronous rounds. Initially, nodes only know their unique O (1)-bit

1D and edges know the IDs of their endpoints. Each round consists of the following three steps (in that order).

s Contraction step. Each edge e chooses a value c. = {L, T}. This defines a new minor network G’ =
(V', E') constructed as G' = G [{e : cc = T}, i.e, by contracting all edges with cc = T and removing
all self-loops. Vertices V' of G' are called supernodes, and we identify supernodes with the subset of nodes
fromV it consists of, i.e., if s € V' thens C V.

* Consensus step. Each nodev € V dhooses a O(1)-bit value x.,. For each supernode s € V', we define
ys == P, cs Tvs Where D is any pre-defined admissible aggregation operator. All nodesv € s learn ys.

* Aggregation step. Each edge e € £, connecting supernodes a € V' andb € V', learns y, and yy, and
chooses two O(l)—bz’t values ze o, Ze p (i.c., one value for each endpoint). For each supernode s € V', we
define an aggregate of its incident edges in E', namely Q) o ¢ eitentra jests) Ze,s Where Q) is some pre-defined
admissible aggregation operator. All nodesv € s learn the aggregate value. To be precise, they learn the

same aggregate value, a non-trivial assertion if there are many valid aggregates.

Note that the first steps resemble the part-wise aggregation problem we sketched above. This extended
definition also defines a way to exchange messages between parts through the aggregation step. Amazingly,
many complex CONGEST algorithms can be broken down into part-wise aggregations. Instead of devising a
long and complex algorithm, they heavily use part-wise aggregation as a black box. In each step, the algorithm
either executes a normal CONGEST round or solves a part-wise aggregation problem. Thus, the runtime only
depends on the number of part-wise aggregations and the time it takes to solve each of them. Now the parameter
Q(G) comes into play as it is exactly the time that is needed solve the part-wise aggregation problem in G when
using the CONGEST model. Most importantly for this work, the part-wise aggregation problem can be solved
quickly in planar graphs in CONGEST as for these graphs, it holds Q(G) € 6(HD) It is important to note
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that while HD may be large in certain graphs, i.e., up to 7 on a line graph, it is the best bound we can hope for.
Furthemore, part-wise aggregation can be solved extremely fastin O(1) in depth the PRAM model and in O(1)
in time the HYBRID model. Thus, the model does not only provide with means to develop fast algorithms in
CONGEST but also in the PRAM and the HYBRID model. More precisely, it holds:

Lemma 7.1 (Implementation of the MinAgg model in CONGEST and HYBRID). Let A be a T-round MinAgg
algorithm on a graph G as defined in Def. 7.2. Then, it holds:

o A can be implemented in O(7 - Q(G)) time, w.h.p., in the CONGEST model where Q(G) is shortcut
quality.
We have Q(G) € O(HD + /) always, but if G does not contain K, as a minor, it holds Q(G) €
O(r - HD).

* Acan beimplemented in O(7) time, w.h.p., in the HYBRID model with A € O(logn) and~y € O(log® (n)).

Proof: The CONGEST parts were proven in [HWZ21] (for general graphs) and [GHz21] (for K -free graphs).
For the detailed proof, we refer to these papers. For the HYBRID model, we execute our algorithm from The-
orem 2 on each supernode to build a well-formed tree. In a well-formed tree, all steps can be implemented in
O(logn) time as it has a diamter of O(logn). In order to bring the global complexity from O(log® 1) to the
desired O(log” 1), we need to slightly modify the algorithm. Recall that each node needs to send O (log® n)
messages of size O(log n) in each step. Instead of sending all these messages at once, each node locally creates
O(log n) batches of O (log n) messages. In each round, a node sends one batch of messages. A straightforward
generalization of Lemmas 2.15 and 2.16 imply that each node only receives O(log n) messages, w.h.p. Thus,
after O(log n) round, all batches are sent. Therefore, one round of the original protocol can be simulated in
O(logn) rounds. Thus, after O(log® n) rounds, we have a well-formed tree of depth O(logn) for each su-
pernode, w.h.p. Alternatively, we could also use the algorithm of [GHSS17] or [GHS19b] to obtain similar
runtimes. Given a well-formed tree that spans the supernode, we can compute € in each supernode using this
tree. Thus, we can implement the consensus step in time O(l) For the aggregation step, each node v € V in
supernode s € V” first computes z(y, 1), s for each neighbor w € V ina different supernode. For this, it can use
its local CONGEST edges as w is a neighbor in G, and the values that need to be exchanged are small. Then, it

locally computes 2, = @),z Z(v,w),s- Finally, we use well-formed tree again to compute ), ¢, 2o in time

vES

0(1). O

7.1.2 APPROXIMATE SET-SOURCE SHORTEST PaTHS IN CONGEST anp HYBRID

This section considers the computation of approximate shortest paths in CONGEST and HYBRID. In a dis-
tributed system, computing the shortest path means that each node learns its distance to the source and its
predecessor on its path to the source, i.e., it marks one of its neighbors as a parent in an SSSP tree. Repeatedly
following these parent pointers leads to the source. More precisely, we will analyze the complexity to either
perform approximate SSSP from a virtual node that is not part of the input graph or from a subset of nodes in-
stead of a single source and in disjoint subgraphs in parallel. As it turns out, most approximate SSSP algorithms
support this variation without a (significant) loss in approximation ratio or runtime. We formalize the class of

SETSSP algorithms we are interested in as follows:
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Definition 7.3 (Approximate SETSSP with Virtual Nodes). Let G := (V, E) be a weighted graph and let
G = (V',E' w) with V' := V U {s1, 82, ...} be the graph that results from adding O(1) virtual nodes to
G. Each virtual node can have an edge of polynomially bounded weight to every virtual and non-virtual node in
G'. Finally, let S C V' be an arbitrary subset of virtual and non-virtual nodes. Then, an algorithm that solves
(1 + €)-approximate set-source shortest path with virtual nodes computes the following:

* Eachnodev € V' \ S learns a predecessor p, € N(v) on a path of length at most (1 + €)d(v, S) to some
node in S and marks the edge {v, p, }. Together, all the marked edges imply an approximate shortest path
tree T rooted in set S.

* Each nodev € V' learns its distance dr (v, S) < (1 + €)d(v, S) to S in tree T, i.e., its exact distance to
S inT and its (1 + €)-approximate distance to S in G'.

Note that this extension is trivial for all SSSP algorithms in the PRAM as we can just add the additional
node to the input graph and handle it like any other node. However, it does not come that easy for CONGEST
or the HYBRID model. In particular, this holds because we do not restrict the degree of the virtual nodes,
which may be adjacent to all nodes in G. Thus, an algorithm could, in principle, require a supernode to send
and receive distinct messages to and from all other nodes in G. A naive simulation would take O(n - HD) time,
which is clearly way beyond our runtime goals. Luckily for us, the very recent breakthrough result of Rozhon
(© al. [RGH ™ 22] supports virtual nodes and can be quickly implemented in CONGEST model as it heavily
relies on minor aggregations. Further, it has several very beneficial properties that allow it to be also quickly
implemented in HYBRID. It holds:

Lemma 7.2 ((1 4 €)-Approximate SETSSP, see [RGH ' 22]). Let Gp := (V, E, w) be a weighted graph with
hop-diameter HD and let € > 0 be a parameter. Let S C 'V be a set of sources. Then, there is an algorithm A,
that constructs a (1 + €)-SETSSP forest for S.

* In CONGEST, A. in O(e~2 - HD) time, w.h.p.
If graph G excludes a fixed minor K, A can be executed in O (6_2 k- HD) time, w.h.p.
* In the PRAM modd with O (m) processors, A can be executed with O (€72 - m) work and O (1) depth.

This immediately gives us a bound for the CONGEST model. In the remainder of this section, we will
therefore show that in the HYBRID model, we can perform approximate SETSSP in polylogarithmic time.
More precisely, we show how to simulate the algorithm of Rozhon (t) al. and leverage its useful properties,
such as choosing an arbitrary subset or a virtual node as a source. The exact time bounds for the simulation
depend on the parameters of the HYBRID model and the properties of the input graph. The lemmas in this
section are mostly a compilation of simulation results by other researchers and folklore, nevertheless we include
(sketches of) their respective proofs for the sake of completeness.

We begin with (arguably) the most important result for our work. For any graph of low arboricity, which
includes trees, planar graphs, and more generally all graphs that exclude a fixed minor, we can show the follow-
ing:

"Technically, for a set S with |S| > 2, the algorithm produces a forest with the individual tree rooted in the nodes S. However, we
slightly abuse notation and refer to it as a forest.
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Lemma 7.3. Forany graph G := (V, E, w) of bounded arboricity o € O(1), an (1 + €)-approximation of
SETSSP can be computed in 6(672) time in the HYBRID model with local of communication of X € O(logn)
and logarithmic global communication y € O(log® n), w.h.p.

If the input graph has low arboricity, then the HYBRID model is essentially as powerful as the PR AM. Feld-
mann, Hinnenthal, and Scheideler already noted this in their research on shortest path algorithms for restricted
graph classes [FHS20]. For the sake of completeness, we will present their simulation result in its entrity. In
the PRAM model, we assume computations are executed on a machine with p processors. The processes work
over a set of shared memory cells M. The input graph G is stored in these cells. In a single step of computation,
they can read and write from each cell in an atomic operation. If more than one processor writes in a cell, an
arbitrary processor succeeds, i.e., we consider a CRCW PRAM. The work of a PRAM algorithm is the total
number of primitive read or write operations that the processors perform. Further, the depth is the length of
the longest series of operations that have to be performed sequentially. Given these defintions, we can show the

following:

Lemma 7.4 (Simulating PRAM in HYBRID). Let G be a graph with arboricity a and let A be a PRAM
algorithm that solves a graph problem on G using N processors with depth T. Then, A can be simulated in time
O(a/(logn) + T - (N/n + logn)) in the HYBRID model with local communication of A € O(logn) and
logarithmic global communicationy € O(log® n), w.hp.

Proof (Verbatim from [FHSz0]). SinceinaPRAM the processes work over a set of shared memory cells M, we
first need to map all of these cells uniformly onto the nodes. The total number of memory cells | M| is arbitrary
but polynomial and each memory cell is identified by a unique address x and is mapped to a node h(z), where
h : M — V is a pseudo-random hash function. For this, we need shared randomness. It suffices to have
O (log n)-independence, for which only © (log” n) bits suffice. Broadcasting these ©(log® 1) bits to all nodes
takes time O (logn).

To deliver x to h(z), the nodes compute an O(a)-orientation in time O(logn) [AGGT 19b]. Note that
each edge in G can be represented by a constant amount of memory cells. When the edge {v, w} that corre-
sponds to v’s memory cell with address « is directed towards v, v fills in the part of the input that corresponds to
{v, w} by sending messages to all nodes that hold the corresponding memory cells (of which there can only be
constantly many). Since each node has to send at most O(a) messages, it can send them out in time O(a/ log n)
by sending them in batches of size [logn].

We are now able to describe the simulation of A: Let k = n[logn|. Each step of A is divided into [ N / k|
sub-steps, where in sub-step t the processors (t — 1)k + 1, (t — 1)k + 2, ..., min{N, tk} are active. Each
node simulates O(log n) processors. Specifically, node 7 simulates the processors (t — 1)k + (i — 1) [logn] +1
to min{ N, (t — 1)k + i[logn]}. When a processor attempts to access memory cell z in some sub-step, the
node that simulates it sends a message to the node h(z), which returns the requested data in the next round.
Since each node simulates O(log ) processors, each node only sends O(log 1) requests in each sub-step. Also,
in each sub-step at most n[logn] requests to distinct memory cells are sent in total as at most n[logn] are
active in each sub-step. These requests are stored at positions chosen uniformly and independently at random,

so each node only has to respond to O(log ) requests, w.h.p.
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In a CRCW PRAM algorithm, it may happen that the same cell is read or written by multiple processors.
Thus, the processors cannot send requests directly, but need to participate in aggregations towards the respective
memory cells using techniques from [AGG™ 19b]. In the case of a write, the aggregation determines which
value is actually written; in the case of a read, the aggregation is used to construct a multicast tree which is used
to inform all nodes that are interested in the particular memory cell about its value. Since there can be only
O(nlogn) members of aggregation/multicast groups, and by the argument above each node only participates
and is the target of O(log n) aggregations (at most one for each processor it simulates), performing a sub-step
takes time O(logn), w.h.p., by [AGGT 19b]. Thus, each step can be performed in time O(N /n + logn),
w.h.p. (note that the additional log n-overhead stems from the fact in case N > n, one single node still needs

time O(log n) to simulate a sub-step). O
This immediately implies the following.

Corollary 7.1. Forany graph G = (V, E, w) that excludes a fixed minor K., an (1 + €)-approximation of
SETSSP can be computed in O(e™2) time in the HYBRID model with local of communication of X € O(logn)
and logarithmic global communication ~y € O(log® n), w.h.p.

Proof. It suffices to show that K,.-free graphs have arboricity O(r). This follows from two facts. First, Nash-
Williams proved that any G where every subgraph has an average degree of o has an arboricity of O () [NW64].
Second, itis known that each K, -free graph with n nodes has at most O(r - n) edges [AKS23]. Asany subgraph
of K ,-free graph is K -free graph itself, it follows that every subgraph of n’ < n nodes has at most O(r - n’)
edges and, therefore, an average degree of O(r). Together with the first fact, any K, -free graph has an arboricity
of O(r) as claimed O

Next, we shift our attention to general graphs. If we consider general graphs of arbitrary arboricity, the
runtime bound is slightly weaker as we either require massively more local communication. For unlimited local

communication, Schneider [Sch23a] showed that it holds:

Lemma 7.5. For any graph G := (V, E,w), a (1 + €)-approximation of SETSSP can be computed in O(e72)

time in the HYBRID model with unlimited local communication.

Schneider proves that by using LOCAL model as a basis for the local communication, one can solve ap-
proximate SETSSP as fast as in the PRAM for any graph G. He also uses the algorithm of Rozhon (¥) al. and
demonstrates how it can be efficiently simulated in the HYBRID model. The proof requires taking a closer
look at the specific operations of the algorithm. In particular, Schneider [Sch23a] shows that most operations,
namely all aggregations on minors, can be simulated in O(logn) time using the global communication mode
of the HYBRID model and using the PRAM simulation of Lemma 7.4. However, the algorithm also requires
computing a so-called Eulerian orientation of (a subgraph of) G. Here, all edges need to be assigned an orienta-
tion, s.t., they form an Euler tour of the graph that visits all nodes. On a general graph, this can not trivially be
done via global communication as dense subgraphs of high arboricity could exist. To overcome this, Schneider
[Sch23a] presents a LOCAL algorithm that locally sparsifies the graphs. For details on this algorithm, which
relies on low-diameter decompositions, we refer the interested reader to [Schz3a]. Notably, the algorithm re-

quires each node to (potentially) learn its O(log(n))-neighborhood and can therefore be executed in O (log 1)
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times in the LOCAL model. After executing this algorithm, each node has at most O(log n) undirected edges,
which can then be oriented by another PRAM simulation using the global communication. All in all, Schnei-
der [Sch23a] shows that all steps in the approximate SETSSP algorithm of Rozhon (¢) al can be simulated in
6(1) time, which implies the lemma.

Combining all of our HYBRID results gives us the following lemma:

Lemma 7.6 ((1+¢)-Approximate SETSSP in HYBRID). LerG := (V, E, w) bea weighted graph and lere > 0
be a parameter. Let S C 'V be a set of sources. Then, there is an algorithm A, that constructs a (1 + €)-SETSSP
Sorest for S in the HYBRID model.

* On any graph G, Ac in O(e=2 - HD) time, w.h.p, with local of communication of X\ € O(n) and loga-
rithmic global communication € O(log® n), w.h.p.

o If graph G has arborticity o, A can be executed in o) (6_2 . a) time, w.b.p, with local of communication
of A € O(log n) and logarithmic global communication v € O(log2 n), w.h.p.

* Ifgraph G excludes a fixed minor K, Ac can be executed in 0) (6_2 . 7") time, w.h.p,with local of commu-
nication of X € O(logn) and logarithmic global communication y € O(log® n), w.h.p.

7.1.3 A D1vIDE-AND-CONQUER THEOREM FOR RESTRICTED GRAPHS

Finally, we can combine our findings and present a meta-model for distributed algorithms consisting of shortest-

path computations and aggregations. In particular, we obtain the following technical theorem:
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Theorem s. 4 Divide-And-Conguer Theorem for Distributed Algorithms
Let G := (V, E, w) be a (weighted) graph and let A be an algorithm that can be broken down into 7

synchronous steps. Each step ¢ € [0, 7] is of the following two types of operations:

1. A (1 + €)-approximate SETSSP given in Def. 7.3 on a set of node-disjoint, connected subgraphs
Ct,..., C’fvt with Cf = (Vi!, E}) from a set of sources S, . . ., Sjt\,t with S! C VI

2. A round of MinAgg given in Def. 7.2 on a set of node-disjoint, connected subgraphs C1, . . . , C'fvt

with C; = (V;, E;) as the supernodes described in the consensus step.

Note that the subgraphs C1, . . ., C}Vt can be different in each step.

Suppose that A can be broken down into 75 steps of (1 + €)-approximate SETSSP computations and

T minor aggregations. Then, it holds:

* In CONGEST, A can be executed in O (672 75+ Tm) - (HD + /n)) time, w.h.p.

If graph G excludes a fixed minor K, A can be executed in 0) ((6_2 “Ts+ Tm) - 1 HD) time,
w.h.p.

* In the HYBRID model, A can be executed in O ((6_2 - Ts + Tm)) time, w.h.p., with local of

communication of A € O(n) and logarithmic global communication v € O(log® ), w.h.p.

If graph G excludes K, as a minor, A can be executed in 0) ((672 “Ts + Tm) -1") time,
w.h.p., with local of communication of A € O(logn) and logarithmic global communication

v € O(log® n), w.h.p.

Proof. The theorem follows from a straightforward combination of Lemmas 7.1, 7.2, and 7.6. In the following,
we fix a single step ¢ and the corresponding set of node-disjoint, connected subgraphs C1, . . ., Cfv,: We omitt

in the sub- and superscript for an easier notation as it stays fixed. Further, define
Ec:={{v,w} € E|veC,weC;i#j} (7.1)

to be the set of edges between nodes of different subgraphs.

First, suppose that in step ¢, we perform a round of MinAgg on C'y, . .., Cn as given in Def. 7.2. In other,
in the consensus step, we contract all edges in E¢, so that (1, ..., Cy are the resulting supernodes/minors.
Following Lemma 7.1, a round of MinAgg can be performed in O(HD + /n) time, w.h.p., in general graphs
and O(r - HD) time, w.h.p. For HYBRID, we obtain a runtime of O(1). Thus, the total time complexity of
all 7, aggregation steps, w.h.p., is O(Tm - HD) in CONGEST on any graph, O(Tm -7 - HD) in CONGEST
on a K, -free graph, and O(Tm ) in the HYBRID model.

Next, suppose that ¢ is a shortest path step. Here, we need to do a bit more work. First, we aggregate the
length of the longest edge in the graph. This can be done with a single minor aggregation as given in Def.
7.2, where each node picks its longest incident edge as input, and we aggregate the maximum. We denote this

length as W. With knowledge of W, can effectively assign 7nfinite weight to all edges between components.
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More precisely, we choose a weight of 2141 where W is the highest weight in the graph. This yields the weight

function

2Wn ife € E,
wey=4 " NEEe (7.2)
w(e) else.

We denote the resulting graph as G’ = (V, E, w'). Note that we only change the weights but not the graph’s
topology.

Finally, perform a SETSSP with € < 1 on G from S; U ... U Sy, i.e., the union of all source sets of all
components. In the resulting SETSSP tree T, each node v € C; will always be placed in the subtree of its
component’s source set .S;. Since the paths to all sources of other components must contain an edge of length
2Wn, the leader of the v s component must always be the closest if the path is at least 2- approximate.

Thus, each shortest path step consists of a minor aggregation whose runtime we already bounded and one
SETSSP computation on a connected graph G’ that has the same topology as G. For the CONGEST and the
HYBRID model, the proclaimed bounds now follow directly from Lemmas 7.2 and 7.6. O

This theorem states a divide-and-conquer algorithm that recursively divides input graphs into disjoint sub-
graphs (and is then applied to these subgraphs) can be efficiently implemented in CONGEST and HYBRID.
If the graph is K,-free graphs, the runtimes are very competitive in both models. We will heavily use this theo-
rem in the descriptions of the algorithms in this part. In particular, instead of giving exact pseudocodes for the
implementation in CONGEST and HYBRID, we will break the algorithms down to minor aggregation and
shortest path computations in each subgraph. Theorem s then allows us to derive the runtime for the algorithm

in CONGEST and HYBRID.

Finally, we remark that, our class of algorithm also performs well on k-path separable graphs. For the proof, we
first consider useful properties of k-path separable graphs. The first important factis that the class of universally

k-path separable graphs is closed under minor taking. That means it holds:

Lemma 7.7 (Theorem 2 in [DG1o]). Let G = (V, E, w) be universally k-path separable graph, then any minor
H of G is also universally k-path separable.

The proof can be found in [DG1o] and exploits the fact that the graphs are separable for 2// weight func-
tions. Further, it was shown in [DG1o] that a universally k-path separable graph does not contain K41, the
clique of 4k + 1 nodes, as a minor. The proof for this is straightforward. Clearly, K441 is not universally
k-path separable. Suppose all edges have weight 1; then every edge is the shortest path between its endpoints.
After removing any set of k edges, the remaining 2k + 1 > (1/2) - (4k + 1) nodes are still connected as we
consider a clique. Therefore, there can be no separator consisting of only % shortest paths and K441 is not
universally k-path separable. As the class of universal k-path separators is closed under minor taking, it cannot

contain Kyj41. Thus, it holds:

Lemma 7.8 (Corollary of Theorem 2 and Proposition 1 in [DG10]). Let G = (V, E, w) be universally k-path

separable graph, then does not contain K41 as a minor.
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This fact is important as this fact is strongly related to the runtime of our algorithms in CONGEST and
HYBRID due to Theorem s. Because each universally k-path separable path excludes K441 as a minor, The-

orem 7.1.3 immediately implies the following.

Lemma 7.9. Let G := (V, E, w) be a (weighted) universally k-path separable graph and let C1, . .. ,Ci be set
of disjoint subgraphs of G. Further, let A be an algorithm that is independently executed on each Cy, . .. ,Cn.
Suppose that A can be broken down into T4 steps of (1 + €)-approximate SETSSP computations with € < 1 as
defined in Definition 7.3 and T, minor aggregations as defined in Definition 7.2. Then, A can be executed on all
C1,...,CnN in parallel in O ((6_2 T+ Tm) - k- HD) time in CONGEST and O (6_2 S Te Tm) time in
HYBRID with local of communication of X € O(logn) and logarithmic global communication ~y € O(log2 n),
w.h.p.

7.2 THE TREE OPERATIONS OF GHAFFARI AND ZUZIC

Throughout our algorithms, we will often need to work on a forest, i.e., sets of disjoint trees. We use the fol-

lowing lemma for recurring tasks on these trees:

Lemma 7.10 (Tree Operations, Based on [GZ22a]). Let ' := (T4, ..., Ty,) be a subforest (each edge e knows
whethere € E(F') or not) of a planar graph and suppose that each tree T; bas a unique rootv; € V, i.e., each node
knows whether it is the root and which of its neighbors are parent or children, if any. Now consider the following

three computational tasks:

1. AncestorSum and SubtreeSum: Suppose each node v € T; has an 6(1)—191'[ private input T, Further,
let Anc(v) and Dec(v) be the ancestors and descendants of v w.r.t. to vy, including v itself. Each node

computes A(v) 1= ®weAnc(u) Xy and D(v) := ®w€Dec('u) Loy
2. Path Selection: Given a nodew € Tj, each node v € T learns whether it is on the unique path from r; to
w inT;.
3. Depth First Search Labels: Each nodev € T; computes its unique entry and exit label of a depth first
search started in ;.
All of these tasks can be implemented in one round of minor aggregation.
Proof. The proofs are straightforward.

1. Ancestor and Subtree Sum: This was directly shown in [GZ22a, Lemma 16].

2. Path Selection: We perform a single minor aggregation with x,, = land z, = 0forv € T;\{w}
where we contract the unique path from w to r; performing no actions in the Consensus step. Every

node with value 1 then marks itself a part of the path.

3. Depth First Search Labels: We perform Ancestor sum and Subtree sum to count the number of nodes
on each node’s root path and subtree. Each node informs its parent about its subtree size. We order the
children by ascending subtree size, breaking ties arbitrarily. To obtain the labels of one of its child nodes,

a parent combines the length of its root path with the sizes of the subtrees traversed before that node.
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Weak Separators Via Approxirnate Distances

HIs section considers the distributed computation of separators for restricted graphs, notably for the
general class of so-called k-path separable graphs. Recall that a separator S' is a subgraph of G such
that in the induced subgraph G \ S that results from removing .S from G, every connected compo-

nent only contains a constant fraction of G’s nodes. The contents of this chapter are lifted from the following

publication:

Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Dis-
tributed and parallel low-diameter decompositions for arbitrary and restricted graphs. In Raghu Meka,
editor, 16th Innovations in Theoretical Computer Science Conference (ITCS 2025 ), New York City, NY,
USA, January 7-10, 2025, Leibniz International Proceedings in Informatics (LIPIcs), page (to appear),

Dagstuhl, Germany, 2025. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik

Separators are a central tool in designing algorithms for restricted graph classes as they give rise to efficient
divide-and-conquer algorithms. The general idea is to compute a separator in each recursive step, remove it, and
then recurse on the emerging components. Our algorithms for computing clusterings and routing schemes are
no exception to this, as they will follow this generic pattern. Naturally, this scheme implies a recursion depth
of only O(logn). Thus, there is a great interest in the efficient distributed construction of separators as their
computing usually dominates the runtime of a single recursive step. As our main technical contribution, we
present the fast construction of a weaker form of separators, which we will call D-weak separators. A D-weak

separator S’ only ensures that in the graph G\ S, all nodes have at most a constant fraction of nodes in distance
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D. In particular, in contrast to a classical separator, the graph G\ S” might still be connected. Formally, we

define them as follows:

Definition 8.1 (Weak -Path (D, €)-Separator). Let G = (V, E,w) be a weighted graph, D > 1 be an
arbitrary distance parameter, and € > 0 be an approximation parameter. Then, we call the set S(D,€) =

(P1,y..., Py) withP; == (P;, B;) a weak k-path separator, if it holds:
1. Each P; € P; is a (approximate) shortest path in G \ U;;ll P; of length at most 4D.
2. Each B; C Bg(P;, €D) is a set of nodes surrounding path P;.
3. Forallv € (V\Uj=, P;) it holds | Bons (v, D)| < (7/8) - .

Note that this definition is generic enough also to include vanilla k-path separators (where each set B; only
contains the path itself and no further nodes) and truditional vertex separators (where each path is a single

node). For general k-path separable graphs, we prove the following theorem:

Theorem 6. Weak Separators for k-Path Separable Graphs

Consider a weighted k-path separable graph G := (V, E, w) with weighted diameter smaller than D.
For € > 0, there is an algorithm that constructs a weak O(e ! - k - logn)-path (D, €)-separator, w.h.p.
The algorithm uses O (e " - k - log ) minor aggregations and O(e ! - k - log ) 2-approximate SETSSP

computations, w.h.p.

Recall that k-separable graphs are K4y, 1 -free and therefore minor aggregations and SETSSP can be imple-
mented extremly efficiently in both CONGEST and the HYBRID model. Thus, this theorem implies that the
separators can be computed in 0(6’3 -k? -HD) time, w.h.p., in CONGEST. Further, in the HYBRID model,
the separator can be computed in O(¢~2 - k) time, w.h.p. Assuming that k¥ € O(1) and e ' € O(1), the
runtimes simplify to O(HD) and O(1) respectively. In all case, we assume that the HYBRID model has local
capacity of A € O(log7) and a global capacity of O(log® ). All these runtimes follow directly from Lemma
7.9.

The remainder of this section is structured as follows: First, we elaborate on why we compute weak separators
instead of proper separators. Then, in Section 8.2, we present the algorithm behind Theorem 6. Finally, in
Section 8.3, we prove the algorithm’s correctness and runtime. The main ingredient of our proof is a structural

property of k-path separators that allows us to sample them efficiently.

8.1 WnHY WEAK SEPARATORS?

Having defined k-path separable graphs, which by definition contain a proper k-path separator, the obvious
question is why we settle for a weak separator instead. To this end, let us review prior results and identify pos-
sible difficulties. Starting with positive results, it is possible to construct path separators for planar graphs in a

distributed setting. In fact, the state-of-the-art algorithms for computing DFS trees in [GP17] or computing a
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graph’s (weighted) diameter in [LP19] in planar graphs construct a path separator for planar graphs. The algo-
rithm present in these papers constructs a path separator in O(HD) time, w.h.p. In the next chapter, we show
how to extend this algorithm to be executed in a series of arbitrary connected subgraphs.

However, while the existence of an efficient algorithm for a planar graph gives hope, it turns out to be
very tough for other k-path separable graphs. The constructions in both [GP17] and [LP19] heavily exploit
the fact that a (planar) embedding of a (planar) graph can be computed in O(HD) time in CONGEST due
to Ghaffari and Haeupler in [GH16b]. Given a suitable embedding, the ideas could be generalized. Thus,
finding a suitable embedding could be a way to extend this algorithm to more general k-separable graphs. A
good candidate for such an embedding can be found in [AGo6]. Abraham and Gavoille present an algorithm
that computes a f(7)-path separator for K,-free graphs [AGo6]. Their algorithm relies on a complex graph
embedding algorithm by Seymour and Robertson[RS86]. On a very high level, the embedding divides G into
subgraphs that can almost be embedded on a surface similar to planar graph. By a/most, we means that in each
subgraph, there is only small number of non-embeddable parts (with special properties) that need to be handled
separately. The concrete number of these parts depends only on . Given such an embedding, Abraham and
Gavoille show that one can efficiently compute k-path separator.

Sadly, we have little hope that the algorithm that computes the embedding can be efficiently implemented

in a distributed (or even parallel) context. It already requires no)

time in the sequential setting. Moreover,
it requires sophisticated techniques that can not be trivially sped up by running them in parallel. Thus, it re-
mains elusive (to the author at least) how to implement this algorithm in any distributed or even parallel model.
Therefore, we settle for the weaker notion of separator simply because they easier to compute and suffice for

our purposes.

8.2 ALGORITHM DESCRIPTION

Having established why it is difficult to compute k-path separators, we can proceed to the initially promised
weak separators. More precisely, we present the algorithm behind Theorem 6. Namely, for a given k-path
separable graph G := (V, E, w), we give an algorithm constructs a weak O(e™! - k - logn)-path (D, €)-
separator for parameters D and €. Our main insight is that instead of computing an embedding in a distributed
and parallel setting, we show that we get very similar guarantees using a weaker separator that can be computed
without the embedding. Thus, we take a different approach to completely avoid the (potentially expensive)
computation of an embedding. We strongly remark that, in doing so, we sacrifice some of the separator’s useful
properties. However, in our applications, this only results in some additional polylogarithmic factors in the

runtime.

Surprisingly, the algorithm behind the Theorem can be stated in just a few sentences. The core idea is to itera-
tively sample approximate shortest paths and nodes close to these paths and remove them from the graph until
all remaining nodes have few nodes in distance D, w. h.p. More precisely, we start with a graph Gy = G. The
algorithm proceedsin 7' € O(e™! - k-log n) steps where in step ¢, we consider graph (V;, E¢) == Gt C Gy_1.
A single step t works as follows: First, we pick a node v € V; uniformly at random. Then, we compute a 2-

approximate shortest path tree T3, from w. Let W, C V4 be set of all nodes in distance at most 4 - D to v in
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T,. We pick a node w € W, uniformly at random and consider the corresponding path P, = (v,...,w).
Using P, as a set-source, we compute a 2-approximate shortest path tree T'p, from F;. Now denote Bp, to be
the nodes in the distance at most € - D to P, in G (and not G). Finally, we remove P; and Bp, from G to
obtain G'ty1. Note that, due to the approximation guarantee, this removes all nodes in distance at least ¢/2 - D
in G. Further, all steps can be computed using 2-approximate paths (and a few aggregations to pick the random

nodes) and completely devoid of complex embedding.

More formally, the algorithm consists of 7 € O(e™! - klogn) sequential steps. In each step t < T, we
construct a path P; and ball K; D P, around that path. Further, we define G; := (V}, E;, w) to be the graph
induced by all nodes that have not yet been added to any set By, . . ., By. Finally, we fix the parameter ¢’ := ¢/2.

Given these definitions, a single step of the algorithm consists of the following five operations:

(STEP 1) CHOOSE A RANDOM NODE v; € V;_q: Pickanodev € V;_ uniformly at random from all

active nodes.

(STEP 2) CONSTRUCT A 2-APPROXIMATE SSSP TREE T, FOR v;: Perform a 2-approximate SSSP
from node v;. Afterwards, allnodesw € V knowavalue dT'ut (w, v;), which is its 2-approximate distance

to v in graph Gy_1. Itholds forallw € V;_y:
da,_, (v, w) < dr,, (v, w) < 2dg, _, (v, w)

(STEP 3) CHOOSE A RANDOM PATH P;:  Given the distances computed in the previous step, each

node checks whether it is in the distance at most 4D to v. In particular, we define the set
N, = {w € Vi1 | dr,, (v, w) < 4D}
Sample one of these nodes uniformly at random.

(STEP 4) COMPUTE AN APPROXIMATION OF B¢ (P;, e - D):  Compute a 2-approximate shortest
path tree for {P;} in G. Thereby, we obtain a 2-approximate SSSP tree Tp, and all nodes w € V;_4
know a value drp, (w, Py), which is its 2-approximate distance to P; in graph G. After that, every node

knows whether it is in the set
Kt = {'LU € ‘/t | dTPt (’lU,Pt) S QG/D}

(STEP 5) REMOVE K; FROM G_1: All nodes use their previously computed distances to determine

whether they are in K. If so, they remove themselves from the graph, setting G := Gy—1 \ K.

Note that the nodes K; removed in step ¢ will not be considered for picking the path to the next iteration.

However, they will be considered for computing the balls around the paths.
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8.3 ANALYSIS

In this section, we will analyze the sampling algorithm and prove Theorem 6. Clearly, for any choice of €, the
algorithm produces sets (P1, K1), (P1, K1) ... that fit the description of the sets P, Ps, . .. in Definition
8.1. By construction, all paths Py, P, . . . are of bounded length 4 - D and each K, contains all nodes bounded
in distance € - D from each path P;. The latter follows as we chose € = ¢/2, 50 each K is a strict subset of
Bg(Py, e D) and asuperset of B (Py, €/2 - D). Therefore, to prove Theorem 6, it remains to show that for
T e 0(6_1 - k - logn) removing the sets K71, . . . , { weakly separates the graph, i.e., forall nodes v € Vr, it
holds:

|Bgr (v, D) < (7/8) - . (8.1)

Further, we must show that the algorithm can be implemented in O(T) minor aggregations and 2-approximate

SETSSP computations.

As our main analytical tool, we consider the following potential function ®; for each intermediate graph G

that counts the number of nodes with more than (7/8) - 7 nodes in distance 2D. Formally, we have:
d, = |{v eV | |Ba, (v,2D)| > (7/8) n}|

Further, for brevity, we write ®;(v) = 1if and only if | Bg, (v, 2D)| > (7/8) - nand & (v) = 0, otherwise.
Note that ®; := )\, O¢(v).

We make the following crucial observation about this potential: Assoon as this potential drops below (7/8)-
n, we have more than (1/8) - n nodes with less than (7/8) - n nodes in distance 2D. This implies that no node
can have more than (7/8) - n nodes in distance D. Suppose for contradiction that there is a node v € V; with
more than (7/8) - n nodes in distance D. By the triangle inequality, all these nodes would be in distance 2D to
each other. Thus, the potential would be bigger than (7/8) - n as there are more than (7/8) - n nodes with more
than (7/8) - n nodes in distance D. This is a contradiction; therefore, the nodes sampled until this point are the
desired weak separator. Thus, we want to bound the number of steps until the potential drops. To be precise,

we prove the following lemma:

Lemma 8.x. Let G be the graph after the " step of our algorithm. Then, for T € O (c e b k), it holds:
Py < (7)) 1] > 1— O(c™®)
Thus, after T € O(e~! - k - log n) iterations, it holds @7 < (7/s) - n. This implies for allv € V/_ that:
Be, (v,D) < (7/8) +n (8.2)

Therefore, for T' € O(e~!-k-logn), the algorithm successfully computes a weak O (e ~* - k-log n)-path (D, €)-
separator, w.h.p. as desired. Before we proceed to the formal proof of the lemma, let’s clarify the intuition and

difficulties behind our analysis. For the sake of argument, assume that the k-path separator S = (P1, Pa, .. .)
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of G only consists if shortest paths in G itself. On a high level, we want to show that the sets K1, . . ., K either
quickly cover the graph’s k-path separator S = (P1, Pa, . . .) or the potential drops by constant fraction. As
intuitively, many paths must cross the separator, we will likely pick such a path through random sampling.
Recall that we sample paths of length at most 4D with an area of at least ¢/2D around them. Thus, we cover
a subpath of length ¢/2D whenever we pick a path that intersects with the separator. Say that a path in the
separator S is of (weighted) length D’. Then, we require at least O(D'/eD) crossings to cover it. In a k-separable
graph G where all paths are shortest paths in the separator are shortest paths in G, we can bound the length
of each path by G’s diameter D. Thus, after sampling € - k paths that crossed (a path in) the separator S,
we completely removed it from G. As any superset of a separator is obviously also a separator, we are done.
However, while initially it is likely to sample a path that crosses the separator, this probability steadily declines.
Surprisingly, a low probability of crossing the separator is good for our purposes. A low probability of crossing
the separator means that many nodes have no path (or very few) paths of length 2D to nodes reachable only via
the separator. As for each node, there are at least (1/2) - n nodes only reachable via the separator, this implies a
low overall potential. Combining these two facts implies that after sampling 7' € (¢! - k) paths, eithere ! - k
paths crossed S removing it from the graph, or the potential dropped as desired. In either case, we are done.
Figure 8.1 shows a visualization of our proof’s main ideas.

Sadly, we cannot directly apply this technique to all k-path separable graphs. A major factor that complicates
this is the fact that, in general, the pathsin a k-path separator are divided into subsets (P, P, . . .). The pathsin
P; withi > 1 are only the shortest paths if the paths from previous subsets are removed. Thus, if the (weighted)
diameter of G is D, this only gives us a bound for the paths in PP;. This does not help us when considering the
lengths of the paths in the induced graph G \ P1. The diameter of G \ P; and, therefore, the length of the
paths in Py are unbounded. Now, recall that we do not need to cover the whole separator as it is sufficient that
each node only has a constant fraction of nodes in distance D. Our main trick is only considering a carefully
picked subset of the separator paths that intersect with paths until length O(D). This subset only consists of
paths of bounded length that separate not all, but still a arge enongh fraction of the nodes. Formally, we show

the following useful fact about k-path separators, namely

Lemma 8.2. Let G := (V, E, w) be a weighted k-path separable graph of n nodes with (weighted) diameter D.
Then, there exists a set B = {P1, ..., Py} with & < k simple paths of length 32D such that for allv € 'V, it
holds By g(v,4D) < (3/4) - n.

In other words, a subset of bounded length paths intersects with a constant fraction of all paths our al-
gorithm can potentially sample. The proof requires copious use of the triangle inequality and the pigeonhole
principle and can be found in Section 8.3.1. In the following, we provide a simplified sketch that summarizes

the main ideas but omits technical details:

Proof Sketch. First, we show that thereisaset B = { Py, ..., P} withx < k simple paths of length 32D such
that for a subset Z with | Z| > (3/4) - n, it holds By (v, 8D) < (3/4) - n.

To this end, consider the graphs (G(®, G, .. ) with G := G'\ U;<i P, that result from removing
the separator paths. Let G('P) be the first graph where all nodes have less than (3/4)n nodes in distance 8D.

This graph must exist by the pigeonhole principle as initially, all nodes have n nodes in the distance 8D, and
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once the whole separator is removed, there can only be 7/2. Then, there is at least one node z € V with at least
(3/4)n nodes in distance 8D in all graphs G, . . ., G("» =) We denote these nodes as Z := B ip -1 (2, 8D).
Further, by the triangle inequality, all of these (3/4) - n nodes are in the distance 16D to one another in all graphs
G,...,G"»=1 Thisis clearly the case in G?=1) and because we only remove nodes and edges, they can
only be closer in earlier graphs. Next, consider a graph G .= @ \ Ujgi P;withl < i <ip—1land P41,
the set of shortest paths in G () in the k-path separator. For each P; € P;4 1, observe the set

P} := | J P; N Bga (v,8D)
vEZ

Consider two nodes s,t € P](. By definition, there are nodes vs, v, € Z with s € Bge (vs, 8D) and
t € Baw) (vt,8D). Asvs, vy € Z their distance in G is at most 8D. Therefore, by the triangle inequality,
two nodes in PJ{ are at most in distance 32D. As P is a shortest path in G5, the shortest connected subpath Pj
of P; that contains P} has at most length 16D.

Finally, let P; 1 := (P, Pa,...) for P; € P41 be the set of all these subpaths for all P; € P;11. Then,
theunion B := {Py,..., P;, } ofall these subpaths is the desired set 3. It consists of at most k paths of length
32D. Further, a simple induction reveals that [ Bey g(v, 8D)| = |Bgip) (v, 8D)| as B contains all nodes of
(P1,. .., Pip) thatintersect with any B i) (v, 8D). Recall thatin G(*2) all nodes have less than (3/4)n nodes
in distance 8D. Thus, it holds | Bq\s(v, 8D)| < (3/4) - n.

Finally, consider any node v € V. Now suppose for contradiction that v has more than (3/4) - n nodes
in distance 4D after removing B. Then, B\ (v, 4D) contains at least one node of w € Z. The triangle
inequality implies By (v, 4D) € B\ g(w, 8D. Thus, it holds | By (w, 8D| > |Bens(v,4D| > (3/4) -
n. Thisis a contradiction as | B\ g(v, 4D| < (3/4) - n. Therefore, nonode v € V' can have more than (3/4) -n

nodes in distance 4D after removing B.

O

Equipped with this lemma, we now consider the event that the algorithm samples a path P; that crosses some
path of the set B, i.e., the path we sample contains (at least) one node from one of the k paths in B. In this
case, we remove a subpath of length €D from this path when we remove the set Bp, around the P;. This
follows because we determine the set B; with respect to the original graph G and not G;. Thus, after sampling
O(e_1 - k) paths that cross B, we must have completely removed B from G. If B is removed, each node has at

most (3/4) - n nodes in distance D < 2D per definition and we are done.

To prove our main theorem, we will bound the time until either the potential drops or O(e ™! - k) paths cross
B. In the following, we sketch the general approach of the proof and convey its main idea. We refer to Section
8.3.2 for a complete proof that includes all technical details. Starting off, we denote the event that the path from
vy to wy crosses B as vy ~» w;. By definition of B, for each node, the set of nodes reachable via B is at least
size (1/4) - n. Thus, for all nodes v € V; with ®;(v) = 1, atleast (1/4) - n — (1/8) - n > (1/8) - n of these
nodes must still be in distance 2D. All these nodes might be chosen as the path’s endpoint P, if we pick v as the

starting point as the 2-approximate distance is at most 4D. So, if we sample one of them, we cross BB as all paths
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(a) Marked in red is a separator path unknown to the algorithm. (b) When sampling a random path of bounded length, the probability of

crossing the separator is constant.

o (v Afx o (v Af
(c) We remove nodes in distance €D around the path. This also removes (d) If the residual graph is not well-separated, the probability of crossing
an € D-fraction of the separator. (what remains of) the separator is still constant.

Figure 8.1: We choose a two-dimensional mesh for illustration. While the operations in Figures (b) and (c) are straightforward to prove, the core of our
analysis we will be the claim we make in Figure (d).

of length at most 4D cross B. Thus, in a configuration with potential ®; > (7/8) - n, the probability sample a

path that crosses B is at least

Pr vy 2wy | @4 > (7/5) n] > Pr(®y(v;) = 1| &; > (7/s) - n] - Pr[vt o wy | @) = 1] (8.3)

2(%.@ .(%.(1/8)%)2(%.%”)_(1 (1/8) -
7 1
6_42E (8:5)

Thus, if the potential has not dropped after T steps, the expected number of crossings is (1/16) - T'. Using
standard Chernoff-like tail estimates, we can show that for any T' € €(logn), this would imply that at least %
paths crossed B, w.h.p. Thus, within T" € O(e_1 - k - ¢) steps, we either reached a step with low potential or
had sufficiently many crossings to remove B8 with probability 1 — O(e™¢). This proves Lemma 8.1.

Following Lemma 8.1, after T" € O(e_1 - k - log n) iterations, the algorithm has found the desired separator,
w.h.p. It remains to prove the proclaimed runtime, i.e., that the algorithm uses O™t k- log ) minor ag-
gregations and O(e~ Lok log ) 2-approximate SETSSP computations, w.h.p. To this end, we show that each
iteration of the algorithm can be implemented with O(1) minor aggregations and two approximate SETSSP

computations. Formally, we prove the following

Lemma 8.3 (Complexity). A single iteration of the algorithm can be implemented with o} (1) minor aggregations

and two 2-approximate SETSSP computations.
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Proof. Allfive steps of the algorithm clearly contain either O(1) minor aggregations or a 2-approximate SETSSP

computation. For the sake of completeness, we go through them one by one.

* Step 1 can be implemented by simply aggregating the maximum of a set of random values. We let each
node v € V;_1 draw arandom number r,, € [1, 1] for a constant ¢ > 2 uniformly and independently
atrandom. All nodes draw unique numbers for a large enough ¢, w.h.p. Given that there are no duplicate
numbers, we aggregate the maximum of all these numbers and pick the node with the highest number

as vy 1= argmax, oy T'y.

* Step 2 is a 2-approximate shortest path computation from the previously sampled node v;. Note that we

sample at most one node per connected component.

* Step 3 consists of another maximum aggregation and Oo(1) aggregations to implement the descendant
aggregation from Lemma 7.10. More precisely, we can sample a random node from w; N, by letting each
node w € IN,, draw a random number uniformly and independently at random and then aggregate the
maximum. Let now P, := (v, ..., w;) be the path from v; to wy in T}, . All nodes on this path need
to learn that they are on this path. We use tree operations from Lemma 7.10 for this. Node w; chooses 1
as its private input; all others choose 0. Now, each node computes the sum of all its descendants’ inputs.
Recall that by Lemma 7.10, all nodes can compute aggregate functions on all their descendants with
Oo(1) aggregations. This sum is 1 for all nodes on P; and 0 for all others. Here, we exploited that vy is

the tree’s root (otherwise, it would not be true, and we would require a second aggregation).

* Step 4 is another 2-approximate SETSSP computation from set P;. Again, we sample at most one set per

connected Component.

* Finally, Step 5 is a purely local operation. Thus, it requires neither aggregations nor SETSSP computa-

tions.

Therefore, a step of the algorithm can be executed within O(1) rounds of minor aggregation and exactly two

2-approximate SETSSP computations as claimed. ]

Together, these two results imply Theorem 6. For T € O(e™! - k - logn), Lemma 8.1 implies that we
sample a separator, w.h.p., and Lemma 8.3 implies that the T" can be implemented efficiently in HYBRID and
CONGEST.

8.3.1 PRrRoOOF OF LEMMA 8.2

In this section, we prove Lemma 8.2. We show that for a weighted k-path separable graph G of diameter D
there exists a set of paths B3 that intersects with a constant fraction of paths of length at most 2D. We begin our

proof with the following auxiliary lemma:

Lemma 8.4. Let G := (V, E, w) be a weighted k-path separable graph of n nodes with (weighted) diameter D.
Then, there exists a set Z C V with | 2| > (3/4) - nand aset B = { Py, ..., P.} of at most k simple path of
length 32D such that for all v € 2, it holds Bey (v, 8D) < (3/4) - n.
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Proof. Define D’ = 8D. To construct set Z, we will first establish some helpful properties of k-path separable
graphs. Our first important concept is the critical index of a k-path separator. We define the critical index ip/
to be the highest index, 1 < ip/ < K/, for which it holds:

Fv €V 1 |Byipn (v,D)] > (3/4) - n
and
Av eV :|Byp+n(v,D')] > (3/4) - n

One can easily verify that there is a well-defined ips for each D’ > D. Note that D’ is greater than the graph’s

diameter and therefore:
Vv eV :|Bg(v,D")|=n

Recall that by definition of k-path separators by Abraham and Gavoille in [AGo6], each connected component
in G \ S is of size at most 7/2. Thus, any ball of any size around any node (that has not been removed as part

of the separator) can contain at most /2 nodes once we removed S. Thus, if there were no critical index for a
distance D’, it would hold:

JveV: ‘BG\S(U,D/” > (3/4) 'n

This is a contradiction as all connected components in G \ S are of size at most 7/2. From now on, we are

interested in these first ips (sets of) paths of the separator .S, which we denote as
S = (P1,...,Pi,,).
Note thatitholds forallv € V'\ &'
Beo\s/(v,D') < (3/4) - m

Thus, the set S’ is a weak D’-separator. We will refer to it as the critical separator. Further, we call the last
unseparated subgraph G (ip1) the critical graph. Next, we introduce another central element of our proof, the
terminal node, which is a node that still has more than (3/4) - n nodes in the distance D’ in G(*>' =1, As there
can be more than one node with this property, we pick the node with the highest identifier. However, any other

method to break ties would also work. Formally, we say anode zps € V' isa terminal node if and only if it holds:

zp i=argmax{z € V |Vj <ip/ : |Bgu (2, D) > (3/4) - n}
z€eV
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Z(D)

Bain(Z(D'), D)

Figure 8.2: An illustration of the boundary B(Z(D’)) The inner circle denotes the core set Z(D’) and the outer circle denotes the ball
Bgi-1) (Z(D’"), D). S(D') is the critical separator, consisting of several shortest paths. The red parts of S(D’) make up the boundary
B(Z('D')). It suffices to remove the boundary s.t. a constant fraction of nodes have a distance greater than D’ from the core set.

Given the concept of terminal nodes and critical indices, we can now define our set Z as
/
Z .= BG(iD,) (Z'D/,D )

Clearly, Z contains at least (3/4) - n nodes by the definition of the terminal node. Thus, we already have the
correct size required by the lemma. Therefore, it remains to prove the existence of the set B. We define it as
the intersections of all balls By (2, D’) of all nodes z € Z with all paths of S’ from the respective graphs.
Formally, the boundary is defined as follows:

Definition 8.2 (Boundary). LerS(D') := (Py, ..., Pi,, ) withP; := {Pi,, Py,, ...} bethe critical separator

and let Z be the core set. Then, we define the boundary B == {P{, P}, .. .} as follows:

P = Pij N BG(i—l)(Z,D/)

P;:={P/ P ...}
B:={P{, Py, ...}

Figure 8.2 depicts the intuition behind this definition. Note that the boundary is a strict subset of a k-path
separator. Therefore, there can be at most £ sets PZ-’], , one for each path P;; in the separator. However, the sets
Pi’j themselves are not necessarily connected paths. They are merely subsets of paths that do not necessarily
consist of consecutive nodes of that path. We will show that for each Pi’j there is a path of length at most 4D’

that covers all its nodes. More formally, it holds:
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Claim 8. Let G = (V, E,w) be a weighted k-path separable graph let B(Z(D')) = {P1,Ps,...} with
Pl ={P,P,...}beas defined in Definition 8.2. Then, for all Pi/]-’ there is a simple path ]52-]., s.t., it holds:

1177 197"
(B,) < 4

Proof. Let P;; be a path from the critical separator S. In the following, we denote v(1) as the first node
of P;; that intersects with Bgi-1) (Z,D"). Likewise, let v(ery be the last node of P;; that intersects with
Bgi-1(Z,D’). Thus, all nodes of P;; that intersect with B i-1)(Z, D’) must lie on the subpath Pij =
(v(1), - -+, V(er))- As it covers all nodes, it remains bound to its length. Recall that P;; is a shortest path in
Gi=1) and therefore, it holds that:

dp,, (v(1), v(e) = dae—n (V) V()

Forboth v(1) and v/ there must be (not necessarily distinct) nodes v’, w' € Z wherev(1y € Bgi-v (v, D')
and vy € Bga-n(w',D’). By definition, both v" and w’ are in distance D’ to terminal node zp/ in the

critical graph G (in1) | Since we only remove nodes from G, it holds:
Bg) (2p/, D) 2 Bgey (2p, D) 2 ... 2 Bytipn (201, D)

Thus, we can upper bound the distance between v'andw’ in GG—D by their distance in G (i), By the triangle

inequality, it therefore holds for all o', w" € Z(D’):

dea-n (W, w') < d e _p (W, W) < d e (W 2p) +dgip - (20, w") < 2D

Thus, both v’ and w’ are in the distance at most 2D’ in graph G~ where P;; is ashortest path. Combining

these facts with the triangle inequality gives us:

dG(i—l) (U(l), v(g/)) < dG(i—l) (U(l), U/) + dG(ifl) (U/, w’) + dG(i—l) (w’, U(g/))
<D +dgin (', W)+ D
<2D' +2D' < 4D’

Thus, the claim follows. O

Next, we claim that this boundary must intersect with many paths of length D’ as removing the boundary

causes all nodes in Z to lose the connection to a constant fraction of nodes.
Claim 9. Forall z € Z\ B, it holds Bep(2,D') < (3/4) - n.

Proof. Recall that S’ is weak D’-separator and therefore, it holds for all nodes v € V'\ S’ by definition:

[Bes' (v, D)| < (3/4) - m
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The boundary definition contains all nodes of S that intersects with a path of length D’ from any node in Z.
Therefore, for all nodes z € Z, it holds:

\BG\SI(%D/N = |BG\B(U7D/)|

and Py,..., P,

This can be asserted by a simple induction over the sets Py, . .., P; i

ip/

that make up B and

S respectively. For easier notation, define:

Gi=G\|JP;

J<i
/. ’
G =G\ |JP;
J<i
For the induction beginning, we suppose that no paths are removed. In this case, the statement holds trivially
as Gl = Gy.

For the induction steps, we assume that for all z € Z, it holds:
BGi (Z, D/) = BG; (Z, 'D/)

We now show that By
that Bg,,,
contradiction, assume there is anode u € Bg;, (2, D’) thatis notin Bg, ., (2, D). Asu & Bg,,, (2, D’),

(2,D') = Bg:. (2,D')forall z € Z. Aseach P/ isasubset of P;_, it holds
it j J

i1 1% i
(v,D") C Ber (v, D’) as we can only reach more nodes from z we remove fewer nodes. For
7

anode on every path from z to u of length at most D’ is removed. In other words, every such path intersects
with some path P;; € P;. Let p be such an intersecting node. Clearly, p € Bg, (2, D) aspiscloser to z than u
because it is a predecessor of u on a path of length D’. Therefore, any such p also part of PZ’J = Bg (2, DN
P, as, per the induction’s hypothesis, it holds Bg: (2, D) = Bg,(2,D’). Thus, all possible nodes p are
removed from G and u cannot not reachable in Gj | from z within radius D’. This is a contradiction as we
assumed u € Bg; (2, D'). Therefore, it holds Bg, ,, (v, D) 2 Bg;,, (v, D’) and together with our initial
v, D) C BG§+1 (v, D), we have Bg,, , (v, D) = BG/i+1 (v, D') as claimed.

This concludes the proof of the claim as

observation that Bg, ,, ( i1

BG\S’(Z7D/) = BGi,D/ (ZaD/) = BG;D/ (ZaD/) = BG\B(ZaD/)

O

Thus, the sets Z and B fulfill the properties required by the lemma. As D" = 8D, B consists of (at most)
k paths of length 32D. Further, as for each z € Z it holds

Be\s(2,8D) = Be\s(2,8D) < (3/4) - n.

Thus, the lemma follows. O

Next, we require the following helpful observation that is true for any distance metric on graphs
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Lemma8.5. Let G := (V, E, w) bea weighted graph and let D' be some distance parameter. Suppose thereis a set
ofnodes Z C 'V of size | Z| > (Yc)-n forsomec > 1, s.t., it holds forallv € Z that |Bg(v,2D")| < (1-1/c)-n.
Then, for all nodes v € V, it holds:

Ba(w, D) < (1-1/e)-n

Proof: The lemma clearly holds for all nodes in Z, so it suffices to analyze the remaining nodes. Assume for
contradiction that thereisanode w € V'\ Z with | B(w, D’)| > (1 —1/c) - n. Then, B(w, D’) must contain
atleast one node v € Z, which — by the very definition of B(w, D’) — implies d(v, w) < D’. By the triangle
inequality, it then holds for every other node u € B(w, D’) that

d(v,u) < d(v,w) + d(w,u) < 2D, (8.6)

Therefore, it follows B(w, D’) C B(v,2D") As we have a clear bound on the size of B(v, 2D’), this implies

that:
(1=1e)-n < |B(w,D')| <|B(v,2D")] < (1 =1/e) - n (8.7)

This is a contradiction. O

Letsets Z C Vand B := {Py, P, ...} beas defined in Lemma 8.4. Note that forall z € Z, it holds:
Bea\s(2,8D) < (3/4) - n (8.8)

Lemma 8.5 now implies that for allv € V' itholds B\ g(v, 4D) < (3/4) - n. Therefore, for eachnodev € V
there must be (1/4) - n nodes w € V such that all paths of length at most 4D from v to w cross B.

128



8.3.2 Proor oF LEMMA 8.1

In this section, we prove Lemma 8.1 using Lemma 8.2 and some fairly standard tools from the analysis of po-

tential functions. Recall that we consider the following potential:
®, := [{v eV, ||Bg, (v,2D)| > (7/s) - n}|

We want to show that after T € O(e ™! - k - ¢) steps, the potential has dropped below (7/8) - . As soon as this
potential drops below (7/8) - 1, we have more than (1/8) - 7 nodes with less than (7/8) - n nodes in distance 2D.

Therefore, by Lemma 8.5, each node has at most (1/8) - n nodes in distance D as desired.

By Lemma 8.2, there existsaset B = { P, ..., P} with K < k simple paths of length 32D such that for all
v € V,itholds Bo\z(v,4D) < (3/4) - n. Thus, for each node v € V thereis set C(v) € B(v,4D), s.t.,all
path of length 4D from v to C(v) contain a node (of a path in) B. We denote these nodes as the cutoff nodes
of v. Itholds C(v) := V' \ Bg\g(v, 4D). We want to show that — as long as the potential is high — there is
agood chance to sample a path between a node v and one of its cutoff nodes. To this end, note that every node
v € V with ®,(v) = 1 thatis considered in the potential must have (1/8) - n cutoff nodes in distance 2D. This
follows from the definition of the potential: Recall that each node has (1/4) - n cutoff nodes. Further, there are
atmost (1/8) - n nodes in distance greater than 2D. Otherwise, it would hold ®;(v) = 0. Even if all these nodes
are cutoff nodes, there must still be (1/4) - n — (1/8) - n = (1/8) - n cutoff nodes in the distance at most 2D.
Further, As we compute 2-approximate shortest paths to all nodes, the approximate distance to these nodes is
atmost 4 - D. Therefore, all cutoff nodes of v are the potential endpoints of the approximate shortest path we
sample. We may not choose the shortest path (of length less than 2D), but the length of the path we pick is at
most 4D and (by definition) crosses .

Thus, as each node has /s cutoff nodes in distance 2D, there is chance of 1/s to sample a cutoff node. This
means, as long as ®; > p - n, the probability that we sample a path that crosses 3 is at least /8. Intuitively, this
means that after carving T paths, either the potential has dropped, or there are ©(T") paths that intersect with
BB on expectation. Note that every time the latter happens, we remove a chunk of length (¢/2) D from some path
in B. However, this cannot happen often due to these paths’ bounded length of 32D; therefore, the potential

must drop quickly.

We now want to formalize this intuition. To this end, fixa path P := (vy, va, .. .) in graph G and denote

K1 (P) as the number of sets from K7, . . ., K; that intersect with P. Formally, it holds:

Ki(P) = lx,npso

i<t

Now define the number of clusters that intersect with I3 as

K=Y Ki(P)

P,eB

More formally, it holds:
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Lemma 8.6. After carving T > c - 768 sets K1, . .., K, it holds:
Pr[{®, > (7/8) - n} N{K,; < 7/256}] < e~ ¢

Proof. First, we denote 0K; := Ky — Ky as the difference in the number of intersections from step ¢ — 1
to step t. Note that this difference is always non-negative as the number of balls intersecting with the separator
can not decrease. Equipped with this definition, we want to count the number of rounds in which we either
increase K¢, or ®; falls below (7/8) - n. We refer to these rounds as good steps. Clearly, after at most p7 goods
steps (with p < 1) either p7 balls intersect with the boundary, oritholds ®, < (7/8)-n. To bound the number

of good steps, we define the following indicator variable for good steps:

Y = Nya, <(7/s)-n}visK.>1}

Further, let ), = 22:1 Y; the total number of good steps until some step 7 > 0. Next, we will show that
the probability that a given step is good is constant regardless of the processes’ history. That is, regardless of
what happened in the first ¢ — 1 steps, the probabalility that step ¢ is good is at least 1/16. First, we note that
the probability of whether a step ¢ is good is completely determined by graph G;—1. To thisend, let G;_; bea
random variable that denotes the active subgraph in step ¢. Let G;—1 C G the graph at the beginning of step ¢
(which is created by all choices made by the algorithm insteps 1, . . ., ¢ — 1). We will now bound the probability
that we sample a path that crosses B.

Claim xo. Forall graphs Gy C G, it holds:

®(Gh)
8n

Pl‘[Yt | Gy = Gt] > (8-9)

Proof. During this proof, we will write Pr[X | G¢] instead of Pr[X | G;_1 = G| for brevity. Further, let
P, := (v, ..., w;) be the path sampled in step ¢ and let v; and w; be its respective start and endpoint. As the
algorithm only removes nodes and edges, the path P; must also exist in the original graph G'. Therefore, the path
must cross B if v, is a critical node and wy is one of its cutoft nodes. In the following fixa graph G;_1 = G—1.
Recall that the cutoff nodes C(v) := V' \ Bg\p(v,4D) are all nodes, s.t., all paths (of length at most 4 - D)
between vand w € C(v) contain a node of 5. Hence, if we sample a cutoff node, K increases by one. Denote

this event as {v; e w }. Further, denote the critical nodes conditioned on G;_1 as

C(Gi1) = {v eV, | |C(v) N B, , (v,2D)] > n/s} (8.10)
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Note that C(G;_1) is completely determined by G;_1 and therefore is not a random variable. Given this

definition, note that it holds:

E[K, >1|G1] =E [vt oy | Gt_l} (8.11)
> Z Tyec(a,_y) - Prlve = v | Gi_1] - Prlwy € C(v) | vy =v N Giq]  (8.12)
veV
1
> — ;/]lveC(Gt,l) -Prlw; € C(v) | vy = v N Gy_q] (8.13)

Recall that by definition, each critical node has at least /8 cutoff nodes in distance 2D. By the properties of
the approximate shortest path algorithm, the approximate distance to all these nodes is 4D and, thus, all these
nodes are considered in the sampling. Further, as we use approximate shortest paths that can only overestimate
the actual distance, we sample from a subset of all nodes in the distance 4D. Note that there can obviously be
at most 1 nodes in distance 4D. Therefore, the probability that one v;’s cutoff nodes are picked as the path’s

endpoint wy is:

’C(’U) mBthl(v72D)| n 1

P eC =vNGi_q] = > — == 8.
r[w; (v) |ve=w t—1] ’BGt,l(U,‘lD)‘ 23, =3 (8.14)
Putting this back in the previous formula, we get:
1

E [vt W | Gt_l} > - ~UE€VPr[U € C¢ | Gi—1] - Pr[wy € C(v) | vy = v] (8.15)

1 1 |C(GY)|
> . P Ci | Giq] = = ——= 8.16
_n;ev tfv € Gy | t1]8 S (8.16)

Finally, observe that for each node v € V with |Bg, ,(v,2D)| > (7/8) - n, it also holds that |C(v) N
Bg, ,(v,2D)| > n/s. Thus, we have ®;_; < C'(G}_1). This proves the claim O

Let now Hy_1 be an arbitrary set of events that happened in the first £ — 1 steps of the algorithm. In
particular, all of these events may only affect the topology G; in step ¢ but not the actual choice of the path in

step t. Given this definition, we show the following:
Claim 11. E[Y; | Hi—1] > "/64

Proof. To simplify notation, define @} _; to be the potential at the beginning of step ¢ given H;_1, i.e., it holds:

{®i_=n ={®r1 =2} NH (8.17)
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Analogously, @} will be the number of critical nodes in step ¢ conditioned on H;_;. Note that both ®} and
®}_, is random variable as H;_; may not fully determines G¢_1 and thus the corresponding potential. By the
law of total expectation, it holds:
E[Y; | Hy_] =Pr {@;_1 < m E [y; 1@, < m +Pr {@;_1 > 78”} E [Yt o > 78"]
(8.18)

Recall that the potential is monotonially decreasing. Thus, of ®;_1 is smaller than (7/8) - n, then ®; must also
be smaller than (7/8) - n. Therefore, we have E [V; | ®,_; < %] = 1. AsY; is a binary random variable that

can only take values 0 and 1, it furthermore holds:

7
E[Y;|(I>21<;}:1

21~Pr[3@1|¢2_127ﬂ +0~Pr{)@0¢>;_127ﬂ

™
:Ehm@zg}

Therefore, it holds:

7 7 7
BV | Geor] = Pe| 0, < ¢ |1 pelo > B [vi e (8.19)

7 7 7 7
ZMFM<;FPH®2;%hﬁhzghhﬂﬂzg}@m)

- (v <) m = ]) e o= 7] o)
’ m , ™
== ]E )/t | ¢t—1 2 § 2 E 5/Cf 2 1 | @t_l Z § (8.22)

Thus, to the claim, it suffices to consider the case where ®;_; > (7/8) - n and to bound the probability that we

sample a path that crosses B.
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For a fixed value 7 € [0, n] of the potential, it holds by the law of total expectation:

E[(S’Ct21|q);71:’l’]:|

Z Pl‘[thl | ®)_, = 77} CEOK: > 1 {Gi—1 = Gi—1} N Hyq]

G.CG
@(Ge)=n
(8.23)
= Y Pr[Gi | ¥ =1 E[K; > 1[{Gi1 =G} (8.24)
G.CG
2(G)=n
By Claim 10 : (8.25)
> 3 Pe[Gea @), =) (8.26)
G.CG
@(Ge)=n
Ui
= % . Z Pr[thl ‘ @;71 = 77} (82‘7)
G.CG
@(Ge)=n
Ui
= L 8.28
g (8.28)

Here, the second equality follows from the fact that H;_; does not affect the choice that the algorithm makes

in step t. The last equality follows as Z@(Gég)c Pr [Gt_l | ®,_, = 77] =1.
t)="n

By applying the law of total expectations again, we obtain the following lower lower bound given that the

potential is greater than (7/8) - n:

m ~ m
E 0K | )y > 8} > Z Pr {‘I)tl =n]®_y > 8} E [Ut 5w | =17 (8.29)
n=("/8)-n
By Ineq. (8.28) : (8.30)
" m| n
> > Pr [@1 =n|®_, > } o (8.31)
n=(/2)n 81 e
. ™
Usingn > 3 : (8.32)
- m m
> Z Pr {cbtl =n|®_, > } : (8.33)
= (T m 8 8:-8:mn
7 . n
> 61 Z Pr |:q)t—1 =n|®_; > 8} (8:34)
n=("/8)n
7
- (8.35)
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The last inequality follows from the fact that 222(7/8)% Pr[®,1 =n | ®,_; > 2] = 1. Thus, by Inequal-

ity (8.22), it holds:

™m 1
EY; | Gi—1] > E 5’Ct21|@2—12§ Za

This proves the claim. O

Thus, we have a probability bound holds regardless of all events before step ¢. This tells us that no matter
what happens, there is always a constant probability for a good step. In particular, eventough the steps of the
algorithm are not independent as events in earlier steps affect the possibilities in later steps, we can still give a
good tail estimate. We need the following slightly generalized version of the Chernoff bound to finalize the

proof.

Lemma 8.7 (Generalized Chernoff Bound, cf. Theorem 3.52 in [Schoo]). Let X1,...,X,, € {0,1} bea
series of (not necessarily independent) binary random variables and define X := Y .| X,. Suppose, there is a
value p € [0,1], s.t., for all subsets X; , . .., X;; with1 < j < n, it holds:

E H Xi| > p.

k=i1,...,i;

Then, for any 6 < 1, it bolds:

_spn

PriX <(1-9)pn] <e” s

Let now ¢1, . . ., ¢j be some subset of the 7 steps that we make. Note that by the fact that all Y are binary

random variables and the chain rule of conditional expectations, it holds:

i i ij
E HYk :=Pr ﬂYkzl :HPr

k=11 k=11 k=11

:HE Yk|mYk’:1 > 64:(16)
i

k‘=i1 k/=i1 =171

k—1
Vi=1] () Yk/:1]

k'=1,

Here, we exploited that {ﬂz;lil Y = 1} only depends on events prior to step k and used the bound of Claim
11. Thus, the conditions of Lemma 8.7 apply to V; by choosing p = 1/16. Therefore, it holds forall 7 > 1
and 0 < 1 that:

Spr

PrV, < (1—d)pr]<e 5
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Cl(e) 02(6) C:ge) Cie)

Figure 8.3: An example for the chunks C(€> (P) of distance € of a path P := vy, ..., v8. The solid lines denote edges between two nodes of the
same chunk, the dashed lines denote edges between chunks.

For 7 > c - 768, we get the following bound:

pe[y, < oo = Pr[yT < (1 - ;)

_/2)pr _eT T
<e 3 =e 6 =e¢e T8 <e

This proves the lemma. O

This verifies that if we sample many paths that cross B unless the potential drops down by a constant factor.
However, to prove the lemma, we need more than that. Further, we need an upper bound on the number of
intersections with B. With each crossing, we remove one node from B, so a trivial upper bound in n. However,

to prove the lemma, we require a tighter bound. To this end, we show the following:
Lemma 8.8. Consider any path P of length 32D in G. Then for anyt > 0, it holds Ky (P) < O(e™1).

Proof. To this end, we introduce the notion of chunks. A chunk is a non-empty subpath of the path, s.t., the
distance between the first node of two consecutive chunks is at least €D. Formally, we can recursively define

them as follows.

Definition 8.3 (Chunk). Let P := (v1, ..., V) bea path in graph G and let € > 0 be a distance parameter.
Then, the chunks C'€)(P) := (Cf), ey Cf;)) of path P are partition of P into connected subpaths. The

chunks are recursively defined as follows:
1. The first chunk C’fe) begins with node v1.
2. The first node of chunk C; 41 is the first node in distance (greater than) €D to the first node of chunk C;.

3. A chunk C; contains all nodes between its first node and the first node of Ci 1. The last chunk contains its
first node until the end of the path.

Further, note that every time a random path P; crosses P, we remove all nodes in the chunk it crosses. In
particular, it does not matter if some nodes between two nodes of a chunk have already been removed as we
always consider the distance with regard to G. Thus, the number of chunks is an upper bound on the number

of clusters that intersect with the separator in any weak ball carving process.
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Clearly, a path P of length 32D consists of 128¢ ! chunks of length ¢/4D. This can verified as follows:
Denote by C(P) the chunks of length ¢/4D in P. For the sake of creating a contradiction, assume that there

are more than 128/c chunks. Denote this number as
¢:=[C(P)]

The chunks C(P) can be ordered C1y, . . ., C(c based on their position in path P, s.t., chunks with higher
order are closer to the endpoint of the path. We denote the first node of chunk C'; that is part of the boundary
as v(;). Recall that the distance between the first nodes of two neighboring chunks is at least ¢/4D. If the chunks

are not neighboring, the distance can only be greater. Thus, it holds:

dp(v(i), V(is1)) = /4D

Let now v be the last node in the first chunk C'1y and w := v, be the first node in the last chunk C'. that

intersect with the boundary. By the definition of chunks, the distance between v and w on path P;; is at least:

dp(v, w) = sz‘j (v, U(Q)) + Z sz‘j (’U(i), 'U(i+1)) > dp(v, U(Q)) + Z 6/4D B dp(v7 v(g)) =+ (C — 1)6/4D
=2 =2

> dp(v,v(g)) + (128/6 +1-— 1) €D = dp, (1), 1)(2)) + 32D > 32D

This is a contradiction as P is of length 32D. O

Finally, suppose for contradiction that after O(e ! - k -log n) iterations, the potential is still above (7/8) - n.
Then, IC, € Q(ef1 - k - logn) paths must have crossed 5, w.h.p. However, by Lemma 8.8, - is bounded by
O(e™! - k). A contradiction. Thus, after O(e ™! - k - log n) iterations, the potential must be low, w.h.p., which

proves the lemma.
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Fast Construction of Separators for Planar Graphs

N this chapter, we show how to efficiently construct a path separator in (subgraphs of) a planar graph in
I CONGEST and the HYBRID model. In contrast to our previous weak separator construction, this is a
dlassical vertex separator whose removal leaves connected components of a constant fraction of the original

size. This (potentially) gives it more applications than just clustering and routing and may be seen as a tiny step
towards a general framework for distributed divide-and-conquer algorithm on planar graphs. The algorithms

of this chapter were first presented in the following publication:

Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Brief
announcement: Distributed construction of near-optimal compact routing schemes for planar graphs.
In Rotem Oshman, Alexandre Nolin, Magnds M. Halldérsson, and Alkida Balliu, editors, Proceedings
of the 2023 ACM Symposium on Principles of Distributed Computing, PODC 2023, Orlando, FL, USA,
June 19-23, 2023, pages 67-70. ACM, 2023

Notably, for the construction of these separators, we will zor (only) use the minor aggregation framework
presented in Section 7.1.1 and instead present bespoke algorithms for CONGEST and HYBRID that use ad-
ditional techniques. To be precise, our algorithm rely on the computation of so-called (planar) embeddings,
a tool that is simply not (yet) available for other graph classes in the distributed setting. However, as we see,
our algorithms can be easily incorporated into algorithms that are based on minor aggregations. This is because
we specifically design our algorithms to also compute separators for arbitrary connected subgraphs of a given

planar graph G. That being said, we show the following technical result in this chapter:
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Theorem 7. Path Separators for Planar Graphs

Consider a weighted planar graph G := (V, E, w) and a collection of N node-disjoint subgraphs
Ci1,...,Cn C G with C; = (V;, E;). Then, there algorithm that constructs a 4-path separators
Si1,...,Sn of 4 (1 + €) approximate shortest paths in all Cq, . .., Cy. Each connected component
in C; \ S; consists of at most (3/4) - |V;| nodes.

The algorithm can, w.h.p., be implemented in O(¢~2 - HD) time in CONGEST and O(e~2) time in
HYBRID.

In fact we present two different algorithms, one for each model. For both the CONGEST and the HYBRID
algorithm, we base our separators on so-called cycle separators that can be constructed with respect to an arbitrary
spanning tree T" of G. These separators consist of a path in the tree 7" and an additional edge that connects the
endpoint of the path. Constructing these separators has been well researched in the sequential, CONGEST,
and PRAM model. For our construction, we exploit two useful facts about the algorithms that construct these
separators. First, suppose that the tree T" is rooted in some node s € V. Then, for any separator path in T’
that goes from v to w, we can instead add the two paths from s to v and to w to the separator. This is cleary
a superset of the separator and therefore a separator itself. Therefore, we can use the following non-standard

definition of a cycle separator that will capture the structure of the separators we construct slightly better:

Definition 9.1 (Cycle Separator). Let G = (V, E) be a planar graph with n nodes, and let T = (V, Er) be
an arbitrary spanning tree of G rooted in s € V. Then, a so-called cycle separator S (with respect to T') consists of
two paths Py = (s,...,v) and Py = (s,...,w) in T and the edge {v,w} € V? that may not be part of G.
All connected components in G \ S have at most (3/4) - n nodes.

Second, the algorithms that compute the separator are oblivious of the used tree, i.e., they work for arbitrary
spanning tree. Thus, for our purposes, we can use a (1 + €)-approximate spanning tree rooted in some s € V.
Any path in this tree is a (1 + €)-approximate shortest path. Thus, using such a tree as a basis, we construct
a separator that consists of two (1 + €)-approximate shortest path and an edge that may or may not be in G.
Since we can consider the two endpoints of an edge to be shortest path to themselves, we found a separator that

consists of four approximate shortest paths.

As our main technical lemma, we show that given a suitable pre-computed spanning tree, we can, in fact, com-

pute all separators in parallel. More precisely, we will show the following:

Lemma 9.1. Ler G = (V, E, w) be a (weighted) undirected planar graph and let Cy, . . . ,Cn be a set of disjoint
subgraphs of G. Further, let T be a spanning tree such that its subforests T, . .., Ty restricted to Cy, . .. ,Cn are
spanning trees for C1, . ..,Cn. In particular, each separator consists of two paths in Ty and the two endpoints of
an edge possibly not contained in C;. Then, there is an algorithm that computes a cycle separator for each (C;, T;)
simultancously in O(HD) time, w.h.p. in CONGEST and O(1) time in HYBRID.

Before we prove thislemma, let us first see how it implies Theorem 7. Note that the lemma is oblivious of the

tree T aslong as it fulfills the stated property. Thus, we may use an (1 + €)-approximate SETSSP tree computed
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by the algorithm of Rozhon () al. [RGH T 22] with € < 1. Such a tree can be computed in 0(6_2 -HD) time
in all subgraphs simultaneously in CONGEST and O(e~2) time in HYBRID. To do this, we assign infinite
weight to all edges between components. More precisely, we choose a weight of 2Wn where W is the highest
weight in the graph. This weight can be determined by simply aggregating the maximum of all edge weights
in G. As G is planar, this can be done, w.h.p., in O(HD) time in CONGEST and O(1) time in HYBRID.
After that, we determine the nodes v1, ..., vn of the lowest identifier in each component Cy,...,Cn. We
call these nodes leaders of their respective components. Again, this can be done with a simple aggregation in
each component. Recall that the subgraph is node-disjoint, and G is planar and thus this aggregation can be
performed in O(HD) time in CONGEST and in O(HD) time in HYBRID. Finally, perform a SETSSP from
all leaders using the algorithm of Rozhon () al. [RGH ' 22] with € < 1. In the resulting SETSSP tree 7', each
node v € C; will always be placed in the subtree of its component’s leader. Since the paths to all leaders of other
components must contain an edge of length 2Wn, the leader of the v’ s component must always be the closest
if the path is at least 2-approximate. Thus, the subtrees 77, . . ., T’y of the respective leaders are spanning trees
of their components Cy, ...,Cn. Therefore, we can use these trees as input to Lemma 9.1 and obtain that
consists of 4 approximate shortest paths. By definition, the two paths in T} are approximate shortest paths, and

the two endpoints of the edges are shortest paths to themselves. This proves Theorem 7.

In the remainder of this section, we, therefore, only prove Lemma 9.1. Before we start, we present some
useful facts on planar graphs in Section 9.1. We split the analysis of this lemma into two parts. First, in the hard
part, we show that the statement is true for CONGEST. This requires us to compile ideas from several papers.
The main idea is to use the technique from [GP17], which only works for biconnected graphs. The algorithm
was later generalized for 1-connected graphs while maintaining the O(HD) runtime by [LP19]. They achieve
this result by adding virtual edges to the input graph, making the augmented graph biconnected. The virtual
edges can be efficiently simulated in CONGEST; therefore, simulating the original algorithm for biconnected
graphs yields a separator for the original graph. We want to remark that Parter and Li are to be credited for
this approach, and we simply repeat their main arguments here. To be precise, we merely highlight the znberent
properties of their construction that are important for us and fill in some crucial details they sketched in [LP19].
We present the construction in Section 9. In the second part, we present a work-efficient PR AM algorithm that
can also be simulated in the HYBRID model. This algorithm finds the separator using an Euler tour, which
can be easily computed in the PRAM but not so easily in CONGEST. We sketch the construction Section 9.3.
In contrast to the CONGEST algorithm, it can essentially be used as is.

9.1 PLANAR GrRAPHS: EMBEDDINGS, FACES, AND AUGMENTATIONS

This section gives a primer on planar graphs and presents several useful properties. We focus on the aspects
important to our algorithms in the CONGEST model. In particular, we only provide a heavily simplified in-
troduction to this well-understood graph class. We refer to the well-known textbook by Distel [Diero] or the

draft by Klein and Mozes [Kle24] for an in-depth discussion of planar graphs (and their applications).

We begin our short overview with the definition of a planar graph. In fact, there are several equivalent defi-

nitions of a planar graph. Perhaps most famously, a planar graph G = (V, E) can be drawn into the Euclidean
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plane R? without two edges crossing. By drawing, we mean that nodes are mapped to points and edges to
curves/lines between these points. A drawing of a planar graph is called a geometric planar embedding. An-
other way to express such an embedding is a local ordering of the edges. Each node v € V learns a circular
ordering m, : N, — [1,deg(v)] that assigns each of its neighbors a unique number between 1 and deg(v).
This is called a combinatorial planar embedding. W.l.o.g., we denote the neighbors of v as w1, . . ., Waeg(v)
where i == m, (w;), i.c., we implicitly assume that the neighbors are ordered according to m, and the subscript
is the position in the ordering. Intuitively, if the edges {v, w1}, . . ., {V, Waeg(w) } are drawn in this order, they
do notintersect with other edges. Edmonds has shown that combinatorial and geometric embeddings of planar
graphs are equivalent [Edmé6o]. The equivalence between geometric and combinatorial embeddings becomes
clearer when we consider the so-called faces of the graph. If a planar graph is drawn without crossing edges, it
naturally divides the plane into a set of regions enclosed by its edges. These regions are called faces. For exam-
ple, in a grid graph, each cell surrounded by four nodes is a face. Generally, a face is bounded by a closed walk
(vo, ..., ve,v9) € Vin G called the boundary of the face. By convention, the unbounded area outside the
whole graph is also a face. Given a combinatorial planar embedding (and not a drawing), we can find the walk
(v, - - ., Ve, Vo) around a given face F' by consistently following the next edge in the ordering. That means, if
we reach a node v via edge {w;, v}, we continue via {v, w; 1 }. Note that we omit modulo computations for
readability. If a node has degree 1, a walk uses the same edge twice in a row, i.e., the walk enters and leaves via
the same edge. A proper embedding ensures that any walk that contains {v, w;+1 } will eventually return to v
via {w;, v}. Not that the same node may be visited more than once in a single face walk (this will be important

later).

9.2 FasT SEPARATORS IN CONGEST

In this section, we will prove (the CONGEST part of) Lemma 9.1 and explain how to construct separators on
many arbirtary node-disjoint subgraphs of a planar graph in parallel in the CONGEST model. To be precise,
we are given a collection of node-disjoint subgraphs Cy, . . . , Cy and compute separators that consist of at most
four (1 4 €)-approximate shortest paths in O(HD) time for all them.

Before we go into the details of our construction, let us first summarize the relevant previous approaches
to constructing separators in planar graphs in the CONGEST model and emphasize the main technical prob-
lems we need to solve: The problem of constructing path separators was (to the best of our knowledge) first
considered in [GP17] by Ghaffari and Parter. Their algorithm creates a separator for any collection of bicon-
nected disjoint subgraphs in O(HD) time in parallel. In our scenario, however, the subgraphs are 7o necessar-
ily biconnected. So, we cannot use this algorithm directly. A possible approach to extend [GP17] to arbitrary
connected subgraphs has already been described by Li and Parter in [LP19]. They compute a separator for a
non-biconnected planar graph G. To this end, they first execute an algorithm that adds additional virtual edges
to make G biconnected in O(HD) time. The virtual edges are added so that any CONGEST algorithm on the
augmented graph G can be simulated by the original graph G with only a constant factor blowup in the run-
time. Then, they run the algorithm of [GP17] on the augmented graph. At first glance, this shou/d also result in
an algorithm that constructs a separator for a collection of disjoint subgraphs in O(HD) time and, thus, prove

Theorem 7. However, there is a subtle yet important issue if we were to apply this approach to a collection of

140



disjoint subgraphs: Consider a collection of node-disjoint connected subgraphs Cy, . . ., C of G. Suppose we
make the whole graph G biconnected by adding virtual edges (using the algorithm of [LP19]); there may be
virtual edges between nodes of two subgraphs C; and C;. These paths between components are required for
the biconnectivity. Thus, the extended biconnected subgraphs are not necessarily edge-disjoint anymore, and
the algorithm of [GP17] is not (trivially) applicable. If, instead, we apply the algorithm for biconnectivity on
each subgraph C; in isolation, i.e., by ignoring the edges to other subgraphs, we cannot trivially guarantee that
the planarity of the overall graph G is preserved. The virtual edges we add in each subgraph may cross the edges
between connected components. However, the algorithm of [GP17] requires planarity of the full graph G if we
want to use it in a black-box fashion. So, computing separator in connected node-disjoint subgraphs in 0] (HD)

time requires some extra work.

Li and Parter claimed that their algorithm can be refined to O(HD) by exploiting how the algorithm of
[GP17] actually works internally and not just using it as black-box. We will follow their sketch for the most
part, but we will need to make subtle technical adjustments along the way to make it work. Our main addition
to their sketch is adding virtual buffer nodes between components. In particular, we add two virtual nodes v’
and w’ on each edge {v,w} € E wherev € C; and w & C,, i.e., we replace the edge by a path (v, V', w’, w).
We say that in the resulting graph G’, all components C;, . .. ,Cn are well-separated as all their neighboring
nodes that are 7oz assigned to any subset. We add the virtual node v’ to C; and obtain a component C;. Note
that these additions a) preserve the graph’s planarity, b) increase the hop diameter by a factor of only 3, and
c) ensure that C7, . . ., C}y are node-disjoint. Further, any CONGEST algorithm for the augmented graph G’
can be simulated on G. We then augment each subgraph C; by additional virtual edges to make it biconnected
using the algorithm of Li and Parter [LP19]. Although it might not be intuitively clear, as we will see in the
analysis, the addition of the virtual nodes ensures that the additional edges preserve the planarity of the
full graph G. This results in node-disjoint, biconnected components Cf, . . ., C,. However, by adding virtual
nodes to the sets C1, . . ., Ciy, we can no longer use Ghaffari and Parter’s algorithm as a black box because we
have changed the input. Instead, we need to adapt the algorithm such that it Zgnores the additional nodes when
computing the separator. To be precise, we present an adapted version of the algorithm from [GP17] that works
for weighted nodes. Given this algorithm, we assign each virtual node a weight of 0 and all other nodes, i.e., the
real nodes, a weight of 1. Then, we compute a separator S;, such that each connected component C; \ S/’
only has a constant fraction of the total weight. As all virtual nodes have weight 0, the separator S;’ can be used

as a separator for C; as desired.

We structure the section into five subsections. First, in Section 9.2.1, we present useful tools for computations
on planar graphs in CONGEST. Then, we present three subroutines that our algorithm will use. In Section
9.2.2, we show how to identify biconnected components in a planar graph using the algorithm of Ghaffari and
Parter. This section only summarizes their results and adds no new insights, however, we require the algorithmic
tools and structural observations used in this algorithm. Then, in Section 9.2.3, we sketch how to turn a planar
graph into a biconnected planar graph using a technique by Parter and Li [LP19]. In particular, we show that
the algorithm is executed on a series of node-disjoint well-separated subgraph, we can compute biconnected
node-disjoint supersets of the subsets. As the last subroutine, in Section 9.2.4, we sketch how to construct a

separator for a node-weighted, biconnected planar graph by adapting the corresponding algorithm by Ghaffari

141



and Parter [GP17]. Finally, we put all these pieces together in Section 9.2.6 and present the algorithm behind

Lemma 9.1 along with the proof.

9.2.1 A SMALL TOOLKIT FOR PLANAR GrAPHS IN CONGEST

We now present some useful distributed computing aspects of planar graphs. First, we note that a combinato-
rial embedding of a planar graph can be computed in O(HD) rounds in CONGEST using the algorithm of
Ghaftari and Haeupler [GH16a]. They show that it holds:

Lemma 9.2 (Main Result in [GH16a]). Let G := (V, E) be a planar graph. Then a combinatorial planar
embedding of G can be computed in O(HD) rounds in CONGEST. That means each nodev € V learns a local
ordering ., of its neighbors.

Note that this embedding will allow us to detect the faces of the graph G in a distributed fashion.

For many algorithms, arguing about the graph’s faces will be easier than using its nodes and edges. There-
fore, we present the so-called face graph F(G) of a planar graph G, which was introduced in [GP17]. The face
graph is a virtual auxiliary graph that simplifies the presentation of our algorithms and proofs. Many parts of
the algorithm can be much more easily described in the context of faces rather than vertices and edges. The face
graph F(G) := (Vs UV, Erp U Eg) of aplanar graph G consists of virtual nodes and edges, s.t., each bound-
ary is represented by a disjoint set of virtual nodes. In particular, all nodes associated with a given face, form a
connected cycle in the face graph. Further, the cycles of two distinct faces are disjoint. To define the face graph,
we note that two consecutive neighbors w;, w; 1 € N, belong to the face F;. If v has only a single neighbor,
it is only part of one face. Node v creates a virtual node v for each face Fj it is adjacent to. We call these the

face nodes. Altogether, all face nodes form the set V. Face node v is connected to the corresponding virtual
nodes of w; and w; 41 that lie on the same face F;. We call resulting (virtual) edges F'r the face edges. Finally,
v creates a virtual node v, that is adjacent to its virtual nodes v v(@e®) | We call vg the star node of v
and denote the set of star nodes as Vg and the resulting edges Es the star edges. Summing up, face graphs are

defined as follows:

Definition 9.2 (Face Graph). For a planar (sub-)graph G the face graph Fo = (Vg U Vs, Ep U Eg) isa
virtual graph defined in the following way:

1. Foreachnodev € V which ison the boundary of faces F, . . . ; Fyeg(v) thereareﬁzcenodexv(l), RIL QNS
V.

2. Each face node is connected to at most two face nodes of the same face, i.e, for each face F; there is a connected

cycle of face nodes.
3. Foreach nodev € V there is exactly one star node vs € Vi that is connected to all face nodes of v; € V.

Next, we can turn to the useful computational properties of the face graph. Most importantly, any CON-
GEST algorithm on the face graph F(G) can be executed in (asymptotically) the same time as in G. The nec-
essary details to prove this claim were already laid out in [GP17], and we briefly summarize them here to be

self-contained. First, we see that we can easily simulate azy algorithm for Fiz on G.
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(a) A planar graph G' with 5 nodes and 3 faces (including the outer face)  (b) The corresponding face graph f(G) Star nodes are yellow. Nodes of
the same face have the same color.

Figure 9.1: A planar graph G and corresponding face graph ]:(G) Note that G is not biconnected. Node D is cut-node that has two of its virtual
nodes in the same face as two of its (virtual) nodes have the same color.

Lemma 9.3 (Shown in [GP17]). Given a planar embedding, any CONGEST algorithm that takes T rounds on
the F (G) can be simulated on G in 2T rounds. At all times, a real node v € 'V knows the state of its associared

star and face nodes.

Proof. Given a planar embedding of G, the face graph F(G) can be constructed within O(1) rounds of com-
munication in CONGEST. Fixanode v € V andletws, . . ., Waeg(v) € V beits neighbors in clockwise order.
For each face F; whose boundary contains the edges {v, w; } and {v, w41}, v creates the face node v with
identifier v @ 4. Then, it sends this identifier to w; and w;+1. Likewise, v receives the identifiers w; @ j,, and
Wit1 D Juw,,, from w; and w; 1. Recall that each edge it part of two faces and we need to send two identifiers
along each edge. As both identifiers can be encoded in O(logn) bits, they can be sent within one round of
CONGEST.

After completing this preprocessing, the simulation is straightforward. All communication between star
nodes and virtual nodes hosted by the same real node can be simulated locally. Further, note that any two
neighboring face nodes are hosted by two adjacent real nodes. If a face node v™® hosted by node v wants to
a send a message to virtual node w9 hosted by real node, it uses the real edges {v, w}. Thus, we must show
that that not too many face node use the same real edge to send their messages. However, this follows directly
from the construction of the face graph. Consider an edge {v, w;}, then only the face nodes v(*=1) and v(?)
use {v, w; } to communicate with their virtual neighbors hosted by node w;. Thus, within two rounds of

CONGEST, the virtual node can send and receive the corresponding messages. This proves the lemma. O

Second, the graph Fg has shortcut quality O(HD). Together with the fact that an CONGEST algorithm
on F(G) can be simulated in G, it holds

Lemma 9.4 (Implied in [GP17]). Any T-round MinAgg algorithm on a subset of face graphs F (C1), . .., F(Cn)
can be simulated in O(t - HD) time on G in CONGEST.
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9.2.2 SUBROUTINE 1: FINDING AND COMMUNICATING IN BICONNECTED COMPONENTS

In this section, we present a distributed algorithm that identifies the biconnected components in (subgraphs of
a) planar graph G. Moreover, we will show that we can efficiently perform aggregations in each biconnected
component in O(HD) time, w.h.p. Note that the latter is not trivially true despite the graph being planar,
as two biconnected components are only edge-disjoint and not node-disjoint. That means they might share a
common node node between them. Recall that the minor aggregation framework is only defined with respect to
node-disjoint subgraphs. Thus, we require additional arguments based on the topological properties of planar
graphs.

Before we get to the main technical lemmas, let us first introduce some notation. We consider a collection of
node-disjoint subgraphs C1, . . ., Ciy of a planar graph G with hop-diameter HD. The cut-nodes €; C Vj are
nodes of C; whose removal increases the number of connected components in C; by at least one. In other words,
as C; is connected, the removal of a cut-node u € €; disconnects C;. Conversely, all other nodesv € V; \ €;
must be part of at least one cycle in C;. We call a subgraph B;, C C; a biconnected component, or simply a
block, if and only if for any two nodes v, w € B;; there are (at least) two node-disjoint paths between v and w
in C;. We refer to the set of all blocks in C; as °B;. Note that a cut-node v € €; may be part of one or more

blocks, but each edge {v, w} is associated with exactly one block.

First, we want to compute the cut-nodes and blocks of a collection of node-disjoint subgraphs C, . .., Cx of
a planar graph G'in O(HD) time. In particular, each cut-node will learn that it is a cut-node and which of'its
neighbors belong to the same biconnected component. All other nodes learn that they are zor cut-nodes and

that therefore all their neighbors belong to the same biconnected component. We will show that it holds:

Lemma 9.5 (Identification Biconnected Components). Let G := (V, E) be planar graph and letC, . . . ,Cn
be a collection of node-disjoint subgraphs of G. Then, there is an algorithm that computes all cut-nodes and bicon-
nected components in all Cy, . . . ,C in O(HD) rounds in CONGEST, w.h.p.

The problem of finding the cut-nodes in the whole graph G is well understood due to an algorithm by
Ghaftari and Parter [GP17]. Their algorithm identifies all biconnected components of a planar graph G in time

O(HD), w.h.p, and can be applied to subgraphs C1, ...,Cn. Ghaffari and Parter exploit a very interesting

relationship between the face graph and biconnectivity. In planar graphs, it holds:

Lemma 9.6 (Cut-nodes via Faces, Section C.1 in [GP17]). 4 nodev € V in a planar graph G = (V, E) isa
cut-node if and only if in its face graph F (G), two or more of its corresponding face nodes belong to the same face.

Proof. First, suppose no two face nodes of v belong to the same face. In this case, we must show that for any
two neighbors w;, w; of v there is a path from w; to w; that does not contain v. Recall that the edges {v, w; }
and {v, w;41} to two consecutive neighbors w; and w; 41 in the embedding lie on the walk around a face F;.
If no two face nodes lie on the same face, the walk around F; starts via edge {v, w; } and returns via {v, w; 11}
without visting v again. Thus, there is a path from w; to w;41 that does not contain v. By the same argument,
there is a path between w;41 and w;42 and so on. Via a simple induction, we conclude that there is a path

between any two neighbors w; and w; that does not contain v. This proves the first part.
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Now suppose there are two face nodes of v that belong to the same face F'. In this case, v must be a cut-node
and the removal of v disconnects the graph. If two face nodes of v belong to the same face, this means that v
is visited (at least) twice the walk around the face. W.lo.g. consider the walk (v, v1, ..., v, v, vg41). In other
words, we start the start the walk at node v and v, is the first node we visit after returning to v. Recall that
we can draw a face F by starting at v and always draw the next edge in clockwise order. Thus, all edges of nodes
v1 to vy must be on the inside of face F. If there is path from any node v; to vy that does contain v then there
is a path that goes from inside the face F' outside of it without containing node on the boundary. Therefore,
it must cross the boundary which it cannot do since the graph is planar. Thus, node v, is isolated from the

remaing nodes on the face, which makes v a cut-node as desired. O

Figure 9.1 shows an example where the lemma can be verified visually: The central node has two of its
virtual nodes on the outer face. All other nodes have virtual nodes in distinct faces, these nodes may be removed

without disconnecting the graph. Given this lemma, we can prove Lemma 9.5.

Proof of Lemma g.5. First, we compute the face graph F(G) of G and then delete virtual nodes and edges
associated with edges between components. We obtain a face graph F(C;) for each C;. Note that all these face
graphs are still planar, but may have a diameter larger than 3 - HD. By Lemma 9.6, each cut-node in C; has two
virtual nodes in the same face in the corresponding face graph in F(C; ). To identify the faces, we elect a leader
in each face component. If two face nodes have the same leader, the corresponding star node can locally decide

ifitis a cut-node. A leader can be elected in O(HD) time by the following subroutine:

1. Aggregate the minimal identifier on each face component simultaneously in O(HD) time. This is possi-
ble because the face components of each F(C; ) are still node disjoint subgraphs of F (G) (per definition
of the face graph), and any aggregation on node disjoint sets can be performed in time O(HD) as per

Lemma 9.4.

2. Each face node shares this identifier with its respective star node. This can be done locally, as the same

real node simulates all face nodes in question.

3. Ifastar node vg receives the same identifier from two or more neighboring face nodes, the corresponding

node v € V isa cut-node. This follows from Lemma 9.6.

Summing up, it holds that all cut-nodes can be simultaneously identified in O(HD) time. Next, consider the
blocks B;. Each node knows which of its edges belong to the same block. For a cut-node, these are edges
between two edges of the same face (according to its local ordering); for all other nodes, it’s simply all their
edges. Thus, after O(HD) time, w.h.p., each node knows whether it is a cut-node and which of its edges belong
to the same block. This proves Lemma 9.5. O

Second, we want to show that we can compute an aggregation function €D for each biconnected component
in O(HD), w.h.p. That is, each node v € B;; which is part of a biconnected component B;; chooses an
O(log n)-bit input value 2,,. Then, all nodes in B; learn the aggregate value @, . B;, Tv- In particular, a cut-
node that (by definition) is in at least two biconnected components learns the aggregate value for all of them.

Formally, we want to show the following:
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Lemma 9.7 (Communication in Biconnected Components). LerG := (V, E) beplanargraphandCy, . .. ,Cn
be a collection of node-disjoint subgraphs of G. For each component C;, let B; = {B;,, ..., Bi_} be the bicon-
nected components of C;. Suppose, each nodev € B; g chooses a O (1)-bit value x.,. For each biconnected component
B;;, we define Yi, = e, veB;, Ty, where @ is any pre-defined admissible aggregation operator. Then, there is

an algorithm that in all biconnected components B, lets all nodes v € B;, learn Yi; in O(HD) time, w.h.p.

Proof. For the proof, we consider the face graph F(G) of the full graph G and augment it to a planar graph
F'(G). F'(G) has the same diameter as F(G) and for all biconnected components in Cy, .. .,Cn there are
connected node-disjoint components of F'(G). In particuluar, if a biconnected component contains a node
v € V, the connected component in F'(G) contains at least one virtual node simulated by G. Therefore, any
message received by this node will be received by v.

The augmentation works as follows: Let v € V' be a cut-node in its respective component C; and let v, be
its star nodeand v . . ., v(#8(")) its virtual nodes in F(G). Since v € V is a cut-node, there are virtual nodes
{v) . v)} such each pairv(?) | v(i+1) belongs to the same face of C;. For any consecutive pair Vi s Vijys
we connect the virtual nodes v;; 11, ..., v;;,, 1 in-between by a virtual edge. Note that this includes virtual
that are part of the same biconnected component in C; as well as some additional nodes not included in F(C;).
For each biconnected component B;; there is a node-disjoint subset in the augmented graph F'(G) as desired.

As newly connected nodes are consecutive in the embedding, the additional edges preserve the planarity.
Further, we only add virtual edges between virtual nodes that belong to the same node in G. Therefore, any
CONGEST algorithm on the augmented graph can be simulated without increasing the runtime. Finally, the
additional edges can only reduce the diameter. Thus, as F'(G) is planar and has the same diameter as F(G),
we can perform a minor aggregation of each block in O(HD) time, w.h.p. Therefore, we can compute an

aggregation function € on each block B;; in O(HD) time, w.h.p. This proves Lemma 9.7. O

9.2.3 SUBROUTINE 2: MAKING PLANAR GRAPHS BICONNECTED

In this section, we show a technical auxiliary result that can turn connected subgraphs of a planar graph into
biconnected components. The algorithm works by adding additional virtual edges to each subgraph. These
edges ensure that the selected subgraphs become biconnected while the overall graph stays planar. Further, the
edges are added in such a way that they can be simulated in a CONGEST algorithm without slowing down the
execution too much.

The underlying algorithm was (for the most part) already presented in [LP19] by Li and Parter. They con-
sidered the problem of making a single planar subgraph G’ C G biconnected by adding virtual edges. However,
the algorithm does not (trivially) work on any collection of connected subgraphs because of the reasons we men-
tioned in the introduction of this section: If we independently add virtual edges to each component, this may
violate the planarity of graph G. Therefore, we will focus on what we call well-separated subgraphs. We call a set
of node-disjoint subgraphs C1, . . . , Cn well-separated if for two nodes v € C; and w € C; (with ¢ # j) there
are at least two nodes not associated with any subgraph between v and w. This can, for example, be achieved by
adding two virtual nodes on the edges between two subgraphs. To put it simply, between every two subgraphs

C; and Cj, there are two buffer nodes not associated with any subgraph. This node will give us the necessary
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freedom to add the virtual edges without violating planarity and keeping the components disjoint. For any

connected subgraph C; := (V;, E;), we define

V/={veV|3weV;: Hv,w} € E}} (9.1)
The set V/ contains all nodes of C; and all nodes adjacent to anode in C;. As the subgraphsCy, . . ., Cpy are well-
separated, all sets V7, . . ., V}{; are disjoint. Throughout this section, we will consider the subgraphsCy, . .., Cly

where C; = G[V/] is the subgraph induced by V. Note that all these subgraphs are node-disjointand C; C C;.
Given these definitions and preliminary thoughts, we will show the following lemma in the remainder of this

section:

Lemma 9.8 (Derived from [LP19]). Let G = (V, E) be a planar graph and let Cy, . . . ,Cn be a set of N node-
disjoint, well-separated subgraphs of G. Then, within O(HD) time in CONGEST, we can compute a graph G
such that

. Gisstill planar and bas diameter HD.
2. Foreach subgraph C;, there is a biconnected subgraph CA, D C;. Thesubgraphs CAl, ceey C N are edge-disjoint.
3. Any CONGEST algorithm on G that takes T rounds can be simulated in O(7) rounds on G.

Let us begin by presenting Li and Parters’ approach to making any planar graph biconnected. The high-
level idea of the construction is that each cut-node creates a cycle of virtual edges that connect its neighbors.
In other words, it creates a path between all its neighbors that does not contain itself. While this sounds easy,
one must ensure that the resulting graph is still planar. We further require the concept of a block-cut tree. A
block-cut tree T(G) := (B U €q, Epc) represents the biconnected components in a given (planar) graph
G = (V, E). The tree has two types of nodes: cxz nodes € and block nodes B In particular, the blocks
are supernodes represented by connected edge-disjoint subgraphs. Note that a cut-node may appear in several
blocks. The edges of T(G) are defined as follows: Each cut-node has an edge to each block node that contains

it. Itis easy to verify that this definition can only result in a tree.

Given the definition a block-cut tree, Li and Parters’ algorithm works as follows: We begin by computing the
block-cut tree of each component C; and rooting it in a cut-node r; € €;. Through rooting the tree, each cut-
node (except the root) obtains a unique parent-block and a number of child-blocks. We connect the parent-
and child-blocks of each cut-node in two steps: First, every cut-node connects any two consecutive neighbors
in its child-blocks. This merges all its child-blocks into one. We refer to the virtual edges added in this step
as the A;-edges. Thus, after adding the A;-edges, each cut-node has at most one parent-block and at most one
child-block. Second, each cut-node connects its parent- and child-block by a virtual edge. To prevent the virtual
edges from crossing (and therefore violating the planarity), we employ two different rules: All cut-nodes v € &;
determine the number ¢(v) of cut-nodes on their path to r; in the block-cut tree ;. We call £(v) the level of
v. All cut-nodes with ever level connect two consecutive neighbors w; and w;41 if and only if w; is in the
parent-block and w;y; is in the child-block. Conversely, all cut-nodes with odd level connect two consecutive

neighbors w; and w; 1 if and only if w; is in the child-block and w; 1 is in the parent-block. In other words,
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nodes on even levels connect parents to children in clockwise order, and nodes on odd levels connect them in
counterclockwise order. We refer to the virtual edges added in this step as the B;-edges. Figure 9.2 presents a

detailed description of all steps.

MakEeBicoNNECTED(C)):

(S1) Compute all cut-nodes €; and blocks 9B; in C;. Construct a block-cut tree ¥; of C; rooted in
cut-node r; € €; with highest identifier.

(S2) For each cut-node v € €; and block B;; € B;, compute the number £(-) of cut-nodes on the
unique tree path to 7; in T;. We call £(-) the level of a node. Set the level of each non-cut-node
u € B;; and edge {u, w} € By, to £(B;;).

(S3) Every cut-node v € €; in level £(v) connects every two consecutive neighbors w;, w;11 in the
clockwise ordering satisfying that

t({v,wi}) = £({v, wit1}) = £(v) + 1

by a virtual edge. Thatis, the cut-node v connects consecutive children in the block-cut tree. We
denote the set of (virtual) edges this process creates as A;.

(S4) Compute a planar embedding of C* = (V/, E! U A;). Set the level of each {w;, w; 1 } added
byv € €; to4(v) + 1.

(Ss) For each cut-node v € & on an even level (where £(v) mod 2 = 0), we add the following
(virtual) edge {w;, w;41 } between consecutive nodes w; and w;1 if it holds:

(({v, wi}) = €(v) + 1A L({v, wit1}) = £(v)

We denote the resulting set of edges as Bf"“". The cut-nodes v € €, on odd (where
£(v) mod 2 = 0) levels add a (virtual) edge {w;, w;41} between consecutive nodes w; and
w;41 if it holds:

(({v, wi}) = £(v) ANM({v, wita}) = £(v) +1

We denote the resulting set of edges as B )

(S6) Return C; := (V{, ELU A; U B{ve U Bydd)

Figure 9.2: Pseudocode for the MakeBiconnected algorithm of Li and Parter [LP19] that turns any planar graph into a biconnected planar graph by adding
additional (virtual) edges to each node.

To prove Lemma 9.8, we must show that each resulting component is biconnected, the overall graph re-
mains planar, and any CONGEST algorithm can be be simulated with constant multplicative overhead. Fur-
ther, we must show that the algorithm that computes the additional edges can be implemented in O(HD) time.

First, we show that the algorithm lives up to its name and ensures that augmented components are bicon-
nected. This proof follows from the algorithm more or less straightforwardly. The algorithm creates a path of
virtual edges around each cut-node that connects all its neighbors. Thereby, it merges as biconnected compo-

nents into one. Formally, it holds:
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Lemma 9.9 (@ is biconnected). Ler é; = (V/,E; U A; U By) be the subgraph that results from executing

MaxeBIrcoNNECTED(C)). Then, C; is biconnected.

Proof. For the proof, we consider a cut-node v € €; with neighbors w1, . .., Wgeg(r). We show that for any
two neighbors w; and wj, there is a path Py, w, connecting these two nodes that does not contain v. This is
sufficient to show biconnectivity. To see this, suppose we remove v from C;. Then, any path that contains the
edges {w;, v} and {v, wj: } can be rerouted via Py, and Ci\ {v} stays connected.

Now consider two neighbors w; and w;. Note that we can assume that w; and w;- are in different blocks
(as otherwise there already would be a path between w; and w;: and there is nothing to prove). Given this
conditioning, we prove the existence of the path Py, w,s in two batches. First, we show that there is a path
between any w; and wjs in two different child-blocks of v. Recall that all neighbors in the parent-block are
consecutive in the embedding. W.lo.g. assume that these are the first § < deg(v) nodes w1, ..., ws in the
ordering. Thus, all other nodes are on a lower level. Then, in step (S3) in Algorithm 9.2, we add the edges
{wsy1,wsi2}, -+ s {Waeg(v)—15 Waeg(v) - Therefore, all neighbors in child-blocks are connected in CA bya
path of the newly added edges. Second, we consider two nodes w; and w; in a child- and a parent-block.
As all nodes in child-blocks belong to the same block in C72, it sufficient to show that (at least) one node in a
child-block is connected to (at least) one node in a parent-block. Such an edge is explicitly added in step (Ss) in

Algorithm 9.2. Thus, for any two neighbors, there is a path of virtual edges, and 51 is biconnected. O

We continue to show that two subgraphs é; and 5] are edge-disjoint. For this proof, we exploit the fact that
the subgraphs C1, . . ., C are well-separated. The buffer nodes cannot be cut nodes and therefore do not add

edges between compoents. It holds:

Lemmao.1o. LetC; = (Vi , E;UA;UB;) be the subgraph that results from executing MaxeBIcoNNECTED(C}).
Then, any two subgraphs CAZ and C | are edge-disjoint.

Proof. Recall that only cut-nodes add new edges between their neighbors to the graph. This holds for both the
A-edges and the B-edges. Therefore, the only a cut-node with respect to C; that has a neighboring node in C;
(or vice versa) can add an edge between components. For this proof, we focus on the nodes of C; that may add
an edge. The other case is analogous. By construction, the only nodes that may have neighbors in a different
component are the buffer nodes we added to C; obtain C;. Thus, we must show that these b#ffer nodes cannot
be cut-nodes (with respect to C;). As we added them to a connected subgraph C;, for any of their neighbors in
Ci, there must be a path connecting them in C;. Therefore, they cannot be cut-nodes as upon their removal,

there will always be a path connecting their neighbors. This proves the lemma. O

We continue with a useful observation on augmenting planar graphs. In many cases, we can simplify algo-
rithms for planar graphs by adding virtual edges. However, in doing so, we must ensure that these edges do not
violate the planarity. In sequential algorithms, this can often be done by adding edges sequentially making sure
that each new edge does cross any of the previously added edge. This, of course, is infeasible in a distributed
algorithm. Here, we need to add many edges at once in order to keep the running time low. However, if we add

edges concurrently, we need to be careful. To this end, we prove the following claim that identifies which edges
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are safe to add concurrently. Note that this claim was implicitly used but not proven in [LP19]. Thus, we close

the gap left in that paper by explicitly showing it. It holds:

Claim 12. Suppose a nodev € V creates an edge {w;, w;11} between two neighboring nodes w; and w;1 in
its embedding. Let Wp = (x,W;, 0, Wit1,Y, - . .) be a_face walk that contains edges {w;, v} and {v, w;41}.
Then, the only edges that may intersect with {w;, w; 1} are {x,v} and {v,y}.

Proof. We prove the lemma as follows: Let E” be a set of edges we want to (simultaneously) add to graph G.
For each edge {u, w} € E’, thereisanode v € V such that u and w are consecutive in its embedding. Let
Wg = (z,u,v,w,y,...) be aface walk that contains edges {u, v} and {v, w}. In other words,  precedes
v in u’s and v precedes y in w’s embedding. To prove the lemma, we will show that 7" E does not contain
{z, v} are {v, y}, all edges can be safely added without violating planarity. This then proves that all edges that
potentially can cross edges E'.

Our proof works by induction: We fix an arbitrary order e, e, . . . of the edge in E’ and consider one edge
ata time. Our induction hypothesis is that the graph G; := (V, EU {eq, ..., e;}) is planar and for each edge
{uj,w;} € E'\{e1,...,e;},itholds that uj and wj are still consecutive in the embedding of some node v;.
The latter argument is important as it implies that all edges can be added in parallel.

Initially, before we add any edges, the hypothesis is trivially true. For the induction step, suppose v; adds an
edge €; := {u;, w; } between u; and w;. Now consider the face walk on a face F; that contains edges {u;, v; }

and {vi,wi}
W, i= (Vi, Wi, Yis - - - Tiy Uiy V5). (9.2)

Here, z; is the hop the walk takes before u;, and y; is the hop after w;. In the embedding of u;, we place the
new edge to w; between v and x. Analogously, in the embedding of w;, place the new edge to u; between y;
and v;.

First, let us argue why this preserves the planarity: Adding the edge creates the two new faces F} and F)’
with valid face walks: First, the small face F with nodes v;, u;, and w; on its boundary. The corresponding

walk is
Wy = (vi, ui, wi, v;). (9:3)

Second, a (possibly larger) face F, 7/ that has all nodes of F; except v; on it boundary. The corresponding walk

W is almost equal to W, except it skips v; and goes from u; to w; directly, i.c., we have

WFi” = (wiayiw"axi?ui) (94)

It remains to show that we prevent no future edges from being added by the same rule. Note that we only
change the embedding of u; and w;. In the following, we focus on u;, the other case is analogous. In u;’s case,
its neighbors x; and v; are no longer consecutive. However, if {x;, u;} € E, u; will never add an edge {z;,v;}
by assumption. If edge {x;, u; } wasadded in earlier step, then E’ does not contain any edge {;, u; } as u; only

adds edges that involve its initial neighbors. O
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This claim shows that the possible intersections are, in a sense, very local. In particular, the claim directly
implies that any two edges added by non-neighboring nodes will not intersect.

Next, we show that the additional edges do not affect the planarity of the overall graph. For this proof, we
again exploit that the initial components are well-separated. Therefore, all edges that can potentially be crossed

(even those outside of the component) are considered when deciding which edge to add. It holds:

Lemma 9.11 (Gis planar). LetG = (V' ,EU{Ay, By, ..., An, Bx}) be the graph that results from executing

MA4KEBICONNECTED on all well-separated, node-disjoint components Cy, . .. ,Cly. Then, G is planar.

Proof. The main difficulty in proving the lemma is that we add many edges in parallel, which might intersect
with one another. Recall that by Claim 12, only edges added by neighboring nodes may intersect. Thus, for the
main part of this proof, we consider two neighboring nodesw € V andv € V with {u, v} € E. Wlo.g. both
uand v are cut nodes. We need to argue that the edges added by v and v do not intersect. Recall that the virtual
edges in C; are added in two batches: A; and B;. We will consider them one after the other and begin with
the A;-edges. For the purpose of this proof, we give an edge in C} an orientation. A cut-vertex v on level £(v)
orients its incident edges {v, w} in level £({v, w}) = £(v) + 1 away from it. Recall that these are the edges
in a block that is only reachable from the root via v, i.e., they are in a child-block of v. An edge gets a unique
orientation as any other cut-node w that could orient the edge must be on level (v) + 1. Note that some edges
will not be directed, namely edges between two non-cut-nodes but this does not affect the proof. Reviewing
the algorithm under consideration of this orientation, the A;-edges are added according to the following rule:
A cut-node v connects any two oxtgoing neighbors w; and w; viaan edge {w;, wiy1} By Claim 12, the only
edges that potentially crosses {w;, w;11} are either {z, v} and {v, y} where z and y are predecessor of w; and
the successor of w; 11 in a face walk W respectively. Thus, it must either hold v = w; or u = w; 1 for one or
more faces. Assume w.l.o.g. that u = w;. The other case is analogous. Thus, if a node u adds an edge {z, v},
both 2 and v must be in a child-block of u per definition. However, if v cannot be in a child block of u because
we assumed u is in child-block of v. Therefore, © will not add edge {z, v}. As the same argument holds for
every face, we conclude that the A-edges do not intersect.

Next, we consider the B;-edges. Again, assume that v adds an edge {w;, w; 41} between consecutive nodes
and let w = w;. Then, again only an edge {z, v} where x is the predecessor of u on some face walk W may
violate planarity. Recall that z must be the predecessor of v in u’s embedding. Here, we distinguish between

two cases based on the levels of u and v:

1. If {(v) = £(u), the edge {u, v} must be part of a block with a cut-node on level £(v) — 1. Otherwise, if
the edge would be between two blocks, it would either close a cycle o7 w; 41 would be only reachable via
v from the root (or vice versa). In the latter case, £(v) and ¢(w;11) must differ by one. Thus, the level of
{u, v} would be £(u) (and not £(u) + 1).

Now suppose that the level is even, the other case is analogous. In this case, v would add an edge between
parent- and child-block in clockwise order, and w would add an edge between parent- and child-block
in counterclockwise order. As both nodes are on the same level, they must use the same ordering. We

distinguish between two subcases:
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(a) If z is in child-block of u, the edge {z, v} would not be added because we would connect a child

to a parent in clockwise order. This is only done by nodes on odd levels.

(b) If z is a parent-block of u, then u must be the closest node to the root in the block that contains

and v. However, in this case © and v cannot have the same level.

2. Ifl(u) # £(v), it must hold that difference of the levels is exactly 1. Assume w.l.o.gthat ¢(u) = £(v)—1,
i.e., u is be the closest node to the root in the block that contains © and v. Then, the edge {u, v} haslevel
£(v), i.e., itis in the child-block of w and the parent-block of v. Now suppose that £(u) is odd, which

means that £(v) is even.

(a) If z is in child-block of u, the edge {z, v} would not be added because we would connect a node

from a child-block to another node from a child-block. This is against the rules.

(b) If x is in the parent-block of u, then © does not add the edge {x, v} because odd nodes do not
connect parent-block to child-blocks in clockwise order. Only if the x is also successor of v in the
embedding of u (which only happens if u’s degree is 2), the edge may added. However, in this case,
the edge {z, v} is added on another face walk Wg/. Recall that we assumed that v added the edge
{w;, w;11} where u = w;. On W, the edge {u, wi41} is not added by v. Either w;41 is not
part of that face, or if it is, it also appears in a different order. Thus, in either case, it would not be

added.
Thus, all in all, G must be planar. O

We conclude the analysis by showing that any CONGEST algorithm can be simulated on G. This enables
us to execute our algorithms directly on G without needing to worry about how exactly the virtual edges are

added. It holds:

Lemma 9.12 (CA? can be simulated). Any T-round CONGEST algorithm on G can be simulated in O(1) rounds
on G.

Proof. Let G 4 be the graph that results from adding the A-edges, and let G be the graph that results from
adding the B-edges to G 4. We prove the lemma in two steps. First, we show that any 7-round CONGEST
algorithm on G 4 can be simulated in 27 rounds on G. This follows from the fact that each edge {w;, w11}
in A corresponds to a path w; — v — w;41 for some cut-node v in G. All messages intended to be sent along
that edge from w; to w;41 will be sent first to the responsible neighbor v and then to the target. However, we
must also ensure that not too many messages are sent along an edge. Recall that in CONGEST, we can only
send O (log n) bits per edge. Therefore, if an edge {w;, v} is responsible for too many virtual edges To this end,
note that each neighbor can only be responsible for two virtual edges; One edge for each face the edge {w;, v}
is part of. Two messages of size O(log n) still have size O(logn) if we combine them. Thus, we can simulate
both edges in two rounds.

For the second step, recall that the B-edges are added according to the same rule, namely that only consec-
utive neighbors are connected. Thus, by the same argument, each edge of G 4 is responsible for at most two

virtual edges. Thus, each T-round algorithm on G can be implemented in 47 rounds on G 4. Note that this
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doubles the message size again, but we are still within O(logn) Thus, altogether, the simulation of a 7-round
algorithm takes 2 - 2 - 7 = 47 rounds.

This proves the lemma. O

First, we show that the algorithm can be executed in O(HD) time, w.h.p. We exploit the fact that the
algorithm’s central computations, i.e., building a block-cut tree and assigning levels to the cut-nodes, can be

broken down into aggregation on biconnected components. We show:
Lemma 9.13. MAKEBICONNECTED can be executed on allC}, . . . ,Cly in O(HD) time, w.b.p.

Proof. We prove the runtime for each step of the algorithm individually.

STEP (S1) The cut-nodes and block nodes of all well-separated components can be determined in O(HD)

time, w.h.p, using the algorithm from Lemma 9.8.

STEP (S2) Ifwe know the cut-nodes and blocks, the computation of the block-cut tree in each component C;

only consists of minor aggregations and works as follows:

1. First, we aggregate the identifiers of all cut-nodes to determine the cut-node r; € €; with the minimal

identifier in each C]. This requires one aggregation.

2. Recall that that we have a spanning tree T; of each C;*. We root this tree in 7; using the tree operations
of Lemma 7.10. To be precise, we need to compute the ANCESTORSUM for vg each node where each
cut-node inputs 1. This lets each node learn its hop distance to 7; in T;. The unique neighbor with

higher hop distance is a node’s parent with respect to r;.

3. Each cut-node v € &; (except the root) has a directed edge to some parent node p,,. This edge must
belong so some block B;; € B;. Recall that even an edge between two cut-nodes belongs to a trivial
block. On each tree-edge e € Tj that leads to a node in a block BZ-],, # B;,, we create a virtual node ve.
Further, we replace edge e = {v, w} with the path v — v. — w. Both new edges on this path are added
to the tree 7j, so T; continues to be a spanning tree. The root creates the virtual nodes and edges for a//
its incident edges. These virtual nodes and edges are only temporary and we remove them again, once we

are done computing the levels.

4. For each node v € V;, we then compute the number £(v) of virtual nodes on its path to r; in T}. We
use the resulting number ¢(v) as the level of v. This can be done via the Tree Aggregation from Lemma
7.10 by Ghaffari and Zuzic. To be precise, we need to compute the ANCESTORSUM for each node where

each virtual node inputs 1 and all other nodes input 0.

Note that the addition of virtual nodes preserves the graph’s planarity, so each step can be executed in O(HD)
time, w.h.p. However, it remains to show that the value £(v) we computed is in fact the correct level. For a

block B;, letv;, € &; be the cut-node that is closest to root ; (or is ; itself). In the following, refer to each

'If not, we could also compute one in O(HD) time, w.h.p.
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edge that v;; replaced by a virtual node and a path as marked. Note that v;; is the only node that marks any
edge in B, as it is the only node with a parent outside of B;, oritis the unique root ;. Further, by definition,
the level of each cut-node in B;; is £(v;;) + 1 A simple induction over the levels shows that the level is equal
to the number of marked edges to the root. For the induction beginning, consider all nodes that must assign
themsleves level £(v) = 0. Clearly, the only node with level £(v) = 0 is the root ;. This node trivially assigns
itself level O in the algorithm. As all its incident edges are marked, no other node can assign itself level 0. For
the induction step, assume that all nodes on some level I > 0 assign themselves the correct level. Recall that
all cut-nodes in block a B;; except v;; get the same level. So w.l.o.g. we consider a block B;; and assume v;;
has the correct level £(v;;) = I. It remains to show that each node in B;; has exactly one marked edge on its
tree-path to Vi This can be easily shown via contradiction: Recall that each node must be connected to v;; in
T;. If there were no marked edge, the path to v;; would use an edge in the parent-block. This is a contraction as
the only path to the parent block is via v; ;. Further, any path that contains one marked edge must have already
reached v; ;, so there cannot be another. Thus, there must be exactly one edge as claimed. Therefore, all node
in B;; assign themselves level £ (v“ ) + 1. This proves that our implementation computes the correct value in

O(HD) time, w.h.p.

STEP (S3) Equipped with the notion of levels, each node can locally check if it needs to add an A;-edge. Recall
thata cut-node v any adds an edge between two consecutive nodes w;, wit1 , if €({v, w; }) = £({v, wis1}) =
£(v) 4 1. As v knows its own level and the level of all it edges, it can determine all its A-edges. Informing the
neighboring nodes about the virtual edge can obviously be done in one round as both w; and w41 are neighbors

of v.

STEP (S4) Let G 4 be the graph that results from adding all A-edges. The embedding of each CZA can derrived
from G 4’s embedding. Thus, we will show that G 4 has a planar embedding and that it can be computed in
O (HD) time. First, note that G 4 itisasubgraph of G. ByLemmag.11, Gis planar, and since planarity is closed
under minor-taking, G 4 is planar, too. Further, any 7-round CONGEST algorithm on G (and therefore also
G ) can be computed in O(7) rounds. Therefore, the embedding of G' 4 can be computed in time O(HD) as

claimed.

STEP (S5) Knowing the planar embedding of G 4 and all levels from the previous step is sufficient to compute
the set B. Again, it is obvious that the neighboring nodes can be informed about the virtual edge in time O(1).
O

Finally, Lemma 9.8 follows from Lemmas 9.9, 9.10, 9.11, 9.12, and 9.13. This concludes the analysis and

this section.

9.2.4 SUBROUTINE 3: COMPUTING (WEIGHTED) PATH SEPARATORS

In this section, we prove a helpful intermediary result that might be of independent interest (although it was

already remarked by Li and Parter in [LP19]). We consider Ghaffari and Parters’ algorithm from [GP17] that
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constructs separators for biconnected components and show that it can be extended to node-weighted planar

graphs. More precisely, we prove the following:

Lemma 9.14. Let G = (V, E,w) a node-weighted planar graph and let C., . . . ,Cn be a set of node-disjoint,
biconnected subgraphs of G. Denote the weight of each component as

w; = Z Wy - (9:5)

veV;

Further, let Ty, . .., T'n be series of spanning trees for C1, ... ,Cn. Then, for any € € (0,1/2), there is an algo-
rithm that computes a separator S; for each (C;, T;) such that each connected component in C; \ S; bas weight at

most

(1+¢)- (33) - wi. (9:6)

In particular, each separator consists of two paths in Ty and the two endpoints of an edge possibly not contained in
Ci. All separators can be computed in O (=2 - HD) time, w.h.p.

Ghaftari and Parter already proved the corresponding lemma for unweighted graphs, i.e., graphs where all
nodes have weight w,, = 1. The algorithm can easily be extended to work with weighted nodes. For the sake of
completeness, we give a short overview of the required techniques. First, we note that the tree T; for component
C; defines a dual-tree D; which has a dual node v for every face F' of C; and an edge between two dual nodes
if and only if their corresponding faces share a common non-Tj-edge. Such a tree must always exist. In the
following, we refer to the nodes of T; as dual-nodes and to the nodes of C; simply as nodes. If we root the dual-
tree D; in an arbitrary dual-node v, this defines a subtree D;(vr) for each dual-node vp. We call the face
obtained by merging all faces in the subtree of v its superface S;(F’). Note that the superfaces we consider are
always defined with respect to the dual-tree D; which in turn is defined by spanning tree T;. Further, denote
the set of nodes in each superface S;(F’) as V[S;(F')]. For any dual node v in dual-tree D;, we define the

weight of its superface (with respect to T;) as:

Ws,;(F) = Z Wy

veV[S; (F)]

Consider an edge {vp, vp/ } in the dual-graph, then there must be an edge {v, w} shared by faces F’ and
F’ that is not in T;. Note that this is the only edge on the superface S;(F') of v that is not part of T;. Now
consider the tree path P, from the root to v and the tree path P, from the root to w. Every path from a node
within the superface to a node outside of the superface must cross this path. Thus, if we remove these two paths,
all nodes within the face are separated from the remaining nodes. If we can find a superface S; (F') of weight
ws,(7)y[wi/(3(1+€)),2(1 4 €)w; /3], we can compute our desired separator using the two unique tree paths
(and the additional non-tree edge) on its boundary.

Having defined all these concepts and intuitions, the algorithm works as follows: We assume that we have
precomputed some arbitrary spanning tree 7; and all nodes know an approximation parameter € € (0, 1/2).

First, we root the dual-tree D; in some arbitrary dual-node vg. Then, we compute the approximate weight
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Ws, () of each superface S;(F") with respect to D;. If there is a superface S;(F’) with approximate weight
Ws, (Fy € [wi/(3(1+¢€)),2(1 + €)w; /3], we choose the two Tj-paths that enclose the superface as separator.
Otherwise, there must be a dual-node v+ whose superface S; (F*) has a weight more than 2(1 + €)w; /3 and
the superfaces of the children in D; have weight smaller than w;/(3(1 + €)). In this case, we split the face
F* in two faces F* and F'~ by adding a virtual edge on the face walk of F*. Let wy, ..., ws be the nodes
on the face walk of F**. W.lo.g. let {w1,ws} be the edge that define the edge from vp-+ to its parent in D;.
Further, denote wp, , - . . , wr; denote the children of v+ in clockwise order. Note that the edge to wr; in D;
is defined by edge {w;, w; 11} in C;. Via binary search, we determine the child wr,. with Z;;l @S(Fj*) €
[wi/(3(1+¢€)), 2(14+€)w;/3]. Then, we add a virtual edge that is not part of G between wy and w;« 1 1. This
splits face F™* into faces I *and F~,s.t., the corresponding dual-node v - is the new parentof wp, , . .. ,w Fje
while the other subface v+ is the parent of vp— and the remaining children. In particular, the superface
Si(F~) has a weight within [w; /(3(1 +€)), 2(1 4 €)w; /3]. Now, we return the two T;-paths that enclose the
corresponding superface of '~ as the separator.

For more details on the implementation, particularly the binary search to find w Fj. in the last step, how the
face is split, and how exactly the tree-path is chosen, we refer the interested reader to [GP17]. For our extension
to weighted nodes, we consider all these steps correct and assume that they can be implemented in O(HD) time,

w.h.p. Figure 9.3 additionally summarizes the algorithm.

9.2.5 ANALYSIS OF COMPUTEPATHSEP

We now begin with the analysis of the CoMPUTEPATHSEP. Note that our algorithm follows the algorithm of
Ghaftari and Parter essentially verbatim. The only difference is that we compute the weights of the superfaces
differently. We will slightly break our promise of being self-contained as we consider the following lemma to be

true without presenting explicit proof.

Lemma 9.15 (Proven in [GP17]). Suppose we bave successfully identified a balanced or critical dual-node vp-.
Then, we can compute a separator S; that consists of two tree-paths in T; and one edge {v, w} that is not necessarily

in C; in O(HD) time, w.h.p. Each component in C; \ S; is of size at most
(1+€)- (%) - wi. (97)

There is no direct lemma in [GP17] that makes this exact statement. However, it directly follows from
the analysis and can verified with arguments provided in Sections B.2 and B.3.2 in the full version of [GP17].
The core idea for a balanced supernode is simply picking the the two tree paths on it boundary. For a critical
supernode, one can find two nodes on the boundary, s.t. connecting them by an edge would create a balanced

superface. In either case, the required operations are a series of minor aggregations.

Given this observation, the only step we need to touch for our extension to weighted nodes is Step (S3), where
the algorithm decides whether there is a balanced or a critical dual-node. First, we need to show that the concepts
of balanced and critical dual-node are well-defined with respect to any weight function. Asit turns out, it is casy
to verify that there must always be a balanced or critical supernode for any weight function w. We do so in the

following lemma:
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ComrutePATHSEP(C], T}, €):

(S1) Compute the dual-tree D; of C; with respect to spanning tree 75.

(S2) Root the dual-tree D; in an arbitrary face-node vg,. This defines a subtree D, (vp) rooted in
dual node vr.

(S3) For each vp, approximately compute the weight Wp € [(1 — €)wp, (1 + €)wr] of nodes in
Di (UF).

(S4) Determine, if there is a dual node v~ with weight
wr € [wi/(3(1+€)),2(1 + €)w; /3]

If so, call it a balanced dual node. Otherwise, determine a dual node v~ whose superface has
at least weight 2(1 4 €)n/3 but the superfaces of the children of vg+ have weight less than
n/(3(1 + €)) each. We call this a crstical supernode.

(Ss) We distinguish between two cases:
(a) Ifthereisabalanced supernode v+, the T;-path on the boundary of the superface S; (F*)

is the separator.

(b) If there is a critical supernode vp~, add a virtual edge to create a face F'~ with
Wp- € Wp € [w;/(3(1 +€)),2(1 + €)w;/3]. The T;-path connecting the endpoints
of this virtual edge is the separator.

Figure 9.3: Pseudocode for the ComputePathSep algorithm of Ghaffari and Parter [GP17] that computes a path separator for biconnected induced
subgraph C; given a spanning tree T’;.

Lemma 9.16. Let D; be the dual-tree for biconnected component C; and a spanning tree T;. For each weight

Sfunction w on the nodes V;, there is a (not necessarily unique) balanced or critical dual-node vp- in D

Proof. For the proof, we will refer to the weight of a dual-node’s superface with respect to D; simply as its
weight. As the algorithm computes a (1 %+ €)-approximation of the weight, it suffices to show that there is a
superface with either weight wp+ € [w; /3, 2w; /3] or its weight is larger than 2w; /3 and all its children weigh
less than w; /3. Now consider the following algorithm: Start at the root of dual-tree D; and move the child with
the largest weight until you reach a dual-node vp+ € V[D;] where all children have weight less than w; /3 and
return this dual-node. If two children have the same weight, break ties arbitrarily but consistently. Note that the
algorithm always returns a node as, eventually, we reach a leaf dual-node where the condition is trivially fulfilled
because it has no children. Thus, vp= is a well-defined dual-node. By construction, the vg+’s weight must be
greater than w; /3. Otherwise, we would not have moved to v+ from its parent. Further, all its children have
a weight less than w; /3. Otherwise, we would not have stopped to vg+ and returned it. Therefore, vp+ must

be critical or balanced. This proves the lemma. O
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Thus, it remains to approximately count the size of all superfaces. Recall that all nodes that are part of
face/dual node v form a connected component in the face graph F(C;). Further, two neighboring dual nodes
vp and vps share an edge {v, w} € E;, and we can merge all neighboring faces without violating planarity by
adding extra edges in the face graph. Thus, we can perform one round of the minor aggregation model from
Theorem 7.1.1 in O(HD) time, w.h.p. In particular, we can perform the tree operations from Lemma 7.10
time, w.h.p. This allows us to compute an aggregate function on all faces of superface S;(F) in O(HD) time,
as the corresponding dual-nodes are descendants in the dual-tree ;. However, recall that each node v € V' is
part of up to deg(v) faces, so we must be careful not to overcount. To this end, Ghaffari and Parter present a
randomized sketching technique, which ensures that a node is (approximately) counted only once. For details
on this technique, we refer to [GP17]. We present a slightly different technique to compute the weights that can
be easier combined with our established techniques. In particular, we use the generic approximation result from
[MSo6]. On a high level, it states that if we can aggregate the minimum of a set of exponentially distributed

random variables, we can efficiently approximate any sum of integers. More precisely, it holds:

Lemma 9.17 (Approximation through Aggregation, cf. [MSo6]). Let W = {v1,...,vw |} be a subset of
nodes where each node vi € W bas a positive weight w; € N. Define wy = ZLZVI‘ wj as the sum of all
weights. For eachv; € W, define r independent, identically distributed random variables X il, oo, X[ that are
exponentially distributed with parameter w;. Formally, for all j € [1,7), it holds X7 ~ Exp(w;). Consider the

value:

A‘(/"r/) _ r '
Zj:l XIJ/V

S.L. Xiiv := min {X‘lj, ... ,X‘jwl} Vi e [1,7]
Then, it bolds forr > 1 and e € (0, 1/2) that

2.

wyy — zﬁ‘(;,)’ > QEwW} <2 3

Pr[

To put it more simply, the lemma implies that 7 € O(e 2 logn) minor aggregations are sufficient to ap-
proximate the weight of any subset of nodes. Note that we can only aggregate an approximate minimum of the
exponential random variables’ outcomes. Since our minor aggregations are limited to O(log 1) bits and the ex-
ponential distribution is continuous, we must cut off the variables at a certain point and only send the O(log n)
most significant bits. However, the difference between the actual value and the value we send is within a mag-
nitude of o(n~¢) for an arbitrary constant c. Thus, if we consider a large enough ¢ € w(n~°), this additional

imprecision does not affect the result meaningfully. Equipped with this insight, we can prove the following:

Lemma 9.18. Let Dy, ..., DN be a collection of dual-trees of node-disjoint components Cy, . .. ,Cn of a node-
weighted planar graph G = (V, E,w). Then for each superface S(F) in any of the trees, we can compute its
approximate weight Wy € [(1 — €)Ws(py, (1 + €)Ws(p)] in O(HD) time, w.hp.

Proof.: We want use Lemma 9.17 to compute the approximate values. To this end, the computation proceeds

inr € O(e~?logn) iterations. For a component C;, a single iteration j € [0, 7] works as follows:
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(S1) First, each node v € V; with positive weight w,, draws an exponentially distributed random variable X J
with parameter w,. We denote the realization of that random variable as 2, and we define 77, to be the

value of :C{j truncated to the first clog n most significant bits. It clearly holds:

_ . 1
|I’% - /x\v| < —

n(,
(S2) Then, we construct the face graph F(C;). Each node v € V; passes its value 27 to all its (virtual) face
nodes in F;. Then, in each face F, we aggregate the minimal value of all 27 that belong to that face. For

each face I let /x\% be the corresponding aggregated value.

(S3) Then, in each dual-tree D;, we compute SUBSETSUM where each dual-node v chooses i‘\% as input
value and we aggregate the minimum of inputs. Therefore, each v learns the minimum of all 77, of all

faces F' € S;(F') in its superface S; (F'). We denote the resulting value as ’i‘é (F)"

After all r iterations are finished, each dual-node v haslearned r values Eé (Fyr - fv\g_ (F)- Using these values,
each dual-node v computes the following value:
N r
Ws,(F) = 727
Zj:l T, (F)
We will show that W isan (1 £ €)-approximation of Wg. As computation Wz resembles the formula given

in Lemma 9.17, it suffices to show that for each j € [0, r], it holds:
@, oy = min {@] | v € V[Si(F)]}
However, this follows directly from the computation given above. Note that by definition, it holds:
@, () = min {%{W | F' e Si(F)}
Further, for each face F” € S;(F’) and each iteration j € [0, 7], it holds by construction:
= min{@ | v e Wp}

Thus, by combining these two facts, we get the desired result.

Given the correctness of the approximation, it remains to prove that we can implement this in O (e =2 -
HD) time, w.h.p. Each iteration consists of one minor aggregation in each face graph F(Cy) and O(1) minor
aggregation in each dual-tree D;. In Step (S2), we need to aggregate the minmum of all nodes of the same face F'.
All faces are node-disjoint connected components in F(C; ), so this can be done with a single minor aggregation.
Therefore, it can done on all faces in 0(672 - HD) time, w.h.p. In Step (S3), we only perform SUBSETSUM on
each tree D1, ..., Dn. SUBSETSUM requires 0(1) minor aggregations and therefore can be done in O(HD)
time, w.h.p., on all trees. Given that there are O(¢~2 log n) iterations, all values can be determined in O(e 2.

HD) time, w.h.p. O
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Given these approximate weights, any balanced dual-node can immediately identify itself. We then aggre-
gate the maximal identifier of all balanced dual-nodes in C; and continue the algorithm with the resulting dual-
node. Aggregating all the maximal identifiers in all components can be done O(HD) time, w.h.p.

Otherwise, if there is no balanced dual-node, we need to do a bit more work to find a critical supernode.
In the following, we denote all dual-nodes vy with ws, (ry < w;/(3(1 + €)) as light and all dual-nodes with
ws, (Fy > 2(1 4 €)w; /3] as heavy. Note that there cannot be dual-nodes in between these weight bounds as
they would be balanced. We then let each dual-node aggregate the number ofits light children. This can be done
is O(HD) time, w.h.p. Any heavy dual-node vy where 4/l its children are light, marks itself as a critical dual-
node. Again, we aggregate the maximal identifier if there is more than one. Thus, together with computation
of the weights, we can identify a balanced or critical dual-node in O(e~? - HD) time, w.h.p. Together with

Lemma 9.15, this implies Lemma 9.14 and concludes this section.

9.2.6 MAIN ALGORITHM DESCRIPTION & ANALYSIS (PROOF OF LEMMA 9.1)

In this section, we combine all subroutines from the previous three sections and finally present and analyze the
full algorithm behind Lemma 9.1. Recall that this algorithm must create path separators in arbitrary connected
node-disjoint subgraphs Cy, ...,Cn of an arbitrary connected planar graph G. Following the sketch in the

beginning, the algorithm proceeds in four synchronized steps:

(STEP 1) CREATES BUFFERS BETWEEN COMPONENTS:  Separate all components by adding (virtual)
nodes on their outgoing edges.
1. For each outgoing edge {v, w} € E toanodew ¢ C;, we add the virtual nodes w; € V. Note

that the component C; that contains w may also add a virtual node v;.

2. Replace the edge {v, w} by a path from v to w via the virtual nodes. In the resulting graph, all

components are well-separated.

3. Mark the edges between the real nodes and the virtual nodes to the respective spanning tree 7},
thereby obtaining a tree 77.
Denote the graph that results from adding the virtual nodes as G’. We will work on G’ instead of G

for the rest of the algorithm.

(STEP 2) MAKE COMPONENTS BICONNECTED:  Execute MAKEBICONNECTED (cf. Figure 9.2) on all
components C1, . .. ,Cn. Denote the resulting biconnected components as Cf, . . .,C}. Note that all

C{,...,Cl are node-disjoint biconnected supersets of C1, . . . , Cn.

Recall that MAKEBICONNECTED adds virtual edges to G and denote the graph results from adding

these virtual edges as G"". We will work on G” instead of G’ for the rest of the algorithm.
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(STEP 3) COMPUTE SEPARATORS:  Assign each virtual node v € V' \ V weight w,, = 0 and each real
nodes w € V weight w,, = 1. Them, execute COMPUTEPATHSEP (cf. Figure 9.3) on all components
Ci,...,Cly with their respective trees T7, . . . , Ty and approximation parameter € = 1/8. This produces

a collection of path separators S7, ..., S}y forCy, ..., Chy.

(STEP 4) PRUNE VIRTUAL NODES: If any separator S} for component C! contains any virtual node

v € V', remove it. Return the resulting separator S; := S] NV} as separators for C;.

ANALYSIS

The correctness and runtime of the resulting algorithm follow straightforwardly from the subroutines we have
proven in the preceding sections. For the sake of completeness, we quickly go through all four steps. The first
step trivially ensures that the components Cy, . .., Cy are well-separated. Given a well-separated components,
MAKEBICONNECTED returns biconnected supersets Cf, . . . , Ciyy as per Lemma 9.8. Thus, thesetsCy, . .., Cly
(along with their spanning trees) are valid inputs for CoMPUTEPATHSEP. Note that, for our weight fuction w,
the total weight of w; of components C; is equal to |V;|, the number of nodes in C;. For a parameter € := 1/g,
the algorithm ComMPUTEPATHSEP(C], T}, €) creates separators such that the biggest connected component in

each C] \ S is of size at most
(L4e€) - (¥s)- Vil < (1 +1/8) - (¥3) - [V < (1224 + 2/24) - [V < (16/24) - [Vi| < (3/4) - [Vi|. (9:8)

This follows from Lemma 9.14. Finally, we must argue that removing the potential virtual nodes from a sepa-

rator ] must turn it into a separator for C; that consists of tree paths in T;. Formally, we show that it holds:

Lemma 9.19. Let S be a computed separator for C! and let S; be the separator that results from removing all
virtual nodes from S|. Then, S; is a separator for C; and consists of two paths from T; and an edge {v, w} that
may not be part of G.

Proof. We prove the two statements separately. For the first statement, we need to show that each connected
componentinC; \ (S; N V}) has a weight of at most (1 + €)2w; /3. We prove this by gradually stripping away
the additional (virtual) nodes and edges we added in our auxiliary procedures. To this end, we consider the two

auxilliary graphs d and C; defined as follows:

C;=C'\ (S UV)
Ci :é; \ (A; UB)

In other words, 62 is the graph that results from removing the separator S/ and all virtual nodes from V; from
C!'. Further, C; is obtained from d by removing the remaining virtual edges added by MaKEBICONNECTED (C;).
Note that C; induced subgraph of all nodes v € V; in G that are not part of S/. Thus, it is equivalent to
Ci \ (8] NVY/). Given this insight, recall that each connected component in C;’ \ (S}) a weight of at most
(1 + €)2w;/3 by Lemma 9.14. Thus, it suffices to show that the heaviest connected components of C’ \ S is
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heavier than the heaviest component of C;. To get from C;" \ S/ to C;, we only remove more nodes and edges.

Thus, the resulting components can only be smaller and lighter. This is proves that S; = SiNV;isa separator
for Cz

For the second property, we consider the spanning 77 obtained from T; by adding the edges to the virtual
nodes. Recall that the separator S; only contains paths from 77 and a (possibly) non-existent edge between
the endpoints of these paths. We added the virtual edges after we have computed 7T7/. By this construction,
S; will not contain a tree path where two nodes are connected via (virtual) edge from A; or B;. However, the
additional edge might be between two virtual nodes using a virtual edge and the paths may contain one or more
virtual nodes. First, consider the tree paths. By closely observing the construction, we see that the virtual nodes
must be leaves in the tree 7. Now suppose that the separator contains a path P in T; that contains a virtual
node v € V;. Asv is aleaf, it must be the last node on the path. Thus, if we remove it, we obtain a proper
path in T that only consists of real nodes from V. Second, consider the additional edge {v, w}. If this edge is
between two real nodes v,w € V, we can keep it as is. Otherwise, if either endpoint is virtual, we must find
another suitable edge. W.l.o.g. assume both v and w are virtual and let v’ and w’ the respective real nodes that
simulate them. If we contract both {v, v} and {w’, w}, this creates an edge {v’, w’} (if it not existed already).

We can take that edge (which does not necessarily exist in C;) instead. This proves the lemma. O
Next, we will show that the algorithm can be efficiently implemented in O(HD) time, w.h.p. It holds:
Lemma 9.20. The algorithm can be implemented in O(HD) time, w.h.p.

Proof. As an auxiliary result, we first show that adding virtual nodes does not violate planarity and the hop
diameter of G’ is at most 3 - HD. To this end, note that we can place an arbitrary number of nodes on an
edge without violating the planarity of the resulting graph. It is easy to see that this maintains planarity when
considering a drawing of G: If we draw the additional nodes on each line that represents an edge, we obtain a
drawing of G’ where no lines cross. Thus, G is planar. Further, the hop diameter of G’ is at most 3 - HD as
we add at most two virtual nodes on each edge.

Further, we can simulate 7-round CONGEST algorithms on G’ in 7 rounds on G. To do this, all real nodes
will simulate their adjacent virtual nodes. Consider an edge {v, w} between components and the virtual nodes
w’ and v" added by v and w, respectively. Further, we add the virtual edges {v, w’}, {v/, w’}, and {v', w}.
Each round of communication in graph G’ can be simulated as one round of communication on G. Each node
v that simulates w’ simply sends the corresponding messages to w, which simulates v'. This only increases the
amount of messages sent from v to w by a constant factor.

With these preliminaries out of the way, we now prove the algorithm’s runtime step by step. In the first
step, all real nodes exchange the identifiers of their simulated virtual with their neighbors. This is required for
the simulation and takes one round. In the second step, we simulate MAKEBICONNECTED on G’. Adding
virtual nodes causes all components Cy, . . ., Cy to be well-separated. Given that the graph G is planar and has
diameter 3 - HD, the runtime of MAKEBICONNECTED is O(HD), w.h.p. The resulting graph G” is still planar,
and we can simulate any CONGEST algorithm with constant overhead. All of this follows from Lemma 9.8.
Thus, by Lemma 9.14, we can execute COMPUTEPATHSEP in O(HD) time, w.h.p., as well. Finally, removing

the virtual nodes is a local operation. This proves the lemma. O
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Figure 9.4: The dual graph of a planar graph G. Each green node F'1, F, F3, F4 represents a face. The dotted lines are edges between faces. Any
algorithm on the face graph can simulated in G with constant factor blowup.

Thus, by Lemma 9.20 our algorithm can be implemented in O(HD) time, w.h.p., and by Lemma 9.19 it

produces the desired separators for each subgraph. This concludes the analysis of Lemma 9.1 and this section.

9.3 FasT SEPARATORS IN THE PRAM anD THE HYBRID MoODEL

In this section, we will prove (the HYBRID part of) Lemma 9.1. Due to the additional communication capa-
bilities of the HYBRID model, this will be a much easier task than for CONGEST. For an easier explaination
of the main ideas, we will first consider the problem of computing a cycle separator for a planar graph G given a
spanning tree 7" in the PRAM. Then, we will argue how to translate the algorithm to the HYBRID model and
how to execute it in node-disjoint subgraphs in parallel.

As our main tool, we employ the algorithm of Kao, Teng, and Toyama presented in [KTT93]. This algo-
rithm finds a separator in an undirected planar graph in depth O(logn) for the PRAM model. To be precise,
Kao, Teng, and Toyama show the following:

Lemma 9.21 (Implied by Theorem 3.1in [KTT93]). Let G = (V, E) be a planar graph withn nodes. Further,
let T be an embedding of G and T be a spanning tree for G. Then, there is an algorithm that finds a path P in
T, such that each connected component in G\ P has at most (2/3) - 0 nodes. Path P can be computed in O(logn)
depth with and O(n) work on & processors in the PRAM.

Note that the precise statement of the theorem in [KTT93] is different from that presented here. However,

our revised statement reflects more precisely what their algorithm is doing internally. Now, given a path P
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with the properties mentioned above, it is easy to derive a cycle separator we require for Lemma 9.1. Supposing
that path P goes from nodes v to w, return the unique paths in 7" from s to v and w. This is the desired
cycle separator for G as it is a superset of P. We can compute a (combinatorial) planar embedding 7 of G in
PR AM using the algorithm of [RR89]. This assigns a clockwise order to all edges in G. The algorithm requires
O(logn) depth and linear work. Putting these results together provides us with an algorithm that, given a tree
T, computes a cycle separator in logarithmic depth and linear work in the PRAM.

Next, we show how this algorithm can be brought to the HYBRID model. As a planar graph has constant
arboricity (because it excludes K5 as a minor), simulating this PRAM algorithm by using the framework of
[FHS20] immediately yields a HYBRID algorithm with runtime O(log2 n) w.h.p. For details on the simula-
tion, see the proof of Lemma 7.4 in Chapter 7. More precisely, we can simultaneously simulate the algorithm in
each connected component Cy, . . ., Cy and construct a separator for all them in O(log2 n) time, w.h.p. This
proves the HYBRID part of Theorem 7.

164



Harder, better, ﬁzstfr, stronger.

DaftPunk

10

Strong Low-Diameter Decompositions Via

Approximate Distances

tions (LDD) for general and restricted graphs in the CONGEST and the HYBRID model. All algorithms

N this chapter, we consider the efficient construction of so-called (probabilistic) low-diameter decomposi-
I and techniques that are presented in this chapter have been published in the following paper:

Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Dis-
tributed and parallel low-diameter decompositions for arbitrary and restricted graphs. In Raghu Meka,
editor, 16th Innovations in Theoretical Computer Science Conference (ITCS z025), New York City, NY,
USA, January 7-10, 2025, Leibniz International Proceedings in Informatics (LIPIcs), page (to appear),

Dagstuhl, Germany, 2025. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik

An LDD of a (weighted) graph G := (V, E, () is a partition of G into disjoint subgraphs IC(G) :=
Ki,...,Ky with K; := (V;, E;). We will refer to these subgraphs as custers. In a partition, each node is
contained in exactly one of these clusters. An algorithm that constructs an LDD is parameterized with a value
D > 0, which gives an upper bound on the clusters’ diameter. We say that a clustering has strong diameter D
if each K; has a diameter of at most D. That is, between two nodes in K there is a path of length (at most)
D that only consists of nodes in Kj;. In contrast, an LDD with a weak diameter creates possibly disconnected
subgraphs with a diameter of D with respect to the original graph G. Here, for all nodes v, w € Kj, there is

a path of length (at most) D from v to w that can use nodes outside of K;. We measure the decomposition
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quality by the number of edges that are cuz between clusters. An edge {v, w} € E is cutif its two endpoints v
and w are assigned to different clusters. Thus, a good clustering algorithm only ensures that #ost nodes are in
the same cluster as their neighbors. Without this constraint, a trivial algorithm could simply remove all edges
from the graph and return clusters containing one node each.

There are several ways to count the edges that are cut. In this thesis, we consider so-called probabilistic
decompositions. Here, the probability for an edge z = {v, w} to be cut between two clusters K; and K; with
i # j that contain its respective endpoint depends on its length £,. This means that short edges are cut less

likely than Jong edges. We use the following formal definition of LDD’s in the remainder of this work:

Definition 1o.1 (Probabilistic Low-diameter Decomposition (LDD)). Let G := (V, E, £) be a weighted graph

and D > 0 be a distance parameter. Then, an algorithm computes a LDD with quality o > 1 creates a series of
disjoint dusters K .= Ky, Ka, ..., Ky with K; := (V;, E;) where Vi U ... U VN = V. Futher, it holds:

1. Strong Diameter: Each cluster K; € KC bas a strong diameter of at most D.

2. Low Edge-Cutting Probability: Each edge z := {v,w} € E of length U is cut between clusters with
probability (at most) O (ZZT'O‘ )

If we do not require each node to be in a cluster, we use the related notion of a Low-Diameter Cluster-
ing (LDC). In a LDC with quality (c, 5) and strong diameter D we create a series of disjoint clusters IC :=
Ky, K,,...,Ky with K; := (V;, E;). Each cluster K; € K has a strong diameter of at most D and each
edge z := {v,w} € E oflength £ is cut between clusters with probability (at most) O (

JRRYe
D
node is part of a cluster with probability at least 5. As we will see, LDD’s and LDC’s are nearly equivalent as

). Further, each

we can build an LDD from an LDC by repeatedly applying it until all nodes are clustered.

Having defined them, we can discuss the natural question why we need LDD’s in the first place. Simply
put, LDD’s are part of an algorithm designer’s toolkit for developing efficient divide-and-conquer algorithms, as
they offer a generic way to decompose a given graph. As such, creating LDD’s with low edge-cutting probability
plays a significant role in numerous algorithmic applications. In the following, we present a comprehensive list
of applications (which we do not claim to be complete):

Tree Embeddings: For example, they can be used to embed graphs into trees, i.e., constructing so-called met-
ric tree embeddings (MTE) and low-stretch spanning trees (LSSP). In both, we map a given graph G :=
(V, E, ) into a randomly sampled tree T' = (V, Ep, {1) in a way that preserves the path lengths of the origi-
nal graph G on expectation. In an LSSP, it must hold F'r C E, i.e., we compute a subtree of G, while a MTE
can use virtual edges not present in the original graph. LSSPs and MTEs have proven to be a helpful design
paradigm for efficient algorithms as many computational problems are significantly easier to solve on trees than
on general graphs. For example, they have been used to construct distributed and parallel solvers for certain
important classes of LPs [BGK* 11, ALH 23, dV23, GKK* 18], which can then be used solve MaxFLOW
and other complex problems. Nearly all constructions use LDD’s (or variants thereof) as subroutines; see
[ABNo8, AN19, BEGL19, EEST08] for the construction of LSSPs and [Bar96, Barg8, Baro4, FRTo4] for
MTEs.

Light Spanners: Another interesting avenue for LDD’s are so-called light spanners first introduced by Elkin,

Neimann, and Solomon in [ENS15]. Given a weighted graph G = (V, E, {), a t-spanner isasubgraph H C G
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that approximately preserves the distances between the nodes of the original graph by a factor ¢, i.e., for all pairs
of nodev, w € V,itholds dg (v, w) < t-dg(v, w). Aspanner’s lightness L g is the ratio between the weight
of all its edges and the MST of graph G, i.e., it holds:

ZeEH €€

Ly ==l
>ecemsT(G) e

Thus, compared to the LSSPs and MTEs, light spanners have more freedom in choosing their edges as they
are not required to be trees. The lightness is (arguably) a natural quality measure for a spanner, especially for
distributed computing. Consider, for example, an efficient broadcast scheme in which a node wants to spread a
message to every other node in G. Further, suppose the edges’ length as the cost of using this edge to transmit a
message. If we send the messages along the edges of the light spanner H of G, the total communication cost can
be bound by its lightness, and the stretch bounds the cost of the path between any two nodes. Despite this, there
are almost no distributed algorithms that t-spanners with an upper bound on the lightness with [EFN20] being
anotable exception of stretch O (k) with lightness O(n% ). The complicating factor in the distributed construc-
tion is that lightness is a global measure. Many previously known distributed spanner constructions like [BSo7]
or [MPVXisa] are very local in their computations as they only consider each node’s ¢-neighborhood with
t € O(logn). Therefore, the lightness of the resulting spanners is unbounded despite them having few edges.
LDD’s are connected to light spanners through an observation by Neiman and Filtser in [FN22]: They
show that with black-box access to an LDD algorithm with quality ¢, one can constructan O(a)-spanner with
lightness O(«v) for any weighted graph that G = (V, F, £). In addition to an algorithm that creates LDD’s
for geometrically increasing diameters, they only require so-called (e, 3)-nets for which they already provided
a distributed implementation in [EFN20]. Thus, finding better distributed algorithms LDDs, especially for
restricted graphs, drectly improves the distributed construction of light spanners.
Compact Routing Schemes: Routing schemes are distributed algorithms that manage the forwarding of data
packets between network devices. Thus, developing efficient routing schemes is essential to enhance communi-
cation among multiple parties in distributed systems. It is known that LDD’s can be used to construct routing
schemes with routing paths that are not significantly longer than the shortest paths in G. In particular, an LDD
with strong diameter and quality o directly enables us to construct a routing scheme where all paths only difter
by a factor of O(«) from the true shortest paths. We elaborate in this in Chapter 11, which is dedicated to
finding such routing schemes. There, we present two efficient construction of routing schemes with the help
of LDD’s.

Despite this vast number of applications for LDD’s on weighted graphs, research on LDD’s in a distributed
setting has mostly focused on the unweighted case, producing many efficient algorithms in this regime. In par-
ticular, the research focussed on so-called zerwork decompositions that enable fast algorithms for local problems
like MIS, Coloring, or Matching. In principle, these algorithms could be applied to weighted graphs. However,
their runtime depends on the weighted diameter D of the resulting clusters, which might be much larger than
the hop diameter (or even 1). We give a more detailed overview of these algorithms in Section 10.6. Two notable

exceptions explicitly consider weighted graphs and are closely related to our results: The work of Becker, Emek,
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and Lenzen [BEL20] creates LDD’s of quality O (log 1) with weak diameter” for general graphs. We note that
O(logn) is the best quality we can hope for in an LDD due to a result by Bartal[Barg6]. The algorithm re-
quires O(HD + /1) in the CONGEST model, which is optimal as each distributed LDD construction in a
weighted graph requires Q(HD + /1) time [GZ22b)] as we can derive approximate shortest paths from it. Just
as our algorithm, [BEL20] consists of O(1) (1 + ¢)-approximate SETSSP computations with € € O (1/iog? n).
Further, there is the work of Rozhon, Elkin, Grunau, @) Haeupler [REGH22], which makes two significant
improvements compared to [BEL20]. They present a decomposition with strong diameter (instead of weak),
and their construction is deterministic (instead of randomized). Conversely, they have a slightly worse quality
of only O(log® ). Again, the algorithm consists of O(1) (1 + €)-approximate SETSSP computations with
€ € O (1/10g? n). For restricted graphs like planar, bounded treewidth, or minor-free graphs, we are unaware of

adistributed algorithm explicitly designed for weighted graphs.

In this chapter, we further deepen the understanding of LDD’s in weighted graphs by (in certain ways)
improving upon the algorithms for both general and restricted graphs. The following theorem summarizes the

main results of this chapter:

Theorem 8. 4 Clustering Theorem for Restricted Graphs

Let D > 0 be an arbitrary distance parameter and G := (V, E, £) be a (possibly weighted) undirected
graph. Then, the following two statements hold:

* For arbitrary graph G, there is an algorithm that creates an LDD of G with strong diameter D
and quality O(logn).

* If G is O(1)-path separable, then there is an algorithm that creates an LDD of G with strong
diameter D and quality O(loglogn).

The algorithms can be implemented in O(1) minor aggregations and O(1) (1 + €)-approximate
SETSSP computations with € € O (1/log? n).

By Lemma 7.9, this implies that the algorithm can, w.h.p., be implemented in O(HD + /n) time in CON-
GEST and O(1) time in HYBRID with local capacity of A € O(logn) and a global capacity of O(log® n).
Before we go into the details of the promised algorithms, let us discuss the implications of this theorem. First,
we note that our algorithm is currently the best randomized LDD construction in CONGEST for general
weighted graphs. It has same runtime as [REGH22] and [BEL20], creates clusters of strong diameter, and has
(asymptotically) optimal quality of O(logn). Thus, compared to [REGH22], it is faster (but randomized),
and compared to [BEL20], it creates clusters of strong diameter. For k-path separable graphs, the situation is
more nuanced. Recall that each universally k-path separable graph excludes K 4511 as minor, and thus, we need
to compare ourselves to algorithms for K -free graphs. As mentioned above, there are distributed algorithms

[LMR21, CS22] for unweighted graphs that present LDD’s in restricted graphs with quality O(r). While our

! Actually, [BEL20] proves a stronger property of the diameter. Although the diameter is weak, the number of nodes outside of a cluster
that are part of the shortest path between two nodes of a cluster is limited. For many applications, this is sufficient and just as good as a
strong diameter.
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bound of O(loglogn) is exponentially better than that for general graphs, it is still far from these bounds as it
depends on n and not only on r. On the flip side, our algorithm has an (asymptotically) optimal runtime of
O(HD) where the hidden factors depend on r. The other distributed algorithms are tailored to small clusters,
as the runtime is polynomial in the cluster’s diameter D. Therefore, our algorithm is faster for large diameters

D, which arguably trades off its worse cutting probability.

10.1 STRUCTURE OF THIS CHAPTER

The roadmap for this chapter is as follows. We begin with three technical sections that introduce some useful
tools and auxiliary algorithms that we will use throughout this chapter (and will also reuse in the next). In

particular, we show the following:

* In Section 10.2, we present a useful technical tool we call pseudo-padded decomposition. This novel-ish

type decomposition is based on (1+-€)-approximate shortest paths. On a high-level, the algorithm creates

a decomposition of strong diameter D where each edge is cut with probability O (‘%Z + ae) for some

parameter « (that depends on the graph). Thus, ita/most resembles alow-diameter decomposition except
that short edges have a much higher probability of being cut due to the additive O(ecr). Nevertheless, it

is good enough for many applications and will form the basis for our more sophisticated decompositions.

* In Section 10.3, we combine our pseudo-padded decomposition with the techniques by Becker, Emek,
and Lenzen to obtain an LDC. Note that our algorithm works almost identically to theirs. First, we
create a pseudo-padded decomposition that cuts all Jong edges with the correct probability. Then, we
use their so-called blurry ball growing technique to refine the clusters so that the short edges are cut with
the correct probability. Our construction, however, exploits specific properties of our pseudo-padded
decomposition to ensure that the emerging clusters are connected and we obtain a clustering with a strong

diameter.

* In Section 10.3, we then show how to extend the LDC from Section 10.3 to an LDD. In doing so, we

present a general technique to turn LDC’s into LDD’s if the algorithm fulfills certain properties.

* In Section 10.5, we employ our weak separator from Chapter to create a better LDD for k-path separable
graph. We employ a divide-and-conquer style algorithm that works in two phases. First, construct cluster

around these separators to obtain supercusters. Then, we refine the superclusters to a proper LDD.
* In Section 10.6, we present further and more detailed related work.

* Finally, in Section 10.7, we provide a conclusion and ideas for future work.

10.2 PSEUDO-PADDED DECOMPOSITIONS USING APPROXIMATE SHORTEST PATHS

We begin with a crucial technical theorem that will build the foundation of most our results. A key component
in this construction is the use of truncated exponential variables. In particular, we will consider exponentially
distributed random variables truncated to the [0, 1]-interval. Loosely speaking, a variable is truncated by resam-

pling it until the outcome is in the desired interval. In the following, we will always talk about variables that
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are truncated to |0, 1]-interval when we talk about truncated variables. The density function for a truncated

exponential distribution with parameter A > 1 is defined as follows:

Definition 10.2 (Truncated Exponential Distribution). We say a random variable X is truncated exponen-

tially distributed with parameter X if and only if its density function is:

)\.e—z)\
T e

f@):

(10.1)

We write X ~ Texp(A). Further, if X ~ Texp(A) andY =D - X, wewriteY ~ D - Texp(A).

The truncated exponential distribution is a useful tool for decompositions that has been extensively used
in the past [AGG ™ 19a, Filt9, MPX13]. Using a truncated exponential distribution and (1 + €)-approximate

SETSSP computations, we prove a helpful auxiliary result, namely:

Theorem 9. Pseudo-Padded Decomposition for General Graphs

Let D > 0 be a distance parameter, € be an error parameter, G := (V, E, £) a (possibly weighted)
undirected graph, and X C V be a set of marked nodes. Suppose that for each node v € V, the

following two properties hold:

* Covering Property: There is at least one z € X with dg (v, z) < D.

* Packing Property: There are at most 7 centers ' € X with d¢ (v, 2’) < 6D.

Then, for ¢ € 0o(Y/ogr) there is an algorithm that computes a series of connected clusters K =
Ky, ..., Ky with strong diameter 4(1 + €)D where for all nodes v € V andalle < v < 3—12, it
holds:

Pr[B(v,7D) C K(v)] > e~ ®O0+9leT) _ O(1/pe),

Here, K (v) denotes the cluster that contains v. The algorithm can be implemented with one (1 + ¢)

approximate SETSSP computation and O(l) minor aggregations.

Technically, this algorithm is a generalization of the algorithm in [Fil19] that is based on exact shortest path
computations. Thisalgorithm isitself derived from [MPVX1sb]. Ouralgorithm replaces all these exact compu-
tations through (1 + €)-approximate calculations. The main analytical challenge is carrying the resulting error
e through the analysis to obtain the bounds in the theorem. The same approach was already used by Becker,
Lenzen, and Emek [BEL20]. However, our is more fine-grained w.r.t. to the impact of the approximation
parameter €.

Generally speaking, the algorithm creates a clustering that cuts each edge z € E of length greater than
£, > €D with probability O (M#) . However, the bounds for smaller edges are much worse; for these edges,
the error introduced by the approximate shortest path computations dominates the probabilities. Further, it
is important to note that we only get non-trivial bounds for a sufficiently small € because it also appears as an

additive factor in the probability. In many cases, however, € € © ( ) will be sufficient. Nevertheless,

_1
log2 n

170



some applications require a very small €. Recall that by Theorem s the algorithm can implemented in time
O(¢=2 - HD) time in CONGEST and O (e~ 2) time in HYBRID, w.h.p., so it is quite sensitive to the choice of
€. Fore € © (log%n) , it disappears in the O(-)-notation, however, smaller € significantly increases the runtime.
Despite all this, the theorem will turn out to be a tremendously useful building block.

Before we start with the detailed description and analysis, let’s first give the high-level idea behind the con-
struction. An intuitive way to think about the clustering process from [MPVXisb, Fil19] is as follows: Each
center  draws value §; ~ D - Texp(2 + 2log 7) wakes up at time D — §,,. Then, it begins to broadcast its
identifier. The spread of all centers is done in the same unit tempo. A node v joins the cluster of the fzrs¢ iden-
tifier that reaches it, breaking ties consistently. If we had O(D) time, we could indeed implement it exactly like
this. In fact, we literally do this in Chapter 3 when we compute a sparsifier of a G. However, this approach is
infeasible for a general D € Q(1) in weighted graphs as D may be arbitrarily large. Instead, we will model this
intuition using a virtual super source s and shortest path computations. The source s has a weighted virtual
edge (s, ) to each center € X with weight w, := (D — ;). Any node joins the cluster of the Jas center
on its shortest path to s. With exact shortest paths, this construction preserves our intuition. Any node whose
shortest path to s contains center & as its last center on the path to s would have been reached by z’s broadcast
first.

The statement is not that simple with approximate distances as the approximation may introduce a detour,
so the center that minimizes (D — ;) + d(z, v) may not actually cluster a node v € V. In other words,
two endpoints of a short edge (v, w) may end up in different clusters although the same center minimizes the
distance to both. The nodes will only be added to same cluster, if its center’s head start (which is determined
by the random distance to the source) is large enough to compensate for the detour. This depends on the ap-
proximation and ot an the length of the edge we consider. Nevertheless, if the error € is small enough, we get
similar clustering guarantees that are good enough for our purposes.

The remainder of this section is structured as follows: First, we will give a more formal description of the

algorithm in Section 10.2.1 and then, in Section 10.2.2, we will prove Theorem 9.

10.2.1  ALGORITHM DESCRIPTION

We now describe the algorithm promised by Theorem 9 in more detail. Note that we will express the algorithm
in terms of approximate SETSSP computations and minor aggregations. With the help of Theorem s, we will
later derive the runtimes for CONGEST and HYBRID. The algorithm works in the following 4 synchronized

SthS:

(STEP 1) DRAW RANDOM DISTANCES: In the first step, for each center z € X, we independently
draw a value 0, € [0, D] from the truncated exponential distribution with parameter 2 + 2log(7). We

assume that 7 (or some upper bound thereof) is known to each node. Formally, we have

0y ~ D - Texp(2 + 2log )
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We call 6, the offset parameter of center . Note that Texp(2 + 2logT) returns a continuous random
variable. So, we implicitly round the value to the next value that can be encoded in clogn bits for some
¢ > 1in order to send it around in a single message. Therefore, ¢, differs from D - Texp(2 + 2log 7) by

at most P/n°.

(STEP 2) ADD A (VIRTUAL) SUPER-SOURCE s: In next step, we add a virtual node s to G and obtain
the graph G := (V U {s}, EU E,, ws). The source s has a weighted virtual edge {s, 2} € E to each
center ¢ € X with weight w,, := (D — d,). All other weights and edges remain unchanged.

(STEP 3) CONSTRUCT AN APPROXIMATE SHORTEST-PATH TREE T5: Next, we perform an (1+e¢)-
approximate SSSP algorithm in G5 from node s.
Recall that our € > 0 is the desired error parameter for the pseudo-padded decomposition. Let 1" be

the (approximate) shortest-path tree computed by the SSSP algorithm, s.t., it holds:
dr(v,s) < (14 €)dg, (v, s)

(STEP 4) JoIN CLUSTER OF CLOSEST CENTER:  Finally, a vertex v joins the cluster of the centerx € X,

s.t.,
z :=arg min {D — §,7 + dr(z',v)}
' eX

It is easy to verify that this is the first center on the path from s to v. Thus, it only remains to inform
each node about their clusters identifier. This can be done via the AncestorSum primitive, which acts as

a broadcast if only the root has an input value. Using this primitive, each center € A’ broadcasts its

identifier and its distance to s to each node in its subtree T'(z).

Finally, note that this construction ensures that for all pairs v, w € Cy, there is a path in C;; that connects

them.

10.2.2  ANALYSIS

In this section, we will prove Theorem 9. To this end, we must show that the algorithm a) can be implemented
with one approximate set-source SETSSP computation, b) creates clusters of strong diameter (1 + €)4D, and
c) fulfills the padding guarantee from Theorem 9. We begin by proving the proclaimed complexity, arguably
easiest to show. This can be derived directly from the description of the algorithm. The algorithm requires only
a single approximate shortest-path computation as Steps 1, 2, and 4 are purely local operations. Therefore, it
only remains to show the other two properties. We begin with the strong diameter and show that for all vertices

within a cluster, there is a path of length at most (1 + €)4D within the cluster. Formally, we want to show:
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Lemma xo.1 (Cluster Diameter). Every non-empty cluster Cy, created by the algorithm has strong diameter at
most (1 + €)4D, i.e., for two vertices v, w € Cy, it bolds:

de, (v,w) < 4(1+€)D

For the proof, we first recall how the clusters are built. Each vertex joins a cluster C; of some centerz € X
if and only if there is a path in the approximate shortest path tree T where  is the last hop before the root s.
Thus, each vertex has a path to « that is fully contained in the cluster. That means, for two vertices v, w € Cy,
there is a path from v to w via x that is entirely contained in the cluster as all edges are undirected. This implies

that:

de, (v,w) < 2- max dr, (u,x) (10.2)
ucCy

Therefore, it remains to bound the maximal distance between a node and its cluster center. Here, we see that it

holds forall z € X:
Claim 13. maxyec, dr, (u,x) < (1 +€)2D

Proof. Consider node u € V' that maximizes the distance to  in Ts. As « is the penultimate node on the path

to s in T}, the distance to x is upper bounded by the distance to s. It holds:
dr,(s,u) == w(s,z) +dr,(z,u) := (D — &) + dr, (2, u) > dr, (2, u) (10.3)

The inequality follows because d,, € [0, D] per construction and therefore (D — ;) is non-negative. Further,
by the covering property required in Theorem 9, we know that there is at least one center #’ € X in the distance
at most D to v. Note that the distance between 2’ and s is also at most D as §,» > 0 by definition. Thus, by

the triangle inequality, it holds:
dg(s,u) < dg(s,2") +dg(z',u) = (D —6,) + dg(2',u) <D+ D =2D.

Combining these two observations with the approximation guarantee from the underlying SSSP gives us the

following upper bound on the distance to the cluster center:

dr, (z,u) <dp, (s,u) > By Ineq. (10.3)
< (1+e€)dg(s,u) > Asdr(s,u) < (1+4¢€)-d(s,u)
<(1+4¢)2D > By Ineq. (10.4)
This concludes the proof! O

Together with Inequality (10.2), this claim directly implies Lemma ro.1 and our algorithm is guaranteed to
create clusters of strong diameter 4(1 + €)D. We continue with the padding property promised by Theorem

9. To this end, we need to show that all nodes that are close to a given vertex v € V are in the same cluster
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with some non-trivial probability. In fact, we will show a slightly stronger statement that we will reuse in later

algorithms. We show:

Lemma x0.2 (Padding Property). Considernodev € V dustered by centerx, € X and aparametere < v < %
. Further, let P, = (v1,...,vp) be the exact shortest path from x,, to v. Then, for cach v; € Py, the ball
B¢ (vi,yD) is fully contained in Cy,, with probability at least

160 log T

nC

Pr U BG(U%’YD) C C:L’U Z 6_16(’)’"1‘56) logm _
v € Py,

First, for simpler notation, we introduce the term d(s, z, v), which is a shorthand for the distance between

v and s via the center x € X in graph G;. It holds:
d(s,xz,v) := (D = 6,) + d(z,v).

Note that this definition is oz/y based on the properties of the input graph G and the random distances D.
Further, we let N, be the set of centers z € X in the distance at most 6D to node v € V. Note that these
include the centers which can potentially cluster v and for which there is a non-zero probability that C;, inter-
sects B(v,vD). In other words, these are all the centers of all clusters that (potentially) neighbor the cluster
that contains v. This can be verified by the following argument: Let v; € P, an node on the shortest path
from v to z,, and let x € X be a center that can potentially cluster a node w € B(v;,yD). Any node v; on
the path is in distance at most (1 4 €)2D to v; any node w € B(v;, D) is in distance at most (1/8) - D to w as
7 < 1/8; and finally every center 2 that can cover w is in distance (1 + €)2D to z. Summing all these distances

up and using thate < v < /g gives us:

da(v,z) < dg(v,w) + de(w,b) + da(w, x)
<(1+4+€)2D+~D+ (1+¢€)2D
Ase <y <1/s:
< (1+1/8)2D + (Y/8)D + (1 + 1/8)2D
6D

IA

Recall that by the packing property in Theorem 9, we have |N,,| < 7. We continue with the definition of the

central concept of our proof, the random shift T; for each center z; € N,,. Itis defined as follows:

Definition 10.3 (Random Shift). Let v € V be a node and let N, := {x € X | d(z,v) < 6D}. Foreach
x € Ny, define the random shift Tq(jx) as follows:

T = (D —6,) +dg(z,v) — min (D —dy)+da(z',v))
o' €N, \{z}

These values will help us to quantify how close a center is to node v € V' compared to the other centers.
From the definition of T\, it follows that for all 2’ € X \ {«}, it holds:
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Claim 14. Fora’ € N, it holdsdg(v,x,s) < dg(v,2’,s) + T
Proof. Using the definitions of dg (v, z, ) and T, we get:

dg(v,z,8) = (D — d,) + d(x,v)

= (D = 0u) +d(a',v) + (D = &) + d(w,v) = (D — dar) + d(2',)))
<dg(v,z',s) + ((D — ;) +d(x,v) — m//gm)(i{l{m} {(D=6,)+ d(x//’v)})

=dg(v,z',s) + T

This proves the claim. O
We furthermore need the following lemma.

Lemma 10.3. Letv € V be a node and let P, be the exact shortest path to center x € X in G. Further, let
X' C X be the set of centers that can potentially cdluster a node w € P. Define the values T(f) and TS") as
follows:

T = (D —-6,) +dg(z,v) — min (D—0)+da(z',v)) (10.4)
' eX’\{z}

T@ = (D —-6,) +da(z,u) — min (D —46)+dg(z,u)) (10.5)
z’eX’'\{z}

Then, it holds T < T,

Proof. First, for convenience, we define:

T, = argmin (D —§")+dg(a’,v)). (10.6)
z'eX\{z}

Next, we add (dg (v, v) — da(u,v)) =0to T and obtain:

YT = (D - &) +da(zi,u) — (D - 6) + da (2, u))
= (D - ;) +dg(zi,u) — (D —6u) + da(zy, w) + (da(u,v) — da(u,v))
= (D — &) +dg(zi,u) + dg(u,v) — (D — 8y) + dg(xy, v) + dg(u,v))

Now, we use the fact that u is an ancestor of v in the exact shortest path P. By this fact, it holds:
dg(zi,v) = dg(z,v) + da(u,v) (10.7)
Otherwise, there would be a shorter path from v to x. Therefore,

T@ = (D—§;) +da(zs,v) — (D — 64) + da (@, u) + da(u,v))

(10.7)
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By the triangle inequality, we therefore obtain the following inequality:
da(xy,u) + da(u,v) > dg(xy,v) (10.8)
Putting this insight back into the formula gives us:

T@ < (D —6;) +dg(zi,v) — (D —8,) + dg (x4, v))

(10.8)

By definition, it holds:

(D = du) + da(zy,v)) = I,eg(lff\l{z} ((D = du) +dg(a',v)) (10.9)

Thus, we have:

T < (D—6;)+dg(x;,v) — min (D —6,)+da(z',v)="1TE
(10.9) ' eX\{z}

This proves the lemma. O

Note that, when using exact distances, the center that minimizes Tsjm) will add v to its cluster. However, this
is not necessarily true when using approximate distances, as the approximation error can make another center
appear closer. Nevertheless, we can show that for a big enough difference Tg,“”), the center x clusters node v

and, more importantly, also clusters all nodes close to v. More precisely, it holds:

Lemma 10.4. Letx € N, be a centerin X in the distance at most 6D tov. Further, let P := (v1, ..., ve) with

v1 = x and vy = v be the exact shortest path from x to v in G.

Consider a node v; € P and a node uw € B(v;,¥D). Suppose it holds
T < —(2y 4 10€)D. (10.10)
Then this implies vi, u € Cy. In particular, this means that for all v; € P, it holds:
Pr[B(v;,7D) C C,] > Pr [TS"’) < —(2y + 10¢) -D}

Proof. Let z,, be any center that can potentially cluster node u. By Claim 13, each vertex joins the cluster of
a center at a distance at most (1 4 €)2D. Therefore, the distances between v and v; and u and ,, is at most

(14 €)2D. Asu € B(v,vD), by the triangle inequality, the distance between 2, and v is at most

da(v,xy) < dg(v,v;) + dg(vi, u) + d(u, x4,)
<(1+4+€2D+~+D+ (1+¢€)2D
(1+€)4D +~D < 6D

IN

Therefore, z,, € N,.
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We want to show that for Tq(,w) < —(27 + 10¢)D, center z is closer to u than x,, even when using approx-
imate distances. The idea behind the proof is, loosely speaking, that for a big enough value of T,(f) the error
introduced by the approximate SSSP is canceled out in some sense. Suppose for contradiction that x,, (and noz
x) adds node u to its cluster, i.e., itholds u € C,,. This only happens if and only if z,, is the penultimate node
on the approximate shortest path to s. Or, equivalently, is the penultimate node on the exact path in the tree

T, Formally, it holds:
dp, (s,u) = d(s,xy) + dp, (x4, u) > d(s,x4) + da, (Tu, u) = d(s, Ty, u)
On the other hand, using approximation guarantee and the triangle inequality, we see that the following holds:

dr,(s,u) < (1+e€) - dag.(s,u)
< dGs (s,x,u) +e- dGs (S,Z, u)

<dg.(s,z,v;) +dg, (vi,u) + €-dg,(s,x,u)
By Claim 14, we furthermore get:

de (Sa u) < (dGs (57 Loy 1)1') + Tg}f)) + dGs (ua vi) +e- dGs (57 z, u)
< (dGs (8, Ty, u) + dag, (u,v;) + Tg,f)) +da, (u,v;) +€-dg. (s, z,u)
<dg,(8,xy,u) + 2dg, (u,v;) +€-dg, (s, z,u) + Tg’f)
As v; lies on the exact shortest path from v to @, it holds by Lemma 10.3 that Tq(,f) < TE,” and therefore:

dr,(s,u) < dg,(s,xy,u) + 2dg, (u,v;) + €- dg, (s, z,u) + TSJI)

Now, we bound dg, (s, 2, u). To this end, recall that d(s, ) = D — 6, < D. Further, since z € N,,, we have
d(z,v;) < d(z,v) < 6D. Finally, by definition, we have d(v;,u) = yD. Thus, combining all these facts, it
holds:

de,(s,z,u) :=dg,(s,2) + dg,(z,u)
< dGs (57 J?) + dGs (1"’ Ui) + dGs (Uia U’)
<D +6D+~D < 8D
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Now use our assumptions and see:

dr.(s,u) < dg, (s, 2y, u) + 2da, (u,v;) + € - de. (s, z,u) + L)
Asdg, (s,x,u) <8D:
<dg.(s,xy,u) + 2dg, (u,v) +€-8D+ Tgf)
Asdg_ (v,u) <AD:
<dg,(s,xy,u) +2yD+¢-8D 4+ T@
AsT(®) < —(2y 4 10€)D :
<dg.(8,xu,u) +2yD +€-8D — 29D — € 10D

<dg, (8, Ty, u)
Thus, it follows that:
dr,(s,u) < dg,(s,2u,u) < dr, (s, u)

This is a contradiction. As this holds for any possible choice z,, € N,, none of them add u to their cluster.

Therefore © must be part of Cy; as claimed and the lemma follows. O

This lemma tells us that — if the random shift 6 is big enough — a center € N,, will cluster all nodes
that are cose to its shortest path to v. Again, note that this statement is stronger than what we need for a pseudo-
padded decomposition, but we show it in this generality to reuse it later in the next section. In the remainder of
this section, we will prove that with non-trivial probability, there is a center x; € N,, with a large enough shift.

Concretely, we show the following lemma:

Lemma ro.s (Random Shift with Approximate Distances). Suppose that
7 <18
_o {1 1
min{ —, ———————————
€= 40720 - (2logT + 2)
Then, it bolds

160log(7)

. —16(y+¢€)log T
Pr[3z; € N, : T; < —(2y+10¢) - D] > e (vt+e)logr _ e

The full proof is presented below. It is based on the proof of Theorem 1 in [Fil19] that proves a simi-

lar statement but assumes exact shortest path computations. The main difficulty is quantifying the effect of

approx1mat10n parameter €.
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We conclude this section by proving Lemma 10.2 using Lemma 10.4 and Lemma 10.5. Note that, by

Lemma 10.4, it holds for all v; € P, that
Pr[B(vj,vD) C Cp,] > Pr[3z; € N, : T; < —(2v 4+ 10¢) - D]

Further, by Lemma ro.5, we have

1601
Pr[3z; € N, : ¥y < —(2y 4 10¢) - D] > e~ 160 +5e)logT e
nC
This proves Lemma 10.2. Together with the initial observation that the algorithm can be implemented with a

single approximate shortest path computation on a set-source, this implies Theorem 9.

Proor oF LEMMA 10.5

In this section, we will prove Lemma 10.5 using techniques and arguments from [Fil19] where a similar state-
ment was shown for exact distance computations. In fact, we follow the analysis almost verbatim and only
adapt the arguments that do not generally hold for approximate distances. The main technical difficulties are
in the facts that a) we need to carry the approximation error € through the calculations and b) that the triangle
inequality does not hold for approximate distances and, therefore, a node may not be added to the cluster of
the center on the exact shortest path to virtual source s.

Condition on the event that there are T centers in N, and let N, = {x1,22,...,z,}. Until now, we
have always considered the rounded random variables 6, , . .., 5, that can be encoded in clogn bits. These
are the variables that will be used by the approximate shortest path algorithm to compute the clusters. In this
section, we will work with actual continuous values, i.c., the actual values returned by sampling the truncated

distribution. For each center x; € N, we defined the random shift as

Y, := (D -6, -D)+dg(zi,v) — EII;[[li{l{ | ((D =8 - D) + dg(z;,v))

As we round them up to be encodable in clogn bits for some ¢ > 1, it holds for all z; € N, that

by, — 0, -D < ic (ro.11)
n
1
(D—=06;-D) +dg(xi,v) — (D — &) + da(zi,v) < — (10.12)
n
1
|T; - Tl < e (10.13)

Thus, the error introduced by the rounding is negligible. Nevertheless, we need to carry it through.
Denote by F; the event that x; is the truly closest center to v. In other words, the value Y, is non-positive

and if there is another center with the same distance, it has a lower identifier, i.e., we have

Fi = {zz =argminT; < O} (10.14)

T; €Ny
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Note that the tie-breaker only comes into effect when there two centers z x; with T; = T; = 0. With exact
distance computations, the minimal center will cluster v as it is on the shortest path to supersource s. This is

not necessarily true when using approximate distances and rounding. As we always round down, it holds:
/ 1 / 1
Pr|T, < ——| <Pr[F] <Pr|Y; < — (10.15)
nec ne¢
Further, let ¢, = € + 1/n° and €,, := 1/n° denote by C; the event that
Ci={Y,e(-2-(y+5e) D,e,)}.

In other words, a center @; is the closest center but not by a lot. This is a bad event as it implies that the ball
B(v, D) may not be added to Cy,. Perhaps not even v is added. On the flip side, if zone of these bad events

C1,...,C; happen, there must be a center with a big enough shift. Recall that we want to show that:

160log T

Pr[3z; € Ny, : (T; < —2- (7 4 5e) - D)] > e 16075 log™ _
nC

It holds:

Pr[Va; € N, : ¥, > —2- (v + 5¢) - D]
Asall F; disjoint:

:Zprm] Pr[Vz; € N, : Ty > —2- (v +5¢) - D | Fi]

=1

As F; implies T; is minimal:

:ipr[]:i] Pr[Y; > =2 (y+5¢) - D | F]

= Pr[Y; > —2- (v +5€) - DN F]
=1
By Ineq. (10.14):
=3 Pr[Y; > 2 (y+5¢) - DN {Y] < nc}]
=1

As |Tz — T;| < 1/nc:

gZPr[T; € (=2 (y+5e+1/ne) D, 1/n]]
<> Pr[Yje (-2 (y+5a) De]
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Using this insight, we note that the following equality holds:
Pr[Iz, € N, : T, <=2 (y+5e)- D] >1— ZPr[Ci}. (10.16)
i=1

In the following, we will bound Pr[C;] for a fixed ; and show the following.

Lemma 10.6. Let X := 2logT + 2. Then, foralli < T, it holds:

1
Pr[ci] S (1 _ 672('Y+5€l+€u)~)\> . 62)\6“ . <Pr[]ﬂ + e}\ — 1)

Proof. For easier notation, we drop the index and denote x = x; to simplify notation and analogously fix C :=
Ci, F := Fi,and ¢’ := &), . Consider a subset of 7 centers X' := {z1,...,2;} andlet Z := {61,...,0.}

be a realization of their random shifts. Further, we define the value

1
pzi= 3 (dG(x,v) + max{(sgj D — dG(fﬂjav)})

I<T

Further, define Y; = D - pz — D - ¢’ as the difference between x and the closest center. Note that Y'; isa
random variable that only depends on the shift ¢ (as everything else is fixed by conditioning on Z). To prove

the Lemma, we will use that the following holds for any value o > 0:
Pr[Y; < —aD] =Pr[D(pz — ') < —aD] =Pr[¢' > pz + q]

We will now use the law of total probability to prove the lemma. Denote by f the density function of the

distribution over all possible values of §’. By the law of total probability, it holds:

PriC | 2] = / PelCz | 6 = )/ (y)dy

=0

min{1,p+2(y+5€)}
g/ Pr[Cz | 0 =y|f(y)dy
y=p—eu
min{1,p+2(v+5¢)}
< f(y)dy
Yy=p—cu
min{1,p+2(y+5€1)} ) | o—Ay
. 1—e~

We can simplify this statement using some fundamental calculations and the definition of the truncated expo-

nential function. It holds:
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Claim 1s. Consider a random variable §' ~ Texp(\) drawn from a truncated exponential distribution with

parameter X > 0. For values p,~', € > 0, it bolds:

! ’ ’ ].
/ T dy<(16A(“V*E)).eQEA.(Pr[52p+e']+€/\_l>

—€

/mln{l,PJrW})\ e~ MY
o e~

Proof. The proof follows directly from the definition of §. First, we note that it holds that

Ly —(p+7)A _ g2
A Y
PI‘[(S > p+ E/] = / %dy = % . (10.17)
p

On the other hand, it holds:

min{l,p+’y'} /\.e_)\y

Pf[p—G'S5SP+ﬂ=/ T W
o —e

e—(p=€)A _ g=(p+7')2

—€!

- 1—e 2
e~=A _ (o)A
- 1—e 2
e=(p=e)X _ g=(p=)A=(+7)A
o 1—e A
—(p—€' )X
— (1 _ e—(v’+e’)v\> . g
1—e 2
€ —2€")-A
:<1 'y+6))\) e(P+ 2)
S l—e N
€A
:<1 —(v'+€) A) ezxe(’H)
1—e"
_ (1 (' +€) A) Q20N € (e )X _o=A 4 oA
1—e A
:<1 —(v'+€) /\> 2N p+6))‘_e /\+ e
1—e™ 1—e2
A=A
— (1= ’y-‘re )\) 2€'k (S > ee
( € ptel +6(1767>‘)
/ 1
:(1 7+6))‘> e <Pr5>p+e 5 )
er—1
Thus, the claim follows. O

Now, we set 7 = 27y + 10¢; and €’ = €, in our formula. We get:

1
PeC| 2] < (1 _ 6—2)\(’Y+5ez+€u)) 2w (Pr[5 >p+el)+ - 1) (r0.18)
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To conclude the proof, denote by f the density function of the distribution over all possible values of Z.

Using the law of total probability, we can bound the probability for event C as follows:

pe(C] = /Z PelC | 2] f(2)dZ

1
S/ (1 72/\('Y+561+6u) e2heu <Pr [0>p+el]+ M) -f(2)dZ
z e” —
1
< (1 —2/\(7+5ez+eﬂ) p2Aeu / <Pr(5 >p+eu + — 1) - f(2)dZ
z e” —
< (1 - 6—2(7+5€+6W L / <Pr]—' | 2]+ ) - f(2)dZ
zZ

— (1 o e—2('y+5€+eu))\ 25u (Pl‘

This proves the lemma.
Using this lemma, we see that it holds:

[ Vo [No|

— € € € 1
>l 1< (1- 2(”+5l+“)’\)-eQ”A-Z(Pr[E]—I—eA1)

< (1 - 6_2(’Y+5EL+E“)A) ceeut . ( — 1) AsZPr[}'

(10.19)

(10.20)

(10.21)

(10.22)

(10.23)

O

We can finalize the proof by carefully considering the possible values of 7y, €; and €,,. As €, = 1/n® withc > 1

and A = 2log 7+ 2 < 2logn + 2, we can assume 2€, A < 1/40x < 1.79 for a large enough n. This allows us

to apply the well-known inequality e” <1+ z + 22 forz < 1.79 and get

e2ud <14 2eX + (2eM)? < 1+ 4ed

(10.24)

Further, we picked v < 1/8 and € < 1/40 small enough such thaty + 5¢; + €, < /4. Given that observation,

we see that it holds:

—2(y+5e1t€u)N (A _ —2(y+5e1+e )N | JA—1
e—2('y+5el+eu))\ _ € (6 1) e ( rhew) €

er —1 - er—1
—2(Y)A | A1 es—1
> >
- er—1 et -1

Here, we used the fact that e =1 < e® — 1 forz > 2, which can be easily verified. By our choice of A :=

2log(7) + 2, it furthermore holds:

A71 2]0g(7‘>+271
—2(v+5e1t€u)A > > € 2 _ T
Ter—17 er-1 er—1 " er—1

elog T

e
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Therefore, we can simplify our formula as follows:

|N'v| P
ZPI'[CA < (1 _ 672('\/+561+6u)/\) 26 <1 T S 1>
i=1
By Ineq. (10.24) :

< (1 +4)\6u) . (1 B e—2('y+5el+eu))\) (1 + )\T 1)
er —

By Ineq.(r0.25) :
< (1+4Xey) - (1 — 6—2(v+5ez+eu,)A> (1 n 6_2(7+55l+€u).k)
As(1+z)(1—xz) =12 — 2%
= (1+4Xey) (1 - 6—4(v+5el+eu).x)
<1-— e—d(rHbaten) A Ae,
<1-— e~ (v +Betbeuteu) A 4 e,
=1 — e drHB) A o=2Mewd 4 ypeo
Ase™ <1 —x/2:
<1— e tOPIN (1126, - \) + 4Ney
<1 — e 40 t5eA 126, - A+ 4)e,
< 1— 709 1 16¢, - A

Putting thisboundon ) | gﬁl Pr[C;] back in our initial inequality gives us the following final approximation of

our desired probability:

Pr[3z; € N, : T3 < —(2y+10e) - D] > 1— ) Pr(C;]
i=1

>1— (1 — e B A 16/\6)

= 25N 4 16,

Recalling that A = 2log 7 +2 < 4log T :
> 674(’Y+56)-(410g7) _ 16(4 logT)eu
> 1607 +56)-(log7) _ gy logT

— o~ 16(7+56)-(logT) _ 64log T
nC

This proves Lemma 10.5.
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10.3 LOW-DIAMETER CLUSTERINGS FROM PSEUDO-PADDED DECOMPOSITIONS

In this section, we present an algorithm that creates an LDC of strong diameter D where each edge is cut with
a probability proportional to its length. To achieve this, we will generalize an algorithm by Becker, Emek, and
Lenzen [BEL20] that creates such a decomposition for general graphs. Our main result is a generic algorithm
that creates an LDC with strong diameter D of quality (O(log 7), 1/2) if the number of nodes that can be
centers of clusters has been sufficiently sparsed out, such that each node can only be in one of 7 clusters. We

show that it holds:

Theorem 10. 4 Generic Clustering Theorem
LetD > 0beadistance parameter, G := (V, E, £) a(possibly weighted) undirected graph, and X C V'
be a set of marked nodes. Suppose that for each node v € V/, the following two properties hold:

* Covering Property: There is at least one z € X with d(v, z) < D.

* Packing Property: There are at most 7 centers 2’ € X with d(v,z") < 6D.

Then, there is an algorithm that creates an LDC of strong diameter 8D with quality (O (ls7/D) , 1/2).

The algorithm can be implemented with O(1) minor aggregations and O(1) (1 + €)-approximate

SETSSP computations where € € O (1/1og? n).

The algorithm is based on two main techniques: First, it makes use of the so-called blurry ball growing
(BBG) technique. Thisis perhaps the key technical result that Becker, Emek, and Lenzen introduced in [BEL20].

It provides us with the following guarantees:

Lemma ro.7 (Blurry Ball Growing (BBG), cf. [BEL20o, REGH22]). Given a subset S C V and an arbitrary
parameter p > 0, an algorithm for BBG outputs a superset S’ O S with the following properties

1. Anedge{v,w} € E of length {(,, ., is cut with probability

¢
Prive S\ w ¢ S'] <O <(“’)) .
p

2. Foreach nodev € S', it holds d(v, S) < 2= < 2pwhere a € O (loglogn/iogn).

BBG can be implemented using O(1) (1 4 €) approximate SETSSP computations with € € O ((loglogm/1ogm)?).

This technique allows us to create clusters with a low probability of cutting an edge while only having access
to approximate shortest paths. Note that in [REGH22] the dependency on € was improved to O (1/logn). The
paper also presents a deterministic version of blurry ball growing. However, we will only use the probabilistic
version introduced above. Second, the algorithm uses the following technical fact about the pseudo-padded

decompositions computed by Theorem 9.
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Lemma 10.2 (Padding Property). Considernodev € V dustered by centerx, € X and aparametere < v < %
. Further, let Py, = (v1,...,vp) be the exact shortest path from x,, to v. Then, for each v; € Py, the ball
B¢ (vi,yD) is fully contained in Cy,, with probability at least

160log T

Pr U BG(”iv’YD) - Ol-v > 6_16('Y+5€) logr =

v; € Py,

This lemma states thatif asingle node v € V' is padded, all nodes on the shortest path to its cluster center are
likely padded as well. While this initially sounds very technical, it roughly translates to the following: Consider
a clustering £ = K7, ..., Kn. Then for a suitably chosen v' € ©(log7), in each cluster ; = (V;, E;)
there is a constant fraction of nodes V/ C V in the distance 7'D to their closest node in a neighboring cluster
K; # K; and for any two v, w € V/ there is a path of length 4D (via the cluster center) that only consists of
nodes in V.

Given these two preliminaries, we now give an overview of the algorithm that creates an LDC. For brevity,
we omit the exact values of certain parameters. The algorithm first computes a pseudo-padded decomposition
K = Ki,..., Ky of strong diameter D using the algorithm of Theorem 9. We choose the set X" as the set
of cluster centers. Within each cluster K;, we then determine an snner duster K] C K; of strong diameter
3D where each node v € V; has distance p’ € O(%) to the closest node in different cluster K; # K.
These inner clusters can be determined via two (approximate) SETSSP computations: First, all nodes calculate
the 2-approximate distance to the closest node in a different cluster. We call all nodes where this 2-approximate
distance exceeds 2 active nodes. Then, the active nodes compute if they have a path of length at most 3D
to their cluster center using only active nodes. If so, they add themselves to the inner cluster K. Their exact
distance to the next cluster is at least p’ as the paths are 2-approximate. Further, for any two nodes v, w € K]
there is a path of length 6D via the cluster center. Thus, this procedure a/ways results in an inner cluster K/
with the desired properties. We can prove that the inner clusters are large using Lemma 10.2. For a constant
fraction of the nodes v € V the following holds: Node v € K; and all nodes on the path to its cluster center
are distance at least 2p’ to the closest node in a different cluster. Therefore, with a probability of at least 1/2,
node v and all nodes on the path to the cluster center will be active. As the cluster center is distance 2D, they
all will be added to the inner cluster. Thus, these inner clusters will contain half of all nodes in expectation.

Then, the inner clusters are refined using blurry ball growing (BBG) to obtain the correct probability of
cutting an edge.

We choose the parameter for the BBG to be p € O(P/1ogn). In particular, choose 2p < p’. As the distance
to the next cluster is p’ and BBG only adds nodes in distance 2p < p/, for each inner cluster K, this produces
awell-defined super-set S(K). We pick these supersets as our low-diamter clustering. The choice of p implies
that edges are cut with correct probability of O(p - £) = O(M)TgT) while their diameter is at most 6D = 4p <
8D. Theorem 10 follows as half of all nodes are in an inner cluster.

We describe the algorithm in more detail in Section 10.3.1. There, we will provide the exact choice of pa-
rameters we use to find the inner clusters and to execute the BBG. In Section 10.3.2, we analyze the algorithm

and prove Theorem 10.
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10.3.1 ALGORITHM DESCRIPTION

We now present the algorithm behind Theorem 1o in more detail. As input, we are given a weighted graph
G = (V, E, ) with polynomially bounded weights, a diameter bound D, and the centers ¥ C V. Ona
high level, the algorithm consists of four stages: In the first stage, we compute an initial decomposition by the
algorithm from Theorem 9. We want to use the blurry ball growing from Lemma 10.7 on these clusters to get
the desired cut probabilities. However, we cannot directly use thems as input sets because the resulting balls
would overlap. Instead, we have to ensure somehow that the input sets are separated from each other. To this
end, we shrink the clusters to avoid overlaps. This works in two steps: First, by identifying all nodes in sufficient
distance to other clusters, and then shrinking the clusters in a specific way (which differs for the two the diameter
guarantees). Finally, we get the desired decomposition by using a blurry ball growing on each shrunk cluster.

As a parameter for the blurry ball growing, we choose
D
=1—-a) | ———— 10.26
o= ) (Cblur log(7) ) ( )

Here, o € O (loglogn/1ogn) is the value from Lemma 10.7 and ¢y is a (large) constant that will be determined

in the analysis. Further, we fix

1

€= m (10.27)

as the parameter for approximate SETSSP computations. In more detail, the four stages are as follows:

(STEP 1) COMPUTE A PSEUDO-PADDED DECOMPOSITION:  First, we create a pseudo-padded decom-

position using the algorithm from Theorem 9.

(STEP 2) COMPUTE (APPROXIMATE) DISTANCE TO BoUNDARY: FEach node computes the approxi-
mate distance to the closest node in a different cluster. This works in two substeps

* (Substep 2a) Identify Nodes on Boundary: All the nodes of a cluster that are on the boundary of

that cluster, i.e., nodes that are adjacent to another cluster, compute their (approximate) distance

to the neighboring cluster. A node can determine whether it is on the boundary by checking its

neighbors. Let v € V be a node on the boundary and let IV}, be a subset of its neighbors, s.t., each

w € N is a neighbor in a different cluster. Then, node v computes:

wv) = 'wnellf{fl{, d(v,w) (10.28)
* (Substep 2b) Compute (Approximate) Distance to Boundary: Finally, we create another virtual
source 8" and all nodes v on the boundary create an edge of length w(v). Then perform an (1 + €)-

approximate shortest path from s” and let each node compute dr(s', v).
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(STEP 3) IDENTIFY WELL-SEPARATED NODES:  We identify connected sets of nodes with large distance

to all other connected sets. This works in two substeps:

* (Substep 3a) Find Nodes With Sufficient Distance to Boundary: Each nodes examines the dis-

tance dr (s, v) computed in the previous step. Suppose it holds

—

dr(s',v) > (1 Py eD)
we mark v as active and set

V, = {UEV|dT(’U,S/) > (1/) +€D)}
—a

* (Substep 3b) Find Connected Set of Active Nodes: Let G|V, ] be the graph induced by the active
nodes. A node can locally decide which edges are part of this graph by checking which neighbors
are active. Let X, = X’ NV, be the set of active centers. Perform (1 + €)-approximate SETSSP
from X, in G[V,]. Let T, be the resulting approximate SSSP tree. Then, if and only if an active
node has a path of length 3D to its cluster center in T, it remains active. We denote the remaining

active nodes as V.

(STEP 4) EXECUTE BLURRY BALL GROWING: We execute a blurry ball growing on the active set V/

with parameter p = (1 — «) - (ﬁg(ﬂ) . As per Lemma 10.7, we obtain a superset S(V,)) of V..

(STEP 5) CREATE A SPANNING TREE:  We perform one last approximate set-source SSSP from all cen-
tersz € X N V.. Each node v € V adds itself to the cluster of the closest center. We add all these the

refined clusters to our decomposition.

Note that the algorithm of Becker, Emek, and Lenzen only differs in Substep (3b), which is simply absent
in their algorithm. Instead they perform BBG on the active nodes computed in in Substep (3a). However, this
is exactly the additional step which ensures that the resulting clusters are connected and therefore have a strong

diameter.

10.3.2 ANALYSIS

We now prove Theorem 1o. The proof is divided into three parts. First, prove that the cluster’s diameter is
bounded by 8D in Lemma 10.8. After that, we analyze the cutting probabilities in Lemma 10.9 and show that
each edge is cut with probability at most O ( %) . Finally, we show the algorithm’s complexity in Lemma 10.12.

Together, Lemmas 10.8, 10.9, and 10.12 prove Theorem 1o0.

CLUSTER DIAMETER: To start off the analysis, we show that the algorithm creates a clustering of diameter

8D. This follows more of less directly from the construction.
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Lemma 10.8 (Diameter Guarantee). Each cluster created in the last step bas strong diameter at most 8D.

First, we note the diameter guarantee follows if the blurry ball growing process never adds two nodes from
different clusters to the same ball. To prove this, let A; be the connected set of active nodes in the cluster of
x;. Note that we enforce that all active nodes have a path of length 3D to a center that is completely contained
in the cluster. Thus, the claim already follows for the nodes in A;. Further, recall that for all nodes w that are

added to the cluster through the blurry ball growing, it holds:

(1 - a) ’ ( Tog( )) D
d(w, A;) = d(w, V) < P _ e BT = <D .
( ’ ) (w, a) T 11—« 1l -« <cb|urlog(7)> - (x0.29)

Now consider v, w € V to be two nodes added to cluster K; of center x; € X. Then, it holds:

di,(v,w) <dg(v,4;) + max dg(v,V)) +dg(v, A;) (10.30)
v, w' €A;

<D+dg(,x;) +dg(w',z;) + D (10.31)

<2(3D+ D) =28D. (10.32)

Thus, to prove the diameter guarantee, we must argue why we can safely execute blurry balls growing from the

active nodes without adding active nodes of a different cluster.

P

Claim 16. For cach active node v € V., all nodes in distance 15

are part of the same cluster.

Proof. For contradiction, assume there is node v € V distance smaller than ﬁ to v that is in a different
cluster. In particular, let u be the closest such node. Clearly, if we prove a contradiction for w, it holds for all
other nodes, too.

We begin with the following observation: As there can be no other node in a different cluster on the exact
shortest path from u to v in G (as this node would closer to v than u), there must be boundary nodew € V,

s.t., the following two conditions hold:
1. w is on the path from u to v. Therefore, it holds d(u, v) = d(u, w) + d(w, v).
2. w adds a virtual edge of length w(w) < d(u, w) to the virtual source s.

Together, these two facts imply:
da, (s,v) < dg(u,v) (10.33)

Here, G, is the graph we obtain by adding the (virtual) supernode to G. Therefore, it holds:

IL > da(u,v) > Per Assumption
-«

> dg,(s,v) > By Ineq. (10.33)
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Now recall that v is an active node. Otherwise, it would not be part of the set that is blurred. Thus, it holds

dr(s,0) > —— + D (10.34)
l—«

by the definition of active nodes. Therefore, it holds

d
de.(s,0) > i(j v) > Asdp(s,v) < (1 + €)dg. (s, v)
€
(£ +D)
> > As v is active
1+e
1+¢€) 2
> ﬂ > As p <D
1+e€ 11—«
> 14
T 1l-«
This is a contradiction as this implies:
P P
LA >_F
T—a a.(sv) 2 1—a«
So, node u cannot exist, which proves the lemma. O

Therefore, it is safe to execute the ball growing on a subset of active nodes without risking overlapping with

other clusters. Thus, all balls must have a diameter of 8D

EpGe-CUTTING PROBABILITY Next, we consider the probability of cutting edges. Altogther, we want to

show that the following holds:
. . . L-log T
Lemma 10.9. An edge of length £ is cut with probability at most O (Tg)'

Recall that the only operation that cuts edges is the BBG procedure, and so at first glance, Lemma 10.7
should immediately yield the result. However, this only holds true for a single iteration. The main difficulty of
this proofis that the algorithm runs multiple iterations until all nodes are clustered, and therefore, the BBG has
many chances to cut a given edge. To handle this, we will exploit that each edge is cut or added to a cluster after
at most 2 iterations on expectation.

More precisely, the proof is structured as follows: First, we consider only a single iteration and show that

21 . .
% . Further, we show that a node is added to a cluster with

each edge is cut with probability at most O (
constant probability, and so all its edges must be gone after O(log n) iterations, w.h.p. Then, we can use a (more
or less) standard argument from the study of LDD’s. It roughly goes as follows: Any clustering algorithm A
that cuts edges between cluster with some probability o and places a constant fraction of nodes into clusters,
can be turned into an LDD with quality O(a). The idea is simple and straightforward. Recursively apply the
algorithm until all nodes are clustered. For the sake of completeness, we prove this general statement and use it
finish our analysis.

We begin with the cutting probability of a single iteration. Here, it holds:
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. . . . 7. Llog T
Lemma 10.10. In a fixed iteration, an edge of length { is cut with probability at most O (Tg)

Proof. Note that the blurry ball growing is the only operation that removes edges. Following Lemma 10.7, the

probability that an edge is cut by this process is £ - p. By our choice of p, the short edges are cut with probability

D - D logl -
L (i aea) e (B (1o ()
P Cour log T Cour log T logn
D 1\ ! D -1 ¢-logT
<l |—-1-= <p. | —"
B (cblur IOg T < 2) > o < QCqur 1Og T> © O ( D )

This proves the desired bound on the probability. O

CLUSTERING PROBABILITY  Further, welower bound how many nodes are actually added to a cluster. Here,
the analysis differs from Becker, Lenzen, and Emek and we use our tighter probability bounds on the behaviour
of the Pseudo-Padded Decomposition. Whereas they show that an individual node is active with constant
probability in Substep (3a), we show that this also implies that (with constant probability) all nodes on the path
its cluster center are active as well. For this, we use a technical observation from the analysis of Theorem 9. We

show that the following holds:

Lemma xo.11 (Clustering Probability). 1z a fixed iteration, each node v € V is clustered with probability at
least B > 1/2,

Proof. Recall that each active node in the set V] is added to a cluster no matter what. To this end, we will

1
Coiur log T

center clusters v in the pseudo-padded decomposition. Note that anode v € V' is definitely active if the ball

analyse how many nodes are active. For the analysis, define v = ( + ¢). Further, let z,, now be the
B(v,~D) is fully contained in the same cluster as v. In this case, the boundary is in distance at least yD. Recall
our approximate shortest path algorithm only overestimates and therefore v passes the check and is added to V.

This alone is not sufficient to be also added to V. We must additionally show that a path of length at most
% to &, also remains active. To this end, let P, = (v1, ..., v¢) be the exact shortest path from x,, to v
in G. We will show that with constant probability, 2// nodes on this path (including x,,) are active. Note that
this path is at most of length (1 + €)2D as per 13 from the analysis in the previous section. This implies that
there is path of active nodes of length (1 + €)2D. For small enough ¢, it holds (1 4 €)2D < %. Thus, our
approximate shortest path algorithm must find a path of length at most (1 + 6)(137};) < 3D in the induced
active graph G[V,]. Therefore, v will remain active, is added to V/, and therefore will be in a cluster.

Now, recall the analysis of Theorem 9. There, we proved that:

Lemma 10.2 (Padding Property). Considernodev € 'V dustered by center x,, € X and a parametere < v < %
. Further, let P, = (v1,...,vp) be the exact shortest path from x,, to v. Then, for cach v; € Py, the ball
B (vi, ¥D) is fully contained in Cy,, with probability at least

160log T

nC

Pr U Ba(vi, D) C Cy, | > e 1600 +5)logT _

v; € Py,
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This allows us to prove the lemma. Recall ¢, > 128 and we execute a pseudo padded decomposition with

.Lety = (—L1— + ¢€). Note

Cplur 10g T

padding parameter A = 2log 7 + 2, diameter parameter D, and € <

1
1024 log 7

1
1024 log T

thaty < % for a our choice of /ey, < ﬁ and e < . Finally, define:

Fy = U {Bg (w,yD) C C,,}
we P,

Ty

Then, by Lemma 10.2, it holds:

Pr[F,] > (oo (ieoe) ) 160log 7

n(/
Using thate® > 1+ :
1 1601
>1-16-logr- <,+66) _ 160logT
Coyrlog T n¢

Using that 1/nc < €:

161
=1 —8T _ 956 elogr
Chlur lOgT
16
=1- — 256 - elog T
Chlur

Using that ¢y > 128 =416 :
1
21—1—256-610g7

Using that € < 1/1024log7 = 1/4-256-log T :
1 1 1

>1-- - =2
=4 4 2

Therefore, with constant probability, a node is active all nodes on the shortest path to its cluster center are also
active. This means, there is a path of length 3D to the cluster center that only consists of active nodes. Thus

v € V, with probability at least 1/2 as needed. O

CompPLEXITY Finally, we consider the algorithm’s runtime. The follows directly from the algorithm descrip-

tion as it only uses minor aggregations and approximate shortest-path computations.

Lemma xo.x12 (Complexity). The algorithm can be implemented with Oo(1) approximate SETSSP computations

and minor aggregations, w.b.p.

Proof. As there can be at mots O(logn) iterations, w.h.p, we focus on a single iteration. Each iteration be-
gins with one execution of the pseudo-padded decomposition; this requires only SETSSP computations with
approximation parameter O(1/logn). This follows directly from Theorem 9.

Next, we require one aggregation to let the boundary nodes compute the distances to nodes in neighboring
clusters. To be precise, each node v € V' is its own minor. We perform no aggregation within the minor and
jump directly to the last step where we perform a aggregation on the edges. In other words, we skip the consensus

step and directly proceed to the aggragation step. For each incident edge {v,w} € FE, nodev € V chooses

192



the input (z,, f(v,w)). Here, z, € X is the (identifier of the) center that clustered v. Then, we aggregate the
minimum of all values with ., # «, (by considering inputs containing , as o). Thus, each node learns
the distance closest adjacent node in a different cluster with oze minor aggregation. To conclude the second
step, we perform one approximate SSSP on graph G that contains one virtual node s’. The approximation
parameter is € € O(1/logn).

In the third step, we need another local aggregation to determine which nodes are active. Similar to the step
before, each node performs an aggregation on all its edges. Then, we perform an approximate SSSP on the graph
induced by the active nodes. The approximation parameter is again € € O(/logn) Finally, we perform one
execution of the blurry ball growing, which only uses O(1) approximate SETSSP computations with parameter
a € O(loglogn/iogn) as per Lemma 10.7. A final SSSP to determine the connected components conludes the
step. Thus, each step only performs O(1) approximate SETSSP computations or aggregations. In all cases, the

approximation factor is within €2(1/log?). Altogether, this proves the runtime bounds from Theorem 10. [

10.4 LOW-DIAMETER DECOMPOSITIONS FOR GENERAL GRAPHS

In this section, we want to prove the first statement from Theorem 8. More precisely, we want to show that
we can create an LDD with quality O(logn) for any graph within O(1) minor aggregations and (1 + ¢)-
approximate SETSSP’s. We show that:

Theorem 11. 4 Clustering Theorem for General Graphs

Let D > 0 be an arbitrary distance parameter and G := (V, E, £) be a (possibly weighted) undirected
graph. Then, there is an algorithm that creates an LDD of G with strong diameter D and quality
O(logn).

Note that, at first glance, the theorem follows almost directly from the Theorem. To see it, choose X = V'
and apply the theorem to a graph G. By choosing D" = 8D, we obtain a clustering with diameter D’ if each
node has one node in distance D’/8 and at most 7 nodes in distance D’. Clearly, for every possible choice of
parameter D’, each node has at least one marked node in distance D’ /8, namely itself. Further, for every possible
choice of parameter D', each node has at most 7 marked node in distance D because there are only n nodes in
total. Thus, by choosing all nodes as centers, we obtain a clustering with quality O(logn) and a diameter we
can choose freely.

While the diameter and edge-cutting probability of the resulting clustering are (asymptotically) correct, we
can only guarantee that at least half of the nodes are clustered on expectation. To put it simply, we do not have
a partition as required. However, we can reapply our algorithm to the graph implied by unclustered nodes.
This clusters half of the remaining nodes on expectation. It is easy to see that, if we continue this for O(log n)
iterations, we obtain the desired partition, w.h.p. Further, this will not significantly affect the edge-cutting
probability, as each edge that is not cut will be added to a cluster with constant probability. Therefore, there

cannot be too many iterations where the edge can actually be cut. Thus, applying the algorithm until all nodes
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are clustered intuitively produces the required LDD of quality O (log ). We formalize and prove this intuition

in the following lemma. Not that we state it in a more general fashion to reuse later

Lemma 10.13. Let G = (V, E, {) bea weighted graph. Let A be an algorithm that for cach subgraph of G' C G
can create clusters K1, . . ., Ky where each edge is cut between clusters with probability at most o, and each node is
added to a cluster with probability at least 8. Then, recursively applying A to G until all its nodes are in a cluster
creates an LDD of quality O(af~2).

The procedure requires O(3~" logn) applications of A, w.h.p.

Proof. Let Gy := G and define G; := (V;, E;) with ¢ > 1 the remaining graph after we apply the algorithm
Aon G;_1. On expectation, in each application of A, a S-fraction of the nodes is added to some cluster. This
follows from the definition of 3 and the linearity of expectation: For each node v € V, let X f) be the binary
random variable that v gets clustered in the ith application of the algorithm, i.e., whether v will be in G 1 or

not. Itholds Pr[X; | v € V;] > 8 by definition. By the linearity of expectation, it therefore holds:

E([Vir] = Y Prlv€ Vi (1 = Pr[X, | v € Vi])

veV
<(1-8)> Prlv eV
veV
=1 -=p)-E[Vi]]

Thus, a simple induction reveals that after ¢ applications, it holds:
E[Vi| <E[Vi[]-A-B) =n-(1-8)
Aftert = (c+ 1) - B - logn recursive steps, the expected number of nodes is less than

E[|[Vi]] <n-(1-B)
=n- (1 _ ﬂ)(0+1)~6~logn

—(e+1)logn _ —c

<n-e n

Here, we used that (1 — %)x ~ % Therefore, using Markov’s inequality, we have

Pr[|V| > 1] = Pr[|V;| = n~ ¢ n°]
<PV = n® - E[[VA]]]
< Une

Thus, there are no nodes left, w.h.p, proves the runtime of O(3 -1 log n) application of A.
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Next, we consider the cutting probability. Fix an edge 2 € E and denote by Cut, the event that this edge is

cut in any of the O(3~! log n) iterations. We need to show that

0,
Prlcut,] < O <;‘2 .D) .

Recall that being cut means that one endpoint of z is added to a cluster, but the other is added to a different
cluster (or not at all). In the following, we say that an edge gets decided if either endpoint is added to some
cluster. If this happens, the other endpoint is added to the same cluster or not. In the former case, the edge is
saved as it cannot be cut in any future iteration. In the latter case, the edge is irreversibly cut. For a fixed edge
e € I, letY; be the event that the edge is decided in recursive step . Recall that either endpoint of an edge
z € IJ; thatisstill fully contained in the graph is clustered with probability at least 8. Thus, the probability that
any of the two endpoints is added to some cluster is also at least 3. Therefore, the probability that no endpoint

is added to a cluster in the first 4 — 1 iterations is at most:
Pr[Y;] < (1— )" (10.35)

Conditioned on the event Y}, the edge can on/y be cut in the i*" iteration. In particular, the probability of a cut
is 0 in the first ¢ — 1 iterations, as the event Y; implies that both endpoints survive these iterations. Further, it
cannot be cut later as it will not exist in subsequent graphs. Seeking formalization of these two observations, let
now Cut?, be the indicator that z is cut in the i*”* iteration. Then, the probability that an edge is cut under the

condition that one endpoint is added to a cluster in G/ is:
Pr[cut | Y;] = Pr[cut | {z € E;} A{z & Ei11}]
T
= i i ) .
= Tlgnoo;Pr[CutZ | {z € E} AN {2 € Ei1}]
= Pr[Cuti | {Z € El} A {Z ¢ Ei+1}]

Recall that, in a fixed iteration, the edge z is cut with probability at most O (ZZTO‘) However, we need to
condition this probability on the fact that the edge gets decided in the it" iteration. Using the law of total

probability, we see:

Pr[Cuti ‘ S El] :Pl‘[{Z € Ei+1 | S El] . Pr[Cuti | {Z S El} AN {Z € Ei+1}]
+ Pr[{z € Ei+1 | S Ez] . Pr[Cuti | {Z S El} A {Z € Ei+1}]
:PI‘[{Z ¢ FEiq | z e Ez] : Pr[Cuti | {Z S Ez} A {Z ¢ Ei+1}]

Therefore, we conclude:

Pr[cut! e FE; -,
Pr[cut | V3] < r[cut; | 2 | <0 (a ¢ > (10.36)

- Pr[z§ZEi+1 ‘ ZEEZ] -
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Plugging together our two bounds, the law of total probability now gives us:

T
Pricut] < Tlim ZPr[Yi] - Pr(cut | Y] > Law of Total Prob.
—00
i=1
T a-l
< i Pr[Y;] - = By Ineq. (10.
_Tgnm; (Y] O(ﬁ.p) By Ineq. (10.36)
a-l, )
=O\5 D - lim > Prl]
1
O"gz . d 7
<0 5D ~Tl1_r>nOOZ(1 - B) > By Ineq. (10.35)

In the last line, we used that for each = with ‘aj‘;ll‘ < 1, it holds:

T T

lim Y (1—Ya)"' = lim > (1-1a) =z

T—o0 T—o0

=1 =0

This is clearly the case for /o := § < 1. Thus, the proclaimed cutting probability of O (E‘Z—EFD) follows,

which concludes the proof. O

The algorithm can be implemented in O(1) minor aggregations and O(1) (1 + €)-approximate SETSSP

computations with € € O (1/log? n).

10.5 LOow-DIAMETER DECOMPOSITIONS FOR k-PATH SEPARABLE GRAPHS

In this section, we want to prove the second statement from Theorem 8. More precisely, we want to show that
we can create an LDD with quality O(loglog n) for any O(1)-path separable graph within O(1) minor aggre-
gations and (1 + €)-approximate SETSSP’s. To achieve this, we present an efficient distributed algorithm that
creates an for k-path separable graphs with quality O(log k +loglog n). Thus, it has a logarithmic dependence
on k and log n. The main technical result of this section is the following proposition that (one the first glance)

is slightly weaker than what we want. We show that:

Lemma 10.14 (A Clustering Theorem for Restricted Graphs). Let D > 0 be an arbitrary distance parameter
and G = (V, E, L) be a (possibly weighted) O(1)-path separable graph. Then, there is an algorithm that creates
a series of disjoint clusters IC := K1, Ko, ..., Ky with K; = (V;, E;). Futher, it bolds:

1. Strong Diameter: Each duster K; € IC bas a strong diameter of at most D.

2. Low Edge-Cutting Probability: Each edge z = {v,w} € E of length L. is cut between clusters with
probability (at most) O (M)
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3. High Clustering Probability: Each nodev €V is added to some cluster K; € K with probability at
least /2.

The algorithm can be implemented in O(k) minor aggregations and O (k) (1 + €)-approximate SETSSP com-
putations with € € O (L/1og? n).

Following this proposition, we can create a clustering where not all nodes are part of a cluster. In other
words, we do not create a partition of the input graph G but leave some nodes unclustered. However, the
diameter and edge-cutting probability are (asymptotically) correct, and we can guarantee that at least half of the
nodes are clustered on expectation. Although this is not quite what we want, the proposition is sufficient to
prove Theorem 8 for O(1)-separable graphs.

For k € O(1) one application of the algorithm creates a clustering with strong diameter D and cutting
probability O (M) .

Recall that universally k-path separable graphs are closed under minor-taking. Therefore, the graph G \ K
is also k-path separable, and we can apply the algorithm to G'\ IC with the same guarantees to cluster at least half
of the remaining nodes. By Lemma 10.13, after O(log ) recursive applications, all nodes are clustered, and we
obtain an LDD with quality O (log log 1) as required. For k € O(1) one iteration of the algorithm can, w.h.p.,
be implemented in O(1) minor aggregations and O(1) (1 4 €)-approximate SETSSP computations with ¢ €

O (1/10g? n). Thus, O(log n) recursive applications are within the required time complexity of Theorem 8.

Suppose we want to construct an LDD K = K7, ..., Ky with strong diameter D for some graph G =
(V, E). From a high-level perspective, the algorithm’s execution proceeds in two distinct phases: the backbone
phase and the refinement phase. In the first phase, we create a special partition K[B] := K (B1),..., K(Bn)
of G. Each node v € K([B;) is in distance at most Dpc < D to some subset B; C K that consist of
O(k) (possibly disjoint) paths of bounded length of O (D log2). These paths may not necessarily be shortest
paths in G or even K (B;), only their length is bounded. We call these subsets By, . .., By the backbones of
the clusters. In contrast to an LDD, the clusters do not have simple nodes v € V' as centers. As a result, the
diameter of the resulting clusters might be much larger than D. Moreover, a single cluster might not even be
connected. The partition /C[B] can be constructed by a recursive divide-and-conquer algorithm executed in
parallel on all connected components of G. The algorithm works as follows: Let Gy C G be the graph at the
beginning of the tth recursive step where initially Gy = G. At the beginning of each recursive step, we create
anLDD (4, . .., Cy: of diameter (D’ € O(D log2 n) of G;. We use the algorithm from Theorem 9 for this.
All edges between two clusters C; and C; will not be considered in the following iterations. Then, in each Cj,
we compute a weak O(k)-path (D, €)-separator S)y. Recall that we defined this separator to be the union of
O(k) paths of length 2 - D’ and some nodes in distance €D’ to these paths. The O(k) paths in S; will be the
backbone of a cluster. To add further nodes to the cluster, we first add all nodes at a random distance to S;
and then apply the blurry ball growing procedure from Lemma ro.7. This results in a cluster K (B;) C C; for
each subgraph C;. We describe the exact choice of parameters for these procedures in the detailed description
of the analysis. Finally, we add all subgraphs from all clusters to our clustering I[5] and remove them from
the graph. We repeat this process with the remaing graph Gy until all subgraphs are empty. As we remove

a D'-separator in each step and create clusters of diameter D', the size of the largest connected components
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shrinks by a constant factor in each recursion. Thus, we require O(logn) iterations overall. As we will see in
the analysis, the parameters to the subroutines can be chosen such that an edge is cut with probability at most
O(%) and each node v € K(B3;) is in the distance D¢ to a backbone B;.

In the second phase, we turn the resulting clustering into a LDD with connected clusters of strong diameter
D. We do so by computing an LDD K; = K, .., K;, of strong diameter D in each cluster K (B;). To
construct KC;, we again use the generic LDD construction algorithm from Theorem 10.3. We use a small subset
of the nodes from each backbone B; as possible cluster centers and exploit that only a few centers can cluster
a given node. The algorithm works as follows: On each path P € B;, mark a subset of nodes in the distance
Dpc to each other and use them as potential cluster centers. As we limit the number of paths in B; to O(k)
and the length of each path to O(Dlog® n), the number of centers is limited to O(k). Further, each node
v € K has at least one center in distance 2D g by consruction. We then use these marked nodes as centers
& to the algorithm of Theorem 9. This creates the desired LDD KC; with strong diameter 16D g¢ of quality
O(log k + loglog n) in each cluster. The union of all LDD’s Iy, . . ., Ky is the desired LDD. By the union
bound, an edge is cut with probability O( W)
when choosing Dpc = D/16.

in either of the two phases, which proves the algorithm

Our algorithm is inspired by the works of Abraham, Gavoille, Gupta, Neiman, and Talwar [AGGT 14,
AGG™ 19a] and the subsequent improvement of their algorithm Filtser[Fil19]. Surprisingly, we do not require
any fundamental changes to obtain an efficient distributed algorithm. Both algorithms essentially follow the
same two-phase structure sketched above. They first constructed a partition around paths that are sampled
in a certain way, and then they refined each partition individually. For reference, Abraham, Gavoille, Gupta,
Neiman, and Talwar dubbed these subsets around which the partitions are constructed skeletons while Filtser
used the term 7-core. However, their key properties are (almost) the same. We use the different term backbones
because we construct them slightly differently. Our contribution when comparing our algorithm to [AGG " 14,
AGG™ 192, Fil19] is that we show a) that the exact shortest path can be replaced by approximate paths and the
blurry ball growing procedure from Lemma 10.7 and, therefore, can be implemented efficiently and b) that we

can use weak separators to parallelize the algorithm and archive a logarithmic recursion depth efficiently.

Now, we want to move from this high-level idea to the actual algorithm. First, we define the clustering

constructed in the first phase as follows:

Definition 10.4 (Backbone Clustering). Ler D > 0 be a distance parameter and G := (V, E, {) a (possibly
weighted) graph. Then, a (v, B, k)-backbone dustering is a series of disjoint subgraphs K (B), . . ., K (Bn) with
K(B;) = (Vi, E;) where Vi U ... U Viy = V. Further, the following three conditions bold:

1. Strong Pseudo-Diameter: Each nodev € K (13;) is in distance at most D to B;.
2. Low Edge-Cutting Probability: An edge of length € is cut between clusters with probability O (%").
3. Backbone Property: Each backbone B; consists of at most O (k) paths of length O(8D).

Following this definition, in the backbone phase, we create an («, 3, k)-backbone clustering with o €
O(log (klogn)), B € O(log®), k € O(klog®n) and pseudo-diameter D € O(D) for G. The core
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idea is to recursively create weak O (k log n)-path (D log2 n, O(Kén)-separators and use BBG to carve clus-
ters around the separators. To ensure short paths and a low recursion depth, we apply the generic LDD with
parameter O(D log® n) after carving each cluster.

We formalize this in the following lemma:

Lemma 10.15 (Backbone Clustering). Let D > 0 be a distance parameter and G == (V, E, ) a (possibly
weighted) k-path separable graph. Then, there is an algorithm that creates an (o, 3, K)-backbone clustering with

a € O(log (klogn)), B € O(log?), & € O(klog® n) and psendo-diameter D for G.

The algorithm can be implemented with O(1) minor aggregations and (1 + €)-approximate SETSSP com-
putations where € € O (Ylog® n).

That means we partition graph G into subgraphs K7, ..., Ky such that each K; contains a backbone B;
of O(logn) paths with length at most O(D logn). Further, each node v € Kj is in the distance O(D) to at
least one of the paths in B3;. Finally, cach edge is cut with probability O( % ). Thus, the resulting clustering
has the correct cutting probability for the edges, but the diameter might be too high. This follows because we
cannot argue that two nodes that are in distance O(D) to some set B; are in distance at most O(2D) to one
another.

In the second phase, we must, therefore, reduce the clusters’ diameters. To this end, we exploit the specific
structure of the backbone clusters to derive clusters of strong diameter D; More precisely, for the second phase,

we show a generic lemma that allows us to turn any backbone clustering into an LDD. To be precise, it holds:

Lemma 10.16. Suppose we bave an algorithm Athat createsa (o, 3, k)-backbone dlustering with pseudo-diameter
Dpc of aweighted graph G. Then, thereisan algorithm that creates a series of disjoint clustersIKC := K1, ..., Kn
with K; .= (V;, E;). Futher, it holds:

1. Strong Diameter: Each duster K; € KC has a strong diameter of at most 16 - Dpc.

2. Low Edge-Cutting Probability: Each edge z := {v,w} € E of length U, is cut between clusters with

probability (at most) O (M ) .

3. High Clustering Probability: Each nodev €V is added to some cluster K; € K with probability at

least /2.

If each path in the backbone is an exact shortest path in its cluster, the length of the paths does affect the quality

) e £, -(a+log kB)
and the cutting probability improves to O (#g).

The algorithm requires one application of A, O(k) minora ggregations, and O(l) approximate SETSSP com-
putations with € € O(1/1og? n).

In our algorithm, we use the algoriithm promised by this lemma in the following way: We construct a
backbone clustering that consists of Ok log® 1) paths of length O (D log?) and each node s in distance (4/100)-
D to these paths. With Lemma 10.16 from the previous section, this backbone clustering can be turned into
an LDD. The diameter of the resulting clusters is 12 - (4/100) - D < D. Note that for our clustering, it
holds & € O(log(klogn)) and kB € O(klog"). Therefore, the LDD created by Lemma 10.16 has quality
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O(log(klogn)). As both the algorithms from Lemma 10.16 and Lemma 10.15 rely on O(1) aggregation and

SETSSP computations, the theorem follows.

Following the algorithm’s two-phase structure, we divide the remainder of this section into two parts, fo-
cusing on the backbone and the refinement phase. The main challenge is finding an appropriate clustering
algorithm for the first phase, as its carefully chosen properties more or less directly imply the correctness of the
second. We will first describe and analyze the algorithm behind Lemma 10.15 in Subsection 10.5.1. Then, we

describe the refinement in Section 10.5.2 and prove Lemma 10.16.

10.5.1 THE BACKBONE CLUSTERING PHASE (PROOF OF LEMMA 10.15)

In this section, we prove the following technical lemma which that that can can efficiently constuct backbone

clusters using approximate shortest paths and minor aggregations.

Lemma 10.15 (Backbone Clustering). Ler D > 0 be a distance parameter and G = (V, E, ) a (possibly
weighted) k-path separable graph. Then, there is an algorithm that creates an (v, 8, K)-backbone dustering with
a € O(log (klogn)), B € O(log?), k € O(klog® n) and psendo-diameter D for G.

The algorithm can be implemented with O(1) minor aggregations and (1 + €)-approximate SETSSP com-
putations where € € O (Ylog? n).

The algorithm behind this lemma is a divide-and-conquer algorithm executed in parallel on all connected
components of G. For the divide step, we use the LDD promised by Theorem 10 to create disjoint subgraphs of
diameter D’ € O(D log® n). The conguer step works in five synchronized phases that compute and remove a
weak (D', €)-separator from each of these subgraphs. Further, we create a backbone cluster from each separator.
This works in two steps, by first adding all nodes at a random distance and then applying the blurry ball growing
procedure from Lemma 10.7. We repeat this process until all subgraphs are empty. As we remove a D’-separator
in each step and create clusters of diameter D', this requires O(log n) iterations.

After this intuition, we move to the detailed description of the algorithm. For this, we define some useful

notations/constants, namely

D' =100-D -log’n

1
€= ——————
100001log” n
D
Dpc = T
_p D
Polur = Coir - loglogn = 8

Here, cpr > 8 is a large constant that will be determined in the analysis. In the following, we will consider a
single recursive step t € [1, O(logn)] of the algorithm. We will slightly abuse notation and denote the set of
all nodes that have already been added to some cluster as IC; Further, we call anode v € V' \ Ky, which is not
yet part of a cluster, an #ncharted node. A single recursive conquer step works on the graph Gy = G \ K, of

uncharted nodes works as follows:
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(STEP 1) CREATE PARTITIONS: Let O, ..., Cn be the connected components of G. Compute an
LDD with diameter D’ in each subgraph C; using the algorithm from Theorem 10. The resulting parti-

tions are connected subgraphs Py, . . ., Py with diameter D’.

(STEP 2) CREATE WEAK SEPARATORS IN ALL PARTITIONS: Ineach partition F;, we compute a weak
(D', €)-separator S; using the algorithm from Theorem 6. As the distance parameter for the separator,

we choose D', and for the approximation parameter, we pick €.

(STEP 3) CREATE RANDOM BALL AROUND SEPARATOR: We carve a ball with random diameter
O(X; - Dpc) where X; ~ Texp(4 - loglogn). To this end, we perform a (1 + €)-approximate SETSSP
for S;. Thereby, we obtain an a (1 + ¢)-approximate SETSSP tree T; and all nodes w € P, know a value
dr,(w, S;), which is its (1 4 €)-approximate distance to .S; in P;. After that, we mark every node in the

set:
KTexp(Si) = {w S PL | dTi (’LU,SZ) < (1 + 6) . X,L' 'DBC}

(STEP 4) BLUR THE BaLL:  Finally, we apply the BBG procedure of Lemma 10.7 to the ball Kre,,(S;) in
each partition. As the distance parameter for this procedure, we choose pyir. Thus, for each set Koy, (5;)
we obtain the superset Ky (S;) = blur (K7exy(S5), pour). Here, blur(S, p) is an application of BBG

from Lemma of 10.7 to a set S with parameter p.

(STEP 5) PREPARE NEXT RECURSION: We choose each K; = Ky, (.S;) as a backbone cluster and
add K; to K. Each node in K; marks itself as inactive and removes itself from future iterations. All edges

between active nodes and nodes in K; are marked as czxtz.

We will now present the proof of Lemma 10.15. Recall that in this phase we want to efficintly construct
an (O(log (klogn)), O(log?), O(klog® n))-backbone clustering with pseudo-diameter Dgc = (4/100) - D
for G. The proof is divided into four parts. We begin by showing that the algorithm produces a clustering
that fulfills all conditions of a backbone clustering, namley the backbone property (Lemma 10.17), the pseudo-
diameter (Lemma 10.18), and the cutting probability (Lemma 10.19). Finally, we prove the time complexity in

Lemma 10.24. Thus, altogther Lemma 10.24 and Lemmas 10.17, 10.18, and 10.19 imply Lemma r1o0.15.

BackBONE PrROPERTY First, we note that, indeed, each cluster has a backbone that consists of a few short

paths. However, it follows directly from the construction. For the sake of completeness, we note that it holds:

Lemma 10.17 (Backbone Property). Each cluster contains a backbone B; consists of at most O(k log3 n) paths
of length O(Dlog® n), w.hp.

This follows directly from the guarantees of our weak separator. Note that the LDD between each step

ensures that each subgraph has a diameter D’. Recall that by Theorem, we can construct a weak O(e ™! - k -
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logn)-path (D, €)-separator, for a weighted k-path separable graph G' := (V, E, {) with weighted diameter
smaller than D’. For € € ©(1/iog? ), this separator has O(k log® n) paths of length O(D log® n), w.h.p. We

choose these paths as the backbone, which proves the lemma.

Pseupo DIAMETER  Second, we observe the diameter of each cluster, i.e., the distance of each node to the
closest backbone is D. It holds:

Lemma 10.18 (Pseudo-Diameter). Each node v € K (B;) is in distance at most D to ;.

Proof. For the second statement, consider the O (k log3 n) paths in the separator and denote this setas B;. Each
node in separator .S; is in the distance at most €D’ to one of these paths. This follows from the definition of a

weak (D', €)-separator. Our choice of € and D’ yields:

2
o < 100Dlog’n D _

D
=D :
= 10000 - logZn _ 100 BC (10.37)

=9

Further, each node in Kre,,(S;) is in the distance at most (1 + €) - X; - Do < 2Dpc as to S;. This follows

because X; € [0,1] and € < 1. Finally, each node v € K,,(S;) is in the distance at most D¢ to Krexy (S;)

by our choice of p and guarantees of Lemma 10.7. Following Lemma 10.7, the process adds nodes in distance
o

12 where v € O(loglogn/1ogn). For a large enough n and ¢y > 4, we have

p D
<
1—a 7 cpu - loglogn(l — O(leglog/iogn))

D
< 1 =Dgc (10.38)

Summing up, let B; the set of paths in S;, then it holds:

d(u, Bl> < d(u, KTexp(Si)) + UEII(ITI::.:%SZ) d(U, Bl)

< ) . )
< d(v, Krep(S;)) + vefr(r::,x(si) d(v,S;) + lruréas)gi d(w, B;)

<Dpc +2Dpc + Dic
4D

-2 _D
4

Therefore, the total distance from a node in Ky, (S;) to a path in S; is at most D. O

Cut PrOBABILITY  Next, we show the cut probability, which perhaps has the most challenging proof of this

chapter. We prove that the following holds:

Lemma 10.19. Anedge z € E is cut with probability at most O ((’ﬁz )

For each edge 2 € I, two operations can cut an edge in each iteration. The decomposition from Theorem
1o and the ball Ky, (.S;), which is created through blurry bail growing. The other possibility is that z is cut by
Ky (S;). Again, there are at most O (log n) sets S; whose ball Ky, (S;) can potentially cut it. By our choice of

p, the probability for the ball cut to z is O (¢= loglogn/D). Therefore, we cannot simply use the union bound to
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sum up the probabilities over all iterations. However, we can exploit that .S; must be close, i.e., within distance
O(p), to cither endpoint of z if Ky (S;) can possibly cut it. In such a case, both endpoints z are already
added K7ex, (S;) with constant probability, i.e., they are safe before the blur procedure is even executed. This
follows from the properties of the truncated exponential distribution. Thus, on expectation, there will only be
a constant number of tries before z is either cut or safe. This is sufficient for our probability bound.

Having established the rough idea, let us now prove the lemma in detail. We define the so-called (A, Coiur, Ciaa)-

bounded Blurry Ball Carving Processes that resembles our algorithm:

Definition 10.5 ((\, Cyiur, Ciaa)-bounded Blurry Ball Carving Process). Let G := (V, E, w) a weighted graph
and let Dpc be a distance parameter. Then, a (X, Cour, Ciag)-bounded blurry ball carving process with parameters
A > 1and coue, caa > 0 creates a series of subgraphs G := Go, G1, . . ., vertex sets Ay, Ao, . . ., and dusters
Ky, Ko, ..., s.t, it holds:

1. Ky D Ay isasuperset of the ball Be, | (A, Xy - Dpc) with Xy ~ Texp(X), i.e., it holds:
K; 2 Bg,_,(A+, Xt - Dpe) (Property 1.a)
Further, it holds that:
1
K C Bg,_, (At, <Xt + > ~DBC> (Property 1.b)
2. Colur * A
For all edges (v, w) := z € Ey of length ¢, it bolds:

Prjv € Ky,w & K¢] € O <W) (Property 1.c)
Dpc
2. Gy C Gy—1 \ Ky is a (random) decomposition of Gy_1 \ K, that only removes edges. Further, for each
step t there is value o(Gy—1) that depends only on Gy and t, s.t., it bolds:

Le

Pric ¢ B(G) | € B(G11 \ K1)] < a(Gio1) - 5

(Property 2.a)

Finally, let QU be the set of all sequences of graphs that can be created by the process until step t, then

T
max max Z a(Gt) < 0ga - A (Property 2.b)

If we choose Ky based on the (approximate) distances in G and not in Gy_1 we call it a weak ball carving process.

Note that the set Ay C Vi1 can be freely chosen from the unclustered nodes.

Lemma 10.20. The algorithm from Section 10.5.1 is a (X, Cour, Ciaa)-bounded blurry ball carving process with

A = 4loglogn, ¢y, = 250, and cyg € O(1).

Proof. We prove that it fulfills all 5 properties. The sets A1, Aa, ... are the separators that we sample in each

recursive step.
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* Property 1.a: This property is fulfilled because K7y, adds all nodes in approximate distance Xj; - %.

Let w a node in distance at most X - % to S;. By the guarantees of our approximation algorithm, it
holds:

dp,i (w,At) < (1 + 6) . dTi (w, Sz) < (1 + 6) - X; - Dpe

* Property 1.b: This property is fulfilled due to the use of blurry ball growing with parameter p € O ( Cbg)‘ ) .
It holds:

dw', Ay) < d(w', Krep(A:)) +  max  d(w, Ay)
’weKTexp(At)

As we overestimate:

< d(wlv KTexp(At)) + (1 + 5) : Xz' : DBC

—1
<[(1-0 loglogn . Dpc
logn 25OCblur)\

+(1+¢€) - Xi Dpc

By Lemma 10.7:

For O <Ioglogn) < 1:
logn 2
Dpc
l4+6e)-X;-D
< Tpegn T 1) e
As Xt S 1:
Dpc
< X, -D
= 125 + (X +e¢) BC
1
<(Xi4——4¢)-D
- ( * 125Cblur)\ * €> BC
Dpc
F < —:
e DL

1
< [ X; -D
= ( i+ 600buur)\) BC

* Property 1.c: This property is also fulfilled due to the use of blurry ball growing with parameter p €
(0] (C"gk) (cf. Lemma 10.7).

* Property 2.a: As we pick D’ € O(Dlog” n), a single application of Theorem 10 cuts an edge with
probability O (¢zlegn/p") = O (¢:/Dlogn). Therefore, we gave a(Gy—1) € O(/logn) in each recursive
step

* Property 2.b: Recall that we perform at most O(log 1) recursive step until all nodes are clustered. Fur-
ther, we have a(Gi—1) € O(1/logn) for each graph, no matter the topology or size. Thus, as we apply

the decomposition O(log 1) times, the parameters sum up to O(1).
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This proves the lemma. O

Now fix an edge z € E. During this proof, we will only consider the connected component that contains
z. Thus, when we talk about a step A; or a cluster K, we mean the set or cluster in z’s component. For

convenience, we further define the following terms:

A :=4loglogn (10.39)
L.
z = 10.40
Y Do (r0.40)
Vo = b (ro.41)
o 2Cblur)\

First, we note that only because a cluster around a center A; could potentially cut z, it does not automatically
mean that it will happen. If an edge is not cut, there are two possibilities. Either both endpoints remain active
(and will be clustered in a future iteration), or both endpoints of the edge could be added to the cluster K.
In the latter case, the edge would be safe as it can never be cut in future steps. Our goal is now to bound the
probability that an edge is safe. We begin this part of our analysis with a useful observation that quantifies
under which circumstances a node is added to a cluster and when it is safe from being clustered. Recall that by

(Property 1.a), the probability that both endpoints of z is added to K if

da,(z,A¢) < Xy -Dpc — v - Dpe. (10.42)
Further, by (Property 1.b), for any node v € V' added added to K, it must hold:

dg, (v, At) < Xt - Do + o - Do (10.43)
Going on, we say that an edge is threatened by some set A if

Ct = {th (Z>At) > Xt : DBC — Yz DBC} N {th (Z7 At) < Xt : DBC + Wélur . DBC}

z is not fully added to the cluster. z may be added.

In this case, the edge is potentially affected by the blurry growing procedure and may be cut. Note that it holds
for every edge z € E by Property 1.c and Property 2.a that:

Conr " A - L, .
Prcutt |G <O 22— = Gi_1) - .
rlcut, [ C] < ( Do >+a( t—1) Do (10.44)
z cutby K. z cut by decomposition.
Otherwise, it can only be cut by the decomposition, so by Property 2.a we only have
Pr[Cuti |€t] < a(Gi-1) - b (10.45)
Dpc

—_————

z cut by decomposition.
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We define the set of threateners as:
7. = {A | dg, (2, A) < (1 + %) - Pre} (10.46)

We will show that we can bound the probability of an edge being cut based on the expected number of

threateners. Note that this is slightly more general than we need it to be. It holds:

Lemma 10.21. Considera (X, Cour, Caa)-bounded blurry ball growing process and assume that for some universal

constants 1, Co that are independent of ), it holds:

E[|Z.]] < ¢ - X2 (1) (10.47)
Then, for A, € O (Psc/), it holds:
Prcut] < O ((Cblur—‘_cldd))\&) (10.48)
Dgpc

Note that in the algorithm of Section 10.5.1 at most O(log n) sets can threaten an edge 2 on expectation.
This follows, as we have at most O(log n) iterations, w.h.p., and there is at most one threatener per iteration.
Further, recall that we choose A = 4 loglogn. Therefore, we have:

e - eOe2)- (147, > ¢} = ehloglogn _ 10g4(n) > O(logn)
Thus, Lemma 10.21 proves Claim 10.19.

We will show that if an edge is endangered, the probability that both endpoints of the edge itself are added to
the cluster is constant. Thus, with a constant probability, the edge is safe from being cut in any future iteration.
Intuitively, this follows due to the exponential distribution. If the random diameter is big enough to cluster a
node close to z, it will likely also cluster z. The proof is of course more difficult as we need to account for the
fact that we truncate the distribution and the imprecision introduced by the approximate shortest paths. We
show that probability for this event depends on the expected number of centers that get close to z and - rather

surprisingly - not on the exact number. It holds:

Lemma 10.22. The probability that an edge is endangered in any of the T steps we consider is:

ZPY[Ct] < (1 _ efx\(szrmfm)) Mo (1 + EHIZ”) (10.49)
t=0

er—1

Proof. Consider a step t. Let A; be the center around which a ball is carved and let X; be the exponentially
distributed random distance picked by A;. Further denote

_ de, (At7 Z)

I10.50
Drc (10.50)

pt:
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as the normalized distance between A; and z in G;. Note that G and therefore also this distance depends on
the random decisions of all previous rounds, so p; is a random variable. In the case that z is already clustered

by step t, we define the distance to be infinite. We now show that:

Claim 17. It holds:

Prlp; — Yo < Xt < pr 72 | pi)

/ , 1
< (1 o e*)\('Yblur‘f"‘/z)) . e>\’7mur . (PI‘[Xt Z Dt | pt] + X 1)
er —

Proof. The proof follows directly from the definition of X;. First, we note that it holds that

1 e A —(Pt=Tou) A _ oA
A-e M e blur e
Pr[Xt > Pt — ’YI;Iur] = _Ady = Y (IO'SI)

Pt =Y —¢€ l—e
e_(pt_’yb/\ur)'A e_>‘

T l—er 1-en (r052)
ef(Ptf’Yt/.\ur)'A 1

T 1—er e o1 (1053)

On the other hand, it holds:

Prlp: — Yo < Xt < pr + 72 | o]

min{l,ps4+7:} ) | o=y
_ / A
p

t_’Yt{\ur 1 - 6_)‘
< e_(pt_’Ybllur)‘A — e_(pt'i"Yz)')‘
- 1—eX
Substitute p' = py — Y
PN _ o= (P )
<
- 1—e 2
_,\p’
/ e
< (1 — _A('Ybluﬁ"}’z))
- c 1—e 2
Substitute back
< (1 'Ybl +7= ) e ’Ybl
o 1—e"
—Apt— 7b| ur 1 1
e
<(1-— ’Ybl +7z) )
*( [P s S g |
Apt 1 1
<(1-— AV +72) ) )\’Yb\ur _
- ( e er—1 + er—1
1
< (1 AV +72) ) )"Yb\ur . (Pr X > Pt | pt] — 1)
Thus, the claim follows. O
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Next, Let F; be the event that K; contains (at least) one endpoint of edge z. This is clearly the case if the

random variable X} is at least p; and we have
Pr[Fy| > Pr[Xy > pi | pi]

Further, we define the following helper variables:

o = e_)‘('ﬁ:\ur'i"yz)
B — 6)\%;”'
(=01-a)p

Note that by Lemma 17, we have the following relationship between F; and C;:

Pr(Cy | pe] < Prlpr — vy < Xo < pr + 72 | pi] By Definition if Cy.
< (1 _ e—,\('v.i.ur+vz)) - M (Pr[Xt > pt | pe] + 6)\17 1) By Claim 1.
=(- (Pr[Xt > pe | pe] + e)‘l— 1) By Definition of C.
Thus, by definition of F, it holds:
Pelce | - (P + ) (1054)

In the following, let f(-) be the probability density function of p;. By the law of total probability, we have:

Pr[C; | Ay € Z.] :=Pr[C; | pr < 1+ 7,] By Definition of As.
1+’Y;\ur
= / PrC, | pr = o] f(z)dx By Law of Tot. Prob.
0

1Yo 1

< / (Pr[]—'t | pr = z] + > 1) f(x)dx  ByInequality (10.54).
o —

=(- <Pr[}'t | pe <1+l + )\11) By Law of Tot. Prob.

er —
1
=(- <Pr[_7-"t | Ay € Z] + - 1) By Definition of A,.

Recall that we observe our ball carving algorithm for 7 steps. Note that it holds:

E[Z.[ = E

t=1

> ]1{A,,ezz}1 =Y Eliaery] =) Prl4 € L]
t=1 t=1
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Further, as each endpoint of z will added to some cluster at most once, it holds:

> Pr[A, € L] -Pr[Fi | A € T = Y Pr{F] <1
t=1 t=1
Now, we compute the probability that the edge is cut in any of the 7 steps. It holds:

ZPI‘[Ct] = ZPr[At € IZ] . Pr[Ct | At € IZ]
t=1

t=1

T 1
<¢-Y PrlA €T (Pr[ft | A€ L)+ 5 1)
t=1

T

<¢- (ZPr[At €I, -Pr[F | A € I.] +Zw

t=1 t=1

<o (1B

Now we can wrap up the proof by considering the value of C.

O

Now, we can plug our technical results together and see that each edge (that is sufficiently short) has only a

constant probability to be endangered until step 7. Or, to put it differently, with constant probability, an edge

is added to K if the center is close enough. It holds:

Lemma x0.23. Let A be the parameter of the truncated exponential distribution and assume that for some uni-

versal constants c1, Cp that are independent of N, it holds:
BIL] < oy O (0474

Then, for Y, < Vi it bolds:

Proof. By Lemma 10.22, it holds

er—1

S Pric) < (1- e 0hH0)) i (1 L E “IZ”)
t=0

Focusing on the last term, we see that it holds:

=1+

. e(AFe2) (1) . M) ez tea v,
(1+E[|Iz|]> cpqae c1-e

er—1 er—1 er—1
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Recall that it holds 7, < 1 and we can further simplify the formula as follows:

E[|Z.]] ereeder |
(” P e S T (10:59)
One can easily verify that that it holds ef—il < 2forall A > 1. To wrap things up, we define cz :=2-¢; - edc2
and see that it holds:
E[|Z, / /
<1 + )\[|1]> <14 2¢€32eM ) < 1 4 ¢zerOn) (r0.60)
er —

Note that ¢3 only depends on ¢ and ¢ and is independent of 45, < 1and A > 1 as long as they are in their
given bounds. Moving on, we need some more algebra to properly bound our expression. To this end, we prove

the following claim:

Claim 18. For cach constant ¢ > 0 and x € [0,1/2], it bolds:
e“(1—e ) 1+c-e*)<c-10-x (10.61)

Proof. We first reorder the Lh.s of the formula and see:

(1 —e ) (1+c-e%) =e*(1 +ce® —e 2 —ce™®) (10.62)
=" (1 —e * 4c(e” —e™™)) (10.63)
N—— ———

One can easily verify that forz < 1,itholds e™ > 1 — x as this is a well-known inequality. Thus, for the first

part of the formula, it holds
($)=1—-e2"<1—-(1-2x)=2z (10.64)
Further, it holds €* < 1 + & + 22 for < 1 and thus, we have:
()x)=e* —e "< (1+ax+2?) - (1 —2)=22+2% <3z (10.65)

Plugging both inequalities back into our formula gives us the following:

(1 —e (1 +c-e") < (1+z+2%) 22+ 3cx) = (1 + 2z + 22)(2(3c + 2)) (10.66)

< (14 z + 2%)5cx = 5ex + 5ex® + 5ea® (10.67)

< 10cx (10.68)

We used that z < % in the last inequality. This proves the claim. O
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Now, we can finalize the proof. By choosing both v, € € O (%), for a small enough hidden constant, we

can ensure that the exponent 2\(7y,,,) is always smaller than % Using our claim, we get that

er—1

ZPr[Ct] < (1 — e—/\(mfm,-%"/z)) M <1 + EHIZ])
t=0

AS V= S le;Iur:

< (1 _ 67)\(2“/2)) ek'y;‘w (1 + E[IzH)

er—1

By Inequality 10.60:
S e)"yb/\ur (]_ _ e_QA’Yt:Iur) (1 + csek’yt:\ur)
By Claim 18:

S 1003 )\F}élur

1
As Yy < CYEIS .

503

<
Colur

Thus, the lemma follows as ¢y is a constant larger than one. O
Finally, we can prove Lemma ro.21.

Proof of Lemma 10.21. Let Cuth) be the event that edge z by some cluster K is cut until step 7. Further, let

CuttZ be the event that edge 2 is cut in step ¢. Using all of our arguments and insights, we conclude:

Pr [Cuti’r)] = Pr [U Cuti] < Z Pr [Cut’;] By Union Bound.
t=0 t=0
= Z Pr[C,] - Pr[cut! | C;] + Pr[C,] - Pr[cut. | C/] By Law of Tot. Prob.
t=0
< ET: Pr[Ci] - O Cour A~z + ET: a(Gi-1) - e By Ineq. (10.44) and (10.45).
i X t=0 Dpc
Cour = A+ £, . &
< 1) - _ 1) .23.
<0(1) O( D ) —l—;a(Gt 1) Drc By Lemma 10.23
Cour * A+ L2 Cag " A Lz
< .b).
<0 ( ) > + Do By (Property 2.b)
. (Cotur + Caa) * A+ £
_0 ( e
This was to be shown. O

CoMmpPLEXITY Finally, we analyse the time complexity, which is straightforward.
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Lemma 10.24 (Complexity). Each iteration of the algorithm can be implemented with O(k) approximate
SETSSP computations with parameter € € §(Y/1og® n) and minor aggregations, w.h.p.

Proof. For the complexity, consider a fixed iteration. In the following, we summarize minor aggregations and
approximate SSSP with parameter € € O(1/1og? n) simply as operations. In Step 1, we compute an LDD using
the algorithm from Theorem. It requires O(1) operations. In Step 2, we compute a weak separator using the
algorithm from Theorem. It requires O(k) operations. In Step 3, we execute a SETSSP from the separator.
This clearly requires one operation. In Step 4, we execute blurry ball growing from Lemma 10.7. It requires
O(1) operations. Finally, Step 5 is purely local. This proves the lemma as there are at most O (log 72) iterations,
w.h.p. O

10.5.2 THE REFINEMENT PHASE (PROOF OF LEMMA 10.16)

In this section, we prove Lemma 10.16 and show that a backbone clustering can easily be extended to clustering

with very favorable properties. To be precise, we show the following lemma:

Lemma 10.16. Suppose we bave an algorithm Athat createsa (o, 3, k)-backbone cdlustering with pseudo-diameter
Dpc of aweighted graph G. Then, thereisan algorithm that creates a series of disjoint clustersIC := K1, ..., Kn
with K; .= (V;, E;). Futher, it holds:

1. Strong Diameter: Each cluster K; € KC bas a strong diameter of at most 16 - Dpc.

2. Low Edge-Cutting Probability: Each edge z = {v,w} € E of length {. is cut between clusters with

probability (at most) O (M ) ]

3. High Clustering Probability: Each nodev € V is added to some cluster K; € K with probability at
least /2.

If each path in the backbone is an exact shortest path in its cluster, the length of the paths does affect the quality

and the cutting probability improves to O (M )

The algorithm requires one application of A, O(k) minora ggregations, and O(l) approximate SETSSP com-
putations with € € O(1/1og? n).

We begin by proving a helpful auxiliary lemma. We show that we can efficiently compute so-called é-nets
on paths with few minor aggregations. In a §-net, we mark a set of nodes on the path such that each node on the
path has a marked node in distance § and two marked nodes have distance at least §.. These nets can be seen as
a generalization of the Maximal Independent Set (MIS) or Ruling Sets for arbitrary distances and are formally

defined as follows:

Definition 10.6 (§-nets). Let V' be a set of nodes/points and let d(-,-) : V? — R be a distance metric on these
nodes/points. Then, we define a 6-net of V' as a set N C V, s.t., it holds:

* For each node/point v € V, there is a node/point p € N with d(v, p) < 4.

* For two nodes/points p1,p2 € N, it holds d(p1,p2) > 6.
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We are particularly interested in §-nets of paths. In a sequential model, these nets can trivially be constructed
by greedy algorithm that iterates over the nodes path. In the following, we sketch an algorithm that efficiently
computes these nets in our model. The idea behind the algorithm is to build distance classes of length ©(¢)
and mark one node per class. Note that the distance between net points is w.r.t. to the path, and they could be

closer to each other when considering all paths in G (which will be important later).

Lemma x0.25. Ler G = (V, E,{) be a weighted graph. Consider a set of | (not necessarily shortest) paths of
length O(D) and let ¢ > 0 be a parameter. Then, we can compute 5-net with § = €D for all pathsin O(e~* - 1)

MInor aggregarions.

Proof.: We compute the net points on all paths sequentially. In the following, we focus on a single path P and
show that the net points can be computed with 9] (1) minor aggregations. Together with the fact that there are
I paths, this proves the lemma. We assume that w.l.o.g. each node knows whether it is the first or last node on a
path. First, all nodes compute their distance to the first node on the path (if they do not already know it). Since
the subgraphs consist of single paths, this can be done using the ANCESTORSUM primitive. We simply need to
sum up all distances on the unique path to the first/last node. Note that the distances are exact. Next, the last
node on the path broadcasts its distance label, i.c., the length of the path, to all nodes on the path. Denote this
distance as Dp in the following. Each node v € P now locally computes the smallest integer i € [1, %], s.t.,
itholdsdp (v, v1) < i-0. We say that v is in distance class i. Each node now exchanges its distance class with its
neighbors. This can be done in a single local aggregation as we can encode the distance class in O(log(n1V)) bits.
Finally, all nodes with an even distance class and a neighbor in a Jower distance class locally declare themselves
net points. As a result of this procedure, the distance between a node and the next net point is at most 24 and

the distance between two net points is at least 20. This proves the lemma for § = </2. O

Given these preliminaries, the high-level idea is to create a net on each backbone path and then use the

resulting net nodes as a center for the algorithm from Theorem 10. The algorithm works in three steps.

(STEP 1) CREATE A BACKBONE CLUSTERING:  Execute the black-box algorithm A to obtaina (a, 5, k)-

backbone clustering = K7, ... K with pseudo-diamter Dpc.

The following two steps are executed parallelly in each cluster K; € K.

(STEP 2) CREATE A NET ON EACH BACKBONE PaTH:  In cach of the O(k) paths in the backbone B;

of the cluster K, create a Dgc-net. Denote the net points created by this algorithm as AV;.

(STEP 3) BuILD CLUSTERS AROUND NET POINTS:  Apply one iteration of our algorithm from The-
orem 1o. That means we do not reapply the main loop until all nodes are clustered; we apply it only once.

We choose the previously computed net points V; as centers X; in each K;. As distance parameter choose
D= 2DBC- This

The lemma follows directly from the correctness of the subroutines that we use. Consider a single cluster

K; created by the black box algorithm \A. First, we want to show that each node v € Kj; has at least one net
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point 2z € N; in distance D. This follows because v must be in the distance D¢ to some path, and there
is a net point in the distance D¢ to the closest node on that path. This holds in either of the two setups,
as it follows directly from the properties of the backbone clustering. Thus, we fulfill the covering property
required by the Theorem 10. In the packing property, we need to distinguish whether the path in the back
are approximate shortest paths or not. First, consider the case that we do 7oz have exact shortest paths in G.
Recall that we need to bound the number of net points in distance 6D to each node as this determines the
cutting probability. As the length of each path is bounded by O(D3), we obtain O(/3) net points per path and
O(kf) net points in total as we have  paths. Clearly, each node can have at most O(k/3) net points at any
distance. Thus, if we run the algorithm from Theorem with parameter 7 € O(kf) and receive clusters with
strong diameter 8D = 8 - (2Dp¢) = 16Dpc. This proves the proclaimed diameter bound from Lemma.
Further, each node is contained in a cluster with probability at least 1/2. This follows directly from Lemma
in the analysis of Theorem 10. Thereby, we showed the clustering probability of 1/2. It remains to prove the

al,

cutting probability. An edge is cut with probability O(%5*) by the (v, 3, k)-backbone clustering in Step 1 and

with probability O (M)

in Step 3. The former follows from the definition of the backbone clustering,
and the latter follows from Lemma 1o.10 in the analysis of Theorem 10. By the union bound, the probability
of O (%) follows. Further, it can be implemented with O(1) approximate SETSSP computations
and minor aggregations.

For the other bound, suppose each pathis an (143~ !)-approximate shortest path in K;. Note that we only
need to consider the cutting probability because the proof of the other two properties is analogous. Consider
a node v and consider all net points in the distance 6D to v. Recall that each path has length 8D, and we
construct a D-net. If we compute net on approximate shortest paths of bounded length, they also have the

following extremely useful property. It holds:

Lemma 10.26. Let €y, €5 < 1 be two arbitrary parameters. Let P be a (1 + €,)-approximate shortest path of
some graph G = (V, E, {) of length D - €5 L. Further, let N be a epD-net on P. Then, for each ¢ > 1, every

nodev € V has at most O(ce, ') net nodes in distance ¢D in G.

Proof. Let s € V be the first node on path P, i.., the node from which the approximate shortest path P
was computed. We now divide path P into distance classes with respect to the distances G'. For each net node
p € N, wesay that pisin distance class i, if i), € [1, O(e;l)] is the biggest integer such thatdg (s, p) < i-D,
i.e., it holds:

ip = FlG(DS»m—‘ (10.69)

Note that dg (-, -) denotes the true distance between nodes and not the distance on path P. The latter may be
greater by (1 + €)-factor.
Define p; € N to be the first net point (counting from s) on P that s in distance ¢D to v, i.e., it holds:

p1= argmin  dp(p,s) (10.70)
pENNBg(v,cD)
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Note that, by this definition, all net points in Bg (v, ¢D mustlie bebind py on the path P, i.e., have a greater
distance to s than p; (with respect to path P). In the following, we will only consider these net points and do

not consider the earlier net points.

LetU C N contain the next N = 10(:6;1 net nodes of P. Denote these nodes as p1, po, - . ., pn. Further,
as we only consider net points that are further away from s than p1, the distance between p; and any p’ & U is
at least:

N
dp(p1,p) =Y _dp(pi,pis1) + dp(pn, 1) (10.71)
i=1
N N
szp(pz’,mﬂ) ZZép'Dzl()'C'D (10.72)
i=1 i=1

Further, let p; be in distance class i, . We now argue that each net node p’ € A thatis notin & must be in
distance class at least 7,,, 4+ 10c — 2. First, we consider the definition of distance class %,/, add a dummy distance

from s to v, and rearrange. We get:

. {dG(S,pW _ {da(s,p’) N [dP(ZSD,p’) B [dP(;P')W

_ VP(;Z?/)} B qdp(;p’)l B [dc(;p’)D

() (%)

Now recall that the distance between p; and p’ on the path P is at least 10D by definition as p’ ¢ U. Thus,

for the first term, it holds:

() = dp(;’p)w (10.73)

As dP(S,p/) =dp(s,p1) + dP(Plvpl) : (10.74)
_ dP(87p1) —’Zi_)dp(plap)—‘ (1075)

By Ineq. (10.72) : (10.76)

> dP(SJ?ll))-i- 100@-‘ (1077)

> _dp(;pl)l + PO;DW 1 (10.78)

=iy, +10c—1 (10.79)
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For the second term, we use the fact that we chose €, to be very small. In particular, we chose it small enough
that the approximation error for all nodes of the path (even the nodes close to the end) is smaller than D. It

holds:

d / d !
(%) 1= { P(;p)—‘ - { G(,;p)—‘ (10.80)
< [ da(s P)+€s'dG(8’p/)-‘ [dc(s,pl)-‘ (10.81)
D D

-65 'dG(87p/)
< D -‘ (10.82)
Asdg(s,p)) <e;'-D: (10.83)

-

< ES;D-‘ <1 (10.84)

Combining our formulas, we get

[ () e

> (ip+10c — 1) =1 =14, + 10c — 2 (10.86)

as claimed.
We now claim that only nodes in & may be close to v. Now assume for contradiction that both p; and
p’ & U are in distance ¢D to v. However, this would imply that the actual distance between p and p is at most

cD by the triangle inequality. It holds:
d(v,p’) < ¢D (10.87)

Now we consider the path from s to p’. By oz taking the path P from s to p/, but instead the path via p; and

v, we see that:

d /

= [G(gp)—‘ (10.88)
/
< ’VdG(Sapl)+dG(p17v)+dG(U7p)—‘ (10.89)
D
d 2c¢D

< ’V G(Sapl)+ c —‘ (10.90)

D
<ip, +2c+1 (ro.91)

Therefore, it holds that

iy <Ay, +2c+1<ip, +10c—2 > gy (10.92)

(10.91) (10.85)
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This is a contradiction. Thus, no node w & U can be close to v, which implies that only nodes in I/ can be

close. As the number nodes in / is bounded by O(ce;, !), the lemma follows. O

Thus, by using Lemma 10.26 with €, = 37! and €, = 1, there are most O(1) other points between p;
and py. As we have & paths, there are O (k) points in distance D¢ to node v. Thus, we run the algorithm with
parameter 7 € O(k), and we have an edge-cutting probability of only O(M#). Again, the union bound

yields the claim.

10.6 RELATED WORK

In the following, we review the related work for low-diameter decompositions in both sequential and dis-
tributed models. This section is structured as follows: First, in Section 10.6.1, we note many different notions
of decompositions in the literature, and the research is not restricted to the low-diameter decompositions that
follow Definition 10.1. Instead, they come in many shapes and forms with different guarantees for the clus-
ters they produce. Nevertheless, different types of decompositions are often related to each other and/or their
computations use similar techniques. We will give a short introduction to some commonly used notions of de-
compositions to give a good overview of how our algorithms perform. Then, we move on to the more specific
related work and the present the state-of-the-art decomposition algorithms. We divide this into two parts. In
the first part, we present decomposition algorithms in the (non-distributed) sequential model in Section 10.6.2.
While for general graphs, our algorithm has (asymptotically) the same quality, these algorithms perform better
than ours for restricted graph classes. However, in many cases, not by a large margin. Moreover, these algo-
rithms show what might be achievable in the future. In the second part, we move on to more directly related
works in the CONGEST model as there are no HYBRID algorithms to compare. Here, the situation is sim-
ilar. We perform better than previous work for general graphs, while for restricted graphs, we perform worse
with respect to decomposition quality. However, since our algorithm is tailored to weighted graphs, we are
much faster here than previous approaches that might take linear time while we are always bounded by the hop

diameter (which might be much smaller than n). A detailed comparison is presented in Section 10.6.3.

10.6.1 THE DIFFERENT TYPES OF DECOMPOSITIONS

We begin with a generic definition that provides the basis for all forthcoming types of decomposition. A decom-
position of a weighted graph G := (V, E, ¢) with distance parameter D is a series of subgraphs K7, Ko, . .. of
G, which we will call clusters. Each node v € V' is contained in (at least) one of these clusters. Further, each
cluster has a diameter of D. More precisely, we say that the cluster has a strong diameter D if the distance within
the cluster is D. In this case, the path between the nodes only uses edges where both endpoints are contained
in the cluster. Otherwise, if the distance between two nodes is only D if we are allowed to consider all edges
of G, we say that the cluster has a weak diameter D. Note that a cluster of weak diameter D is not necessarily
connected. Given this underlying definition, we now present three types of decompositions. First, there is the
deterministic counterpart to our probabilistic LDD’s. Here, we do not bound the probability that a specific
edge of length £, is cut, but instead — since it is deterministic — we count the overall number of edges of length

¢, that are cut. It holds:
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Definition 10.7 (Deterministic Low-Diameter Decomposition). A deterministic low-diameter decomposition
with diameter D of a weighted graph G == (V, E, £) with m edges is a partition of G into subgraphs K1, Ko, . ..
of diameter D, where each node is contained in exactly one duster. We say that decomposition has quality o, the

a-l

number of edges of length [, with endpoint in different clusters is bound by m - “5=.

a-l,

Note thatm - >

is exactly the expected number of cut edges in probabilistic LDD of quality cv. Thus, with
constant probability, the probabilistic version roughly cuts the same number of edges. However, without fur-
ther information about the specific random choices made by the corresponding algorithm, a probabilistic LDD
could cut many more edges. While this can be mitigated with standard probability amplification techniques,
i.e., executing the algorithm O(log n) and picking the iteration that cute the fewest edges, a deterministic LDD
does not have this problem in the first place. In a deterministic LDD, we have the guarantee that no matter what

happens in the execution of the algorithm, less than m - O‘gz

edges of length £ are cut. This makes these decom-
positions very useful when we do not have the time or resources for O(log n) repetitions. A typical example is
distributed algorithms for local problems, where we aim for sublogarithmic runtimes. As a final remark before
getting to the next type of decomposition, in unweighted graphs, some authors use slightly different notation
when describing LDD’s. While the definition above focuses on the clusters’ diameter, some works emphasize
the number of cut edges. That is, they define it as a decomposition that cuts € - m edges and creates a cluster of
diameter D := O(e1).

The next class of decompositions we consider in this section are so-called padded decompositions. While
an LDD only gives guarantees for single edges and node pairs, in a padded decomposition, we have a guarantee
that all nodes in a certain distance are contained in the same cluster. This makes them more versatile in many

scenarios. Formally, they are defined as follows:

Definition 10.8 (Padded Decomposition). A (53, Ymax)-padded decomposition with diameter D of a weighted
graph G := (V, E, {) isa partition of G into subgraphs K1, K, . . . of diameter D, where each node is contained
in exactly one cluster. For eachv € 'V, let K(v) denote the duster that contains v. Then, for eachy < “Yuay it
bolds

Pr[B(v,7D) C K(v)] = e (10.93)

Typically, the parameter Ymay is in the magnitude of /g for some C' > 1, so we get a guarantee for balls of
diameter €D/ or smaller. While other values of s are not forbidden by the definition, we are not aware of
any work where Y,y is smaller than O(/s). With this in mind, note that the guarantees of a padded decom-
position are provably stronger than the guarantees of a LDD, i.e., a (3, €/8)-padded decomposition implies a
(probabilistic) LDD of quality cv. To verify this, consider an edge (v, w) € E of length £, = D and suppose
we construct 2 padded decomposition. By definition of the padded decomposition, the ball B(v,yD) is fully
contained in K (v) with probability e BT~ 1 — By=1- %. In this case, the edge is not cut and thus,
any padded decomposition is also a low-diameter decomposition.

The final type of decomposition that we introduce is so-called neighborhood or sparse covers (both names
appear in the literature). As with padded decomposition, the goal is to create clusters, s.t., for everynode v € V

there is a cluster that contains the full ball B(yD). In contrast to the two previous concepts, a node can now be
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in more than one cluster to achieve this goal. However, the number of clusters that contain a given node should

be kept small. Formally, they are defined as follows.

Definition 10.9 (Neighborhood/Sparse Cover). 4 (7, s)-neighborbood cover with diameter D of a weighted
graph G := (V, E, {) is a partition of G into subgraphs K1, Ko, . . . of diameter D, where each node is contained
in at most S clusters. Then, for each node v € V there is at least one dluster K that contains B(v, yD).

The paramter s is sometimes called the degree of the cover, while (1/~) is called the diameter blowup. It is
easy to establish a connection between padded decompositions and neighborhood covers. Suppose that we have
(B, ¢/8)-padded decomposition for parameters 5,C' > 1. Then, w.h.p., for every ¢ < C we can construct
a (¢/g,0(e° - logn))-neighborhood cover through O(e® - logn)) executions of the padded decomposition
algorithm. If we choosey = ¢/g, the ball B(v, yD) is contained in K (v) with probability atleast e~ © after each
execution. This follows directly from the definition of a padded decomposition. Thus, after s := O(e® -logn)
independent executions of the padded decomposition algorithm, each node is in s clusters and, w.h.p., there
is one cluster that contains B(v,yD). Therefore, the difficulty in studying neighborhood covers is finding a

construction beats this simple trick.

10.6.2 DECOMPOSITIONS IN SEQUENTIAL MODELS

In the following, we provide an overview of seminal contributions and developments in low-diameter decom-

positions in the classical sequential model, focusing on minor-free and general graphs.

GENERAL GRAPHS  Several algorithms construct LDD’s with the optimal quality O(log n) for general graphs.
In an often cited paper, Bartal [Barg6] establishes LDD’s with quality O(log n) in general graphs with n ver-
tices. The techniques used in that paper bear the greatest resemblance to our work: In each step, an arbitrary
unclustered node v; and a (roughly) exponentially distributed diameter D; are chosen. Then, all nodes in the
distance D; to v; are added to a cluster. More precisely, the paper shows that there exists a constant ¢ such that,
forany D > 0 and k > 1, any n-vertex graph can be partitioned into partitions of diameter D, such that pairs
of vertices with a distance at most % are clustered together with a probability of at least ™ %. Bartal [Baro6]
further proves a lower bound of O(log n) for the approximation of the metric of any graph. This can be ex-
tend to show an LDD for a general graph must have a cutting probability of at least O(%) for every edge
of length £, and clusters with diameter D. Thus, Bartal’s construction is optimal for general graphs. As men-
tioned earlier, there are other types of clustering for general graphs. In their seminal paper [AP9o], Awerbuch
and Peleg present a neighborhood cover for general graphs with stretch 4k — 1 and degree 2knt/*. That is,

1/k

each node is in 2kn"/" clusters of strong diameter A and every node’s %-neighborhood is in one of these

clusters. As noted by Fitsler in [Fil19], the algorithm in [AP9o] creates O (k - n/k) partitions with strong di-

ameter D, Suppose, we sample a single partition from [AP9o] uniformly at random. Then, any edge (v, w) of

_D_
1k—1

decomposition and also weaker than an LDD as each edge is node’s

length is preserved with probability at least 2 (% -n~Y k) Thus, it is also a weaker form of the padded

I kD_l -neighborhood is cut with the same

probability. Recently, Fitsler [Fil19] improved this type of decomposition
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K,-FREE GRAPHS Now, we move the results for graphs that exclude a fixed minor K;.. Starting chronologi-
cally, Klein, Plotkin, and Rao [KPR 93] demonstrate that every minor-free graph of the form K, admits a weak
decomposition scheme with padding parameter O (r®) for all distances €2 (1). This directly implies a weak di-
ameter LDD with quality O (7“3) . Later, Fakcharoenphol and Talwar [FTo3] improved the padding parameter
toO (7"2) with weak diameter. Finally, Abraham et al.[AGG ™ 19a] prove that K, minor free graphs admit weak
(O (1), (%) )-padded decomposition scheme. Considering strong diameters, Abraham et al. [AGMW1o0]
present a strong 20(") LDD for K, minor-free graphs. The state-of-the-art algorithm was presented by Filtser
by building on the result of Abraham, Gavoille, Gupta, Neiman, and Talwar [AGG™ 19a]. Filtser showed that
this also holds for strong decompositions for distance values smaller than O(1/7). The currently best algorithm
is an algorithm presented in [Fil19] that achieves v € O(r). For graphs of bounded genus g and treewidth 7,
[AGG™ 19a] presents algorithms with padding parameter O (log ¢) and O(log 7). These algorithms are conjec-

tured to be optimal. However, for general K,-free graphs, an algorithm with padding O (log ") remains elusive.

10.6.3 DEecomrositions INCONGEST

In the following, we provide an overview of seminal contributions and developments in low-diameter decom-
positions in the CONGEST model. We put our focus on minor-free graphs and general graphs and compare
the state-of-the-art with our technique. In a nutshell, the prior algorithms perform significantly better in un-
weighted graphs while our results are significantly faster in weighted graphs while still providing a highly non-
trivial bounds. The main results are summarized in Table 10.1. Therin, we also provide an overview of our

results as a reference.

GENERAL GrRAPHs  The landscape of LDD algorithms for general weighted graphs is very comprehensible.
As mentioned before, Becker, Emek and Lenzen [BEL20] construct alow-diameter decomposition using blurry
ball growing technique we reused for our construction to build a decomposition of quality O(logn) of the
graph. The decomposition is weak but has the additional property that each edge is in at most O(logn) clus-
ters. This places it between weak and strong decompositions as they show that for many applications, their
notion is sufficient. Further, Rozhon, Elkin, Grunau and Haeupler [REGH22] make two significant improve-
ments compared to [BEL20]. They present a decomposition with strong diameter (instead of weak), and their
construction is deterministic (instead of randomized). Conversely, their quality is only O(log3 n), ie., their
algorithms cut more edges than the algorithm of [BEL20]. Just as our algorithm, both algorithms only rely on
approximate SETSSP computations with € € O(1/log®n). Thus, they can be implemented on the CON-
GEST, PRAM, and HYBRID models of computation.

K,-FREE GRAPHS  We now shift our focus to K,-free graphs. For the following comparisons, we consider
unweighted graphs that exclude K, as a minor. Note that our algorithm also works (and was, in fact, designed
for) weighted graphs. Recall that our algorithm always has a complexity of O(r - HD) for any goal diameter
D. However, in the unweighted case, this could be decreased to O(D). As our algorithm works with any

SSSP algorithm, we can use a faster one if D < HD. In the unweighted case, we can simply use the trivial
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BES algorithm that computes the distance to all nodes in the distance 7 in r rounds. For simplicity and easier
comparison, we omit the factors that depend on the graph’ s degree in the following.

We will now compare our work to three existing CONGEST algorithms that construct similar clusterings.
First, Levi, Medina, and Ron [LMR21] design a distributed algorithm for /,.-free graphs that computesa LDD
with D = €O that cuts € - n edges in e~ - O(logn) rounds. This is not immediately comparable to
our bounds, so we must look at the implications of this result. Recall that each K, -free graph has O(r - n)
edges. Therefore, if we cute - n € O (£ - |E|) edges, we cut a O(¢/r)-fraction. The diameter of the cluster
isD = ¢ 90 = ¢=¢ For simplicity, we assume that e~¢ > 7 and the constant ¢ hidden in the exponent’s
O(1) is larger than 3. Thus, if measured in terms of D, the term £ becomes

€ De efcec-l/c Efc(lfl/c) lel/c

r D-r D-r  D-r  D-r

D—l/c
T

By this calculation, we cuta O ( | E |) -fraction of the edges. Now assume that we pick a random edge

p-1/e
p

2; the probability of picking an edge that is cut is O ( ) . Given each edge’s length is £, = 1, the proba-

bility can be expressed as O (DlTj,CZZ) . Thus, we can view the process as LDD with quality O(D'~1/¢/r),
which means that the quality declines with increasing D. Forany D € o(loglogn), this algorithm cuts fewer
edges than ours, but for larger values of D, our algorithm prevails. Similarly, for D € O(l), the algorithm of
[LMR21] is faster, but for larger values, our algorithm is faster.

Improving this result of Levi, Medina, and Ron, Chang and Su [CS22] show that a low-diameter decom-
position with D = O(e~!) can be computed in e oM -logo(l) n rounds with high probability and determin-
istically in ¢~ 01)0(y/lognloglogn) 1y ds in the CONGEST model for any K, -free graph. Chang [Cha23]
later improved the deterministic runtime to O(D log” n + D?). In a direct comparison, we perform worse as
our algorithm would cut a2 O(e - loglog n)-fraction of the edges in this scenario. However, the comparison of
the runtime is more nuanced. the algorithm of [CS22] is strictly better for small diameters D & O(l) asitis
faster, deterministic, and, as far as we can tell, has no galactic constants. On the other hand, our algorithm is
asymptotically faster for large diameters (but also cuts more edges).

The techniques used in [CS22, Cha23] differ significantly from ours. They first perform a so-called ex-
pander decomposition to create clusters of high conductance. To be precise, their clusters have diameter O (¢~ 1)
and cut an e-fraction of the edges. Then, they show that each cluster has a high-degree node that can gather all
edges of the cluster. This node can locally execute a sequential decomposition algorithm and inform the edges
if they are cut. Thus, their quality is good as the best sequential clustering algorithm, which currently stands
as O(r) due to [Filig]. Compared to that, the benefit of our approach is that a) it also works on weighted
graphs and b) is model-agnostic, so we are not restricted to CONGEST. This universality is bought, however,

by cutting more edges than [CS22, Cha23].

221



‘ ‘ Ref. Quality Type Diameter ~ Runtime Weighted ~ Comment

[KPR93] O (7"3) Padded Weak 1) (polyn) v Ky free
[FTo3] O (r?) Padded Weak O(polyn) v K-free

4 | [AGGT 192 O (r Padded Weak O(poly n) v K free

é [AGMW10] O(e™) LDD Strong O(polyn) v K -free

E} [AGGT 19a] O (TQ) Padded Strong 10) (polyn) v Ky free

8’ [AGGT19a] O (logT) Padded Strong O(polyn) v Treewidth 7

a [AGG™T 19a] O (logg) Padded Strong O(polyn) v Genus g
[Fil19] O (r) Padded Strong O(polyn) v K- free
[Barg6] O (logn) Padded Strong? General graphs
[LMR21] ) (Dl_l/c/r) Det. LDD  Strong O (DO(I)) X Ky -free
[CS22] O (r) Det. LDD  Strong 0 (DPW) X K, free

— | Thm.8+Lem.1.2 O (log7T +loglogn) LDD Strong O(THD) v Treewidth 7

5 Thm. 8 +Lem. 1.2 O (loglogn) LDD Strong O(HD) v Planar

% Thm. 8 +Lem. 1.3 O (logg + loglogn)  LDD Strong O(g - HD) v Genus g

O | Thm.8+Lem. 1.4 O (f(r)-loglogn) LDD Strong O(r - HD) v Kfree
[BEL20] O (logn) LDD Weak O(HD + /n) v General graphs
[REGH22] O (log®n) Det. LDD  Strong O(HD + /n) v General graphs
Thm. 8 O (logn) LDD Strong O(HD + /n) v General graphs

Table 10.1: An overview of the related work on decomposition schemes for various graph families in the sequential model and LDD’s for various graph
families in the CONGEST model.

10.7 CONCLUSION & FUTURE WORK

In this chapter of the thesis, we presented two novel distributed decomposition schemes for general and re-
stricted graphs that perform favorably in all relevant parameters and are applicable to a variety of models. We

conclude this chapter by summarizing our results and identifying possible directions for future work.

For general graphs, we provided a decomposition scheme that produces decompositions with strong diameter
and quality O(log ). In the CONGEST model, the algorithm requires O(HD + /n) rounds, w.h.p. If we
ignore the polylogarithmic factors, then the runtime and quality are asymptotically optimal for randomized
algorithms on general graphs. Therefore, a possible direction for future work would be to remove the hidden
polylogarithmic factors. These factors are primarily caused by the black-box approximate SETSSP algorithm
we invoke O(logn) times. Note that improving the logarithmic factors of this algorithm is an interesting goal
on its own. Another open question that remains is if the guarantees of our algorithm can also be achieved
deterministically. Or, in other words, is the deterministic construction of decompositions for general graphs
with optimal runtime and quality? As our results are deeply connected with the properties of the (truncated)

exponential distribution, this likely requires very different techniques and/or novel ideas for derandomization.

Second, we presented a decomposition scheme with quality O (log k+log log n) for universally k-path separable
graphs, a graphs class that contains many graphs of practical relevance. Albeit having decomposition quality
that is exponentially smaller than the quality for general graphs, our algorithm is zoz optimal and could be
improved in future work. As the research on universally k-path separable graphs is scarce, the natural question

is, what quality can one hope and/or should aim for!? To this end, recall that all universally k-path separable
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graphs exclude K451 as a minor. So, again, we use the known results /,.-free graphs as a baseline to compare
ourselves to. It has long been conjectured that any K,.-free graph admits that padded decomposition scheme
with parameter O (log ). However, finding an algorithm that achieves this parameter for general K,-free graphs
remains elusive, even in the sequential setting. Here, the best-known quality is O(r) due to Filtser [Fil19]. From
this perspective, our algorithm appears to perform well. The dependence on £ is only logarithmic, just as in the
conjectured bound, and for most practical problem instances, the additive O(loglogn) should be extremely
small. Thus, the bounds do not appear too bad if % is also reasonably small. But this first glance is misleading.
For a better context, recall that K -free graphs constitute one of the most important classes of k-path separable
graphs. To be precise, every K,.-free graph is universally 20 (poly (T))-separable. Thus, if applied to K -free
graphs directly, our decompositions have a quality of only O(poly () - loglogn). Even for small values of r,
this term quickly becomes prohibitively large and unsuitable for practical applications. Therefore, the bounds
specific to minor-free graphs provide a more reasonable frame of reference.

Given this sobering insight, we identify two possible directions for future work to improve the quality of
the embeddings. First, one could try and show that all K. -free graphs are (universally) f(7)-seperable for some
f(r) € O(poly(r)). The bound of f(r) € 20®°¥™) proven by Abraham and Gavoille is not tight, so one
could try to improve it using the arguments that do not rely on the decomposition by Seymour and Robertson
and use perhaps more straightforward combinatorics. Here, the work by Ghaffari and Kuhn, which achieves
a similar result for different graph properties for unweighted graphs, could be a starting point [GHz1]. This
direction does not (necessarily) require the conception of new algorithms. Instead, it requires new topological
insights into K ,.-free graphs that may be of independent interest.

Second, one could try to develop better distributed algorithms tailored to more specific graph classes. So,
what can one hope for here? As mentioned in the related work, a distributed algorithm with a padding parame-
ter O(r) for unweighted K,.-free graphs exists already. More precisely, this algorithm can be adapted to always
match the bounds of the best-known sequential algorithm. Thus, for unweighted graphs, any improvement in
the realm of sequential algorithm immediately implies an improvement for unweighted graphs in CONGEST.
However, the runtime of the corresponding technique depends on the emerging clusters” hop diameter. This
is undesirable for weighted graphs as here the clusters’ hop diameter can be as large as 1 even for small weighted
diameters. For these graphs, we instead want the runtime to be in the magnitude of O(poly(rHD) -n°™), ie.,
polynomially in the hop diameter and parameters implied by the excluded minor but sublinear in n. There-
fore, we focus on weighted graphs and discuss how the existing sequential algorithms could be translated to
the distributed and parallel setting. We focus on Abraham et al.’s work [AGG™ 19a], which (together with the
improvements made by Filtser [Fil19]) provides state-of-the-art guarantees for graphs that exclude a fixed mi-
nor, graphs of bounded Euler genus, and graphs of bounded treewidth. In the following, we sketch how our

techniques could help adapt these algorithms to the distributed setting.

GENERAL K,-FREE GRAPHS  For general K, -free graphs, simply combining Abraham et al.’s algorithm with
ours seems promising. As our algorithm for k-path separable graphs is already heavily inspired by their algo-
rithm, the general structure of the algorithms is very similar. In both algorithms, one samples a set of random

paths (in a certain way) and builds clusters around these paths. For every connected component C, the algo-
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rithm of [AGG™ 19a] keeps track of all clusters that neighbor a node in C. When creating a new cluster, the
algorithm samples a set of shortest paths in C' connecting all neighboring clusters. As the graph is K,.-free, one
can show that this requires at most r paths. Then, the algorithms samples clusters around these paths. The
central insight of Abraham et al. is that with their sampling technique, there are at most O(2") sets of paths
close to a given node v € V on expectation. Recall that we have shown in this thesis (in large part based on
their arguments) that if there are at most 7 sets of paths close to a given node v € V' on expectation, then one
can construct decomposition with quality O(log 7). For 7 € O(2"), the quality of O(r) follows.

This sampling technique can easily be combined with ours without blowing up the runtime. In every step,
we first sample a random path according to our algorithm and then some additional paths according to Abraham
et al.’s algorithm. Thus, the main effort would be to show that the different sampling techniques do not affect
each other too much. On the one hand, we must ensure that our additional operations and restrictions maintain
Abraham et al. ’s invariants and prove that each node is still only threatened by at most O(2") paths. This is
difficult because our algorithm uses approximate shortest paths instead of exact paths and shrinks the connected
components, occasionally using another padded decomposition. On the other hand, we would need to show
that we still sample a weak separator over time. However, if these changes can be carried through both the
analysis of Abraham et al. and the construction of weak separators, the quality of the emerging decomposition

would improve to O(r).

PLANAR GrRaPHS  If adapting the algorithm for general K -free graphs turns out to be too difficult or sim-
ply impossible, it seems worthwhile to focus on planar graphs instead. As each planar graph excludes K as a
minor, the algorithm from for general K, -free graphs can be used. However, the adaption to the distributed
setting is much easier. Here, we can exploit that (a) exact shortest paths can be computed in O(D?) due to
Li and Parter [LP19] and (b) we can compute proper (and not weak) separators that consist of O(1) paths.
However, recall that our approach requires a SETSSP algorithm that can be applied that can be applied in a
divide-and-conquer fashion. It is not trivially clear the algorithm of Li and Parter supports this or can be ex-
tended to such an SETSSP algorithm, but it seems likely. Supposing that this is possible, we can consider the
exact shortest paths when sampling paths and building separators (as in Abraham et al.’s algorithm) and also do
not require the decomposition of the graph between steps (as in Abraham et al.’s algorithm). With these addi-
tional assumptions, the arguments made in the analysis of Abraham et al.’s algorithm are applicable in our case
as well >. Therefore, a CONGEST algorithm with runtime O(D?) and quality O(1) seems to follow directly
or, at the very least, with little additional work. Further, developing an exact SETSSP for planar graphs likely

has further application than just decompositions, which makes this a worthwhile direction for future work.

GraPHS OF BoUNDED EULER GENUS  The algorithm for graphs with bounded genus builds upon the algo-
rithm for planar graphs. It works in three steps. First, it sequentially picks O(g) shortest paths (in a certain way)
to reduce the genus to 0. Then, it grows clusters around these paths. Finally, it applies the algorithm for planar
graphs. This results in a decomposition of quality O(log g) as each node is threatened by at most O(g) paths
in the first step and O(1) in the last.

>To to be precise, the process follows the definition of a skeleton process as defined in Definition 6 of [AGG 19a). Therefore, their
analysis, particularly Lemma 7, applies directly.
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In comparison, our technique only archives the quality of O(log g + loglogn) even if we had access to an
exact shortest path algorithm. This follows because we do not compute the shortest paths whose removal de-
creases the genus but sample random paths that intersect with them (which requires O(g log n) paths to remove
them all). Thus, building an algorithm that can compute these paths would greatly improve the decomposi-
tion. Computing the paths directly requires (among other things) the computation of an embedding of the
input graph G. Currently, to the best of our knowledge, no distributed algorithm achieves this in O(poly (D))
time for graphs of a genus greater than 0, i.c., for graphs of bounded genus that are not planar. With access
to such an embedding, our techniques would likely be sufficient to create padded decomposition. Note that
a distributed construction of such an embedding would be a breakthrough in its own right, with implications

beyond constructing decompositions.

GraPHS OF BOUNDED TREEWIDTH  Finally, we conjecture that the algorithm for graphs of bounded treewidth
7 can converted to the distributed setting by combining the techniques in this thesis with the algorithms pre-
sented by Izumi et al. in [IKNS22]. Therin, the authors present an exact shortest path algorithm and the effi-
cient construction of separators that consist of O(7) nodes in O(poly 7 - D) time, w.h.p. As we argued before
for planar graphs, if their shortest path algorithm can be upgraded to a SETSSP algorithm, these two building
blocks (exact SETSSP and fast construction of small separators) are enough for a fast decomposition scheme of

optimal quality.

Summing up, we believe that - due to their generality- our techniques provide many opportunities to develop
better decomposition algorithms in the future. Nevertheless, no matter the graph class, some work is required
to adapt existing sequential algorithms. Further, as we heavily rely on black-box algorithms, advances in the

computation of shortest paths will immediately improve our algorithms as well.
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FE22A47, 45 TFTRT.
(A path of a thousand miles begins with a single step.)

Chinese Proverb, attributed to Laozi

11

Distributed Construction of Compact Routing

Schemes

N this chapter, we finally consider the second major problem that was presented in the introduction. To
I be precise, we now consider the efficient construction of so-called compact routing schemes for general,
k-path separable, and planar graphs in CONGEST and HYBRID. The results in the chapter are based on

the following publication:

Jinfeng Dou, Thorsten Gétte, Henning Hillebrandt, Christian Scheideler, and Julian Werthmann. Brief
announcement: Distributed construction of near-optimal compact routing schemes for planar graphs.
In Rotem Oshman, Alexandre Nolin, Magnds M. Halldérsson, and Alkida Balliu, editors, Proceedings
of the 2023 ACM Symposium on Principles of Distributed Computing, PODC 2023, Orlando, FL, USA,
June 19-23, 2023, pages 67-70. ACM, 2023

As mentioned in the introduction, routing schemes are distributed algorithms that manage the forwarding
of data packets between network devices. Thus, developing efficient routing schemes is essential to enhance
communication among multiple parties in distributed systems. More precisely, a routing scheme is defined as
follows: Each node v € V gets assigned a so-called routing table R,. With the help of these tables, a node
decides where to send a received message. Further, a routing scheme may assign a (short) label L to each node
t € V. These labels are attached to each message intended for t € V. This means the nodes have additional

information on the target node before sending the message. Upon receiving a message with label £y, the label
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ofnodet € V,anodev € V checks its routing table R, and decides the message’s next hop. Thus, we can
view a routing scheme as a function f(+) that, given a table R, and a label £;, outputs a node w € V where
the message is sent next. Repeatedly applying this function with label Ly starting at node s € V' creates a path
Py from s to t in G. More formally, it holds:

Py = (s =wv1,v9,...,v-1,v = 1)
Fori € [2,1], it holds:
v, = f (Rvi_l,ﬁt)
v; € Ny, _,

Here, IV, _, denotes the neighbors of v;_1 in G.

In this chapter, we are interested in so-called compact routing schemes with low stretch. These routing schemes
optimize the distance of their routing paths w.r.t. the shortest path metric of the graph G = (V, E, {) repre-
senting the network. A trivial routing scheme could let each node store the complete network topology as the
routing table. This, of course, is highly undesirable as it causes the routing tables to be prohibitively large. Not
only does it strain the node’s memory, but larger tables also take longer to compute as the nodes need to learn
more information. Thus, an efficient routing should store as little information as possible. We call a routing
scheme compact if it only stores as little information as possible on each node, i.c., the routing tables and labels
are small, that is, strictly sublinear in the number of devices. Finally, the strezch measures the ratio between the
distance of the routing scheme’s path and the distance of the optimal path. Let d (s, t) be the exact distance
between nodes s, ¢ in G and let dp,, (s, t) be the distance on the path Ps; computed by the routing scheme.

Then, the routing scheme has stretch o« > 1ifforall s,¢ € V, it holds:

dPst (57 t) <
d(;(s, t)

The challenge in constructing good compact routing schemes is finding schemes of Jow stretch and small tables
and labels that can be computed ¢fficiently (with respect to the model of computation).

Note that the introduction of labels simplifies the routing, as the nodes have additional information on
the target. On the flip side, this introduces the burden of distributing the label of a node ¢ € V' to all nodes
that want to communicate with ¢. This would not be necessary in a routing scheme without labels, in so-called
name-independent routing. So, the legitimate question is why we bother with labeled routing when there is a
seemingly preferable, more general, alternative. There are both practical and theoretical justifications for this.
From a practical standpoint, there are mechanisms for coping with the fact that a node needs to know the
address of the target it wants to reach. Notably, the Internet uses labeled routing, where the routing is based
on IP addresses. The IP address of a web server is not its unique physical address but is computed and assigned
based on its location in the network. The IP address for a specific webpage can be obtained through the so-called
Domain Name Service, or DNS for short [Wik24a]. Simply put, there are so-called DNS servers that store the
IP addresses of all websites. If users want to visit, say google.com, they first send a message to a DNS server

to learn the IP address of Google’s web servers. In other words, they obtain the server’s label. Then, they use
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google.com

this IP address to send their request to the actual server. Thus, labeled routing is frequently used in practice.
Further, from a theoretical standpoint, the assumption of labels is, in fact, necessary for a guick calculation. It
is easy to see that any routing scheme with stretch o implies c-approximate shortest paths. In CONGEST, the
computation of approximate shortest paths takes at least Q(HD) time. Recall that HD is the hop diameter of
the input graph. Thus, the best we can hope forin CONGEST is a runtime of O(HD) to compute the scheme.
On the other hand, it was shown in [LP13] that there are graphs of hop diameter O (log n) in which we require
(n) time to compute a name-independent routing. Therefore, if we want fast algorithms that can efficiently
(re-)compute a routing scheme, we have to consider labeled routing.

This chapter considers the distributed construction of routing schemes in the CONGEST model and the
HYBRID model. Recall that our parameterization of the HYBRID model allows each node to send and receive
O(log n) bits to/from O(logn) distinct nodes of the network in addition to the communication capabilities
of CONGEST where we can send O(logn) bits along each edge.

Before we get to our contribution, let us first discuss what we can estimate as the bounds for stretch, size, and
runtime we are aiming for. Regardless of the model, for a general graph, the best we hope for is a routing scheme
of the stretch of 2k — 1 with routing tables of size O(n'/*) due to Erdés’ girth conjecture. It states that there
are very dense graphs with nr="* with high girth 2k — 1. In the CONGEST model, such a routing scheme can
be computed in O(n2*% + HD) time, w.h.p., due to a result by Elkin and Neimann [EN18b]. Given a lower
bound of Q(HD + /n) for approximate shortest paths on general graphs, the problem is essentially settled
for general graphs in CONGEST. For restricted graphs, which are exempt from the girth conjecture, there are
a O(HD?) time algorithm for planar graphs [LP19] and a O(72 - HD + 73) time algorithm for graphs of
treewidth 7 [IKNS22]. Both these algorithms construct exact routing schemes with stretch 1. This begs the
question of whether the techniques can be extended to larger classes of graphs. To put it more general, we ask

ourselves:

Is there a constant stretch compact routing scheme for a non-trivial restricted graph class that can be
constructed in O(HD) time in the CONGEST model?

In the HYBRID model, the situation is bit more nuanced. In a recent article, Kuhn and Schneider [KS22]
prove that it takes O(n'/?) rounds to compute exact routing schemes with labels of size O(n?/3) on un-
weighted graphs in the HYBRID model and provide an algorithm that matches this. They also give polyno-
mial time lower bounds of Q(n!//(¥)) for routing schemes with stretch k on weighted graphs. Here, f (k) isa
function polynomial in k and independent of nn. They also presented an algorithm that (almost) matches this
bound and creates routing schemes of stretch O(k) in O (%) ' time. In both their lower bound and their
algorithms, they assume LOCAL communication in the local communication mode of the HYBRID model.
The lower bound, therefore, obviously also holds for us. Note that the lower bound graph is (again) a dense
graph of high girth. Thus, even in HYBRID, there is an #navoidable super-logarithmic term in the time com-
plexity for archiving constant stretch on general graphs. The paper left open how to construct routing schemes

for restricted graphs and with less local communication. Therefore, we ask ourselves:

"The concrete bound in [KS22] is even more precise. We simplify it here for easier comparison. Further, the runtime is parameterized
with the global communication capacity and can be sped up by increasing the capacity.
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Is there a constant stretch compact routing scheme that can be constructed in 1n°M) time in the HY-

BRID model using O(log 1) local communication per edge?

Using a culmination of the techniques we presented in the previous chapters, we answer both the questions
above affirmatively and present efficient routing schemes for the HYBRID and the CONGEST model. The

main results of this chapter are summarized in the following theorem.

Theorem 12. Distributed Construction of Routing Schemes

Let G = (V, E, {) be a weighted graph with polynomially bounded positive edge weights. Then the

following three statements holds, w.h.p.:

* For any k > 4, we can compute routing scheme of stretch O(k?) with labels and tables of size
O(n'/*log® n) in O (n*/*) time in HYBRID.

s IfGis O(l)-path separable, for any € < 1, we can compute routing scheme of stretch O(1 + €)
with labels and tables of size O (6_2) inO (6_3) time in the HYBRID model and O (6_3 . HD)
time in CONGEST.

* If G is planar, for any € < 1, we can compute routing scheme of stretcch O(1 + €) and size
O (e tlog’ n) in O (e~°) time in the HYBRID model and O (¢~% - HD) in CONGEST.

For all three statements, the HYBRID model has a local capacity of A € O(logn) and a global com-
plexity of 7 € O(log® n).

These results improve upon the state-of-the-art in several ways. In the following, we discuss their concrete

implications.

First, consider our HYBRID algorithm for general graphs. Our construction gets very close to the upper and
lower bounds presented in [KS22]. However, in our parameterization of the HYBRID model, each node can
only send O(logn) bits via edge. This is significantly less than in [KS22]. In that paper, they considered the
LOCAL model for the local communication mode and used it to collect each node’s n®("/ ’“)-neighborhood.
On the flip side, our stretch is polynomially worse for every possible parameter k € O(logn). Nevertheless, it

offers some interesting insights depending on the value of k:

1. For constant stretch k& € O(1), we are only off by a constant factor, namely & while essentially having

the same runtime as [KS22].

2. On the other end of the spectrum, for k& = ©O(logn), we obtain a polylogatithmic runtime with poly-
logarithmic stretch using polylogarithmic communication. Such an algorithm was not known before.

On the flip side, our stretch is worse by a O(log n) factor compared to [KS22].

3. For k = ©(y/logn), we arguably perform worst if compared to [KS22]. Here, we obtain a stretch of
O(logn) in 2°(V1°8™) time, This is quite long compared compared to the O(1) time required by [KS22]

to obtain this stretch.

230



Thus, our algorithm performs reasonably well in the edge cases that either optimize the runtime or the stretch.

We continue with the k-path separable graphs. Here, our results are comparable with the sequential algo-
rithm of Abraham and Gavoille [AGo6], which constructs labels and tables of size O (k et log2 n) in the
sequential model. On the negative side, our construction is bigger by several polylogarithmic factors and (per-
haps even worse) has an additional dependency on e~ 1. The latter is problematic for very small values of €, i.e.,
if we wish to construct a nearly exact routing scheme. On the positive side, our construction can very efficiently
be implemented in a fully distributed manner in both CONGEST and the HYBRID. This is our algorithm’s
biggest novelty, as it shows that efficient routing schemes can be distributed and constructed for very large
classes of graphs if a small constant stretch is tolerable. As shown in (author?) [AGo6] and [DGr1o], the family
of k-path separable graphs not only contains planar graphs and graphs of bounded treewidth but also, in fact,
any graph that does not contain a fixed sized minor K. For ¢ € ©(1), i.e., when we consider the stretch to be
an arbitrary small constant, the runtimes are (asymptotically) optimal: In CONGEST, we achieve a runtime
of O(HD), which is the lower bound for (approximate) SETSSP computations in CONGEST. In HYBRID,
we have a runtime of O(1). Here, the only thing left to optimize is the polylogarithmic factor hidden in the
O(-)-notation, as we did nothing to optimize this. For K.-free graphs, we gain another benefit. Recall that the
graphs are known to be f(r)-path separable for some f () that only depends on 7 [AGo6]. For these graphs,
our construction avoids using the nP) time embedding algorithm used in [AGo6]. Therefore, although we
have larger labels and tables, our algorithm (asymptotically) is significantly faster than [AGo6] if executed in a

sequential manner. As mentioned earlier, however, this speed-up is bought with a worse dependency on e !

and O(logn).

Finally, our result for planar graphs compares favorably to the related work. On the one hand, it is faster
and has smaller labels than the work of Li and Parter[LP19]. Their algorithm has a runtime of O(HD?) and
tables and labels of size O(HD) On the other hand, their labeling is exact and has stretch 1. Thus, for graphs
of low hop diameter, their result is preferable. However, if the hop diameter is large, and one is not interested

in exact paths, we perform slightly better.

11.1 STRUCTURE OF THIS CHAPTER

The remainder of this chapter is dedicated to proving the three statements in the theorem. It is structured as

follows:

1. In Section 11.2 we present a meta-algorithm that constructs a compact routing scheme for a graph G
using a so-called #ree cover. A tree cover is a collection of forests, such that for every pair of nodes, there
is a tree where the distance in this tree is approximately the distance between these nodes in G. The
main idea is to create a routing scheme for each tree and combine the individual schemes into a complete
routing scheme. The quality of the routing scheme, i.e., its stretch and its size, is directly dependent on
the quality of the tree cover used as the basis. The basic idea of this construction is not new, it has been

used before in the sequential and distributed setting.

We present a novel-ish implementation of it that only relies on minor aggregations (in addition to com-

puting the tree cover). More precisely, in Section 11.2, we assume that we have black-box access to an
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algorithm that constructs tree covers where each node is in ¢ tress. Given the black-box, we show that
with O(t) minor aggregations, we can construct a routing scheme for G. The stretch depends on the

tree cover.

2. In Section 11.3, as a warm-up, we show to construct a routing scheme with stretch O (k?) and labels and
tables of size O(n'/*) in HYBRID. Given the machinery from Section 11.2, we know that an efficient tree
cover implies a good routing scheme. Thus, we present a tree cover for general graphs in that section. The
construction is based on the pseudo-padded decompositions from Chapter 10, more precisely, Theorem

10 from Section 10.3.

3. InSection 11.4, we presentan efficient tree cover for k-separable graphs, which leads to the (1+¢)-stretch
compact routing scheme with labels and tables of size O(k - €2) thatis promised by Theorem 12. The
construction uses the pseudo-padded decomposition from Chapter 10 and also the weak separator from
Chapter 8. The algorithm carefully combines both constructions to achieve the proclaimed bounds.
Recall that both algorithms are based on a few O(1) shortest-path computations and minor aggregations

and, therefore, can be implemented efficiently if k € O(1).

4. We present related work in Section 11.5. In particular, we give an overview of (the construction of)

compact routing schemes for several graph classes and in several models.

5. We conclude the chapter in Section 11.6 where we discuss some possible future directions.

11.2 EFFICIENT COMPUTATION OF COMPACT ROUTING SCHEMES USING TREE COVERS

Many distributed and sequential algorithms that construct compact routing schemes (cf. [AGo6, EN18b,
EN16, IKNS22, LP19, Thoo4]) follow the same basic pattern. The construction is roughly divided into two
phases, a so-called covering phase and a computation phase. In the covering phase, we compute a series of sub-
forests of G := (V, E, {) that approximate the distances between all pairs of nodes. By approximare, we mean
that the distance between two nodes in a tree, i.c., the shortest path in the tree, is close to their actual shortest

path in G. Formally, we define these covers as follows:

Definition 11.1 (Tree Cover). Consider a weighted graph G := (V, E, £) and parameter ¢ > 0. A (1 + ¢)-
approximate tree cover with overlap t > 1 for G is a series of t subforests T := {Fi,..., R} withF; C G, st,
Jfor each pairv,w € V, there is a forest F; € X with a tree’ T € Fy with root v where

dr(v,w) :=dr(v,r) +dp(r,w) < (1 +e€)-dg(v,w)

Note that each node v € V' isin at most ¢ trees per this definition, as it can be in at most one tree per forest.
In the subsequent computation phase, we compute the actual labels and tables for the routing scheme based on
these trees/forests. In particular, we construct an exact compact routing scheme for each individual tree in .
We then combine these labels and tables to obtain the routing scheme for G. If we want to route a message from
sandt in G, we simply pick the tree with the least distance between s and ¢ and route the message according to

this tree’s routing scheme. Crucially, the size of the resulting labels and tables depends on the number of trees a
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node is contained in. Further, the stretch only depends on how well the trees approximate the actual distances
since the routing in the tree does not add additional distortion.
In this section, we will show how to construct a compact routing scheme from a given tree cover. In partic-

ular, we show the following:

Lemma 11.1 (Distributed Construction of Routing Schemes from Tree Covers). Ler G = (V, E,{) be
weighted graphs with edge weights bounded by W. Suppose that we have an (1 + €)-approximate tree cover
T = {F1,..., Fi} of G with overlap t. Then, we can compute a routing scheme with stretch (1 + €) and
routing labels and tables of size O (1 - log? nW) in O(t) minor aggregations.

Note that the construction does not depend on the specific algorithm that computed the tree cover and,
therefore, can also be used as a black-box routing scheme construction combined with an algorithm that com-
putes the tree cover.

On a high level, our construction mirrors the approach of Elkin and Neimann [EN19], which in turn was
influenced by the seminal paper of Thorup and Zwick [TZor1]. For this, each node in a (rooted) tree needs
to learn its DFS labels, i.e., the first and last visit of a DFS started at the root. Further, it needs to count the
number of its descendants in the tree and share this number with its parent. The parent declares the child with
most descendants to be its beavy child. Given this information, the label of a node v then consists of its entry
and exit label and all the identifiers of all non-heavy children from the root to v. The DFS labels allow us to
route u#pward in the tree until we find the subtree that contains the target and the identifier of the non-heavy
children allow us to route down to target. The former works by checking if the target’s entry label is in between
the current nodes entry and exit label. The latter works by moving to the current node’s heavy child per default
unless one of its non-heavy children’s identifier is in the target label. As there can be at most O(log n) of non-
heavy children with identifiers of size O (log 1) and DFS labels requires O (log 1) bits, the label size is for single
tree is O(log2 n). Summing up all labels for all tree yields the desired result.

However, Elkin and Neimanns’ computations were tailored to general graphs and had a runtime of 0] (HD+
v/n) in CONGEST. To speed up the computation, we will also use some techniques developed by Ghaffari and
Zuzic for computations in trees|GZ22a], most notably the techniques described in Lemma 7.10. We use them
to show that all of the operations sketched above can be implemented with a O(1) minor aggregations for each
forest of the tree cover. To apply this lemma, we will need to exploit the fact that tree cover can be decomposed
into t disjoint forests. As T consists of ¢ disjoint forests per definition, we obtain the runtime of O(t). While
this may not be surprising, especially to readers familiar with the framework of [GZ22a], it is a necessary step
to reach our runtime bounds.

The remainder is structured as follows:

* In Section 11.2.1, we present a exact compact routing scheme for trees. We will compute such a scheme

for each individual tree in the tree cover.

* Then, we describe how to combine all these labels and tables into a routing scheme for the full graph
G. The core idea is first to find the tree that best approximates the distance between source s and target
t. Note that we do this soely based on information stored on the label. Then, we use the exact routing

scheme for this tree to route to the target. We explain the details for this in Section 11.2.2.
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* Finally, in Section 11.2.3, we prove Lemma 11.1 and show that the scheme has low stretch, uses little

memory, and can be computed quickly.

11.2.1 AN ExacT ROUTING SCHEME FOR TREES

In this section, we present an exact routing scheme for a single tree 5. The core idea of the routing protocol is
as follows. Suppose that we want to route from a node s to a node ¢. First, we determine the smallest subtree
that contains both s and ¢, i.e., we route from s to the lowest common ancestor of s and ¢ (which might even
be s or t). Once at this node, we route downward until we reach t. Before we go into the details of how exactly

we find these paths, let us first define the routing table R, (7;) and a label £,,(T;) that we will use for this.

THE RouTING TaBLE R, (T;) OF A SINGLE TREE T;:  As the routing table R, (T}), cach node v € V
in the tree stores the following items: First off, it stores its parent p,,, the root’s identifier, and the distance to
the root. The latter will later help us to pick the tree with the shortest distance between s and ¢. However,
these distances serve no further purpose for the routing within the tree and will only come into play in the
next section. For this, each node v stores entry and exit label a,, and b, of a depth-first search started at the
root. With these labels” help, we can find the least common ancestor of two nodes. Finally, each node stores h,,,
the endpoint of the edge that leads to most descendants. We respectively call these the heavy edges and heavy
children. This information will help us find the path from the least common ancestor to the target. All in all,

we define the routing tables as follows:

Definition 11.2 (Exact Tree Routing Tables). Let T; be a subtree of graph G := (V, E), then the routing table
Ry (T;) for exact routing in tree T; looks as follows:

RU(Ti)::(ri ® d, &p, & ad &b @ hg)
O vt 45 tree T} s root.
O df) is the distance from v to riinT,
O pi’) is the parent of v in T;.
Il af) is the entry label for a DES in T;.
CIbE 4s the exit label for a DES in T;.
O hfj is the heaviest child of v in T,

Here, the operator @ describes the concatenation of two bitstrings.
THE RouTING LABEL £, (T;) OF A SINGLE TREE T:  Next, we get to the labels £,,(T};) of each target node

t € T;. Each label contains 4// non-heavy edges on the path from the root to the target and its entry label a; of

the depth first search. Again, it also stores the the distance to the root, which will only be important later.
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Definition 11.3 (Exact Tree Labels). Let T; be a subtree of graph G := (V, E), then label L, (T;) for exact

routing in tree T" looks as follows:

L) = (' e d & af & [LQ),....50)] )
O r’ ds tree T s root.
O d! is the distance from v tor" in T;.
Oal is the entry label for a DES in T
C11E(-) 45 the endpoint of a non-heavyedge on the path from ', tov.

Here, the operator @ describes the concatenation of two bitstrings.

THE ROUTING SCHEME OF A SINGLE TREE T;: Now, we can get back to the routing scheme and fill in
the missing details. The routing scheme’s main idea is to first route to a subtree that contains the target and
then take the heavy edge per default. The subtree can be determined via the depth first search label. Suppose
the current node v € V has entry label a,, and exit label b,,. Then, if the target label is a; & (a,,by), we
send it upward to the node’s parent. This continues until we reach the least common ancestor of source and
target. If this node is not equal to the target, we send the message down to a child. Here, the identifiers of the
non-heavy children come into play. On each node on the way down, we check whether the identifier of one of
the neighbors is in the label. If so, then send the message to that neighbor. Otherwise, we take the heavy edge
by default. One can easily verify that this scheme always finds the target as it follows the unique path between

sand tinT;.

Algorithm 1 ExactTreeRouting(v, T, (m, t, L))

if v = t then > o is the message’s target £.
Deliver m
if a, < a; < b, then >t isin v’s subtree. Send downward.
if 3w € {N, \ pp} N{l:(1),...,l¢(k)} then > One of v’s children appears in label.
Send (m, t, L¢) to child w.
else
Send (m, ¢, L) to heavy child h,,. > h, is stored in v’s routing table.
else > Send upward in 7.
Send (m, t, L) to parent p,,. > py is stored in v’s routing table.

11.2.2 FROM (ROUTING ON) TREES TO (ROUTING ON) GRAPHS

Now, we will finally construct our compact routing scheme for the full graph G. As before, we will first describe
the contents of the routing and label of each node. For the routing table of node v € V, we pick the union of

all routing tables of all trees 7 in T that contains v. Formally, these tables are defined as follows:
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Definition 11.4 (Routing Tables for G). Let T be a tree cover for G := (V, E), then the routing table R, (T)
for graph G looks as follows:

RT) = Bres Brer, Roll)
O F; isa forest in .
QT is the tree of F; withv € T;.
OR(T;) is the routing table from Def. 11.2.

Here, the operator ® describes the concatenation of two bitstrings.
Likewise, we define the node labels based on the union of all tree’s labels.

Definition 11.5 (Node Labels for Routing in G). Let T be a tree cover for G := (V, E), then the label L,,(T)
for routing in graph G looks as follows:

Ly(T) = @fjei @Tiefj L,(T:)
O F; isa forest in .
OT; isa tree of T; withv € T;.
O L, (T3) is the label from Def- 11.3.

Here, the operator ® describes the concatenation of two bitstrings.

We will now describe the routing scheme. Given the target label £,(T) for ¢, a node s picks the tree T*
with the shortest distance to ¢ that contains both s and ¢. By the construction of T, the distance between s
and ¢ must be smaller than (1 + €) - d(s, t). Then, it uses the routing scheme for this specific tree to route the

message. In more detail, the routing works as follows:

(SteP 1) FIND CoMmMON TREEs:  First, we iterate over all root identifiers stored in R () and L:(T)
and use them to determine the set 7(, 4) := {13 € T | s,¢ € T;}. This set contains all trees that contain
both s and .

(STEP 2) FIND TREE 7™ WITH SMALLEST DISTORTION: Recall that each routing table and each label
also contains the distance to the root of each tree. We iterate over all trees T; € 7T, ;) and use the distance

information to compute the values:

dTi (87t) = dTi(&rg) + de‘ (T‘i,t)

Finally, we can determine tree 7 := arg min,, T {dr,(s,t)} that contains the shortest path between

s and t (among all other trees from the tree cover).
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(STEP 3) ROUTE IN T*:  In the last step, we use the routing table R, (7™) and L;(7™*) and route the

message according to the routing protocol described in the previous section.

11.2.3 PROOF OF LEMMA 11.1

In this section, we prove Lemma 11.1 using the properties of the tree cover and the tree operations presented in
Lemma 7.10. We divide the proof into three parts. First, we show that the routing scheme indeed has a stretch
(1+¢). Then, we prove that the size of the labels and tables are within O(t-log® n) and O(t-log n), respectively.

Finally, we show that everything can be computed within O(t) minor aggregations.

STRETCH We route the message in the tree T* := argmin ){dT,i (s,t)} that contains the shortest

Ti€T(s,t
path between s and ¢ via some tree’s root. Recall that by definition of the tree cover, there must be a tree for

which it holds:

dr,(s,t) :=dr,(s,7%) + dr, (r5,t) < (1 +€) - dg(s, 1)
Therefore, it holds dr- (s, ) < (1 + €) - da(s, t). Further, by the triangle inequality, it holds:

dr- (Sat) < dr- (S,T:) + dTi (T:7t)
= dT* (S,t) S (1 + 6) . dG(S,t)

Thus, the distance between s and ¢ is T* is at most (1 + €) - dg(s, t). As the routing scheme for T is exact,

the routing scheme has a stretch of (1 + €) in G as claimed.

LaBeL AND TABLE S1zE  Recall that the labels and tables are the union of ¢ labels and tables of trees. Thus,
we show that the labels and tables of each tree are of size O(lognW) and O(log® . + lognW), respectively.

Multiplying these values by ¢ gives the proclaimed sizes from Lemma 11.1. We begin with the tables and show:

Lemma 11.2 (Size of Routing Tables). Thetablesdescribed in Definition 11.2 can be expressed within O(log(nW))
bits.

Proof. The table consists of six fields of size O(log nW). Three of them, the root 7, the parent p , and heavy
child R’ are node identifiers. These are of size O(logn) per definition. Further, two fields a!, and b, are the
entry and exit labels of a DFS. The labels of a DFS are in the range 1, ..., | E| where |E| is the number of
edges. Thus, we require O(log |E|) bits to encode them. As |E| € O(n?), this is within O(logn). Finally,
there is the distance d, between v and r?. This is at most Wn and therefore requires O (log nW) bits. As each
of these six items is either a node identifier or a number smaller than Wn2, the total information sums up to

O(log(nW)). O
Next, we consider the labels and show:

Lemma 11.3 (Size of Routing Labels). Thelabels described in Definition 11.3 can be expressed within O (log2 (n)+
log(nW)) bits.
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Proof. First, we note that there can be at most O(logn) non-heavy edges on the path to each node. To see
this, recall that the number of nodes in a non-heavy child’s subtree is at most half the number of nodes in the
parent’s subtree. Otherwise, the child would be heavy because there cannot be two children with more than
half the descendants. So, each non-heavy edge reduces the number of possible targets by half and there can be
at most O(logn) of them. Thus, the total number of bits required for each label is O(log®(n) 4 log(nW))
as each of the O(log n) non-heavy edges has a label of size O(logn) and all other other item can be encoded in
O(log nW) bits (as argued in the proof of the previous lemmay). O

This concludes the analysis of the routing scheme’s size.

CompLEXITY  Finally, we consider the computation of the routing scheme for G. Again, we split our analysis
into the computation of the tables and labels. As we will see, for each tree, the computation requires 10) (1) minor
aggregations. Adding all these runtimes for all these trees up, yields the desired complexity. In particular, we

will make heavy use of the following lemma:

Lemma 7.10 (Tree Operations, Based on [GZ22a]). Let F' := (Th,. .., Ty,) be a subforest (each edge e knows
whethere € E(F) ornot) of a planar graph and suppose that each tree Ty bas a unique rootr; € V, i.e., each node
knows whether it is the root and which of its neighbors are parent or children, if any. Now consider the following

three computational tasks:

1. AncestorSum and SubtreeSum: Suppose each node v € T; has an 5(1)-bz’t private input T,,. Further,
let Anc(v) and Dec(v) be the ancestors and descendants of v w.r.t. to 14, including v itself. Each node

computes A(’U) = ®w6Anc(v) Loy and D(U) = ®w€Dec(v) Lo

2. Path Selection: Given a nodew € Tj, cach node v € T; learns whether it is on the unique path from r; to

winT;.

3. Depth First Search Labels: Each node v € T; computes its unique entry and exit label of a depth first

search started in ;.
All of these tasks can be implemented in one round of minor aggregation.

We begin with the construction of the tables. Algorithm 2 summarizes all operations that need to be exe-

cuted to compute the table. Formally, we show that it holds:

Lemma 11.4. Let ® = {F1,...,Fi} be a tree cover with overlap t according to Definition 11.1. Then, the

routing tables described in Definition 11.2 can be computed in O(t) rounds of minor aggregations for all trees.

Proof. All items in the table can be efficiently computed using a few minor aggregations and the techniques
presented in Lemma 7.10. The lemma requires the trees on which the aggregation is executed to be disjoint,
i.e., they must be a forest. Thus, the following routine will be executed for every forest 7 € ¥. The identifier
of the tree’s root can be delivered via a simple broadcast in each tree. Further, the parent in the respective tree is
already known through the construction of the tree cover. So, we need no more time to compute them. If not

already known, the distance to the root can be computed through the ANCESTORSUM primitive from Lemma
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Algorithm 2 ComputeTable(T")

forv € V do
7 — RootOf(T") > Computed via broadcast.
Dy <— ParentOf(v, T') > Part of input.
dy — dr(v,1y) > Distance to rootin 7. Computed via ANCESTORSUM.
(ay,by) «— DFS(v, T) > DFS(v, T') returns entry and exit label of a DFS.
Wy — ZMEDGSC(MT) 1 > Descendants in T'. Computed via SUBTREESUM.
hy — argmax {ww + 1} > Heaviest child. Computed via local aggregation.
Ro(T) := (ry, dy, Po, Gy, by, hy)

return (R, (7)), cv/

7.10. For this, each node w € V picks the distance to its parent asinput z,, = d(w, p, ). A depth-first search’s
entry and exit label can be computed directly with the subroutine promised in Lemma 7.10. Finally, the heavy
edges can be determined via SUBTREESUM technique presented in Lemma 7.10. Each node w € T; simply
picks z,, = 1 as its private input, and we chose SUM as our aggregation operator. Then, all nodes compute
D(v) = > e pec(v) Tw as defined in Lemma 7.10. Recall that Dec(v) denotes the set of descendants of v.
Now, each node knows the total number of its descendants. Finally, each node determines the maximal value
D(w) among its children to elect the heaviest child. In case of a tie between two or more children, the node
identifier is used to break it. By Lemma 7. 10, each of these operations takes O(1) rounds of minor aggregations.

Repeating it for all ¢ forests 7, . . ., F yields the result. O
Now, we continue with the computation of the labels. Here, it similarly holds:

Lemma 11.5. Let ® := {F1,...,F} be a tree cover with overlap t according to Definition 11.1. Then, the
labels described in Definition 11.3 can be computed in O(t) rounds of minor aggregations.

Proof. Note that the labels can be efficiently computed via the minor aggregation techniques we described in
Lemma 7.10. Note that our previous lemma directly provides a runtime bound for root’s identifier, the dis-
tance, and the depth first search labels. Thus, we focus on computing the identifiers of the non-heavy edges,
which is a bit trickier. As mentioned in the computation of the routing tables, the heavy edges can be deter-
mined via SUBTREESUM. Since each parent learns the identifier of their heavy child, it can also inform the
respective child that it is heavy. All children that do not get such a message from their parents must therefore be
the endpoints of non-heavy edges. We will now use the ANCESTORSUM primitive from Lemma 7.10 to let all
nodes learn their non-light edges on the path to the root. To this end, all endpoints of non-heavy edges w € T;
pick their identifier as their private input x,,. As the aggregation operator, we pick @, the concatenation. Since
there can be at most O(log 1) non-heavy edges on the path from the root to a node v, the aggregate value that
each v needs to learn is of size O(log®(n)). Thus, for each node A(v) = D e Anc(w) Tw> Where Anc(v)
means ancestors of v, the subset of the ancestors that are not heavy children of their parents, can be determined

via the ANCESTORSUM primitive. O

Thus, together both lemma imply that O(t) minor aggregations are required to compute routing tables and

labels for all trees in a tree cover with overlap £. This concludes the analysis and this section.
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11.3 TREE COVERS USING PSEUDO-PADDED DECOMPOSITIONS

Given the machinery introduced in the previous section, the problem of constructing a compact routing scheme
can be reduced to finding a tree cover. For general graphs with polynomially bounded edge weights, tree cov-
ers can be easily constructed by repeatedly constructing pseudo-padded decompositions from Theorem 9 in

Section 10.2. Using them as a black box, we can show the following general lemma:

Lemma 11.6. Let G = (V, E, w) a graph with polynomially bounded edge weights. Then, for k > 4 we can
construct a O(k?)-approximate tree cover with overlap O (nl/ *logn) within 0 (n4/ *) time in HYBRID, w.h.p.

Proof. First, we construct a 2k — 1-spanner G, = (V, E) of G. For any two nodes v, w € V, its holds that:
dg, (v,w) < (2k —1) - dg(v,w)

This takes O(k?) time using the algorithm of Baswana and Sen [BSo7]. It is a CONGEST algorithm that
naturally has the same runtime in HYBRID. In the following, we perform all computations on Gy, instead of
G.

For the remainder of this proof, let D; := 2¢. Fix two nodes v, w € V and suppose that dg, (v, w) €
[D;—1,D;]. We will show how to construct a tree cover that contains a tree T’ with dr (v, w) € O(k - D;),
w.h.p. For a fixed D;, we do the following: We construct a pseudo padded decomposition from Theorem 9

with distance parameter

D, =160k -D;

and error parameter
) -1
€= (1000 Yk -logn) (11.1)

on G',. We choose every node as a possible center, so we have X = V. With this parameterization, the algorithm
creates clusters of strong diameter O(k - D; ). Further, each cluster contains a (1 + ¢)-approximate SETSSP-tree
T that is rooted in the cluster’s center. Thus, if a cluster contains both v and w, there is tree T" such that, it

holds:
dr(v,w) <c-k-D; <2c-k-dg, (v,w) < 4c-k? - dg(v,w)

Here, we used the assumption that dg, (v, w) € [D;—1, D;] and that Gi is a (2k — 1)-spanner. Therefore,
this tree has the desired properties. Thus, it remains to bound the probability that a cluster contains both v and

w. To this end, let C,, be the cluster that contains v. Further, define

1

:160~k (11.2)

~
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Note thate < v < 1/32. Forafixed node v € V, the probability that anode w € Bg, (v, D;) is in the same

cluster as v can be bounded as follows:

Pr[Bg, (v,D;) C C,] = Pr[Bg, (v,vD;}) C C,]
By Lemma 10.2 :

> ¢ 16(vHse)logn _ 160 logn

Ase < v:

> e 807l8™ _ 160elogn

By(r1.1)and(11.2) :
S e_log% _ 160logn
- 1000 - logn - n'/*
> 0= (0f2) o = (1f2)

Thus, after creating O(n'*- log ) such decompositions, there must be one with a cluster that contains both v
and w, w.h.p. We add all resulting spanning trees of the clusters to the tree cover. As we add one tree per cluster,
each node is in O(n'/* - logn) trees and all trees can be divided into O(n'/* - logn) forests.

As we assume the weights of G to polynomially bounded, there are O(logn) possible values of D;. After
repeating the construction above for all O(log 1) possible values of D;, we obtain a suitable tree for every pair
of nodes, w.h.p. Thus, we have a O(k?)-approximate tree cover with overlap O (n% log2 n) as claimed.

It remains to bound the algorithm’s time complexity. Each pseudo-padded decomposition requires exactly
one (1 + €)-approximate SETSSP computation that dominates the runtime. Note that G, has an arboricity of
O(n 3 ). This was remarked in [AHK " 20a]. Therefore, we can perform a (1+¢€)-approximate SETSSP on G in
0 (2. nx ) time in HYBRID by simulating the PR AM algorithm from [RGH ™ 22]. Thus, the construction
of single decomposition takes O(n”*) time, w.h.p. As we require O(n'/* - log2 n) decompositions, the total

time complexity is O(n"/*), w.h.p. This proves the lemma. O

Thus, using the tree cover from Lemma 11.6 in the construction from Lemma 11.1, we can construct the
routing scheme in O(n"/*) minor aggregations in HYBRID, w.h.p. Now recall that a minor aggregation in
HYBRID requires O(log n) rounds. This results in a runtime of O(n*/*), w.h.p. This proves the first statement

from Theorem 12.

11.4 TREE COVERS USING WEAK SEPARATORS

In this section, we describe a construction of compact routing schemes for k-path separable graphs that only use
approximate SETSSP computations and minor aggregations. We achieve this by efficiently constructing a tree
cover with a small overlap. As in previous works, our key idea is to find a small set of nodes that intersect with
many shortest paths, i.e., a bitting set for the shortest paths, and construct trees rooted in this set. The szze of
these hitting sets greatly affects the overlap of the resulting tree cover. For example, previous works used skeleton

graphs[LP15], hopsets[EN18b], or vertex separators [[IKNS22, LP19] as the basis for their constructions. We
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will construct a special type of separator for a k-path separable graph G that fulfills this role, namely the weak
(D, €)-separator from Chapter 8. These are defined as follows:

Definition 8.1 (Weak -Path (D, €)-Separator). Let G = (V, E,w) be a weighted graph, D > 1 be an
arbitrary distance parameter, and € > 0 be an approximation parameter. Then, we call the set S(D,€) =

(P1,y..., Py) withP; == (P;, B;) a weak k-path separator, if it holds:
1. Each P; € P; is a (approximate) shortest path in G \ U;;ll P; of length at most 4D.
2. Each B; C Bg(P;, €D) is a set of nodes surrounding path P;.
3. Forallv € (V\Uj=, P;) it holds | Bons (v, D)| < (7/8) - .

In the following, we assume we can access a weak K-path (D, €)— separator construction algorithm as a

black-box. In particular, we assume that we have access to an oracle that constructs these separators:

Definition 11.6 (Separator Oracle 0P, Let G = (V,E,{) bea weighted graph and let C1, . ..,Cn be a
series of N disjoint connected subgraphs of G. Further, let D > 1 and € < 1 be parameters. Then, an application

of the oracle O computes a ki-path weak (D, €)-separator in everyC, . .. ,Cn.

This allows us to use different algorithms to construct the weak path separators and also makes our con-
struction open to future improvements. We will use it to construct a (1 + €)-approximate tree cover with low
overlap O(e™! - s - log W).

On a high level, our algorithm is a distributed and parallel implementation of Thorup’s algorithm for tree
covers [Thoo4] that was also used by Abraham and Gavoille for k-path separable graphs [AGo6]. However,
our weak k-path (D, €)-separator differs from the (classical) k-path separator used in these algorithms. Not
only does it contain more paths and additional nodes, but the paths are only approximate shortest paths, and
when removed, they do not necessarily create disjoint connected subsets. For these reasons, simply replacing
the separators does not work. In addition to the weak path separators, we will also need our generic clustering
algorithms to resize the graphs. To be precise, our construction is based on so-called (e, D)-additive tree covers,

which are formally defined as follows.

Lemma 11.7 ((¢, D)-additive Tree Cover). Let D,e > 0 be parameters. An (€, D)-additive tree cover with
overlap t > 1 for a graph G is a series of rooted trees T (€, D) = (Th, T, . .. ), s.t. it bolds:

1. Each nodev € V isin at most t trees.

2. Foreach pairv,w € V with d(v,w) < 2D, thereisa treeT € T with

dr(v,w) < (1+¢€)-dg(v,w) + €D

This section’s main result is that we can compute a polylogarithmic-size (€, D)-additive tree cover for any
distance D and error parameter €. Given the techniques we developed in the previous chapters, we show the

following lemma:
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Lemma 11.8 (Distributed Tree Covers for k-Path Separable Graphs). Consider a weighted k-path separable
graph G := (V, E, (). Suppose that we have black-box access to an oracle OF°. Then, an (€, D)-additive tree
cover with overlap O (k- -log* n) can be computed with O(log® n) applications of OP - with e’ € Q (¢/1og? n)
andD' € O (D - log® n).

Further, the algorithm requires O (k- =) minor aggregations and O (k- =) (1+€")-approximate SETSSP

computations where €' € §) (¢/log® n).

For a fixed D;, the algorithm works as follows: We then apply our pseudo-padded decomposition algorithm
promised by Theorem 9 with parameter D := O(D;-log”> n) and € € O (1/iog? n) to the graph. Recall that this
algorithm isimplemented solely via O(1) approximate shortest-path computations. The algorithm decomposes
the graph into connected subgraphs of diameter at most D} and preserves the 2 - D;-neighborhood of all but a
O(Y/1ogn)-fraction of nodes. In each connected component, we compute a weak (D}, €)-separator S according
to Definition 8.1. Using the black-box algorithm OF, this results in a separator S(D, €) := (P1,...,Ps)
that consists of k£ approximate shortest paths P, . .., P, (and some nodes close to them). Then, we construct
a set of so-called portals on each path P;. These are a subset of P;’s nodes, s.t., it holds that (1) each node on P,
is in the distance at most €D; to a portal, and (2) two portals are in the distance at least €D; from each other.
In other words, for each path, we compute a O(e - D;)-net. We can use the algorithm from Lemma 10.25 for
this. As stated in the lemma, the algorithm only uses minor aggregations and can, therefore, be executed in
parallel for a single path per connected component. As there are & paths per component, computing all nets
for all paths requires O (k) minor aggregations. Finally, we sequentially compute (1 + €)-approximate shortest-
path trees rooted in previously computed net points. These will be the actual trees of the tree cover. As the
length of the random paths is bounded by O(D;), there cannot be too many net points per path, i.e., at most
O(e ! -log? n) many. All these O(e~" - log® 1) trees of the & paths will be added to the tree cover. Finally, we
recursively apply this algorithm to the remaining subgraph again until the graph is empty. As we remove a weak
D} -separator from every component, the subgraph that results from the decomposition at the beginning of the
algorithm contains at most (7/8) - n nodes. As k-separable graphs are closed under minor-taking [DGro], the
resulting subgraphs are k-path separable as well. Therefore, it is easy to verify that after O(logn) such recursive
applications of this routine, the graph is empty, w.h.p. Thus, it creates Ol k- Iog3 n) forests in total.
Now consider a pair of nodes v, w € V in the distance at most 2 - D;. In the analysis, we will show that the
algorithm above will, with constant probability, construct a tree that approximates their distance. Thus, if we
independently repeat this construction O(log 1) times, we construct a suitable tree, w.h.p. For a more detailed
description of the algorithm and the concrete choice of the parameters that we will hide in the O-notation, we

refer to Subsection 11.4.

Lemma 11.9 (From Additive To Full Tree Covers). Let AP+ be an algorithm that creates and (€, D)-additive
tree cover with overlap t for a graph G := (V, E, £) with edge weights bounded by W. Then, d* = lognW
executions APYE ... AP withD; = 2 and ' = €6 create (1 + €)-approximate tree cover with overlap
O(t - lognW).

The high-level idea behind the construction is to consider the distance scales D; := 2¢ fori € [1, [lognW]]

separately. For each of these scales, we compute a separate tree cover that approximates the distance between
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all pairs of nodes in the distance at most 2D;. The resulting collection of these O(lognW) tree covers T :=
{T(,1),..., T (e,nW)}is the desired zree cover. It is easy to see that for each pair of nodes, such a T contains
a tree that approximates the distance between them. Repeating this for all O(log nW) distance scales produces
a tree cover with overlap O(e k).

Equipped with this lemma, we can now show the latter two statements of Theorem 12. In particular, we use
D,e

the two separator constructions from Chapter 8 to implement the oracle Osep . In the following, we consider

the result for the k-path separable graphs and planar graphs separately.

k-PaTH SEPARABLE GRAPHS By Lemma 6, we can construct a weak r-path (D, €)-separator with O(k -
e~ 1 -logn) paths in both HYBRID and CONGEST. Thus, by using the separator construction from Lemma
6 in Lemma 11.8 we can construct (D, €)-additive tree covers with overlap O(k - ¢! - log® n). Plugging these
additive separators into Lemma 11.9 gives us a (1 + €)-approximate tree cover with overlap O(k - €~ * - log® n).
Building a routing scheme based on this tree cover with 11.1 implies the second statement of Theorem 12. To

be precise, the labels and tables of the routing scheme are of size:

O (ke *log®n) - O (log(nW)) - O ((¢ " log*(n)) - O ((log®(nW))) = O (ke 2 log’ (nW))

Paths in Separator Distance Scales Trees per Distance Scale Bits per Tree Label
(Lemma 6) (Lemma 11.8) (Lemma 11.1)

Further, the required number of minor aggregations and SETSSP computations to construct the separator is
O(k-e 1 -logn). Thus, in each application of Lemma 11.8, we require O(k - €' -log® n) minor aggregations
to compute the separators. Further, the Lemma requires O(k - ¢ logn) - O(e~!) further minor aggrega-
tions and approximate SETSSP computations. We conclude that the total number of minor aggregations and
approximate SETSSP computations to compute the routing scheme is therefore O (k . 6_2).

Finally recall that (1 + €)-approximate SETSSP computations and minor aggregations, w.h.p., require
O (672) time in HYBRID and O (kz ce2. HD) time in CONGEST. This yields the time complexities from
Theorem 12 if W € o(n°®).

PLANAR GraPHS  The the construction for planar graphs follows the same basic scheme. However, we use a
different oracle to construct the separators. By Theorem 7, we can construct 4-path separator in both HYBRID
and CONGEST in arbitrary decompostions of a planar graph G Thus, using this separator algorithm as oracle

OP:¢ in the construction gives us label and tables of size:

A O (log(n W) -0 (¢ log(n)) - O ((10g*(nW))) = O (¢ log’ (V)
Paths in Separator
(Theorem 6)

Distance Scales Trees per Distance Scale Bits per Tree Label
(Lemma 11.8) (Lemma 11.1)

Recall that the construction of the separators takes — no matter how we decompose the graph — O(1) time
in HYBRID and O(HD) time in CONGEST. We need to apply this construction a total of O(log® n) times,
(log2 n) times for each application of Lemma 11.8 in Lemma 11.9. Thus, we spend a total of O(1) time in
HYBRID and O(HD) time in CONGEST constructing the separators. The remaining operations are O(¢ ")
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approximate SETSSP computations and minor aggregations. Thus, the total complexity is O(e™3)in HYBRID
and O(e~3 - HD) in CONGEST, w.h.p. This proves the last statement of Theorem 12.

This section is structured as follows. We present a formal description of the algorithm behind Lemma
11.8 in Section 11.4.1. Then, in Subsubsection 11.4.2, we analyze the algorithm and prove Lemma 11.8. We
conclude by showing that any additive tree cover can be turned into a full tree cover in Section 11.4.3 where we

prove Lemma 11.9.

11.4.1 CONSTRUCTING ADDITIVE TREE COVERS

Recall that the tree cover is parameterized with a distance bound D € [1,nW]and a parameter € > 0 that trades
the number of trees with the multiplicative and additive distortion. For our algorithm, we need some belper
variables that are based on these parameters. Note that the values for the variables are chosen with hindsight
such that they can be used more easily in the analysis. We do not claim that our specific choices are optimal;
they are chosen for convenience. They can likely be optimized within constant and probably even logarithmic

factors. First, we define the relaxed distance parameter
D’ := 6400 - D - log*(n)
and the error parameter

1
€pl i = ——————.
416000 log? (1)
These will be input parameters for our pseudo-padded decomposition algorithm promised by Theorem
9. This choice will ensure that a path of length D is not cut by the padded decomposition algorithm with
probability 1 — O ( L

logn

), so we can apply it O(log 1) times. Further, we need the following three parameters:

€p = /12
€ = €/12

€s = €p/64001og?(n)

All these parameters will be used in different subroutines.

We can now describe the main loop of the algorithm. On a high level, our algorithm is a classical recursive
divide-and-conquer algorithm that creates tree covers for subgraphs of decreasing size. For the divide step, we
use 2 padded decomposition to create subgraphs of diameter D' € O(D Iog2 n). The conquer works in five
synchronized phases that compute and remove a weak (D', €,)-separator, which ensures that the size of each
subgraph shrinks by a constant factor each step. In the following, we call a node, which was not yet part of a

separator, an #ncharted node. A single recursive conguer step works as follows:
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(STEP 1) CREATE PARTITIONS: Let 'y, Cy, . .. be the connected subgraphs of uncharted nodes of
arbitrary diameter (where initially, it holds C := G). Compute a pseudo-padded decomposition with
diameter D’ := 6400 - D - log2 n and error parameter €,4 in each subgraph using the algorithm from
Theorem 9. We choose // uncharted nodes as possible centers of clusters X'. Thus, each node is covered by
atleast one (namely itself) at most n nodes. The resulting partitions are connected subgraphs P, Ps, . ..

with diameter at most D’.

(STEP 2) CREATE WEAK SEPARATORS IN ALL PARTITIONS: In each partition F;, we compute a sep-
arator. As the distance parameter for the separator, we choose D', and for the approximation parameter,
we pick €5. This results in a weak r-path (D', € )-separator that consists of x paths of length at most 4D’
and nodes in distance at most €D’ = ¢, D = O(€D) to these paths. Note that these paths (except the

first) are not necessarily (approximate) shortest paths within partition F;.

(STEP 3) CREATE PORTALS ON SEPARATORS:  On each separator path computed in the previous step,
create a collection of portals with distance €, - D to each other. As the length of each path is bounded by
4D" =4 (6400 D -log® n) = 25600 - D - log® n, there are 25600 - €, * - log® n portals per path. This
sums up to O(k - €, L. log2 n) portals. The portals can be efficiently computed using the algorithm from

Lemma 10.25.

(STEP 4) GROW TREES FROM PorTALs: In this step, we compute the actual trees of the tree cover by
performing a (1 + €;) approximate SETSSP from each portal within their respective partition. Given our

bound on the portals, there are O(k - €, L. log2 n) approximate SETSSP computations.

(STEP 5) PREPARE NEXT RECURSION: Each uncharted node on the separator removes itself and its
incident edges from the graph. These nodes will not partake in future iterations. All remaining uncharted

nodes compute their respective connected component for the next recursion.

As we removed weak D’-separators S1, So, . . . in each connected subgraph C1, Cs, . . ., each node has at most
(7/8) - n other nodes in distance D’ in the resulting partitions Cy \ S1, Ca \ Sa, . .., Therefore, the invariant
required in the first phase of the next stop holds again. We repeat this process until all uncharted subgraphs are
empty. As we remove a separator in each step, the size of the uncharted components shrinks by a factor of 7/8

each round. Thus, the process can be stopped after 8 log n recursions as
n(1— 1) %" < n(1/e)s™ = n/p =1.

11.4.2 PROOF OF LEMMA 11.8

One can easily verify that each step can be executed in O(k-€ 1) rounds of minor aggregations and approximate

SETSSP computations because the algorithm mostly relies on subroutines we have analyzed before. Formally,

it holds:
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Lemma 11.10. Given an algorithm OD" Jfor a weak k-path (D', €5)-separator, each recursive step of the al-
gorithm can be implemented with one execution of O <, further O(r: - €1 - log® n) minor aggregations, and
O(k - €1 -log?> n) (1 + O(¢/iog*))-approximate SETSSP computations.

Proof. In Step 1 we create a pseudo-padded decomposition using the algorithm promised by Theorem 9. As
we parameterize the algorithm with an error parameter of 1/64001og? n, it can be implemented with O(1) (1 +
1/640010g° n)-approximate SETSSP computations. In Step 2, we construct the separator using (’)E"CS and do
nothingelse. In Step 3, we construct portals on all separator paths. For a single path (per connected component)
this can be done in O(1) minor aggregations using the algorithm from Lemma 10.25. As we have  paths (per
connected component) on which we compute the portals sequentially, the total complexity rises to O(k). In
Step 4, we compute a (1 + €;)-approximate shortest path from each portal. This step consumes the lion’s share
of the runtime. Again, we can compute one approximate shortest path per component in parallel. As we have
O(e~1log® n) portals per path and  paths per connected component, we require a total of O - €1 - log® n)

SETSSP computations. The final step is purely local and, thus, the lemma follows. O

This proves the postulated runtimes. Therefore, it remains to prove that the resulting tree cover has the
promised properties, i.e., the approximation and overlap guarantees. First, we show that there must be a tree

with low distortion for each pair of nodes. It holds:

Lemmarxr.11. Letv,w € V bea pairof nodes with distance dg (v, w) = D. Then, with constant probability,

the tree growing process with parameter D creates a tree T with root v € V, such that

dr(v,w) :=dr(v,r) +dp(r,w) < (1 +e€)-dg(v,w) + €D.

Proof. Considerashortest path Py, := (v, ..., w) between v and w. For this proof, we pessimistically assume
that there is only one such path, although there could be several. We say that the path is intact (in step 7) iff all
nodes of P,,, are contained in the same connected component (in step 7). Otherwise, the path is split. In each
recursive step, two events can cause the path to be split. Either the padded decomposition places nodes of Py,
in different partitions o7 one or more nodes of P,,, lic on the separator computed in this step. We call the former
a bad split and the latter a good split. Our proof consists of two parts: First, we will show that the probability
of a bad split is very low. Then, we argue that — under the condition that no bad split occurs — the procedure
must create a tree with the desired properties, w.h.p.

We begin with a probability of a bad split in a fixed step ¢. Let C' be the connected component contain-
ing P,,, in step i and let P(v) be the partition containing v. Note that all nodes of P, are contained in
the ball B¢ (v, D) as P,y is intact per definition. The path stays intact if this ball is also in P(v). Thus, we
compute the probability that the complete ball is contained in the same partition as v using Theorem 9. For
this, we need to determine the parameter 7, i.c., the ratio between the partition’s diameter and D. Recall that
we execute the padded decomposition with distance parameter D’ := 6400D log?(n). Therefore, we have

D := 1/640010g?(n)D’. In particular, it holds that y := 1/640010g%(n) € 0(1), so it is below the upper bound
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required by Theorem 9. Further, we pick all nodes as potential cluster centers, so we have 7 < n. Using error

parameter €pg = 1/16000log n, it holds by Theorem 9 that:

Pr[Bg(v,7D') C P(v)] > e~ 1618y +564) _ 160¢,,4logn
Using 7 = 1/64001og® n

1
e 16 log(n) (W +5epd>

> — 160¢epq logn
Using €pq = 1/160001og® n
> e—lGlog(n)(@Qthz n+5' 16000110g2 n) _ M
16000log” n
> 6*1"8(")(m+m) _ 160102‘52
16000 log™ n

> e~ /100kg(n) _ 1/100 log()
Usinge” > 1+ :

>1- 3/100 log(n) > 1-— 1/1610g(n)

Finally, a simple union bound over all 8 log n recursive steps yields a constant upper bound for the probability

of a bad split, namely:

8logn
Pr[Bad Split] < Pr| | | {Bg(v,7D') ¢ Pi(v)}
i=1
8logn

< Z Pr[Bg(v,7D') ¢ Pi(v)]
SZlo_gln

< Y (1=Pr[Ba(v,4D") ¢ P,(v)))

=1

81"2‘5”1 L1\ _ slgn 1
16logn /)  16logn 2

=1

From now on, we assume that there is no bad split and continue with the second part. It remains to be
argued why there must be a tree with additive stretch for each pair of nodes if there is no bad split. Recall
that after O(logn) recursions, the graph is empty, w.h.p. Thus, every path is eventually split. Without bad
splits, one can easily verify that on some level of the recursion, there must be a good split. Otherwise, the path
wouldn’t have been split, and there would be a component with at least two nodes connected by an edge. This
is a contradiction as we assume that subgraphs are empty. Thus, eventually, there must be a good split that adds
one node of path P, to a separator.

Let u be the first node on the path P,,, that is part of some separator .S. Recall that S consists of x paths
P1,..., Py and (depending on the concrete construction) some sets By, . .. , By in distance at most €,D’ to

these paths. That means u is in distance at most € D = €pD to some path P;. Now denote ' as the closest
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node to w on path P; and u” as the closest portal to «’ and consider the distance from v to u”'. We will now

compute that the distance between v and w in tree T’ via the root u”. By the triangle inequality, we have:

Now, recall the fact that the shortest path to w in C' is equal to the shortest path in G. Per definition, no

node/edge of this path was removed before. Therefore, we have:

do(v,u") = dg(v,u) + 2¢,D (11.3)
And completely analogously, it holds for the other node w:

de(w,u") < dg(w,u) + 2¢,D (11.4)

Therefore the distance in the approximate shortest path tree rooted in v is:

dr(v,w) := dr(v,u") + dr(u”, w)
< (1+ &) (de(v,u”) + do(u”,w))
< (1 +e)(de(v,u) +da(u, w) + 4¢,D) > By inequalities (11.3) and (11.4)
=(1+¢) (dg(v,w) +4¢,D) >Asu € Pyy

Using our bounds for €, = €; = /12, we conclude:

dr(v,w) < (14 €)d(v, w) + 4€,D + 4depe, D
< (1 + ¢/12)d(v,w) + (¢/3 + 4¢*/122)D
< (14 ¢e)d(v,w) + €D

Thus, the tree rooted in u has (1 + €)-multiplicative and eD-additive stretch for v and w. This was to be

shown. O

Thus, if we independently construct O(logn) such tree covers with parameter € and D, at least one of
them contains a tree with the desired properties for some fixed pair v, w € V, w.h.p. A union bound over all
O(nz) pairs shows they all get covered, w.h.p. Therefore, it remains to bound the number of forests. Due to

the divide-and-conquer nature of the algorithm, this is straighforward. It holds:
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(@]

° o

(@]

(a) We consider connected subgraphs of diameter D e
O(Dlog? n). They are created with the algorithm from
Theorem 9. Nodes v and w are part of the same subgraph.

B(P,eA)

© o

(c) We mark portal nodes in distance epD on the separator
paths. Here, 1’ is the portal closest to 1. The path between
wand u/’ has length < 2€D.

(e) For each v — w-path that has a node u in the separator,
there is an approximate shortest path tree that contains both
v and w and approximates the path.

B(B.eh)

(b) We construct a weak r-path (D, € )-separator. Node
U is on the shortest path between v and w and part of the
separator.

(d) We sequentially construct a (1 =+ Et)-approximate
shortest path tree from each of the O(H) portal nodes.
These trees will added to the tree cover T.

(f) The distortion of the path (via u’) in the tree depends
on (1 4 €¢), the multiplicative error of the SetSSP, and the
distance between u and '/, which is only additive.

Figure 11.1: A visualization of the main ideas of our construction of the tree cover. Note that in a traditional path separator, the node u would lie directly

on the separator path, which saves an addive €5 D.
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Lemma 11.12. A tree cover T (€, D) computed by the algorithm can be divided into O (k - €' - log4 n) forests.

Proof. The forests are constructed as follows. Recall that in each recursive step, we construct at most K €
O(k-et. log2 n) trees in each connected component. We enumerate all trees in all connected components,
ie., each tree gets assigned a number in [1, K|. Using this numbering we define the series of forests F :=
F(1,1y, F1,2), - - - where forest F{; ;) contains all tree that get assigned number j € [1, K] in recursion i €
[1, O(logn)]. Obviously, the trees in each forest F{; ; are disjoint as they are picked from different connected
components of their respective graph. Further, as there are at most O(log n) recursive steps and each connected
componentin each recursive step has K forests, there are O( K log ) forestsin total. Finally, as we indepedently
repeat the algorithm O(logn) times to compute O(logn) covers, the final number of forest is O(K log® n).
AsK € O(k - €1 -log® n), the lemma follows. O

11.4.3 FroM ADDITIVE TREE COVERS To HIERARCHICAL TREE COVERS

The algorithm for constructing a fu/l tree cover is very straightforward. We use the additive tree cover algorithm
to compute several fixed distances and combine them into a full cover. To be precise, we simply double the
diameter of each new tree cover until we reach the maximum possible diameter. In particular, we choose d* :=
log(nW), i.e., d* is the logarithm of the biggest possible path length. Recall that W € O(n°) is the largest
possible weight of an edge and there can be at most 72 edges to a simple path. The error parameter for all coverings

Ti, ..., Ta~ is ¢/3 where € is our goal approximation. The whole procedure is summarized in Algorithm 3.

Algorithm 3 HierachialCover(G := (V, E, (), €)

T+ 0 > Initialize output set T.
W +— maxyep{w.} > Maximum edge weight in G.
d* <— [lognW] > Note d* € O(logn) as W € o(n°)
fori«+ 0,...,d" do
D; +— 20
T; +— TreeCover(G, D;, ¢/6) > From Section 11.4 (Lemma 11.7)
T+— SUA{T}
return ¥

We will now prove that this simple construction fulfills the properties postulated in the definition. In par-
ticular, we must show that for each pair v,w € V there is a tree that approximates the distance between and

there are at most O(k - € 1) forests in the cover. We prove the two properties separately:

1. Let® :=Ty,..., T4 beaseries of tree covers as defined above. Then, for each pair of nodes v,w € V
with distance d(v, w) there is a tree T" with distortion dr (v, w) < (14 €)d(v, w). To see this, first note
thatd(v, w) < nW by definition of W and therefore, it holds log(d(v, w)) < log(nW). By construc-
tion of T, there must be a tree cover 7; with i := [log(d(v, w))] aslog(d(v, w)) < log(nW). This tree
cover has diameter D; € [d(v,w), 2d(v, w)]. Using the definition of our tree cover, we conclude that
there must be a tree T € 7; for which it holds:

dp(v,w) < (1 + ¢3)dg(v,w) + ¢/3D;
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Now, we use the fact that D; < 2d(v, w) and see:

dp(v,w) < d(v,w) + ¢/3dg (v, w) + 2¢/3dg (v, w)

)
)+ (3 +23) - da(v, w)
)
)

w
d(v,w
d(v,w
(14 €)d(v,w)

+e-dg(v,w)

Thus, this tree provides us with a routing path of the desired stretch.

2. The number of forests follows directly from the fact that d*, the total number of all tree covers, is loga-
rithmic. Given that each tree cover contributes O(Ii - €7 1) trees for each node, w.h.p., it easy to see that
in T, each node is in at most O (k- €1 - d*) trees. As d* € O(logn) for W € O(n®), the total number

is trees is still O (k - €7 1).

Let us end the section with the time complexity of this whole construction. Since we need to repeat the algo-
rithm from Lemma 11.8 for O(log(n - W)) distance values, the total time complexity is also O(log(n - W))

times the complexity of said algorithm.

11.5 RELATED WoORK

In recent years, there have been several breakthroughs in the distributed computation of such routing schemes
in almost optimal time. The concrete time bounds depend on the model of computation. In this section, we
compile the most recent and influential results from the sequential model (Section 11.5.1), the CONGEST
model (Section 11.5.2), and the HYBRID model (Section 11.5.3).

11.5.1 COMPACT ROUTING SCHEMES IN THE SEQUENTIAL MODEL

There is a plethora of compact routing schemes that can be computed in polynomial time in the classical se-
quential model. Peleg and Upfal were the first to consider the trade-off between space and stretch [PU89]
showing that any scheme with stretch & requires (n"/*) memory for the routing tables. They assume that
Erds’ girth conjecture is true and there are graphs with O(n'*"*) and girth k. Shortly after, Awerbuch et
al. devised a scheme with stretch O(9%) and Q(n'/*) memory per node. This was later improved to 4k — 5
by Throrup and Zwick in a highly influential publication [TZo1]. To the best of our knowledge, the current
state of the art was developed by Chechik [Cher3]. Her work presents a scheme with stretch 3.85k and, thus,
almost achieves the fundamental lower bound of stretch 2k — 1 with memory O(n'/*). Besides these results
for general graphs, there are also specialized schemes designed for numerous families of network topologies.
These schemes circumvent the impending lower bounds by Peleg and Upfal as they exclude the pathological
graphs used in their construction. These schemes achieve (almost) arbitrary stretch with a mere fraction of the
memory required for general graphs and, therefore, offer significant improvements on the stretch-space tradeoft
over universal routing schemes. The families in question include trees [TZo1], where one can devise schemes

with stretch 1 (as there is only one path between two nodes in a tree) and logarithmic memory, as well as planar
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graphs [Thoo4] and fixed-minor-free graphs in general [AGo6] where one has to stretch 1 + € and labels and
tables of size O(e~1). For the minor-free graphs, the hidden constants depend on the size of the minor. Typi-
cally, this is assumed to be a (small) constant independent of 7. Furthermore, schemes for graph classes can be
used to model wireless networks. In this category, we have schemes for graphs with low doubling dimension
(ddim) [AGGMo6] and (arguably) the most famous graph family that model wireless networks, namely Unit
Disc Graphs (UDG) [MW20]. The ddim of graph G is defined as follows: Suppose that G' has a ddim of «, then
it holds for any node v € V and any parameter 7 > 0 that the ball B(v, 2r) contains at most & - B(v, 1)
nodes. An often used example of a metric with low doubling dimension is the Euclidean plane R?, which has
ddim of 8. Ina UDG on the other hand, all nodes are modeled points in R2, butare only connected (i.e., have an
edge) to all nodes in distance at most 1. In both cases there are routing schemes with stretch 1 4- € and polyloga-
rithmic label and table sizes. Finally, there are also compact routing schemes for power-law graphs|[CSTW12].
Power-law graphs constitute an important family of networks appearing in various real-world scenarios such
as the Internet. In a power-law graph, the number of nodes with degree x is proportional to 2~ P, for some
constant 3. The power-law exponent for many real-world networks is in the range between 5 € (2, 3). Here

one can find a routing scheme with stretch 3.

11.5.2 ComracT RouTING ScHEMES IN THE CONGEST MoDEL

Let us now consider related results for CONGEST. We already mentioned several of them in the beginning, but
for the sake of completeness, we mention them here as well. As mentioned, for general graphs, the best we can
hope for is a stretch of 2k — 1 with routing tables of size O(nl/ %) due to Erdos’ girth conjecture [TZo1]. The
good news is that this was nearly matched in a series of algorithmic results [EN18b, EN16, LP13,LP15, LPP19].
In particular, [EN18b)] gives a solution with stretch O(k), routing tables of size 6(n1/ ¥), routing labels of size
9] (k) that can be computed in 6(HD + nl/2HY k) - n°M) rounds. For more restricted graphs, Izumi, Kita-
mura, Naruse, and Schwartzman [IKNS22] introduce a fully polynomial-time distributed tree decomposition
algorithm. It yields a decomposition of width O(72 log ) in O(72HD + 73) rounds, where 7 is the graph’s
treewidth. Additionally, they present a novel concept of a stateful walk constraint, which naturally defines a set
of feasible walks in the input graph based on their local properties. Thus, for CONGEST, they almost match
all relevant lower bounds. Further, for planar graphs, Li and Parter present an exact routing scheme that can
be computed in O(HD?) time [LP19] with labels and tables of size O(HD). Finally, Table 11.1 presents an
overview of all relevant work in CONGEST.

11.5.3 CompracT RouTING SCHEMES IN THE HYBRID MoDEL

We conclude with some related work in the HYBRID model. We begin with some lower bounds: In a recent
article, Kuhn and Schneider [KS22] prove that it takes O(n'/3) rounds to compute exact routing schemes with
labels of size O(n?/3) on unweighted graphs in the HYBRID model and provide an algorithm that matches this.
They also give polynomial time lower bounds of Q(n!/f (®)) for routing schemes with stretch £ on weighted
graphs. Here, f(k) is a function polynomial in k. They provide algorithms with near-matching upper bounds
for this setting as well. As in the lower bound for the memory requirement, the lower bound graph is a dense

graph of high girth. Again, the lower bound can be circumvented by considering special families of graphs.

253



Ref. Runtime Stretch Table size Label size Comment

[GZ22a] 9} (HD + n1/2) O(1) Any Any Lower Bound
[LP13] 0 (HD + n'/2+1/4k) 6k—1+0(1) O (n'/2+YE)  O(klogn) General Graphs
[LP1s] 9] (HD + nI/Z‘H/’“) 4k — 3 9] (nl/k) O(klogn) General Graphs
[LPP19] 9] ((HD + n1/2+1/k) ca) 4k —340(1) 9] (nl/k) O(klog?n)  Extension of [LP13]
[EN16] O ((HD + n'/2+Yk) . 8) 4k —5+0(1) 19} (n**) O(klog?n)  Optimal Runtime
[EN18b] o ((HD + n'/2+VE) . 5) 4k —5+0(1) o (n'/*) O(klogn) Optimal Memory
[LP19] O (HD?) 1 O (HD) O(HD) Planar Graphs
[IKNS22] O(72HD + 73) 1 O(72HD) O(1%logn)  Treewidth T
Thm. 12 +Lem. 1.2 O (e~% - HD) 1+e€ o} (e71) O(e 1) Planar Graphs
Thm. 12+ Lem. 1.1 O (e73-7-HD) 1+e€ o} (re=2) O(re™2) Treewidth 7
Thm. 12+ Lem. 1.3 O (5’3 -g- HD) 1+e¢ 1) (9672) O(ge2) Euler-genus g
Thm. 12+ Lem. 78 O (e7%-r-HD) 1+e¢ 10) (f(r)e=2) O(f(r)e 2)  K,Afree

Thm. 12 o} (e73 -k -HD) 1+e€ o} (ke=2) O(ke™2) k-path Separable

g = 20(\/10371)
b 8 := min {20( % l°gn>,logo<k) n}

¢y = lOgO(max{k,lnglogn}) n

4 £(r) depends only on r

Table 11.1: An overview of the related work in CONGEST for general graphs, planar graphs, and graphs of bounded treewidth.

The first works that considered routing on special graphs in the HYBRID network model were [JKSS18] and
[CKS20]. In particular, they consider a UDG with up to h so-called radio holes. These are areas enclosed by the
nodes of the UDG but do not contain any edges. For the remainder, we will refer to a UDG with up to h radio
holes simply as an h-UDGs. Jung et al. [JKSS18] show that for a bounded-degree h-UDG with a convex outer
boundary, one can compute an abstraction of UDG in O(log2 n) time so that paths of constant stretch between
all source-destination pairs can be found. On the downside, the algorithm requires some nodes to potentially
store a linear fraction of the nodes’ coordinates. In [CKS20], the same authors extend on this and show that in
h-UDGs where the bounding boxes* of the radio holes do not overlap, the same can be done with O(h) memory
(aslongas source and target do notlie in a bounding box). However, both algorithms assume unbounded global
communication, and furthermore, a simple extension of their approach to the outer boundaries of arbitrary
shapes seems unlikely. We want to remark that, with unlimited global communication one could gather the
topology at each node in O(logn) time and locally compute the sequential solution for UDGs. This would
beat the proposed schemes in runtime, memory, and stretch. Finally, there is a very recent line of work by Coy
etal. [CCF*22, CCST23] that also considers 2-UDGs but chooses more realistic communication parameters.
In particular, they limit the local communication to O(log7) bits and global communication to O(log® n)
bits, i.e., they use the same bounds as we do in this work. For 0-UDGs without holes, i.e., arbitrary polygons,
[CCF*22] presents a routing scheme of stretch 36, labels and tables of size O(logn) that can be computed
in O(logn) time via a deterministic algorithm. The stretch of 36 can likely be reduced to a smaller constant

through a sharper analysis?>. In the follow-up paper [CCS*23] it was further shown that for a h-UDG, the

*The bounding box of a hole is the smallest rectangle that fully contains the hole.
3'This was conveyed to us in a personal communication with one of the authors.
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Ref. Runtime Stretch  Table size Label size (v, ) Comment

[KS22] 9} (n*/*) k O (n'/*) Any (00, O(logn)) Lower Bound
[KS22] (@] (n1/3) 1 O (n*/?) O(logn) (00, O(logn)) General Graphs
[KS22] (0] (nl/k) k @] (nl/’“) O(logn) (00, O(logn)) General Graphs
[CCFt22] O (logn) 36 O(logn) O(logn) (O(logn),O(log? n))  0-UDG*
[CCST23] O (h?logn) 36 O(h? +1logn)  O(logn) (O(logn),O(log? n))  h-UDG?
[JKSS18] O (log? n) 0(1) NAP NAP (00, 00) h-UDG?
[CKS20] O (log® n) 18.55  NAP NAP (00, 00) h-UDG?¢
Thm. 12 0) (n4/k) ok?) O (n'/%) O(log® n) (O(logn),O(log? n))  General Graphs
Thm. 12 +Lem. 1.2 O (e73) 1+e 0] (e7h) O(e™1) (O(logn), O(log? n))  Planar Graphs
Thm. 12+ Lem. 1.3 O (e2-9) 1+e 10) (re72) O(ge™2) (O(logn),O(log? n))  Euler-genus g
Thm. 12+ Lem. 1.1 O (e3-7) 1+e 0] (re72) O(re2) (O(logn), O(log? n))  Treewidth T
Thm. 12+Lem. 1.4 O (e2-7) 1+e 10) (f(r)e=2) O(f(r)e2) (O(logn),O(log? n))  Kp-free

Thm. 12 0] (e73 k) 1+e¢ 6] (ke=2) O(ke2) (O(logn), O(log>n))  k-path Separable

* An h-UDG is a UDG with h radio holes, i.e., areas without edges.

b [CKS20, JKSS18] do not present compact routing schemes but algorithms to compute routing paths for each s, t-pair in O(1) time
using O (log? n) time preprocessing. The memory requirement might be up to O(n), i.e., the nodes need to store the whole graph.

¢ The bounding boxes of radio holes must not overlap.

Table 11.2: An overview of the related work in the HYBRID model. All of the routing schemes assume that the nodes are able to perform a handshake
with the target, i.e., exchange one control message of size O(log n) before routing the actual message. This is a natural assumption in the HYBRID
model and leads to smaller routing labels if compared to the schemes in Table 11.1.

runtime increases to only O(h? + logn) and table size to O(h? logn). In other words, there is a quadratic
dependence on the number of holes. As in the previous paper, the stretch is 36 and the label size is O(logn).
Both papers also present exact routing schemes for grid graphs that are of independent interest. Note that grid
graphs are planar and therefore also subject to our algorithm. However, we only produce a scheme with stretch
1 4 e where € > 0. Table 11.2 presents an overview of all relevant work in HYBRID and a comparison with

our results.

11.6 CONCLUSION & FUTURE WoORK

In this chapter, we presented algorithms that construct compact routing schemes in the CONGEST and the
HYBRID model. Our results can be divided into two areas. First, we proved that in the HYBRID model, we
can construct a compact routing scheme with constant stretch for any undirected graph (with polynomially
bounded edge weights) in sublinear time, w.h.p. For a stretch of O(log® n), it requires only polylogarithmic
time. Thereby, it massively outperforms all comparable algorithms in CONGEST model that require Q(HD +
\/n) time for similar bounds. In particular, our algorithm only uses polylogarithmic communication in both
the global and the local mode. In earlier works, the author either assumed unlimited local communication
[KS22] or arestricted topology [CCS™ 22, CCS™23,JKSS18, CKS20]. Thus, our algorithm demonstrates the
massive impact that only a tiny amount of global communication has on the computation of routing schemes.
Second, we presented a compact routing scheme with a stretch 1 4 € scheme for planar graphs and universally k-
path separable graphs. The latter class includes graphs of bounded treewidth, graphs of bounded Euler-genus,
or graphs that exclude a fixed minor K,.. Our schemes can be constructed in almost optimal time except for some

(possibly large) polylogarithmic factors in CONGEST and HYBRID. This answers the fundamental question
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of whether compact routing schemes with arbitrarily small stretch can be efficiently computed in a distributed
fashion for a plethora of restricted graph classes.

That being said, we must remark once again that our results are purely theoretical. Although comparing
favorably to other distributed algorithms, both the polynomial dependency on € and the logarithmic factors in
the runtime and size of the routing tables are not optimal and likely too large for actual practical usage. They
could be improved in future work. However, this likely requires new techniques and ideas, particularly a more
efficient separator construction. Our weak separator construction adds a multiplicative € ~! that can be avoided
when using a proper path separator (as we do for planar graphs). However, even for planar graphs, we have a
linear dependency on €1 in the size of the routing table. The work of [KST13] shows that in a planar graph,
it suffices to store O(loge™! - logn) bits on average. It is unclear if their construction can be translated to
the distributed setting, but it provides a starting point. As with our previous result, our constructions can
also be improved without touching the actual algorithms. A faster algorithm for approximate SETSSP would
immediately speed up our algorithm as well. Further, proving that K, -free graphs are poly (7)-separable leads

to faster runtimes and smaller tables for K.-free graphs.

Finally, we believe that our algorithms have applications beyond the construction of compact routing schemes
and may lead to better distributed algorithms for other types of routing schemes. In the remainder, we name

two promising examples.

FAULT-TOLERANT ROUTING SCHEMES A possible direction for future work could be the distributed con-
struction of fault-tolerant routing schemes for arbitrary and restricted graphs. Here, one is interested in a rout-
ing scheme that tolerates the failure of nodes and edges. That means, even if, say, f nodes or edges fail, the
scheme still finds a competitive path between source and target. Ideally, the stretch and the size of the routing
table only increase by a factor that polynomially depends on f. This topic has been heavily researched in the
past couple of years, leading to a good understanding of the problem [DP21, IEWM23, PPP24, LPS24]. How-
ever, to the best of our knowledge, existing algorithms do not present efficient distributed constructions. The
runtime is near-linear in the number of edges, namely O(m). However, the hop diameter HD, which is typi-
cally much smaller than m, is conjectured to be the optimal runtime. Perhaps our techniques can help develop

efficient distributed implementations.

OBLIVIOUS ROUTING SCHEMES: By design, our compact routing schemes only consider the length of the
routing paths, not the congestion. This means that a-priori there could be nodes that lie on all O(n?) possible
paths between nodes. As a consequence, if each node actually wanted to route a message to another node, all
messages would need to cross this one specific node. Thereby, the node would experience very high congestion,
which often is unfortunate in practice. Our algorithm makes no effort to mitigate this, as this is not typically
considered in compact routing schemes.

In contrast to the routing schemes that we consider, so-called 0b/zvious routing schemes try to minimize
the congestion (cf. [CR20, GHZ21, Racoz, Rio8, Riog] for an overview.). Before we continue, we should
clarify what minimizing the congestion means. Note that we can easily find graphs where a congestion of O(n)

is unavoidable if each node wants to send a message. For example, in a balanced binary tree or a star graph. More
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generally, for every graph, there is an optimal congestion Co pr of each node, which might be up to O(n). A
good oblivious routing scheme tries to get as close to this optimal congestion as possible. Typically, the quality
is a multiplicative factor of O(1), i.e., the schemes have a congestion of O(Co pr) where Co pr is the optimal
congestion.

However, we want to remark that most oblivious routing schemes that optimize congestion do not consider
the stretch, i.c., the paths that the messages take are very long. Thus, developing an algorithm that optimizes
both stretch and congestion and can efficiently computed in CONGEST or HYBRID is a worthwhile direction
for future work. In recent article [HR G22], Haeupler, Ghaffari, and Ricke presented a hybrid routing scheme
that combines both paradigms, i.e., it computes routing paths with (relatively) low stretch of 20(v1) and (rel-
atively) low congestion of 20(vV") times the optimal congestion. In CONGEST, the scheme can, w.h.p., be
constructed in O((HD + 1/7)2°(V™)) time in general graphs and O(HD - 2°(V™)) time in restricted graphs.
Their algorithm for oblivious and hybrid routing schemes is based on so-called (hop-constrained) expander
decompositions. In other words, they use entirely different techniques than we use for our routing schemes.
Perhaps, with an expander decomposition tailored to restricted graphs, one can also construct better oblivious
or hybrid routing schemes for restricted graphs. Our efficient construction of separators can possibly also help

here, but this is highly unclear and demands further research!
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Beep Boop Beep.

R2D2, Star Wars: A New Hope

12

Approximating Simple Covering Problems Via
Beeping Algorithms

ETCOVER is a well-understood problem in both the centralized and distributed setting. In this chapter,

S we present a new distributed algorithm for SETCoOVER that works in a very restricted model of commu-
nication. This makes it extremly versatile and good building block for distributed optimization prob-

lems. All algorithms and techniques that are presented in this chapter have been published in the following

journal article:

Thorsten Gétte, Christina Kolb, Christian Scheideler, and Julian Werthmann. Beep-and-sleep: Message

and energy efficient set cover. Theor. Comput. Sci., 950:113756, 2023

Given a collection of elements U := {u1,...,u,} and sets S := {s1,..., 5y} withs; C U the goal
of SETCOVER is to cover all elements with as few sets as possible. A simple greedy algorithm that always picks
the set that covers most elements has a logarithmic approximation factor, which is the best we can hope for a
polynomial-time algorithm unless P = N P. SETCOVER has a wide variety of applications in many areas of
computer science. On the one hand, it plays an essential role in the analysis of large data sets, which is often
needed in fields like operations research, machine learning, information retrieval, and data mining®. On the

other hand, it is also used in purely distributed domains like ad-hoc sensor networks. An essential task in these

'See, e.g., [IMR T 18, DIMV 14, IV19, IMR* 17] and the references therein for a comprehensive overview on the application of SET-
COVER.
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networks is to determine a minimum set of nodes, a so-called DOMINATINGSET, such that all nodes are within
the sensor range of this set. This set can fulfill tasks like routing, collecting sensor data from neighbors, and
various other jobs. Note that DOMINATINGSET is a special case of SETCoVER. We can model each node as
an element that the solution must cover. Further, if we add a node to the solution, it covers itself and all its
neighbors. Thus, we can also model it as a set containing all these nodes. Therefore, DOMINATINGSET is a
particular case of SETCOVER where all nodes need to act as both sets and elements.

Recall that we are interested in distance-based graph problems in this part of the thesis. Thus, we will look

at the following natural generalization of the DOMINATINGSET problem.

Definition 12.1 (D-DOMINATINGSET). Let G = (V, E, w) be a (weighted) graph and let D be a distance
parameter. Then, an D-DOMINATINGSET is a subset S C 'V such that each nodev € 'V has at least node s € S

in distance at most D. Formally, for all v € 'V, it holds:
Be(v,D)NS #0

Let So pr be the minimal set with these properties. Then, we say that an algorithm A solves
D-DOMINATINGSET with approximation ratio o if outputs a set S A with |Sa| < a|Sopr|-

An application of this particular flavor of the DOMINATINGSET problem could be the following: Consider
anad-hoc sensor network where each device has an uplink, i.e., a separate antenna or satellite connection enables
it to communicate with a controller node, a base station, etc. It can use this uplink to send its sensor data or
to receive control information. However, doing this draws additional energy, which is typically considered a
sparse resource in ad-hoc networks. Therefore, a reasonable trade-off seems only to let a small subset of nodes
activate the uplink and ensure that these nodes are not f00 far away from any other nodes. Then, the remaining
nodes can use their local low-energy communication to send and receive data to and from the uplink nodes.
Note that the particular application determines whatever constitutes zoo far. In other words, we are looking
for the smallest possible set of nodes that are not #00 far away from all other nodes. Thus, our definition of a
D-DoMINATINGSET with S being the uplink nodes and D being the maximal tolerable distance to an uplink
node, fits perfectly into this description.

Quite surprisingly, previous distributed algorithm for DOMINATINGSET and/or SETCOVER did not specif-
ically consider this variant of the problem. For distributed algorithms, an instance of SETCOVER is usually
modeled as a so-called problem graph Gp := {Vi; U Vs, E'}. Each set and each element corresponds to a node
in this graph. Further, for each set s; € S there is a bidirected edge {u;, s;} € E to each element u; € U it
contains. These edges model bidirected communication channels between the nodes representing the set and
element in the default distributed setup. Each set and element in each round of communication can send a
distinct message of size O(logn) over each communication edge. Several randomized algorithms in the dis-
tributed CONGEST model match the optimal approximation ratio, w.h.p., and have a near-optimal runtime of
O(log2 A) where A is the maximum degree of the problem graph [JRSo2, KWo3]. To the best of our knowl-
edge, in all popular distributed solutions to SETCOVER, all sets/elements extensively communicate with their
neighborhood and send (possibly distinct) messages to all their neighboring sets and elements. However, in

our case, the the communication graph is different from the problem graph! While we are are looking for a
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DomiNaTINGSET in G(P) := (V, E) where E(P) := {(v,w) | w € Bg(v, D)}, we can only communicate
in G. In the LOCAL model, this does not make too much of a difference as we can use unbounded messages. In
an unweighted graph, we can collect all messages from all nodes in the distance D within D rounds. We would
only have a slowdown of D compared to the Jocal solutions that only communicate with neighboring nodes.
In more restricted models like CONGEST, the situation is different. Here, we cannot trivially extend existing
algorithms to distance D. To be precise, we cannot receive a distinct message from all nodes in the distance D
in D rounds as the communication along an edge is restricted. Thus, the communication between nodes and
the nodes they can potentially cover is much more restricted and we have to compress the information we want

to send. In spite of this, we show:

Theorem 13. D-DomiINaTINGSET in CONGEST

Let D > 1 be a distance parameter, and let G = (V, E) be an unweighted graph. Suppose that for
all nodes v € V, it holds Bg(vD) < A, then there is a randomized algorithm in the CON-
GEST model that solves D-DoMINATINGSET in O(D - k) rounds with expected approximation ratio
O(AF log2 A) where k > 3 is an parameter. Both k and A must be known to all nodes.

The algorithm sends only 1-bit messages and does not require to send distinct messages to all neighbors.

Note that the algorithm can trade runtime for approximation ratio. This trade-off makes it particularly
practical for sensor networks, as their topology is often rapidly changing due to sensor nodes moving, shutting
down, or rebooting. Our algorithm can quickly react to these changes by computing a new non-trivial solution
in constant time. However, for instances of high degree, when the devices are placed densely, is approximation
ratio may still be too high. Existing solutions for special graph classes (see, e.g.,[SRSo8, YJY " 15] for graphs
embedded in the euclidean plane) have far better approximation ratios as they can exploit specific properties
of the problem graph. On the flip side, they have at least a logarithmic runtime, which cannot trivially be
reduced. Thus, our algorithm is suitable in cases where the degree is not too high, and a constant runtime is
more important than an optimal approximation. Finally, note that this work focuses on proving the feasibility
and not optimizing the Jogarithmic factors in message complexity and approximation ratios, i.e., we explicitly
do not claim our factors to be optimal.

The remainder of this section is structured as follows. First, we present some preliminaries in Section 12.1.
In particular, we introduce the so-called BEEPING model, a simple model for ad-hoc networks that relies only on
carrier sensing. This model is weaker than CONGEST, but in contrast to CONGEST, a BEEPING algorithm
for a nodes 1-neighborhood can easily be transformed in an algorithm for a nodes D-neighborhood. In fact,
this is exactly what we will do. Then, in Section 12.2, we present our main technical contribution, an adapted
version of Jia et al.’s. DOMINATINGSET algorithm from [JRSo2] for the aforementioned BEEPING model. We
change this algorithm in two significant ways: First, we massively reduce the messages that need to be exchanged
by replacing all instances where nodes are counted through randomized approximations. These approximations
only use a fraction of the messages. Second — and more importantly — we completely replace the mechanism
thatlets nodes decide to join the solution. For this, we use geometrically distributed starting times where sets add

themselves when their time has come, and they have a certain threshold of uncovered neighbors. This approach
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does not require any additional messages. Note that the independent work of [GMRV20] uses a very similar
technique?. Still, their analysis does not provide all the properties we need for our problem. Finally, we present

some related work in Section 12.3 and conclude the chapter with some ideas for future work in Section 12.4.

12.1 THE BEEPING MODEL

In wireless ad-hoc networks, one needs to take special care of the limited battery life of the nodes. In particular,
sending messages should be reduced to a minimum due to the high energy requirements of the radio mod-
ule. In practical ad-hoc networks, the number of messages is not the limiting factor. Instead, it is much more
energy-efficient to only send a single signal, a so-called BEEP, to all neighboring nodes. Further, nodes can only
distinguish if at least one or none of their neighbors beeped to save energy, i.c., they only rely on carrier sensing.
These considerations have been formalized in the so-called BEEPING model[CK1o]. In this work, we consider
the following (standard) variant of the BEEPING model [CK1o, DBB18]: We consider a fixed communication
graph G := (V, E). Note that the nodes do not know their exact degree, and nodes have 7o identifiers. Time
proceeds in so-called slozs. In each slot, a node can either beep or listen. If a node listens and any subsets of its
neighbors in G beeps, the listening node receives a BEEP. It can neither distinguish which neighbors beeped nor
how many neighbors beeped, i.e., it only relies on carrier sensing. Further, a node cannot simultaneously beep
and listen but must choose one of the two options. All nodes wake up in the same slot, i.e., we consider the
BEEPING model with simultaneous wake-up. We believe that our algorithm can also be extended for wake-up-
on-beep as each node only needs to be in sync with neighboring nodes. If nodes do not wake up in the same
round, their internal counters only differ by 1 as each node wakes up one slot after its earliest neighbor. In this
case, there are some standard tricks to simulate a single slot of a simultaneous wake-up algorithm within 3 slots
[CK10, DBB18].

For this variant of the model, the following holds:

Lemma 12.1 (Folklore). Let G be an unweighted graph. Then, every BEEPING algorithm on G (P) .= (V,E)
where EP) .= {(v,w) | w € Bg(v, D)} can be simulated on G in D rounds of CONGEST.

In the simulation, all nodes can beep and listen simultaneously.

Proof. For the CONGEST part, each beep simply is relayed for D steps. To be precise, each slot simulated in D
rounds in CONGEST. That s, if anode v € V beeps in given slot, it sends a 1-bit message to all its neighbors
in G. Then, all nodes that received one or more such messages, send a 1-bit message to all of their neighbors.
This continues for D rounds. Thus, a given node v € V will receive the 1-bit message if and only if a node in
B (v, D) beeped. It cannot tell, which node beeped (unless it happens to be its direct neighbor) nor how many
nodes have beeped. Thus, it has the same information as in the BEEPING model. Clearly, this also holds for the

nodes that beeped so that they can beep and listen simultaneously. O

*Instead of using geometric starting times, they continuously increase a set’s probability to join until it joins or does cover enough
elements. From a probabilistic point of view, this is (almost) equivalent to picking geometric starting times.
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12.2 AN EFFICIENT SETCOVER-ALGORITHM FOR THE BEEPING-MODEL

We will now describe our first algorithm, which we dub the BEEP-AND-SLEEP algorithm, as most sets and ele-
ments will be idle during the execution. We consider a fixed communication graph G := (Vs U V, E) with
Vs = mand Viy = n. Eachset s € Vg has a bidirected edge {s, e} € E to each element e € Vy; it contains.
Each node can only communicate with its neighbors in G. Further, all nodes know A, the maximum degree
of G. This assumption can be replaced by a polynomial upper bound, i.e., an approximation of log A, which
would only slow the algorithm down by a constant factor.

Given these assumptions, we show the following:

Theorem 14. SetCover in the BeepingModel

There is a randomized algorithm in the BEEPING model that solves SETCOVER in time O(k?) with

expected approximation ratio O(A% log2 A) where k > 3 is a parameter known to all nodes.

Thus, even for a constant k, our algorithm achieves a non-trivial approximation ratio. Note that this is close
to the optimal ratio we can hope for with this runtime, as Kuhn et al. showed that any distributed algorithm
with only local communication needs O(k) time for an approximation ratio of O(A% ) [KMWo6]. Note that
together with Lemma 12.1, this theorem implies Theorem 13. As the simulation allows listening and beeping
simultaneously, each node can simulate a set and and element.

The core idea behind this algorithm is that — similar to the sequential greedy algorithm — all sets that cover
the most uncovered neighbors at a given point in time add themselves to the solution. However, due to the con-
straints of the BEEPING model, the uncovered elements cannot simply inform their neighboring sets that they
are uncovered. If all elements were to send a BEEP simultaneously, the listening sets would only learn that they
have at least one uncovered neighbor but not how many. So, our algorithm must work around this. Further,
since we are in a distributed setting and want to achieve a short runtime, we need to add sets simultaneously.
Thus, we need to ensure that two (or more) sets we add concurrently do not overlap too much, i.e., cover the
same elements. Hence, the main difficulty stems from the following two technical challenges in the BEEPING

model:
1. We need to estimate the number of uncovered neighbors correctly.
2. We need to avoid too many sets containing the same elements being added to the solution concurrently.

Note that the classical algorithm bu Jia et al. [JR So2] faced the same problems in the CONGEST model. In their
algorithm, all sets that (approximately) cover the largest number of uncovered elements try to add themselves to
the solution. Then, each of these sets locally computes the probability of joining the solution. This probability
is based on how many elements are covered by the sets in their 2-neighborhood. To be precise, each element
counts how many sets want to cover it and sends this value to all these sets. Thus, each set receives a value from
all its uncovered elements. Then, the sets locally compute the median of these values and pick its inverse as
their probability. This calculation requires each element and set to send and receive distinct messages of size

O(log A) to and from all of their neighbors (as all values are smaller than A and require O(log A) bits to be
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encoded). Obviously, this is trivial to implement in the CONGEST model. However, in the BEEPING model,
this calculation cannot be done as easily because of the restricted communication. First, we would need at
least O(log A) slots to submit even a single value, as we can only transmit one bit per round. Thus, a simple
simulation cannot achieve a runtime polynomial in k. Second, we cannot receive distinct values from different
neighbors in the BEEPING model. Therefore, the computation of the median also cannot be trivially simulated.

We will heavily use randomization and present a random mechanism to achieve the desired properties. We

begin with a helpful definition that simplifies our notation. Forany i = £, ..., 0 we define
i
A; = Ai = (A%> ' .
A%

Throughout this work, we will make two assumptions about the degree. First, we will assume that A; is an
integer for any choice of i. In other words, we assume A is a multiple of A% . This way, we do not need to
carry rounding artifacts through our equations. Second, we assume w.l.o.g. that A > 4. Note that the largest
meaningful value for & is O(log A). For bigger values, the term O(log> A) dominates the approximation ratio
given in Theorem 14. As A € w(log A), our assumption holds for instances of non-constant degree. Instances
of degree A € O(1) admit a trivial constant-factor approximation by adding all sets, so our result remains

general.

12.2.1 ALGORITHM DESCRIPTION

Now we will describe the algorithm promised by the theorem: The algorithm runs in & phases, where in phase
i, all sets that cover approximately /A; elements try to add themselves to the solution. At the beginning of each

phase, the sets and elements do the following:

* Each set s draws a geometric random variable X with parameter 1 — 1/a%. Values bigger than 4k are

rounded down to 4k, so X € [0, 4k] always.

* Each uncovered element u draws 4k variables Y,!, ... Y2 with Y,/ € {0,1} and Pr [Yf = 1] =
(f) independently and uniformly at random. If at least one of these variables is positive, we say that
w is active. As we will see, this ensures that each set with A; uncovered elements has roughly 4% active

elements in expectation.

These variables stay fixed for the duration of the phase.

Obviously, not all sets with active elements in a given phase may be (simultaneously) added to the solution, as
this generally would not lead to a good approximation. Many of these sets could cover the same active elements,
so we must add them carefully and update the number of active elements after each addition. To this end,
the phases are further subdivided into 4%k + 1 rounds, where only some sets try to add themselves. Here, the
geometric distribution comes into play. Each set has precisely one round @ € [0, 4k] where it tries to enter the
solution. The round is determined by ®, := 4k — X. In all other rounds, the set will be idle and not try to add
itself. This roughly means that in the first couple of rounds, only very few sets will try to add themselves (and
only cover elements contained in many sets), while in the later rounds, almost all sets will try to add themselves.

. . . . . . oAl
As we will see in the analysis, our particular choice of parameters ensures that in each round, only O(A*) sets
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Algorithm 4 CoDE FOR SETS Algorithm s CopE FOR ELEMENTS

procedure SETS(s, Ny, k, A) procedure ELEMENTS(e, N, k, A)
Se«+— 0 C.<«—0
A— {L}#F
fori:=0,...,kdo fori:=0,...,kdo
Pick X ~ Geo(1 — 1/a%). for{=1,...,4kdo
X, +— min{Xj, 4k} Y! ~ B(1/a;)
forj:=0,...,4kdo
forj:=0,...,4kdo for{=1,...,4kdo
for{=1,...,4kdo if (! =1) then
if (C, = 0) then
BEEDP()

Ap +— LISTEN()

if ([{A¢ # L}| > 3k) then
if (4k — X5 = j) then

BeEr() | <— LISTEN()
Ss«—1 Ifl # L,set Cp +— 1
A {1}k

Figure 12.1: Pseudocode for BeepAndSleep algorithm for creating a SetCover. The pseudocode depicts the code for the elements (right) and the code
for the sets (left). Sets and elements are synchronized. Whenever the sets beep, the elements listen, and vice versa.

try to cover the same element simultaneously in expectation. Note that this geometric mechanism that lets the
sets decide to add themselves is the main difference from the classical algorithm by Jia et al. [JRSo2].

We now focus on the order of events of a single round. A single round consists of 4k + 1 slots. In the first
4k slots, the sets try to estimate the number of their active elements. During this time, the sets will only listen
and count the number of beeps they hear. Each active element u (that has not yet been covered) beeps in slot
¢ € [1,4k] if it has drawn Y, = 1 in the beginning and remains idle otherwise. Now consider a set that has
atleast A; uncovered elements. Our choice of parameters implies that in each slot, there is (at least) one active
element that sends a BEEP 7z expectation. After these 4k steps, the sets decide to enter the solution. Each set s
with @, = j that received a BEEP in at least 3 slots adds itself to the solution and beeps. In the final slot of the
round, the elements listen for beeps, and if they hear a beep (sent by a set that adds itself to the solution), they
consider themselves as covered. Once an element is covered, it will perform no further action. Note that in the
last phase, it holds A%q = 1, so all uncovered nodes become active and, more importantly, beep in all 4% slots.
Thus, even if there is only one uncovered element, the neighboring sets will hear a BEEP in 4F slots. As each set
eventually tries to add itself, all elements will get covered.

The pseudocode for the algorithm is given in Figure 12.1. In the following, we elaborate on some of the
notation used in the code. If a set or element wants to send a beep, it calls the eponymous method BEEP(). If a
set or element wishes to listen to BEEPs, it calls the method LisTEN(), which either returns BEEPD if at least one
neighboring node called BEEP() or L otherwise. We use B(p) and Geo(p) to refer to the Bernoulli and geo-

metric distribution, respectively. In addition to the variables that store the aforementioned random variables,
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the nodes have little additional state information. Each set s has a variable S5 € {0, 1} thatis 1 if s part of the
solution set and 0 otherwise. This variable is initially set to 0. Further, each set has array A € {_L, Beep}**
of size 4k that is used the count the beeps of neighboring elements received in one round. This array is reset
after each round, so a set’s total memory is only O (k) bits. The elements have the variable C, € {0, 1}, which
takes value 1 if the element is covered and 0 otherwise. Together with the variables Y7, . . ., Yy, that store the

random choices, the elements also need to store O(k) bits.

12.2.2  ANALYSIS (PROOF OF THEOREM 14)

We will prove Theorem 14 and show that our algorithm fulfills the promised bounds. The runtime of O(k?)
follows almost trivially. The algorithm is structured in k phases, each phase again in 4k+-1 rounds. Further, each
round again consists of 4k+1 slots, which brings the total runtime to O (k). Since the runtime is deterministic,

we only need to prove the expected approximation ratio.
) 3 . . .
Lemma 12.2. The algorithm outputs a O (A k log2 A) -approximate solution in expectation.

Since the algorithm, for the most part, follows the algorithm by Jia et al.[JRSo2], a generalized version of
their core lemma also holds for our case. In particular, they showed that their algorithm only deviates by a
constant factor from the greedy solution. They use the fact that each set can exactly count how many elements
it covers, whereas our algorithms can only approximate it. Thus, we need to parameterize the analysis further
to account for this.

Note that an element can only get covered in the last slot of a round. As we have k + 1 phases and 4k + 1
rounds in a phase, there are 7 := 4(k + 1)2 — 3 rounds in total. For this analysis, we denote each round as
atuple (4, j) where ¢ € [0, k] is the phase and j € [0,4k] is the round of that phase. Thus, when we write
round (i, 7), we mean the " round of the " phase. Note that i and j correspond to the loop counters in the
pseudocode. We choose this notation because the phase 7 is very important for calculating the probabilities, so
we need to carry it with us. In the following, we consider the round (0,0) < (4, j) < (k,4k) in which element
u € Vyy is covered. Since all elements are eventually covered (because in the last phase, all uncovered elements
beep until one of their neighboring sets adds itself), this phase is well-defined. For each element covered by our
algorithm, we define the random variables 7)(; ;) (v) € [1, A]and ju¢; jy(u) € [1, A]. We define; ;) (u) to be
the ratio between the best set in ©’s neighbor and the worst set picked by the algorithm, i.e., the ratio by which
the choice of our algorithm differs from the greedy solution. Further, let 1(; ;)(u) be the random variable that
denotes the number of candidates covering u € V4 in the round where it is first covered.

Moreover, we define the functions cffujrz (u) € [%.1] and cled) (u) € [x,1] for each covered element

u € Viy. Let N, C Vg denote the sets that can cover u. Likewise, let IV, denote the elements contained in

some set s € V. Suppose u is covered by sets C(; j)(u) C Ny, i.e., these sets add themselves simultaneously.

Further, let d(; j)(s) for s € Ny be the span of set s, i.e., the number of uncovered elements neighboring s.
(i.4)

Based on this, we define ¢maz (w) based on the set with fewest uncovered elements, i.c., the set that deviates the

most from whatever set the greedy solution would have picked. It holds:

. 1
(w)( ) =
Cma;v U max
s€C 5 (w) d(i j)(8)
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The value cx’fg (u), on the other hand, is determined by the set in u’s neighborhood with the biggest possible
span, i.e., the set that the greedy solution would have picked. Note that this set may not be part of C'; ;y(u).

Formally, we have the following:

(i-d) . 1
¢,2 (u) = min
SEN,, d(z’j)(S)

On the other hand, by the definition of 7(; ;) (u), it holds:
el () = g gy (w) - i (w)
Finally, we define the following values:

1. Let S(; ;) be set of candidates that add themselves to .S in round :.

2. Foreach s € S(; ;) let U jy(s) C N, denote the uncovered elements in s. Note that d(; ;)(s) :=
|U(i,5)(8)], i.e., the cardinality of Uy; jy(s) is the set’s span.

3. Let Ug ) = Uses(,;,j) Ui,j)(s) denote the set of elements that are uncovered at the start of round

(4, 7) and are covered in this round.

Given these definitions, the number of sets that are added to the solution in round (%, j) can be bounded as

follows:
di j)(s)
Sapl < D 5=
sese, dan(s)
As s covers exactly d(; ;)(s) elements:

1
< Z |U(i,j)(3)\m

SES(iJ)

As1/d (s) < i) (u)

max

IN

Yo D i

SES(i,5) uGU(i,j)(s)
Aseachu € U jy is covered by fu1; j (u) sets:
= > ih(u) - pgg(u)
’U.GU(,‘,J')
As i) (u) = s () - i) (w):

< ST i) gy () - g ()
u€U,j)
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Now we consider the expected value of |S(; ;)|. Using the linearity of expectation and the inequality above, we

get that:
B (|Sanl] € Y Prfu€ Uy - E [nig @) - ng (w) - chin ()] (12.1)
ueVy
< Y Prlu€ U] B )] - E [n,)(w) - i) (w) (12.2)
ueVy

The second line follows from the fact that the random events that determine 7; ;) (u) and f1(; ;) (u) are inde-
(i.9)

pendent. We will now bound E [77(1'73') (we, o, (u)} and E [11(; j)(u)] separately. In particular, for 11(; ;) (u),

we show the following:

Lemma 12.3. Forall elementsw € Vi and all round (i, j), it bolds:

B

E [n6.5)(w)] <34

The proof is based on the specific properties of the geometric distribution and can be found in Section
12.2.3. It can be regarded as the primary technical contribution of this section as it requires some non-trivial
observations on the dependencies between the random decisions made by the algorithm. Similarly, it holds for

the difference between the best and the worst set:

Lemma 12.4. Let k > 3. Then, for every element w and round (i, ) in which u is covered, it bolds

E [ns5) (el (w)] < 25-10g - (A%)Q E [l w)

In contrast to the previous lemma, this statement can be shown via fundamental calculations and elemen-
tary combinatorics. The proof can be found in Section 12.2.4. Putting these two insights back in the formula

from Equation (12.2), we get:

ElSuqll < X;Pr[“ € Utin] * B [16s) (w)] E |mis (w) - el ()] (12.3)
ue
By Lemma 12.3: (12.4)
< (3A%) Z‘/Pr[u €Uuj] E {n(m)(u) cgflf,z(u)} (12.5)
ue
By Lemma 12.4: (12.6)
< (3al) (25(¢/z>QIOgA> > Prfue U yE [chilw]  (27)
uev
< (7507 logA) 3 Prfu € Ui ) ]E el (w)] (12.8)
ueV
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Now recall that each element gets covered eventually, so eventually, each u gets assigned as cost cgn”z( ). For

each u € Vy define the expected cost as:

k 4k
E [cmin ()] = 3 D Pelu € Usp | [e1)w)
i=0 j=0

Next, we can use the linearity of expectation to sum over all k? rounds and get:

k 4k
E[S]] = Z Z]E US(i,j)H > Linearity of Exp.
i=0 j=0
k 4k

T5A* log A Pr[u € U, cx’fg(u) >Inequality (12.8)
<( D3I | el (w)]
(

1=0 j=0 ueVy

e

T5AR log A) Z E [cmin(u)] > Law of Total Exp.

ueVy

It only remains to bound the expected cost assigned to an element when it is covered. By the analysis of the

greedy algorithm by Jia et al., it holds that:

Lemma 12.5 (Lemma 3.5 in [JRSo2]). Let |Sopr| be the size of the optimal solution, then it holds:

Z E [cmin(u)] < HalSopr| < log AlSopr|

ueVy
Here, the term Ha denotes the A" barmonic number.

Proof. Fix any execution 2l of the algorithm, i.e., assign each element a round in which it is covered. We will
argue that for all possible executions, the maximal cost of Ha |So pr| is assigned. The proof exploits that ¢,
can always be bounded by the span of a set from the optimal solution.

Considerasets € Sopr of degree A,. This set may not be a part solution computed by the algorithm; we
only use it to bound the assigned cost. We consider only the rounds in which some neighbor of s is covered in the
following. We ignore all the rounds in between. Suppose that there are  distinct rounds (i1, j1), . - - , (¢r, jr)
in which neighbors are covered. To simplify notation, we can enumerate these rounds as 1, ..., 7. Note that
the concrete indices of the phase and round in which an element is covered do 7or matter for this proof. Further,
we can define values 01, . . ., §, that denote the number of neighbors covered in the corresponding round. To

I*" round where some elements of s are covered, the algorithm covers exactly §; > 1 elements.

be precise, in the
All these values are entirely determined by 2.

In the first round, where any element of s is covered, it is assigned a cost of at most i (if there is a set with a
bigger span, the cost can only get smaller). In the second round, where any neighbor of s is covered, it is assigned

a cost of at most A . Recall that §; counts how many elements were covered in the first round. Therefore,
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s must have a span of Ay — d1 because, per definition, no other neighbor of s was covered in between. This

argument can be repeated inductively, such that the total cost after the rt round is bounded by

> Elemin(u) 2] < 37 1
=1 s l

u€ Ny

Seeking an upper bound, let u1, ..., ua, be elements such that uy is covered before or in the same round as
Ug41. Then, the costassigned to ug is bounded by ﬁ Thus, the maximal cost that a node of the optimal

solution can assign is bounded by

> Elewn() |2 <3 5

ueN, =1
< S !
SN (01
< Ha, < Ha

Since there are | So pr| sets in the optimal solution, which all assign cost Ha,, the lemma follows for assignment
2(. As this bound holds for 4// possible executions of the algorithm, the law of total expectation yields the

lemma. O

Putting everything together, we get:

ueVy

E[9]] < (75A% logA) E [min (1)]
)

< (75A% logA) - Ha - |Sopr| >Lemma 12.5
< (75A% logA ) -log (A) - |Sopr|
< (75A% IOg2 A) . |SOPT|

€0 (At 1og? (A)Soprl)
This proves the main theorem.

12.2.3 PROOF OF LEMMA 12.3

We will show that for any node u € Vy, it holds that the probability that u is covered by more than ¢ sets
simultaneously is exponentially declining in ¢. In particular, this is independent of the phase and round in

which w is covered. The main result of this section is:

Lemma 12.6. Forany valuet > 1, any element w € V and any round (i, j) in which u is covered, it bolds:

Pe i) (0) = 1] < max{e™/%,2 (1 - yak)™)
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We aim to use a result by Miller et al. [MPVX1sb] (which needs to be adapted for geometric values). They
showed that the number of candidates that pick the earliest possible wake-up time is A% in expectation®. For
each node u € Vy, we consider the phase in which u is covered. Recall that every element is a/ways covered
because in the last round of the last phase, all remaining sets that cover atleast one element simply add themselves
to the solution.

In the remainder, we will focus only on a single phase 4. For readability, we refer to the number of sets that
cover u simply as f(u) (and not as pi(; ;) (u)) during this proof. Further, since we focus on a single fixed phase,
we will just write 7ound j instead of round (i, j). In particular, when we talk about a round j € [0, 4k], we
always mean round j of phase i.

Throughout this proof, we divide the sets into two subsets.

1. First, let N, be the set of sets in u’s neighborhood, i.c., the sets that can cover u. We call these the neigh-

boring candidates.
2. Second, let NN := Vg \ N,, be all other sets. We call these the non-neighboring candidates.

Further, we define the wakeup time ®; of each s € Vg as @, := 4k — X;. Now we consider the concrete
round j in which w is covered. Here, we must distinguish between round j = 0 and all other rounds. First,
we consider the elements covered in round j = 0. In this case, the values X of 4// candidates that cover u
must be bigger than or equal to 4k (before being rounded down). Otherwise, if it held X, < 4k, the value
®, := 4k — X would be strictly positive, and the corresponding set would wake up in a later round. In the

following, we callaset s € Vs earlyifitholds Xy > 4k. Given this definition, it holds:

Lemma 12.7. Denote £, as the number of early sets covering u. Then it holds:

3Note that that the analysis of a similar result in [GMRV20] only bounds this term in expectation (and not the exact probability) and
does not parameterize it on the number of phases as we do. We need both these aspects for our problem. Adding these two aspects to
their analysis does not seem straightforward as they use a rather complex term to bound the expectation. In contrast, we can exploit the
geometric distribution’s fundamental properties.
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This follows directly from the definition of the geometric distribution. As there are az most A neighboring

candidates that cover u, the expected number of early candidates is at most % as it holds that:

E[&] = Z Pr(s is carly] = Z A4 < A4 :é

SEN,, SEN,,
As A > 2 this further simplifies to ﬁ. O
Given the fact that all set pick their wake-up time independently, the Chernoft bound implies the following:

Lemma 12.8. Suppose u gets covered in the first round of the phase, then

Bl

Pr(p(u) > t | wis covered in round 0] < e~

Proof. Since all candidates pick their wake-up time independently and p(w) is exactly the number of early can-

didates, i.e., it holds i (u) = &,, we can use the Chernoff bound (cf. Lemma 1.6) to show that:

Pr(p(u) > 4t | w is covered in round 0] = Pr[E,, > 4t']

=Pr {Eu > 4t’A2A12}

By Lemma 12.7:
<Pr[€, >4t A* E[£)]]
Pr[€, > (1+3-t' - A*)E[E,]]
Using the Chernoft bound:

—3t’.a2 _¢
<e a%s <e

The lemma follows by substituting ¢ = ¢’ /4. O

Having dealt with round 0, we now assume that u gets covered in any other round j > 0. This part is more
complex than the previous one as it requires a more careful analysis of the starting times. First, we will fix all of
the random decisions made by the algorithm except the decision of the neighboring candidates. In particular,

we condition on the following three variables:
1. The wake-up times of the non-neighboring sets Z .
Itholds Znn := (¢sys-- -, gbs‘NN‘ ), such that the non-neighboring set s; € NN wakes up in round
Py
2. The slots Z;; in which the uncovered elements send a BEp.
This random variable contains all random choices made by the uncovered elements. We define it as the

YAF) | v’ € Vi }. Here, the variable Y/, denotes whether u/ is active

set of vectors Zyy := {(V,),, ..., Y.}
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and beeps in slot £. Based on this, we can define the number of slots in which a set s € NN receives a

BEEP from an element in subset U C V}; as follows:

Stots(s,U) := |{¢ € [1,4k]|Fu' e UN N, : Y, = 1}| (12.9)

3. The initial set of uncovered elements 4.

This is the set of uncovered elements in round O of phase . Note that this setis determined in the previous

phases. We do not make any statements about its size or the nodes it contains.

We will see that the decision, if a neighboring candidate of u adds itself to the solution, depends on solely
that candidate’s wake-up time if we fix all these choices. Recall that a set adds itself in round j if and only if
a) it wakes up in round j and b) hears a BEEP in at least 3k slots of round j. We will show that the random
choices of the other nodes define a round p € [—1, 4k] such that in all rounds prior to p, s will hear at least
3k BeEPs and in all later round it will not (and therefore will not add itself). If there is no round where s hears
more than 3k BEEPs, we define p := —1. Thus, p is the last possible round where a candidate may add itself
to the solution. If it wakes up after this round, i.c., if it holds 4k — X, > p, it will not add itself because it will
not hear enough BEEPS in that round. If it wakes up in or before this round, i.e., if it holds 4k — X, < p, then
it wakes up in a round where it receives sufficiently many BEEPS. Thus, in the latter case, the concrete round
in which it adds itself is o7y determined by the geometric distribution. This intuitive description of p is now

captured in the following claim:

Claim 19. Given (Znn, Zu,Uo) for each neighboring set s € N, there is a value ps € [—1,4k] that denotes

the last round in which s can cover u (or takes value ps = —1 if there is no such round). Formally, it holds
Pr[s covers u first | @5 > ps] =0

Proof. The idea behind the construction is that the fzxed values Uy, Z ncc, and Zy can clearly define the sets
Ay C Vs that add themselves to the solution in round 0. Given Zy n, we see which sets wake up and count
the BEEPs of their uncovered elements. These BEEPS are based on Uy and Zy, so we see if enough elements

beep in distinct slots. In particular, the set must receive a BEEP in at least 3% slots, so it must hold that
Ao :={s € NN, | s = 0A (|SLoTs(s,Up)| > 3k)}

Given Ay, i.e., the sets that add themselves in round 0, we can then compute Uy C U, i.e., all uncovered
elements in round 1. Then, by repeating the construction, we can use Uy, Zycc, and Zy to determine A;

and therefore U5 and so on. This can be continued until round 7 by the following recursive formulas:

A ={s € NN, | ¢s = 0 A (|SoTs(s,U;)| > 3k)}
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and
t—1
U, = {u’eu\{u} |3s € UAz}
i=0
This yields the uncovered elements Uy, . . . ,U;. For each candidate s € N,,, we can then clearly identify the

last round ps where s receives enough BEEPS to add itself or whether there is no such round. We define:

. argmax,___,, {Stots(s,U;) > 3k} if 3 € [0,4k] : {SroTs(s,U;) > 3k}
s =
-1 else

Thus, if the wake-up time is later than p,, s will not hear sufficiently BEeps. This holds in particular for p, =
—1since® — X, > 0. O

Given this observation, we can map each outcome of Zncc, Zy7, and Uy to a collection of thresholds
p = (p1,---,P||N, )» one for each neighboring set, with the properties above. If we now condition on p we
get — similar to Miller et al. in [MPVX15b] — that:

Lemma 12.9. For any possible realization of thresholds p it holds:

-1
Prlu(u) =t | 7] <2 (1 - 1/A1)
Proof. For each neighboring set s € N, define the adapted wake-up time as:

(@ —X,) (P —Xs) <ps

00 else

Here X is the geometric random variable drawn to determine the wake-up time. Suppose that u has exactly
A, neighboring sets, all of which have a well-defined wake-up time (which may be infinite). We can now order
the these adapted wakeup times ‘1)21), ol (I)/(Au) such that ‘1)21) is the earliest wakeup and @’(Au) is the last.

For each of these ordered wake-up times ® ;) we define

* 5(¢) to be the candidate that achieves this time
* Xy is the variable drawn by this set, and

* p(e) is the threshold.

Given that Dy < o0, it holds:
CDI(Z) = ‘1) — X(g)

So the variable X (1) is not the smallest variable that any neighboring candidate drew, but instead the smallest

variable by any neighboring candidate with finite wake-up time. Given this definition, we claim the following:
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Claim 20. The candidate s 1y archieving <I>'(1) covers u if and only zf@’(l) < oo

Proof. This claim can easily be verified by considering the two possibilities. If @’(1) < 00, then fI)El) is still
the earliest round where some neighborhood candidate tries to add itself and is still a candidate. This follows
directly from the definition of <I>'(1). To be precise, the corresponding set (1) wakes up in round <I>’(1) and —
since <I>'(1) < p(1) — counts more than 3k BEEPs in this round. Thus, 5(1) must cover u as no candidate could
have done it before. Otherwise, if @21) = 00, then it must holds that ® — X (1) = P(1)- Moreover, this implies
that ® — X(4) > p(y) for all other candidates as well. This follows from two facts. First, fD’(l) is the smallest
wake-up time by definition, so all others must be infinity, too. Second, p(y) is at most 4k and, thus, finite by
definition. In this case, 4// potential candidates do not cover enough elements when they wake up. This follows

directly from the definition of each P(e)- Thus, in this phase, no candidate will cover u.
O

Thus, for p(u) = ¢, the ¢ smallest values must all be equal and non-infinity. Formally:
Prlju(u) = 1] = Pr[ @) = - = @,y | €1 < ]

Next, we need fundamental calculations based on Miller et al.’s proof for exponential random variables. How-
ever, we must adapt them to geometric variables bounded by some maximal value. First, we deal with the bound-
ing. Recall that all of our variables must be smaller than 4k (otherwise, « would have been covered in round 0).

However, the Law of Total Probability implies:

Pr{u(u) = 1]

Asiis early iff X; > 4k:

By Lemma 12.7:

By Markov’s inequality:

Using A > 2:
< 2Prfp(u) =]
Thus, in the following, we will analyze the variables as if they were not bounded. To be precise, we assume that

all X; ~ Geo(1 —1/a*). Ultimately, we multiply our final result by 2 to get the desired bound. With this in

mind, we show the following claim:
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Claim 21. Forany0 < x < P(e) it holds:
Pr[ @) < @ | @y < | = (/o)
Proof. Letx := pe) — ', then it holds by the definition of (I)Eé):

Pr[(® = X)) < po) — @] = Pr[=Xp) < pp) = @ — 2]
=Pr[X(p) > (® - prp) + ']

And therefore, for any z < p(y) we see that the wake-up time is only determined by the parameter of the
geometric distribution, namely
Pr[@’(z) < puy — | @’(2) < puy — x’}
=Pr[(® — X(p) < poy — 2" | (2~ X(1)) < prey — @]
:Pr[X(g) > (CI) - p(g)) + ‘ X(g) > ((I) — p(g)) + :Cl]

Now we can use the fact that the geometric distribution is memoryless and see:

Pr|&,) < | ¥y < 2| = Pe[X(y > (@ = po) +2 | X 2 (@~ pn) + ]

Sety == (® — p(y)) + 2 :
=Pr[X(p) >y | X > 9]

As Xy ~ Geo(1 — 1/a%) :
=Pr[X(y > 0] = (/a*)

Therefore, we can conclude that for two consecutive @ (;) and @ (; 1), it holds that::

Pe[fy <o @y =] =Pe[0fy <o Wy <] A0l <Oy
(ar)

And thus, for the opposite event, it holds:

-

2

1
ooty 1 1)
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Finally, we condition on <I>’( Hn=T foraround 0 < 7 < 4k. Using the chain rule of conditional probability,

we see that:

t—1
Pr[ /(1)7""(Pl(t):7_‘®/(t):7—:| :Hpr[él(é):T|¢/(Z+1):T7"'7¢/(t):7—i|
=1

t—1

=1

t—1 t—1
1 1

<TM(1-—)=(1-—

<I(-3r)-(-57)

Note that this is independent of the actual round, so the law of total probability yields the result. It holds:

4k
Priu(u) =t] := ZPr[‘I)’(t) = T] Pr {@21), s @y =T (I)Et) = 7'}
=1
4k ) 1\t ! 1\t
=ZPr{ (t)zT} 1—— ) =(1-—
T=1 Ax A%
As the concrete values of the p’s are immaterial, the lemma follows by the law of total probability. O

Now we can conclude our proof and calculate the expected value of 1. Given the previous work, the calcu-

lation of the expected value is straightforward (as we will show below).

Proof of Lemma 12.3. Asimplied by the previous lemmas, we split the proof into two parts. First, we consider
the easy case, when u is covered in the first round of a phase. Here, Lemma 12.7 lets us upper bound the number

of additional nodes that also wake up in round 0 as follows:

1
E [(u) | u covered in round o] < Az <1

Second, if u is covered in any later round of a phase, we need to use Lemma 12.6. The lemma shows that the
number of sets is geometrically distributed (with additional factors). Using the limit of the geometric series, we

can show that:

E [(u) | w not covered in round o] < Zt - Pr[p = t | wnot covered in round o|
t=2
= t—1 1
<N ot(1-yat)too— T _9p
—; (1=1a%) 1— (1—1ak)

=

Finally, the law of total expectation yields that:
E [u(uw)] < E [p(u) | ucovered in round o] + E [pu(u) | w not covered in round o] = 3AF.
This proves the lemma. O
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12.2.4 PROOF OF LEMMA 12.4

In the following, we fix an element u € V7, and suppose it is covered in phase i. As we will see, all rounds of
phase 7 have the same upper bound. To simplify notation, we will not condition on the specific round (of phase

i) in which w is covered. We begin our proof by defining two bad events:

1. First, we let By be the event that there is any set with span bigger than 6 - log A - Ak - A;.

A
T
4-A%

2. Second, we let By be the event any set smaller than joins the solution.

Recall that our goal in phase 7 is to add sets that cover roughly A; uncovered elements. So these two events
imply that there are sets that greatly deviate from this value. The event By implies that there is a set with too
many uncovered neighbors that should have been added earlier, while By implies that there is a set added o0
early because it has too few uncovered neighbors for this phase. In the worst case, both these events hold, and
the difference between the sets of the largest and lowest span is huge. This assigns a high cost 7; ;) () to any
element u € Vi that is covered. On the other hand, if neither of the two events holds, we can bound 7; ;) (u)

to

Jog A - AT - AL 2
6 log : 122410gA<A>
Ai/4.AF

Bl

E 1,5 (u) | =B] <

This comes very close to what we want to show. Thus, we want to show that 06,5 (u) is small in expectation.
To do this, we define event B := By U By where both B and B hold and bound its probability. If we can show
that Pr[B] is small, the lemma follows. In particular, assuming that Pr[B] < 2/a, the law of total expectation
implies:
E o) ()5 ()|
=Pr[~B] - E [n(s) (w)elii) (w) | =B + Pr{B] - E |ngi 5y (w)elii) (u) | B]
2\ g [ o) 2 (i-9)
<24. : g - Z A -
<24-10gA - (A1) B[ (w) | -B] + ~-A-E (i) (w) | B]
2 . o
<25 -log A+ (A1) (B [noy (welid) (w) | =8| +E i ()i (w) | B])
(A

) B[ w)

==

<25 -logA -

Thus, in the following, we show that Pr[B3] is at most %. For this, we need some further definitions. Let

H! C N, denote all neighbors that span more than 6 - log A - Ak - A; uncovered elements at any point in

phase i and likewise let L, C N,, denote all neighbors that span less than ., AAi T atany point in the phase. Note
that it holds

Pr[Bi] = Pr[3s € H}]
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Further, let S; denote the sets that add themselves to the solution in phase 7. Then, we have:

LJ s € S;

seLi,
Then, it holds via union bound that:
Pr[B] := Pr[B; U Bsy] < Pr[By] + Pr[Bo] < Pr[3s € H.] + Pr U s€es;
seLi

First, we show that H 12 is empty with prob. 2/A. For this, we consider the sets in H, ; in the previous phase ¢ — 1.
We define H. f;l as the sets which had

6-logA-AF - A;:=6-logA-A;_;

uncovered neighbors when they woke up in phase ¢ — 1. For these sets, it holds:

Claim 22. Let s € V be a set and ¢ > 6 be a constant. Suppose that s bas at least ¢ - log A - A;_1 uncovered
neighbors when it wakes up in phase 1 — 1. Then, the probability that s is not added to the solution is smaller than
A—(e=2), Formally, it bholds:

[sﬁSll\seH‘ 1] A(clz)

Proof. First, note that for k < log A, itholds ¢ - log A - A;_1 > 4k as we assume ¢ > 6. Now consider the
round of phase ¢ — 1 where s woke up. The probability that in a fixed slot (of the 4k slots of that round), no

elements beeps is at most:

1 clogA-Ay_y
Pr[No BEEP in slot £] < (1 X ) (12.10)
i—1
<eclgA — 1 (12.11)
— AC .

This follows from the fact that s has ¢-log A - A;_; uncovered neighbors. Now recall that we initially assumed
w.lo.g. that A is bigger than 4k. Here we finally need this assumption If ¢ > 6, a union bound over all & slots
then yields that all that with probability higher than 1 — Ag , in every slot, there was at least one active element
in the neighborhood of s that beeped. In particular, s counted a BEEP in more than 3k slots when it woke up.

Thus, the set in question must have added itself to the solution in phase ¢ — 1. Formally, it holds:

4k 4k
1
Pr[s € S;_1] < ZPI‘[NOBEEP inslot €] < Z A—
=1 /=1
This was to be shown. O
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Recall that any set s € H must not have joined the solution in phase i — 1. Suppose that a set has
c-logA - AF . A; uncovered neighbors in phase . Then it had atleast ¢ - log A - A;_;1 uncovered neighbors
when it woke up in phase i — 1 as their number can only decrease from phase to phase. So s € H. 13 directly
implies 5 € H 1"’;1. Given the claim from above, the probability that s did not join the solution is
1 1

AT = A2

Pris¢ S;_1| seﬁfl <

Here, we used the claim with ¢ = 6, which follows from the definition of H, ; Thus, we have the desired bound
on the sets that span many uncovered elements. Now, we consideraset s € LZ and show that this set is unlikely

to add itself to the solution in phase 3. We formalize this in the following claim.

Claim 23. Ler s be set with less than AAI +— uncovered elements when it wakes up in phase i. Then, the probability
A Kk

that s joins the solution in phase i is lower than ﬁ Formally, let S; denote that add themselves to the solution in
phase i, then it holds:

1

Pr[sESﬂsGLZ]SE

Proof. Recall that s will eventually wake up in some round phase  but only adds itself to the solution if it hears a

BEEP in at least 3% slots of that round. Obviously, this requires at least 3k variables Yj (where u is an uncovered

neighbor of s and £ is a slot) must be 1. We define:

ak
Bs = Z ZYf

WEN,,Cy=0 £=1
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Thus, B, is the sum of 4k - 1 < kA variables as the have at most Ai 1 uncovered elements and 4k rounds.

Then, the probability of B, bemg bigger than 3k is bounded as follows

kA A l
4k - =4
pes, 2ok < $5 (% RE) (1)

1=3k i

BA g A 1\
= A% —

C#)()
1=3k

e

Settingl = 3k + (I' — 1)
B k%ﬂk i 4 B i k§k L -1
B A3 )\ A3 = A*

As

I'=0

IN
|

AsA > 2

S Ar

Thus, the probability that s has beeping neighbors in 3% distinct slots (and therefore adds itself to the solution)

can only be smaller. This proves the claim. O
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We now combine our two bounds and see that it holds:

Pr[B] < Pr[3s € H.| +Pr U s€S;

seLi,

<Pr U5¢Si71|3€ﬁi_1 + Pr USESi

sEH seL},
1 1 1 2

<AL Al oal 2

S8 TANe A2 A

This is what we wanted to show.

12.3 RELATED WORK

Finally, we review some fully distributed approaches for SETCoVER and related optimization problems. As
mentioned before, Jia et al.[JRSo2] as well as Kuhn and Wattenhofer[KWo3] have presented fast distributed
algorithms to solve the DOMINATINGSET problem in time in O(log” n). The goal is to find the minimal set
of nodes adjacent to all nodes in the graph G := (V, E'). Kuhn et al. further presented an algorithm to solve
SETCOVER (and any covering and packing LP) in O (log2 n) rounds in the CONGEST model [KMWo6] with
logarithmic approximation ratio. This is close to the optimal runtime of O(log 1), which is also proven in that
paper. Roughgarden etal. presented a distributed algorithm for convex optimization problems (which includes
SETCOVER) that works on any eventually connected communication network [MRS10]. In particular, it works
on dynamic communication networks that can change from round to round. Even though this algorithm is
tully distributed, it heavily relies on sequential calculations to cope with these general communication networks.
Therefore, its runtime and message complexity are polynomial in the number of nodes. Finally, some works
already consider the DOMINATINGSET problem in models tailored to ad-hoc networks. First, there is a paper by
Scheideler et al. [SRSo8] that considers the SINR model where the nodes are modeled as points in the Euclidean
plane. Second, there already is a solution to the DOMINATINGSET-problem in the BEEPING-model for unit-disk

graphs[YJY " 15]. Their algorithm is similar to ours but does not apply to general graphs.

12.4 CONCLUSION & FUTURE WoORK

We presented a message-efficient algorithm for the SETCoVER-problem problem that operates within the BEEP-
ING model and can be extended to solve the D-DoMINATINGSET-problem problem in the CONGEST model.
The algorithm achieves an approximation ratio close to the theoretical optimum and due to its simplicity has

potential as a versatile building block for tackling other (distributed) optimization problems.

For future work, we envision two promising directions: exploring an extensions of the algorithm to more

general optimization problems and addressing the Shortcutting Problem.

ADDING PACKING OR CosT CONSTRAINTS: In the classical SETCOVER problem that we considered, each

element must be contained in one set of the solution. This definition can be generalized in several ways. For
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example, one could add an integer ,, to each set u € U, s.t., each set u must be contained in 6, sets. In case of
the uplink problem that we mentioned in the introduction of this chapter, this variant of the problem may be
used to model redundancy. Further, one can imagine a variant of the problem that assigns weights to sets. Each
set s € & is assigned a positive weight ¢, (representing its cost), and the goal is to find the cheapest collection
of sets that contain all elements. Note that the classical SETCOVER corresponds to all sets having a weight of 1.

We believe that, with some engineering, our algorithm can be adapted to handle both these variants of
SETCOVER. Our optimism for this stems from the fact that the algorithm of Jia et al. [JRSo2] (which builds

the basis for our algorithm) can be extended to solve these variants.

THE SHORTCUTTING PROBLEM:  The Shortcutting problem is closely related to the uplink problem we men-
tioned in the introduction. It comes in two versions. In both versions, we can assume that we are given a
weighted undirected graph G = (V, E, w) and a nonnegative real number d. In the first version, we are given a
parameter k and our goalis to add % shortcut edges of length ¢ in order to minimize the diameter of the resulting
graph. In the second version, we are given a parameter D and our goal is to add as few shortcut edges of length
0 as possible in order to obtain a graph of diameter D.

There is surprisingly little research on this problem, especially in the distributed setting. In the sequential
model the problem is understood better, but the research [DZ10, BGP12, FGGM15, LVWX22] is mostly lim-
ited to general graphs. Thus, there is much room and opportunity for future work. In particular, we believe
that a combination of our SETCOVER algorithm and the tree covers we computed in the previous chapter has
the potential for an efficient and competitive approximation algorithm for restricted graphs that can be imple-

mented in a distributed model.
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Conclusion to Part I1

N this part of the thesis we explored distributed algorithms designed to solve distance-based graph problems.
I Our goal was to address the challenges of working in distributed computing environments, which require

efficient and scalable solutions. Further, we put an emphasis on restricted graph classes like planar graphs,
graphs of bounded treewidth, and graphs that exclude a fixed minor because these graph classes not only offer
better solutions but also allow for faster algorithms with being to prohibitive for practical applications. We
provided algorithms for the fundamental problems of computing low-diameter decompositions and compact
routing schemes, which can also act as distance oracles. Our algorithms have near-optimal running time and all
established models of distributed computing. In the HYBRID model, which (arguably) captures the behavior
of many modern communication networks, we archive polylogarithmic runtimes. In contrast, in the classical
CONGEST model, the runtime depends on the hop diameter HD. Both the bounds are optimal, excluding
polylogarithmic factors. As HD may be up n, this emphasizes the algorithmic power of adding just a little
global communication to a network. Further, the quality of our distributed solutions in terms of approximation
guarantees is not far behind their sequential counterparts and/or the provably best quality.

To achieve our results, we massively extend the toolbox for distributed algorithms dealing with restricted
graph classes. We believe that these tools are of independent interest for future algorithms. Our new tools
include a generic construction of a weak path separator. Unlike classical separators, a weak separator only sep-
arates nodes with respect to the graph’s shortest path metric. Our algorithms prove that, in many situations,
it is as good as (or at least not significantly worse) a classical separator but can be computed much faster. We
believe that there are more graph problems where this is the case. Moreover, we provided an exact analysis of the

well-known exponential starting time clustering [MPVX1sa, EN16] when used together (1 + €)-approximate
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shortest path computations. This algorithm has been used before, e.g., in [BEL20], but your analysis revealed
more nuances in the distribution of the resulting clusters. This allowed even allowed us to improve existing
results. Notably, all of our new tools can be implemented with only approximate shortest path computations

and minor aggregations. This makes them easily applicable to CONGEST and HYBRID algorithms.
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