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Zusammenfassung

In dieser Arbeit haben wir die Erzeugung von hohen Harmonischen in photoangeregten
Halbleitermaterialien theoretisch und numerisch untersucht. Zunachst untersuchen wir die
nicht-stréungs theoretiche Erzeugung hoher Harmonischen in Volumen-Materialien auf
der Grundlage einer quantenmechanischen Theorie und eines semiklassischen Dreistufen-
modells. Wir schlagen einen Mechanismus der Kollision mit benachbarten Atomen vor,
der moglichist, wenn sich die Wellenlange der Elektronen der atomaren Grofie néhert.
Dies fithrt zu dem einzigartigen Phidnomen der orientierungsabhéngigen Emission hoher
Harmonischer in Festkdrpern. Die Kollisionsdynamik steht in engem Zusammenhang
mit den Van-Hove-Singularitaten oder kritischen Linien in der Bandstruktur, die Art der
Streuung bestimmen. Dariiber hinaus entwickeln wir ein Quanten-Trajektorienmodell, in
dem die Quantendynamik der Tunnel-Ionisation durch die klassisch verbotene Coulomb-
Potentialbarriere beriicksichtigt wird, um die Erzeugung hoher Harmonischer in Festkor-
pern zu analysieren. Wir zeigen, dass die Eigenschaften von Elektronen und Léchern nach
dem Tunneln, die mit dem Grad der Adiabatizitat des Tunnelns zusammenhangen, mit
Hilfe der Hochharmonischen Interferometrie hoher Harmonischer untersucht werden
konnen. Schlieilich analysieren wir exzitonische Effekte, bei der Erzeugung der dritten
Harmonischen in einem zweidimensionalen Material im Rahmen eines Stérungsansatzes.
Die Nichtlinearitiaten héherer Ordnung, die Ubergiange zwischen dem Kontinuum und
den gebundenen Exziton-Zustédnden beschreiben, sind fiir die Bestimmung der Effizienz
der Erzeugung der dritten Harmonischen bei erhohter optischer Anregungs-intensitét
relevant.






Summary

In this thesis, we theoretically and numerically studied harmonic generation in pho-
toexcited semiconductor materials. First, we investigate nonperturbative high harmonic
generation from bulk materials based on a quantum mechanical theory and a semiclassi-
cal three-step model. We propose a mechanism of the collision with neighboring atoms
when the wavelength of electrons approaches atomic sizes which leads to the unique
phenomenon of orientation-dependent high harmonic emission from solids. The collision
dynamics is closely related to Van Hove singularities or critical lines in the band structure
which determine the type of scattering upon collision. In addition, we develop a quantum
trajectory model in which the quantum dynamics of tunneling ionization through the
classically forbidden Coulomb potential barrier is taken into account for analyzing high
harmonic generation in solids. We demonstrate that the properties of electrons and holes
at the tunnel exit which are associated with the degree of adiabaticity of the tunneling can
be probed via high harmonic interferometry. Finally, we investigate excitonic effects in
third harmonic generation from a two-dimensional material by a perturbative approach.
Higher-order nonlinearities representing transitions between the continuum and bound
exciton states are relevant for determining the efficiency of the third harmonic generation
for elevated optical field intensities.
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Introduction

Nonlinear optics is concerned with the analysis and understanding of nonlinear phenomena
and the exploration of applications arising from the interactions between high-intensity
light and materials [1]. Nonlinear optical phenomena have laid the foundation for a variety
of important areas, such as laser technology [2} 3], spectroscopy development [4} [5]], and
material structure analysis [6-8]. The interaction results in the generation of optical fields
at new frequencies, including optical harmonics of the incident light field or sum- or
difference-frequency signals. The field of nonlinear optics started with the generation
of second-order [9]] and third-order [10} [11]] harmonics in the context of perturbative
nonlinear optics, shortly after the invention of the ruby laser in 1960 [12]]. With the advent
of ultrashort high-intensity lasers such as mode-locked Ti-doped sapphire (Ti: sapphire)
lasers, the regime of extreme nonlinear optics [[13] has emerged in which nonperturbative
processes are relevant. The frequency of the generated light can be extended to that
extreme ultraviolet (EUV) and the hard X-ray range via high harmonic generation (HHG)
(14].

One of the most interesting nonlinear optical phenomena is the upconversion of laser light
to radiation at multiples of the laser frequency, i.e., harmonic generation. Thanks to the
advancement of laser technology [15]], the extreme nonlinear optical response of HHG
has been observed by illuminating matter with high-power laser fields. HHG was first
identified in rare gases [16} |17 irradiated by near-infrared pulses. The emission spectrum
is composed of three regions: a linear decline from the first order to higher ones, a plateau,
and an abrupt high-energy cutoff. The plateau region in the HHG spectrum forms the
basis for creating attosecond (10~ 's) light bursts in the form of isolated pulses or trains
of pulses [|18], as celebrated by the 2023 Nobel Prize in Physics [[15]]. Hence, the area of
attosecond science has emerged seeking to generate ultrashort pulses with ultrabroad
bandwidth and advancing the applications of attosecond pulses in the fields of nano-, bio-,
magnetic-, molecular-, and materials science and technology [[18-20]]. The physical process
underlying HHG from gases can be understood by a three-step recollision picture in the
strong-field approximation [21] which neglects the effects of the Coulomb potential on the
liberated electrons: (i) an electron tunnels into the continuum (ionization), (ii) the electron
is accelerated by the strong field (propagation), and (iii) the electron recombines with its
parent ion and emits a high-energy photon (recombination) [21}22]. The cut-off of the
emitted HHG photon energy is explicitly given by fiwcysr—off = Ip + 3.17U, where I, is
the ionization potential of the gas atom and U, = ¢*E2A*/1672mc? is the ponderomotive
energy of a free electron in an intense field (that is, the average energy of an electron with
mass m driven by an oscillating electric field of amplitude Ey and wavelength 1) [21}[23].

Solid-state materials have emerged as a new stage of strong-field physics and attosecond
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science. Since the first HHG experiment performed on a bulk crystal of ZnO using a strong
mid-infrared laser pulse [24]], solid-state HHG has attracted enormous attention. Up to date,
using lasers with wavelengths ranging from near-infrared to terahertz (THz), HHG has
been widely investigated in solid-state systems ranging from semiconductors [24-32]] and
dielectrics [301 33} 34] to two-dimensional semiconductors [35,36]], metasurfaces [37]], and
nanostructured solids [38} 39]]. Because of the higher electronic density, solid-state HHG is
a promising tool for compact vacuum ultraviolet [40] and EUV attosecond sources [41].
Unlike in the atomic phase, solid-state HHG relies on the collective response from a periodic
array of atoms, leading to interband transitions and coherent transport of charge carriers
in their respective bands. Solid-state HHG is sensitive to the electronic band structure,
topological properties, and many-body effects of the system [[42-44]. Consequently, solid-
state high harmonic spectroscopy facilitates a wide range of studies such as all-optical
electronic band structure retrieval [45,46], laser picoscopy of the valence electron structure
[47], and probing topological properties of materials [48-50]], etc.

Numerical simulations of solid-state HHG are largely based on the single-particle time-
dependent Schrodinger equation (TDSE) [51,[52], time-dependent density-functional theory
(TDDFT) [53} |54], and semiconductor Bloch equations (SBE) [55} [56]]. Several physical
mechanisms have been proposed to understand the microscopic dynamics underlying the
solid-state HHG, e.g., coupled inter- and intraband dynamics [55]], transitions between
Wannier-Stark ladder states [57H60]], semiclassical electron-hole recollision model [56]], and
quantum interference between interband transitions [46], etc. The semiclassical transport
theory enables us to address the sub-cycle coherent electron-hole dynamics driven by an
electric field and has successfully explained the main features of the HHG spectrum [28;|61]].
Yet, identifying and characterizing the atomic effects that relate to the quantum process
of tunneling ionization and may-body effects in solid-state HHG remains a fundamental

challenge.

The optical absorption of layered transition metal dichalcogenides (TMDC) is dominated by
tightly Coulomb-bound electron-hole pairs known as excitons. The linear absorption and
harmonic generation processes, especially second- (SHG) and third-order (THG) harmonic
generation, have been extensively investigated in two-dimensional (2D) TMDC and their
stacked structures and show strong excitonic features [62H64]]. SHG, as a spectroscopic tool
to probe the parity of exciton states, was enhanced by several orders of magnitude when the
two-photon laser is tuned in resonance with dark exciton states |63} 65-68]]. In the strong-
field regime, excitons could survive intense pulses and lead to a significant increase of high
harmonic emission [35}69H72]]. Up to date, the role of the excitons played in nonlinear
optical phenomena with strong fields has not been comprehensively understood.

This thesis is organized as follows:

In Chapter 2, we review theoretical descriptions of the interaction between classical light
and semiconductors, theoretical modeling of HHG within the band theory of solids, and
fundamental concepts of excitonic effects.
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In Chapter 3, we explore the origin of the anisotropy of HHG from MgO based on a
semiclassical trajectory analysis. We demonstrate that different types of collision and
scattering with neighboring atoms lead to a field polarization-dependent HHG efficiency
and reveal that the real-space collisions are closely linked to singularities in the band
structure.

In Chapter 4, we investigate tunneling ionization in solid-state HHG and provide a trans-
parent picture of intensity-dependent nonadiabatic and adiabatic tunneling processes.
We show that the characters of electrons at the tunneling exit are important in precisely
predicting features of the HHG spectrum.

In Chapter 5, we study the influence of excitonic effects on THG in bilayer TMDC under
rather weak optical excitations. We discuss the impact of an in-plane static field, which
induces hybridization of exciton states, Stark effect, and exciton ionization, on the THG
efficiency. More importantly, we reveal that transitions between the continuum and the
exciton states lead to an intensity-dependent THG which surprisingly can be significantly
enhanced by the in-plane static field.

In Chapter 6, we give a summary of the results presented in this thesis.






Microscopic theoretical
modeling of the light-matter

interaction in semiconductors

In this chapter, we present an overview of the theoretical background for studying the
harmonic generation that is investigated in Chapters 3-5. The SBE form the cornerstone for
the microscopic theory of nonlinear optics in semiconductor systems, which systematically
describe coherent light-matter coupling effects and the Coulomb-induced many-body
interactions in semiconductors. Here, the derivation of the SBE starting from a general
many-body Hamiltonian is presented. Since the SBE are formulated within the band theory
of crystalline solids, the electronic band structure and wave functions which provide the
dipole and Coulomb matrix elements are needed as input to the approach. The ground-state
properties can be computed by various approaches, such as k.p theory, tight-binding model,
and density functional theory (DFT). For numerically obtained wave functions, proper
gauge transformations for the dipole and Coulomb matrix elements are required for a
correct numerical analysis. In the strong field regime, sometimes the Coulomb interaction
among the photoexcited carriers can be neglected. The reduced SBE in a two-band model
are applied in Chapters 3 and 4 for studies of strong-field phenomena of bulk materials.
When it comes to layered materials, e.g. mono-/bilayer TMDC which feature a notable
exciton binding energy, the optical response is dominated by excitonic effects, and therefore
the SBE with Coulomb interaction on the Hartree-Fock level are applied in Chapter 5.

2.1 Many-body Hamiltonian

The Hamiltonian of an electron in a solid is the sum of the kinetic and the interaction
energies. In semiconductor optics, the fermionic, second quantized many-body Hamiltonian
within the Bloch representation reads

H=Hy+H_,, + Hc + Hypqr. (2.1)

The first term Hy = . Ak el’ld;’k& 2.k describes the band structure where the operator &jt,k

(@ x) creates (annihilates) an electron in band A with crystal momentum 7k. The energy
of an electron in band A is denoted as el’l. The corresponding Bloch state is given by
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(r|Ak) = ey (r) with a cell-periodic uy(r) and fulfills orthonormality (Ak|A'K’) =
Svd(k-K).

The second term I:II_m is the interaction between the system and an external field. In the
electromagnetic length gauge, the light-matter interaction takes form —|e|E(t) - r within
the dipole approximation, where e is the fundamental electron charge and E(t) is the
applied electric field. The position operation in the Bloch basis reads

AKFIVKY = Sige [i032 Vie + di ], (2.2)

where dﬁ” is the dipole matrix element given by

Y = iCup| Vieluai)- (2.3)

The Berry connection is defined as the diagonal element

9 =di (2.4)

which is non-vanishing in non-inversion symmetric systems. The light-matter Hamiltonian
has the explicit form

A AN AT A . R R
Hi_p = -E(1) - § A a}  an g + ilelE(t) § @), Viedn ko (2.5)
AN k ALk

where the first term describes the coupling between bands A and A’ by the field. The
coupling strength is determined by the dipole matrix element dﬁ’v. The second term
contains the gradient Vi and describes intraband transitions of electrons. It leads to a
time-dependent crystal momentum which changes in time according to the acceleration
theorem

d e
Ek(t) = —%E(t). (2.6)

The many-body part of the Hamiltonian He accounts for the Coulomb interaction among
the photoexcited carriers

o1 Al A A s
I HH A AT ~ 4
He = 2 Z Z Z Vo Qk-qr i +q@h K drk. (2.7)
A’ kK q#0

The Coulomb matrix element in the Bloch representation has the form

A’ AV , , ey
Vile = VaQk = qVk)(uk’ + qlu'k), (2.8)
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where Vj is the Coulomb interaction potential including the effect of the dielectric environ-
ment which is the Fourier transform of the real-space Coulomb potential. H,.,; contains
all other interactions including, e.g., the coupling to lattice vibrations (phonons) and other
scattering effects [[73,|74]. Throughout this thesis, the rest contributions are effectively
modeled by phenomenological parameters.

2.2 Semiconductor Bloch equations

The microscopic polarization pyy (k. t) = (a;k(t)a v k(1)) (A # 1) and the carrier density

ny(k,t) = (a;’k(t)a&k(t)) determine the electromagnetic response of the semiconduc-
tor. The dynamical evolution of these quantities is obtained by evaluating Heisenberg’s
equation of motion of the operators involved. For a general operator O in Heisenberg’s
representation, the equation of motion of its expectation value is

9 A
ih=(0) = (0.H). (2.9)

Using the many-body Hamiltonian defined in Equations (2.1), (2.5), and (2.7) and explicitly
evaluating the commutator on the right-hand side of Equation (2. 9), we obtain equations
of motion for all operators O involved in parv(k,t) and ny(k, t). The equations contain
the coupling of single-particle expectation values (singlets) with two-particle expectation
values (doublets) and so on, which is known as the many-body hierarchy problem. The
coupling of singlets to doublets accounts for the Coulomb correlation effects and can
be treated by methods such as the cluster expansion or coherent dynamics-controlled
truncation scheme [73,75], which is beyond the scope of the thesis. Here, a systematical
hierarchy truncation, i.e., factorizing the four-operator terms into products of two-operator
terms, which is known as the Hartree-Fock approximation, is applied. We neglect terms
that change the number of electrons in a band. Thus, here Coulomb attractive interaction
between electrons and holes, Coulomb repulsive interaction between particles of identical
charges are taken into account. The closed set of differential equations that describe
dynamics of the microscopic quantities pyy- (k, t) and ny (k, t), i.e., multiband SBE reads

ih%mm(k, t) = [ea(k) — ex (K) + ile|E(t) - Vi + 9% - E(8)]pax (k. t)
-k ) (1 -ny(kt) —ny(kt)+

D 1k, )prr (k1) = Qe (k, D)k, )] + Y (2.10)
pEALN
h%nl(k, B =20m[ )" Qu(k pa(k )] +[e[E(t) - Vi (k1) + T} (2.11)
vEA
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Here

ea(kt) =ex(k) = > VIR ny (K1) (2.12)
MK

is the Coulomb renormalized energy of band A and

’ A’ A ’
Uk t) =E() - & + > VI (K1) (2.13)

pop X

is the generalized Rabi frequency that couples bands A and A". 1"1/(1’1’ and Flf account for the
dephasing of optical transitions and the relaxation of carrier densities, respectively, which
arise, e.g., from scattering processes due to carrier-carrier Coulomb or carrier-phonon
interaction. The terms proportional to E(t) - dﬁ’v represent optical interband transitions.
The intraband excitations are described by the terms proportional to E(t) - Vi which lead
to the acceleration of carriers in their bands. The Berry connection resembles the vector
potential in reciprocal space which is an intrinsic geometric property arising from a broken
inversion symmetry of the system [76]. It leads to a shift of the wave-packet center and
therefore imposes an additional phase onto the polarization [[77, 78]

The optical response of a coherently excited semiconductor consists of macroscopic polar-
ization P(t) due to interband transitions,

P(t) = > & par(kt) (2.14)
A0k

and a macroscopic change current J(t) due to the intraband acceleration

J(t) = Z vin(k 1), (2.15)
ALk

with the group velocity Vﬁ = l%leg;L.

2.3 Gauge smoothing of matrix elements

When solving the SBE in the length gauge, all quantities in the equations are required to
be derivable with respect to k due to the presence of the k derivatives. When computing
dipole and Coulomb matrix elements with eigenfunctions of the field-free Hamiltonian
generated numerically on a discrete mesh grid of k space from k.p theory or DFT approach,
their phases are arbitrary, which makes it problematic to solve the SBE. Such a numerical
obstacle is circumvented in the velocity gauge of the SBE in which the interaction with
the field in Hamiltonian takes the form v - A(t) where v is the velocity operator and
A(t) =— f_ too E(t")dt’ is the vector potential of the applied field [77,|79]. In the velocity
gauge of the SBE, the quantities at all discrete k points are not coupled and therefore
the matrix elements carrying arbitrary phases would not cause mathematical instability.
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However, more bands are needed for numerical convergence [77, |80]. In addition, the
dephasing and population decay due to many-body effects are included in the velocity
gauge by invoking the transformation between the velocity and the length gauges based on
the unitary operator Q = e*¢A*/7 [80||81], which increases the computational complexity.

To solve the phase discontinuity problem described above, the construction of a smooth
and periodic gauge for the Bloch functions is needed. It has shown that the SBE are gauge
invariant, i.e. the resulting macroscopic polarization and occupations are not changed
under the gauge transformation of the Bloch functions [[77, 78, (80,82, |83]]. In Chapter 5 the
band structure of bilayer MoS, is calculated using DFT. Due to the symmetry, all bands are
spin-degenerate everywhere in k space and the corresponding eigenfunctions not only
carry random phases at each k point, but the degenerate states are mixed. It is beyond the
capability of the single-band gauge transformation method [[77]] to smoothen eigenfunctions
in this situation. Below, we summarize the procedure of the gauge transformation [80} |84]],
i.e., multiband parallel transport (PT) gauge, which is able to treat general cases.

The idea of the PT gauge originates from Schrodinger perturbation theory [79]]. The
expansion of a Bloch function to the first order in Ak is

wincenry = ) (7™M P00 o [un) =i D [uad & (K) - AKL (2.16)
v H

where the factor e "9 is an arbitrary k-dependent phase factor that is introduced to
maintain the single-valuedness of the eigenfunctions and &,, is the off-diagonal dipole
matrix element. Using the orthonormality of eigenfunctions, one has

(emiMed)y =5, (k k + Ak), (2.17)

where S, (k, k + AK) = (u,i|uuk+ak) is the overlap matrix element that is constructed
in the subspace of states that are energetically closed at the k point, i.e., degenerate or
connected. The matrix S(k, k + Ak) is nearly unitary when the Ak is small. To guarantee
the exact unitarity of the transformation, a single-value decomposition (SVD) is performed,
S(k,k + Ak) = U(k) 3(k)V7 (k) to find the unitary operator Q(k, k + Ak) = U(k)VT (k).

Applying the inverse of the unitary operator to the eigenfunctions,

kcent) = ) Qpr (I K+ AK) [taci k), (2.18)
H

the optimal alignment of eigenfunctions at the neighboring k-point (locally smooth gauge)
is achieved. This smoothing gauge is known as the PT gauge. The Berry connection ¢(k)
is gauge-variant and it vanishes in the smoothed Bloch basis. The smoothing gauge can
alternatively be constructed by the method of maximally localized Wannier functions [_85],
which is mathematically equivalent to the PT gauge [80} 82]].
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Performing the PT gauge transformation along the k-path, which is usually a closed loop
around the Brillouin zone (BZ), would leave a mismatch in the Bloch functions when the
k-path wraps from the ending point back to the starting point. In the multi-band formula,
the overlap matrix of the eigenfunctions at the first and last k points has nonzero values on
the diagonal elements. This is similar to the Berry phase in the single-band approximation.
In addition, the off-diagonal elements of the overlap matrix involve the mixture of states for
degenerate and connected bands. The periodicity of the Bloch functions requires removing
this mismatch, otherwise the time-dependent intraband dynamics would suffer a sudden
jump at the boundary of the BZ. The smoothing of the eigenfunctions at the boundary of
the BZ can be achieved by the twisted parallel transport (TPT) gauge [82]. The overlap
matrix constructed between the first and the last points of the k-path

Wiy = (ke Uk, ) (2.19)

is the Berry phase matrix. The SVD is applied so that W = U ¥ V' and one gets a unitary
matrix Q = UV'. By diagonalizing Q

PQP" = diag(e'?, e, €%, ), (2:20)

one gets the Berry phases of each separate state ¢,,, ¢5,, Pa,,.... All locally smoothed
eigenfunctions need to be unitarily transformed and acquire an evenly distributed phase

|iys) = e~ i#alkl/IBZ] ZP;;|aPk>. (2.21)
7

In a realistic implementation for bulk materials, one needs to perform the TPT gauge
transformation with k-paths spanning the entire BZ in directions of the orthogonal lattice
vector basis to ensure that the resulting eigenfunctions are smooth and periodic everywhere.
Then the dipole and Coulomb matrix elements in the new Bloch basis are derivable in
the three-dimensional k space. An alternative approach of implementing the smooth
gauge in combination with the procedure of solving the SBE is provided in Ref. [84]]. It
demonstrates that the TPT gauge transformation can be applied to the variable p(k, t),
instead of eigenfunctions, at each time step only along the direction of the field polarization.
By doing so, the phase discontinuity in p(k, t) arising from the dipole and Coulomb matrix
elements is eliminated which ensures the derivability of p(k, ¢) with respect to k. This is
easier to implement but dramatically increases the computing time.

2.4 Solid-state high harmonic generation

HHG is a nonperturbative process that is induced by strong-intensity laser pulses. The
solid-state HHG relies on the collective response from densely arranged atoms, leading to
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2 Microscopic theoretical modeling of the light-matter interaction in semiconductors

coupled interband transitions and coherent intraband transport. As illustrated in Figure 2.1,
the valence bands are initially occupied with electrons and the conduction bands are empty.
An electric field of a frequency much lower than the bandgap non-resonantly drives
interband transitions that promote electrons from valence to conduction bands. Dipole-
allowed intersubband transitions of charged carriers (electrons and holes) from lower to
higher conduction/valence bands occur once an imbalance of the carrier occupation exists.
The polarization builds up between electron-hole pairs in the valence and conduction bands.
The incident field also induces coherent transport of charged carriers in their respective
bands, leading to the generation of intraband currents. When the intraband acceleration
drives the carriers to traverse the BZ, Bloch oscillation or Zener tunneling occurs,
depending on whether the carriers remain in the same band or transit to a higher-lying
band. Relying on the properties of the material and the laser parameters, inter- or intraband
emissionS may dominate the HHG and characteristically determine the spectral features
such as the width of the plateau and the scaling of the cut-off energy with the incident
field.

Intraband
current

Interband
polarization

Energy

Y

k

Figure 2.1: Schematic of the microscopic dynamics of the light-solid interaction in a multi-band
representation. The interband transition creates electrons (e) in conduction bands
with holes (h) left in valence bands, giving rise to the polarization (blue arrowed
lines) The intraband currents are induced by the field driven motion of the electrons
and the holes in their respective bands (purple dotted arrowed lines). The inter- and
intraband dynamics are coupled to determine the high harmonic radiation. Adapted
with permission from Ref. .
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2 Microscopic theoretical modeling of the light-matter interaction in semiconductors

Due to the periodic structure of crystalline solids, a number of intriguing phenomena
occur that are absent in atomic gases. In the first experiment of HHG on ZnO induced by
an intense mid-infrared laser field, the cut-off energy was measured to scale linearly with
the peak field amplitude, which is in contrast to the quadratic scaling law for atomic HHG
[24]. As theoretically analyzed, the nonlinear intraband current that arises from Bloch
oscillations contributes mainly to the radiation and thus the cut-off energy is proportional
to the Bloch frequency wp = aE,/h and scales linearly with the field. For the intense
THz field driven HHG process in GaSe, dynamical Bloch oscillations are identified as the
origin which leads to a strong carrier envelope phase dependence of the HHG [25]]. For
those measurements of HHG dominated by interband polarization, the cut-off energy is
limited to the maximum energy difference between bands. Multiple plateaus have been
observed in HHG spectra which involve transitions to higher-lying bands [[87H90]]. Even
harmonic generation in GaSe has been observed which is attributed to the multi-band
quantum interference effects between interband transitions [46]]. Also, a broken inversion
symmetry of the crystal structure allows for the generation of even harmonics 27, (35 148,
91]]. The profound dependence on the orientation of the polarization of the field [92]] and
the ellipticity dependence of HHG have been observed in a variety of materials [36(92,
93] which originates from the interplay between inter- and intraband effects [36]. It is
the unique coherent intraband transport in solids associated with the real-space collision
and scattering dynamics that lead to the sensitivity of HHG on the field polarization with
respect to the crystal axes.

Solid-state high harmonic spectroscopy has enabled probing the properties of matter in
exquisite detail, including probing the electronic structure of solids [45]], interband Berry
phases [50], intraband Berry curvature [35| 48], topological properties of materials [[94]],
and imaging of valence electrons at the picometre scale [47]. In contrast to atomic HHG,
solid-state HHG provides a novel path toward the generation of attosecond pulses as it
has a lower prerequisite on the peak intensity of driving lasers and the generated EUV
waveform is less affected by the fluctuations in the driving fields [[14} |15, /95]. Moreover,
the solid-state HHG efficiency can be largely enhanced and the cut-off energy could be
remarkably extended by manipulating the high harmonic dynamics which is promising
for generating stable pulses with the ultrabroad bandwidth of supercontinuum [96].

2.5 Excitonic effects in two-dimensional transition metal
dichalcogenides

Excitons are composite bosons formed by Coulomb-bound electron-hole pairs [97]], which
have many features analogous to those of atomic hydrogen. Bound excitons give rise
to sharp peaks in absorption and photoluminescence spectra and determine the optical
properties in the spectral vicinity of the bandgap [62}(73,/97,(98]]. The binding energy Ep;na,
defined as the energy difference between the lowest exciton resonance and the band gap
(or I, for atoms), ranges from a few to hundreds of millielectronvolts in semiconductor and
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2 Microscopic theoretical modeling of the light-matter interaction in semiconductors

nanostructured materials [[99]. This is small compared to the binding energy Ep;nqg = 13.6eV
of the hydrogen atom due to the facts that the effective electron mass in semiconductors is
substantially smaller than the free electron mass and the Coulomb interaction strength
of semiconductors is roughly an order of magnitude less than in vacuum because of the
background dielectric screening [[97].
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Figure 2.2: (a) Typical linear absorption spectrum of systems dominated by a series of bright
excitons. (b) Schematic diagram of excitonic states in semiconductors. The one-photon
dipole transition (green arrow) can only reach s exciton states with even parity whereas
p exciton states with odd parity are one-photon inactive but can be accessed by two-
photon absorption (red arrows). Due to the spatially dependent screening effects in
semiconductors, the 2p exciton with a larger electron-hole separation has a weaker
screening of Coulomb attraction and therefore features a lower energy level compared
to the 2s exciton state.

The exciton envelope wave function describes the spatial separation of the electron and the
hole. Due to the similarity with the hydrogen series, the exciton states in semiconductors
are labeled with the orbital notation of Rydberg states (n, [), where n and [ are the principal
(n = 1,2,3,...) and the orbital angular momentum quantum numbers (I = 0,1,2,...),
respectively. The radial node structures of exciton envelope wave functions are unique for
each exciton state and a higher principal or a higher orbital quantum number indicates a
larger average electron-hole separation. In particular, the principal quantum number n is
the primary determinant of the binding energy of the respective state [99].

As shown in Figure 2.2(a), the typical linear optical absorption spectrum includes bright
exciton transitions below the bandgap. Figure 2.2(b) schematically shows the optical
selection rule of the transitions is determined by the symmetry of the exciton envelope
wave functions and is physically equivalent to that of a Rydberg series. Specifically, s
excitons are accessible by one-photon processes and forbidden in all processes involving an
even number of photons. In contrast, p excitons are allowed in two-photon processes and
forbidden in one-photon processes. In a hydrogen atom, orbitals with the same principal
quantum number are degenerate. Because a relatively small exciton binding energy implies
a large Bohr radius with a large spatial separation of electrons and holes, the exciton series
in semiconductors is different from the hydrogen atoms. In semiconductors, the screening
effect is weaker when the separation between the electron and hole is larger. Exciton
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2 Microscopic theoretical modeling of the light-matter interaction in semiconductors

states with the same principle number but higher orbital quantum numbers have a larger
average electron-hole separation, which leads to an enhanced Coulomb attraction and
lower energy levels [[100]].

Experimental and theoretical studies have demonstrated that the electronic and excitonic
properties are fundamentally modified when the materials are thinned down to atomic-
scale thickness [98]]. As illustrated in Figure 2.3, in contrast to bulk, the Coulomb interaction
is significantly magnified in the monolayer due to the spatial confinement and reduced
dielectric screening from the environment. Consequently, repulsive interaction between
particles of identical charges leads to a self-energy contribution to the ground-state energy,
which increases the quasiparticle band gap [99} [101f]. In addition, enhanced attractive
interaction increases the exciton binding energy [62}(99].
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Figure 2.3: (a) An exciton formed by an excited electron and an excited hole with opposite charges,
due to the Coulomb attraction between these two quasiparticles for a three-dimensional
bulk and a quasi-two-dimensional monolayer. The dielectric environments are charac-
terized by different dielectric constants e3p and e;p and by the vacuum permittivity .
(b) Optical absorption spectra showing the influence of the reduced dimensionality.
Compared to 3D bulk, both the quasiparticle band gap (black dashed arrows) and the
exciton binding energy (red dashed arrows) are increased and the continuum edge
appears as a step-like function for the quasi-2D monolayer. Other excitonic states
above the lowest one with reduced spectral weights are not shown here. Reproduced
with permission from Ref. [98]].
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2 Microscopic theoretical modeling of the light-matter interaction in semiconductors

TMDC semiconductors have recently emerged as an important class of two-dimensional
semiconductors with potential for applications in electronic, optoelectronic, and nanopho-
tonics [[102}103]]. More interestingly, when thinned down to a monolayer, TMDC transform
from indirect- to direct-bandgap semiconductors and feature strong spin-orbit coupling
and valley degree of freedom, which lead to intriguing optical phenomena such as valley-
selective circular dichroism [[104,105] and optical valley and spin Hall effects [[106-108].
In layered TMDC, the spatial confinement and the reduced dielectric screening lead to ex-
ceptionally strong electron-hole Coulomb interaction. As determined by the experimental
measurements such as one-photon absorption and two-photon excitation luminescence |63,
100]], and theoretical predictions based on Bethe—Salpeter equation (BSE) and Wannnier
equation [73| 98]], the exciton binding energies of layered TMDC are on the order of
hundreds of meV, which makes them robust enough to survive thermal fluctuations at
room temperature [109-111]]. Layered TMDC therefore form an excellent platform for
fundamental studies of exciton physics.
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Influence of collisions at
neighboring atoms on
solid-state high harmonic

generation

HHG is an important nonlinear phenomenon in the strong field physics of atoms, molecules,
and solids. The recombination upon the collision of an electron liberated by a strong electric
field with its parent ion is the key step in the process of HHG [21}22]. Compared to atoms
and molecules, in solid-state HHG, the microscopic collision and scattering dynamics
of an electron-hole pair before the recombination are much more complex due to the
periodically arranged atoms in crystalline solids. The symmetry of the crystal structures
governs physical and chemical processes. For example, the formation of a symmetric
band structure results from time-reversal symmetry [112]. The selection rules of optical
excitations are a direct consequence of the structural symmetries [48}|113H115]]. Unlike
atomic HHG, even harmonics can be generated from solids when the crystal structure is
not inversion symmetric [35}[91]]. Furthermore, solid-state HHG investigated over a variety
of materials exhibits diverse field polarization and ellipticity dependences [26} 32,36} 92,
93,1114, 116-118]]. Intuitively, all these unique behaviors of HHG from solids are correlated
with the constituents and arrangement of the atoms that form solids. High harmonic
spectroscopy has thus developed which provides a powerful platform for studying the
structure and dynamics of condensed matter all-optically [30, 45, 48, (116].

In this chapter, we theoretically and numerically investigate the orientation dependence
of HHG from MgO [92] using an electron-hole recollision model. We show that the
photoexcited electrons and holes may undergo head-on or side collisions with neighboring
atoms and be elastically scattered when their wavelengths approach the length of the unit
cell. Consequently, the recollision of the electron and the hole is facilitated or suppressed.
Our findings link the electron/hole backward scattering with Van Hove singularities
and forward scattering upon the collisions with critical lines in the band structure and
thus establish a connection between the band structure and the HHG spectrum. The
proposed mechanism of the collision with neighboring atoms offers a unifying picture for
several experimental observations and theoretical predictions, including the anisotropic
harmonic emission in MgO, the atomic-like recollision underlying the solid-state HHG,
and the delocalization of HHG in ZnO. The results presented in this chapter were already
published in Ref. [119].
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

3.1 The two-band semiconductor Bloch equations

HHG is a nonlinear and non-perturbative process, which requires high field strengths.
When investigating the HHG process theoretically, the strong-field approximation is
applied and in this chapter, the Coulomb interaction among photoexcited carriers is
neglected. Thus, here we describe HHG in bulk materials by the SBE without Coulomb-
reduced renormalization terms [25,[55, |56, |73]]. For deriving the electron-hole recollision
model from the SBE, it is advantageous to transform the equations into a time-dependent
frame by introducing 7ik(t) = fiky + eA(t), in which Kk is the crystal momentum in the
absence of an electric field and A(t) = — f_ too dt’E(1’) is the vector potential. In the length
gauge, the two-band SBE considering one conduction band and one valence band read

2 (ko t) = = (ec(0) = e ((D)p(k ) = 7-p (ki 1)
+ 2E(1) - d(k(D) (ng(Ko. 1) = ne(ko, 1)) (3.)

%m(ko, t) = %Sﬂm[E(t) ~d(k(1))p(ko, 1)]. (3.2)

In these equations, p(Kky, t) is the microscopic polarization between the conduction and
valence bands and n; (ky, t) is the population of electrons in the conduction (valence) band
for A = c(v). sy =1, —1for A = ¢, v, respectively. Initially, the valence band is fully occupied
and the conduction band is empty, i.e., ny(c) (Ko, t = —00) =1(0). The dephasing time T,
describes the timescale on which the coherence decays, e.g., due to electron-phonon and
electron-electron scattering processes. It is taken as a parameter that is usually assumed to
be shorter than an optical cycle of the excitation field. The relaxation time for populations
T; is neglected here since it is typically much longer than the dephasing time, i.e., T; > T.
The field-induced dynamics of the polarization and the transport within bands lead to the
generation of high harmonics via two sources, i.e., the interband polarization P(¢) and the
intraband current J(t).

P(t) = /B dkod (ko + A()p(ko, 1) + . (3.3)
3t = AZ /B dkaa(la + A)m(ko, ), (3.4)

in which the integration of crystal momenta runs over the first BZ and v, (k) = Vier (k)
is the group velocity of band A. The emitted electric field is proportional to E,,;(t) =
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

%P( t) + J(¢). From the Fourier transform of E,,;(t) we obtain the spectrum of the high
harmonic emission

Lt (@) « |oP(w) +J(o)]*. (3.5)

3.2 The electron-hole recollision picture

For far off-resonant excitations, the electron population in the conduction band is rather
low and one can assume n,(ko, t) — n.(Kko, t) = 1. With this approximation, Equations (3.1)
and (3.2) are decoupled so that p(ko, t) and ny(ko, t) can be formally integrated [56} 120].
For HHG spectra that are dominated by the interband contribution above the bandgap, it
is sufficient to focus only on the spectrum of the integrated interband polarization:

P(w) =w /DO dtei“)t/ dko d* (ko + A(t))
- BZ

) —_—
Recombination
4 . =t
/ dt’ e SEL =TT g (1) L d(kg + A()) +e.c., (3.6)
oo —_——
Propagation Ionization
where
1 t
Stk ) = > / dre, (ko + A(7)), (3.7)
t/

is the quasiclassical action with the energy difference ¢;(k) = €.(k) — €,(k). Physically,
Equation (3.6), analogous to the “Lewenstein integral” for atomic HHG [121], can be
interpreted as the coherent sum of contributions to the field-induced dipole. The term E(¢’) -
d(ko + A(t")) is the probability amplitude of an electron excited to the conduction band at
time t’ with canonical crystal momentum k. The wave function of the electron-hole pair is
then propagated until time t and acquires a phase factor equal to exp[—iS(ko, t,t") — t}—;'],
where S(ko, t,t’) is the quasiclassical action. The electron recombines with its associated
hole at time t with an amplitude equal to d* (ko + A(¢)). The properties of HHG rely on the
probability of ionization, quantum interference of these electron-hole trajectories (time
evolution of electron and hole wave packets), and the probability of recombination.

In strong field physics, the saddle-point approach is a powerful technique that not only
provides semi-quantitative solutions but also offers intuitive physical insights into the
three-step process that underlies HHG [21} 22} |{122]. In Equation (3.6) the exponential term
exp(—i¢) with the phase ¢ (ko, t,t") = S(ko, t, 1) — wt + % oscillates much faster than
the electric field E(¢’). For highly oscillatory integrals, the major contribution comes from
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

stationary phase points (saddle points) where the first derivatives of the phase with respect
to t’, t, and k vanish. Thus, the saddle-point equations are given by

2

1 i
Ko, 1,t') = —¢;(ko + A(t')) — — = :
S t.t) = zeglleo + AW) ~ =0 (3.59)
1 t
Vi (ko.t, ') = / drAv(ky + A(r)) = 0, (3.8b)
t
9 bk t,t') = 2 (ko + A(t)) — 0 + — = 0 (3.8¢)
at 05 &> - h g 0 W Tz - Y .

where Av(k) = Vie;(k) = ve(k) — vy (k) is the difference between the velocities of the
electron and the hole in their respective bands. To simplify the analysis, we consider
the limit T, = oo which does not alter the physical picture [61]]. Analogous to atomic
HHG, an electron-hole recollision model for HHG from solids is established based on
Equations (3.8a-c). Since these three equations are coupled and ¢;(ko + A(t")) > E; in
Equation (3.8a), the exact solutions are complex-valued with imaginary parts related to
the quantum mechanical nature of the ionization and recombination processes [[123-125].
In such a model, an electron-hole pair is created near the band edge where the ionization
probability is the highest. The laser field subsequently accelerates the electron and the
hole within their respective bands, which governs the real-space trajectory. It should be
noted that the electron-hole momentum-space trajectory cannot exactly define a real-space
trajectory due to the quantum-mechanical uncertainty principle. Strictly, a full description
of the real-space evolution requires taking crystal momenta in the full BZ into account.
Here, the trajectory launched at only one particular crystal momentum point is considered
from a classical perspective which traces the peak of the wave packet [[120].

Equation (3.8a) describes the energy conversion during the interband transition which
occurs at time t” and at kg + A(#’) in the momentum space. The promotion of an electron
from the valence band to the conduction band (red arrowed line in Figure 3.1) is realized
by multiphoton absorption or tunneling through the Coulomb potential barrier, i.e., the
classically forbidden region. Subsequently, the electron and the hole are accelerated in
their respective bands, respectively (green and magenta arrowed curves for electron and
hole in Figure 3.1). The classical excursion of the electron (hole) in real space for any ky is
given by Arc(,) (ko) = ﬂ,t dve(s) (Ko + A(7)). In the atomic counterpart, the parent ion
is unmoved and the electron is free once liberated with its kinetic energy described by
a parabolic dispersion, E = I, + %mp2 where m is the mass of electron and momentum

p(#) o< A(t). Therefore the corresponding moving distance is Ar(t) = / ,t dtA(7). The
difference between atoms and solids arises from the energy-momentum relation as the
bands are formed by the quantum-mechanical electron’s delocalization over the lattice of
the crystal. Equation (3.8b), Ar.(ky) — Ar,(ky) = 0 means that the distances traveled by
the electron and its associated hole are equal. Since the electron and hole are born at the
same position, this equation implies that high harmonic radiation only occurs upon the
electron-hole’s reencounter. Eq. (3.8c) determines that the energy of the emitted harmonics
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Figure 3.1: Schematical illustration of the three-step process of solid-state HHG in momentum
space.

hiw is equal to the interband transition energy at recombination time ¢ and at the shifted
crystal momentum ko + A(t) (red dashed arrowed line in Figure 3.1). This electron-hole
recollision model has revealed fundamental mechanisms of solid-state HHG [56]].

A strict solution of the saddle-point equations would fully trace the electron dynamics in
the classically forbidden and allowed regions. When beginning to investigate solid-state
HHG based on the saddle-point analysis, the classical approximation was used which sets
E4 = 0 when solving Eq. (3.8a), implying that the dynamics of the ionization process are
discarded. Under this approximation, the electron and the hole are assumed to be created
at the minimum of the transition energy with zero initial velocities and the real-space
classical propagation starts with zero displacement between the electron and the hole.
Thereby approximated real-valued solutions of the saddle point equations are obtained. In
this chapter, we utilize the simplified saddle-point approach, in which the dynamics of the
ionization process are ignored, to reveal the subcycle collision dynamics in the propagation
step that is strongly related to the crystal structure. In the next chapter, the focus is put on
the quantum mechanical aspects of the HHG process based on an improved semiclassical
trajectory analysis.
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3.3 Anisotropy of high harmonic generation from MgO

In contrast to atomic HHG which exhibits no dependence on the laser polarization direc-
tion and a monotonic decrease with the ellipticity degree of the incident field, solid-state
HHG features rich orientation and ellipticity dependences that vary with the material. In
this section, we focus on the anisotropy of HHG from inversion symmetric crystals [92]].
As intuitively and generally understood, the orientation dependence of the emitted high
harmonics is strongly related to the geometry of the crystal structure. To qualitatively
describe this relation on a microscopic level, one needs to clarify: Can the electron recom-
bine with the parent ion at nearby atomic sites when they meet, or does a collision with
neighboring atoms scatter it away? Under what circumstances can such collisions occur
and how do they affect the recombination of the electron and hole? In the following, we
will theoretically investigate the anisotropic HHG emission by solving the SBE and analyze
the underlying microscopic dynamics based on a semiclassical electron-hole recollision
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Figure 3.2: The imaginary part of (a) x component and (b) y component of the dipole matrix
element shown in the first BZ for the transition from the valence to the conduction
bands. The real part is nearly zero and not shown here. Taken from Ref. [119].

In the experiment that measured the angular distribution of the HHG yield from bulk MgO
[92], the plane composed of magnesium (Mg) and oxygen (O) atoms is rotated with respect
to a linearly polarized field with 6 defined as the angle between the field polarization
direction and the crystal axis of I' — X (Mg-O bonding). The electric field energy is 0.78 eV
(corresponding to a wavelength of 1.3 ym) which is around 1/10 of the bandgap of the
bulk MgO (7.8 eV). For the field amplitude 1V /A, a clear four-fold symmetry for the HHG
in the plateau region is observed. The angular distribution of the HHG exhibits sharp
maxima for 6 = 0°, 90°, 180°, and 270° where the field is polarized along I' — X direction
and second maxima for 6 = 45°, 135°, 215°, and 305° where the field is polarized along
I' — L direction (Mg-Mg and O-O bondings). To explain the experimental observation, a
simple real-space trajectory analysis is present in Ref. [92]], in which the enhancement
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Figure 3.3: Orientation dependence of 13¢th-19th harmonics from MgO. Left: experimental results
(curves with dots) which are reproduced with permission from Ref.[92]. Right: Results
of SBE simulations (solid curves). Taken from Ref.[119].

(suppression) of HHG is attributed to the connection (disconnection) of electron trajectories
with nearby atomic sites. The electron trajectory along I' — X direction experiences the
largest electronegativity gradient between Mg* and O~ and therefore the probability of
charge transfer is the highest. The electron trajectory along I' — L direction travels across
atoms of the same type which reduces the probability of charge transfer and thus the
radiation is relatively lower. When the electron trajectory does not cross nearby atoms, the
radiation is the least probable. However, in this analysis, no closed electron-hole trajectory
is displayed and how the charge transfer influences the classical motion and the recollision
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is not explicitly shown.

Our work aims to further investigate the underlying mechanism of the orientation de-
pendence of HHG based on a semiclassical electron-hole recollision model. Since the
field is linearly polarized in the plane of (001)-cut of the MgO crystal in the experiment,
electrons and holes are constrained to move in the plane [92]]. Therefore, 2D calculations
are sufficient to capture the main dynamics. We carry out the band structure calculation
of MgO using a DFT package ELK [126]. The TPT gauge [77, 78} (80} 82} |83]] is implemented
for the eigenfunctions to ensure the smoothness of the phase of the dipole matrix element.
MgO has an inversion symmetric crystal structure, therefore the Berry connection is zero
and the phase of the dipole matrix element is 0 or /2. The interband dipole moment
is shown in Figure 3.2, which is imaginary-valued. We perform a quantum theoretical
simulation of the orientation dependence of the HHG emitted from MgO by solving the
SBE. In the simulation, the laser field frequency is the same as in the experiment and
the full-width at half maximum (FWHM) of the temporal envelope of the pulse is ten
optical cycles. The comparison of the 13th, 15th, 17th, and 19th harmonics as functions of
0 between the experiment data and our simulation results are shown in Figure 3.3. The
main features that the HHG is maximum (second maximum) along I' — X (I — L) direction
and sharply decreases away from these directions are reproduced. For harmonics above
the band gap, the resulting interband polarization dominates over the intraband current
by several orders of magnitude, which indicates that the recollision model is proper to
analyze the obtained HHG spectra.

3.4 Scattering upon collision with atoms

To investigate the subcycle dynamics of HHG from MgO that underlies the orientation
dependence, we consider an extremely short pulse consisting of nearly one optical cycle
at 1.3 pum as is used in experiment [92]. Thus the excitation and emission dynamics are
confined within a single optical cycle. Single-cycle pulses have been successfully synthe-
sized in the terahertz, mid-infrared, visible, and EUV spectral ranges [[127H129]. We choose
three representative directions: 8 = 0°, 27°, and 45°, and the time-energy distributions of
the interband polarizations covering almost the entire plateau energy region are shown in
Figure 3.4. By calculating the interband polarization via the integral given by Equation
(3.6), contributions from particular trajectories can be separated out. In Figure 3.4, the
spectra obtained by solving the two-band SBE (color map in the left panel) and artificially
extracting the contributions from the trajectories with interband transitions through the
T point, i.e.,, kg + A(t’) = 0 (color map in the right panel) are displayed for the three
polarization directions. The temporal structures are basically the same in these two cal-
culations, suggesting that the main contributions come from ionization near the band
edge. The relative intensities of the spectra in these three directions are consistent with
those measured in the experiment [92] as well as with the quantum simulations shown in
Figure 3.3.
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Figure 3.4: Comparison between the SBE Simulation and the classical trajectory analysis for
HHG from MgO. (a—c) High harmonic spectra versus time obtained from solving the
SBE. (d-f) Color maps: Spectra of high harmonics versus time computed with only
contribution from interband transition at around the I" point; Curves: emitted harmonic
energies as a function of ionization (dashed curves) and recombination (solid curves)
times predicted by the semiclassical model. All spectral intensities in the color maps
are on a logarithmic scale. The waveform of the incident laser electric field is shown
by the blue dashed curves in (b) and (e). Taken from Ref. [119].

We calculate the real-space electron and hole trajectories and obtain the harmonic energy
as a function of both the ionization (dashed lines in Figures 3.4(d-f)) and the recombination
(solid lines in Figures 3.4(d-f)) times. Here we consider an electron-hole pair created at
the I" point. The ionization time is scanned over a half cycle including before and after
the crest of the field. A good agreement is achieved between the quantum results and the
classical trajectory predictions of the emission time of HHG. This confirms the validity
of the recollision model in which a high-energy photon is emitted when the electron
recombines with its associate hole. The simple trajectory analysis presented in Ref. is
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

based on the recombination of the electron with any arbitrary ion nearby which has no
correspondence to the saddle-point equations Equations 3.8(a-c).

In Figure 3.4, the temporal structure of the emission is remarkably separated into two
parts, corresponding to two sets of electron-hole recombination trajectories in the higher
and lower energy regions, respectively. Both of them occur for the laser polarizations
along 0 = 0° and 0 = 45°, which are referred to as “1” and “2” in Figures 3.4(d) and (f).
However, the trajectory set “1” disappears for 0 = 27° (see Figure 3.4(e)). As demonstrated
by the classical analysis, the trajectory sets “1” and “2” are different in the ionization time,
which is before and after the crest of the field, respectively. It has been noted that in atomic
HHG, ionization before the crest of the field does not generate high harmonics [22]. On
the contrary, electron-hole pairs created by such an ionization in solids can recombine to
emit high harmonics.

To find out what leads to such a recombination associated with the trajectory set “17,
an electron/hole trajectory for a laser polarization of § = 0° with the ionization instant
—0.13T, is analyzed with its real-time evolution in the momentum space (see the magenta
dashed arrowed lines in Figure 3.5 (a-b)) and real space (see Figures 3.5 (c)) shown in
Figures 3.5. The corresponding real-time trajectory evolution can be found [130]. It is
shown that the electron/hole in real space collides with an atom after passing through
several unit cells. This collision leads to a backward scattering of the electron-hole pair and
a reversion of the travel direction, as marked by “P1” and “P1’” in Figures 3.5 (a-c). This
collision occurs at around 0.08T; when the electric field’s polarity has not yet changed,
which implies that the direction reversion of the trajectory is not directly determined
by the field as is the case in atoms. We find that this spatial collision happens when the
momentum-space trajectory reaches the critical points where VyE./,(k) = 0 (see black
dots in Figures 3.5 (a) and (b)). These critical points are known as Van Hove singularities
[131},132]. Since the velocity of the electron/hole decreases to zero and then increases in
an opposite direction when the momentum-space trajectory travels across a Van Hove
singularity, the direction of the real-space trajectory is reversed and the recombination of
the electron-hole pair is possible.

Along the classical evolution of an electron/hole, it behaves dynamically as a wave or a
particle, depending on its wavelength. The concept of collision in strong-field physics is
applied when the particle nature of the electron/hole is dominant. For an electron/hole
moving in a periodic lattice, the collision with other atoms can occur only when the
wavelength of the electron/hole is small enough to be comparable to the length of the unit
cell. In the classical motion of solid-state HHG, the variation of the excited electron/hole’s
wavelength with time can be traced by the trajectory in momentum space. The electron-
hole pair created around the I" point with a small wave number behaves as a wave with
a wavelength much larger than the length of the unit cell. So that the electron/hole in
the low-momentum region will pass across atoms as if they were absent and therefore
the electron/hole is not scattered by them. When the electron/hole is driven to the high-
momentum region, e.g., around the edge of BZ, the wavelength of the electron/hole
is reduced to be comparable with the length of the unit cell. Our results reveal that the
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Figure 3.5: Mapping between the band structure and the collision dynamics. (a, b) Two-dimensional
conduction and valence band structures of MgO. The black dots are Van Hove singular-
ities where Vi E./,(k) = 0. The light yellow (grey) solid curves are critical lines where
Vie(ky) Ec /o(k) = 0. (c—e) The evolution of electron (black) and hole (red) trajectories
selected with an ionization time before the field crest for (c) 8 = 0°, (d) 6 = 27°, and
(e) 8 = 45°. The deep pink, green, and yellow dashed curves in (a) and (b) show the
momentum-space trajectories for 6 = 0°, 8 = 27°, and 0 = 45°, respectively. Taken

from Ref. .

occurrence of collision with neighboring atoms and back scattering-assisted recombination
requires that the ionization happens before the crest of the field. With increasing time-
dependent field amplitude, the electron-hole pair is possibly driven to high-momentum
regions. This type of recombination can only be observed in solids.

For the case of 8 = 27° in which the ionization happens before the crest of the field, as
shown in Figure 3.5(a) and (b) (light yellow and grey lines in the band structure), the
momentum-space trajectory never travels across critical points (black dots) but across
critical lines. The critical lines are distinguished from critical points by that only the
derivative with respect to one direction vanishes, i.e., Vi Ec/y = 0 (Vi Ec/» = 0) at light
yellow (grey) lines. It implies that the trajectory is impossible to fully reverse its direction
but partly deviates from its original direction. It is shown in Figure 3.5(d) and that the
real-space trajectory with the ionization at —0.137T; experiences a forward scattering by a
side collision with neighboring atoms. After experiencing several such side collisions which
are marked by L1, L2, and L3, the electron gets more and more apart from its associate hole
which makes the recombination hard to happen. Therefore, in Figure 3.4, the trajectory
set “1” and also the emission in the high energy part are absent in this direction.
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

For the case of 8 = 45°, there are two Van Hove singularities in the high-momentum
region marked by “P2” and “P3” in the conduction band and “P2’” and “P3’” in the valence
band in Figures 3.5(a) and (b). As shown in Figure 3.5 (f) and [134] with the ionization at
—0.18Tp, multiple backward scatterings by neighboring atoms occur during the trajectory
evolution which originates from the momentum-space trajectory passing through two
Van Hove singularities in respective bands. As a result, it takes a longer travel time before
the electron recombines with its associated hole. In the classical trajectory simulation,
the dephasing rate of the polarization is not considered and thus the changing of the
quantum trajectory coherence over time is not described. The longer excursion time for
this trajectory implies that the probability amplitude of recombination is more attenuated.
This explains why in Figure 3.4 the emission is weaker and the recombination time is later
for 0 = 45° than for 6 = 0°.

The important role of Van Hove singularities of band structures played in the high har-
monic emission has been noticed in Ref. [87]]. In that paper, it has been revealed that for
recombination occurring at those singularities where VxE. = VKE, = 0, the amplitude of
the trajectory is infinite, rendering the semiclassical model unable to analyze the dynamics.
Actually, in a quantum description, recombination at these singular points leads to spectral
caustics and a resulting enhancement of the emission. Note that in the semiclassical trajec-
tory model, the collision of an electron/hole with atoms when the relative velocity reaches
zero is not the termination of a trajectory. Instead, it leads to backward scattering, and then
the electron and the hole move in reversed directions until they reencounter each other
with a different momentum. Looking closer to the experimental results shown in Figure 2
of Ref. [87] where the enhanced harmonics are indeed near but not exactly at the singular
points for excitations along 0° (I' — X) and 45° (I' — K) directions. Our results shown in
Figure 3.5 unambiguously illustrate that the representative trajectories go beyond the edge
of the first BZ and terminate due to recombination which occurs close to critical points for
0 = 0° and 6 = 45°. This is compatible with the experimental observation of Figure 2 of
Ref. [87].

The trajectory set “2” shown in Figure 3.4(d), (), and (f) which corresponds to ionization
after the crest of the field is driven by the field with a time-dependent amplitude that drops
to zero soon and then increases in the opposite direction. Consequently, the electron/hole
moves only within a small fraction of the BZ near the I" point. Due to the long wavelength
of the electron/hole, the real-space trajectory, e.g., starting at 0.13T; for 6 = 0° (see [135])),
evolves freely and its moving direction is inverted when the sign of the field is changed.
This is similar to the atomic scenario in which the recombination is realized only by the
driving electric field. Since the energy dispersion is isotropic in the low-momentum region,
the high harmonic emission originated from trajectories set “2”, which dominates in the
low-energy region of the plateau, exhibits a weak anisotropy.
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Figure 3.6: Combined semiclassical trajectory and Wannier expansion analyses of the HHG delocal-
ization from ZnO. (a) One-dimensional conduction and valence band structures along
the I’ — M direction in ZnO adopted from Ref. [[58]. The selected trajectory evolution
of (b) position and (c) velocity for the electron (black) and hole (red) with ionization
time at —0.046T;. (d) The positions of the electron and hole upon recombination for
that of ionization as a function of both ionization (dashed curve) and recombination
(solid curves) instants, respectively. (e) The displacement between recombination and
ionization positions in real space obtained from site-resolved polarization with the
same laser and material parameters as in (d). Taken from Ref. [119].

3.5 Multiple scatterings and delocalization

It has been demonstrated in Ref. [58] that in the process of HHG from ZnO, the electron
may recombine with the hole at an atomic site in the periodic lattice which is different from
the original site where the electron-hole pair is born. This feature is called delocalization
of harmonic emission, which is revealed by a Wannier-Bloch transition analysis [58]. Our
proposed neighboring atom scattering-assisted electron-hole recombination mechanism
enables us to get further insight into this phenomenon of delocalization. Figure 3.6 (a)
shows the band structure along the I' — M direction of ZnO that is adopted in Ref. [58].
There exists only one Van Hove singularity in the conduction band (indicated by “P1”),
whereas two are presented in the valence band (indicated by “P1’” and “P2’”) in the high-
momentum region. We perform a simulation of HHG using a single-cycle pulse with a
photon energy of 0.38 eV. As shown in Figure 3.6(b) and the real-time evolution of the real-
and momentum-space trajectories [[136] that starts at —0.046T;, the electron experiences
one and the hole three backward scatterings due to the different number of critical points
in the conduction and valence bands. The multiple scattering makes the average velocity
of the hole lower than that of the electron because the velocity direction of the hole is
changed more than once (see Figure 3.6(c)). Thus, when the electron returns to the parent
atomic site where it was born, the hole does not yet reach. Then the electron continues to
move toward the hole until they reencounter one another near another atomic site.

Figure 3.6(d) shows the displacement between the creation and the recombination positions
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3 Influence of collisions at neighboring atoms on solid-state high harmonic generation

of an electron-hole pair |Aj| as a function of both the ionization and recombination
instants. With increasing ionization and recombination instants, |Aj| for the corresponding
trajectory grows from 0 to 3. Since the process of HHG is dominated by short trajectories,
the slope of the function of the energy-time relation is positive (which is not shown here and
is similar to the results of MgO shown in Figure 3.4(a)). By mapping this relation onto the
curves shown in Figure 3.6(d), one can know that |Aj| increases with the harmonic energy.
Figure 3.6(e) shows the spectra of the interband polarizations (the bandgap corresponds
to the harmonic order of 8.66 and the cutoff energy 31) for Aj which varies from -3 to 3,
which are obtained by an approach of Wannier expansion [58]]. For the harmonic above
the band gap, the spectrum of HHG is dominated by the contributions from |Aj| > 0. The
dominant |Aj| near the bandgap is around 0. With increasing harmonic energy, |Aj| of the
strongest contribution gets larger. Remarkably, the contribution from |Aj| = 3 dominates
largely over others for a wide spectrum below and near the cutoff. This is consistent with
the feature shown in Figure 3.6(d). Our results reveal that the delocalization in the HHG
process, i.e., the shift of the recombination site with respect to the position of creation
is closely related to the different numbers of scatterings of the electron and the hole
during the classical motion, which is determined by the Van Hove singularities in the band
structure.

3.6 Ellipticity dependence of high harmonic generation

As discussed above, the forward scattering caused by side collisions with neighboring
atoms suppresses the high harmonic emission in directions where the trajectories pass
through critical lines when driven by a linearly polarized electric field. One can expect
that such side collisions would be the primary collision when driven by an elliptically
polarized field. Different from the dynamics in the linearly polarized case, side collision
can happen multiple times in the elliptically polarized case which, however, facilitates the
recombination of the electron and the hole. The experimental measurement of HHG excited
by an elliptically polarized field [92] exhibits a nonmonotonic dependence of the 19th
order harmonic yield on the ellipticity. There is a notable enhancement of the yield at high
ellipticities. To understand this behavior, we perform semiclassical trajectory simulations
for the particular ellipticities where the experimentally measured 19th-order harmonic
yields are locally maximal [92]], i.e., || = 1 (which is actually a circular polarization) with a
major axis along the Mg-O boding direction and |¢| = 0.65 for which the major axis is along
0-0 (also Mg-Mg) direction. The real-space trajectories for these two laser conditions are
shown in Figure 3.7 and the corresponding real-time evolutions can be found in 137, 138].
The results clearly show that the recombination of the electron and the hole is possible
after a complex propagation. During the propagation, side collisions that correspond to
traveling across critical lines in momentum space are the key process to drive them back
to each other.
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Figure 3.7: Electron (black) and hole (magenta) trajectories for circular |¢| = 1 (solid curves) and
elliptical polarization |¢| = 0.65 (dot-dashed curves). Taken from Ref. .

3.7 Conclusions

In this chapter, we highlight the crucial role of electron/hole collisions with neighboring
atoms for solid-state HHG. This process is associated with the band structure of the system
and has been analyzed within the semiclassical electron-hole recombination picture. We
uncover two distinct electron-hole dynamics in solids, one of which is similar to that for
atomic HHG and the other one is exclusive for solids. The latter is closely linked to the
structure of the system and leads to the unique features in the HHG spectrum. Electrons
and holes are usually generated around the band edge with the lowest crystal momentum
(T point in k space), implying that their wavelengths are much larger than the atomic
scale. Along the subsequent field-driven dynamics, the wavelength of the electron and
hole changes due to the motion in momentum space. If the electron and hole travel over a
small fraction of the BZ near the T point, no scattering with atoms they pass by occurs. In
this case, similar to the behavior in atomic HHG, the recombination of the electron and its
associated hole is only possible when a sign-flipped field drives them back. Consequently,
the HHG spectrum in the low energy region above the band gap resulting from such
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dynamics exhibits only a weak anisotropy.

When the ionization happens before the crest of the field and the field strength is strong
enough, the electron-hole trajectory can reach the edge of the BZ and experience Van
Hove singularities (where Vi E./,(k) = 0) and critical lines (where Vi E./,(k) = 0 or
Vi, Ec /o(k) = 0). In this regime, the wavelength of the electron and the hole is reduced
to the order of the atomic scale, i.e., the unit cell, making collisions with atoms possible.
Passing across Van Hove singularities of the band structure gives rise to head-on collisions
and backward scattering. This is the main cause for reversing the direction of the trajectory
and consequently leading to the recombination of the electron-hole pair with no need for
a sign change of the electric field. In addition, passing through critical lines results in side
collisions, and forward scatterings suppress the recombination for linear polarized light,
but are the main origin of the harmonic yield enhancement for an elliptically polarized
field. Thus, different collisions and scattering processes are responsible for the orientation-
dependent high harmonic yield.

The presented theoretical study reveals a fundamental difference in the recombination
mechanism between atomic and solid-state HHG and paves the way toward a more
complete understanding of the underlying collision dynamics in solids. Furthermore, it
promises to control the high harmonic emission by manipulating the subcycle collision
dynamics via all-optical approaches.
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Characterizing the tunneling
dynamics in solid-state high

harmonic generation

In strong-field light-matter interaction, photo-ionization is a fundamental and ubiquitous
quantum process that triggers many attosecond-scale phenomena, such as HHG, photo-
electron holography, electron diffraction, and molecular orbital tomography [[139H144].
Tunneling ionization is a process of an electron overcoming a potential barrier which
is induced by an oscillating electric field. The properties of electronic wave packets in
the barrier region are subject to the rapid modulation of the barrier. On the subcycle
timescale, the tunneling probability and the tunneling exit change with the instantaneous
field amplitude. The characters of the liberated electrons are determined by the tunneling
dynamics and strongly dictate the subsequent dynamics. To resolve the fingerprint of the
tunneling ionization on the liberated electrons, a couple of spectroscopic schemes have
been proposed that can experimentally access the attosecond timescale and the angstrom
lengthscale of electron dynamics, such as HHG measurement for subcycle temporal gating
[123] and multi-color interferometry [[125} |145-147]. These measurements have been
mainly conducted in atomic gases and provide significant insights into the tunneling
ionization process. However, so far, only few such studies for solid-state HHG exist.

The Keldysh approach [148] defines a Keldysh parameter yx = \/% where I, is the
ionization potential (bandgap for solids) and U, = % is the ponderomotive energy. yx
classifies photoionization into adiabatic tunneling for yx < 1, diabatic tunneling for yx ~ 1,
and multiphoton ionization for yx > 1 [149-151]] and treats ionization in gases and solids
on equal footing. Figure 4.1 illustrates these regimes for periodic lattice potentials with an
applied electric field. In the adiabatic tunneling regime, the external field acts quasistatically
and the electron penetrates the potential barrier “horizontally” without changing its total
energy (denoted by the solid black arrow in Figure 4.1). In contrast, in the multiphoton
regime, optical transitions occur along the “vertical” channel without passing through the
potential barrier, i.e., the bandgap, as shown by the red arrows in Figure 4.1. Nonadiabatic
tunneling (denoted by the dashed purple line in Figure 4.1) is an intermediate regime
between these two opposite limits which is applied to most of the real tunneling process.
In this regime, the electron acquires some energy during the passage of the classically

forbidden region.

The results presented in this chapter were already published in [[152]].

33



4 Characterizing the tunneling dynamics in solid-state high harmonic generation

tﬂ’
y

Multi-pho

1

; ‘ ‘zero initial velocity

t _______ 3

TRV .

Energy

Figure 4.1: Schematic real-space representation of multiphoton ionization (red arrowed line),
adiabatic tunneling (black solid arrowed line), and nonadiabatic tunneling (dashed
purple arrowed line) in crystalline solids. Taken from Ref. [[152].

4.1 Resolving tunneling processes by the semiclassical
trajectory model

In the attosecond-scale control scheme of atomic HHG measurements aiming to probe the
tunneling dynamics, experimental observations are often analyzed within a framework
of the semi-classical trajectory model based on the saddle-point approach [[123} 125} {153}
157]]. The quantum tunneling, classical propagation, and quantum recombination steps
of HHG in an atom are implicitly included in the quantum description, i.e., the time-
dependent Schrédinger equation (TDSE). The high harmonic spectrum is determined by the
coherent sum of all possible quantum trajectories that are characterized by a quasiclassical
action [[121]]. By means of the saddle-point analysis based on the quasiclassical action,
one is allowed to isolate the tunneling process from the subsequent dynamics, resolve the
tunneling exit shift and the coherent properties of quantum trajectories at the tunneling
exit, i.e., relative phase and amplitude, and identify the non-adiabaticity of the tunneling in
atoms [[123}|125]]. The semiclassical trajectory model used for atoms has been generalized
to solids, however, it has not yet been combined with experiments to provide more insights
into the tunneling physics underlying the solid-state HHG.

In Chapter 3, it has been pointed out that an approximation zeroing the band gap is applied
when solving saddle-point equations to ensure real-valued solutions. By doing so, quantum
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aspects of the processes leading to HHG are omitted. In the purely classical model with this
approximation, the initial electron-hole separation of the classical motion is assumed to be
zero. Recently the validity of the electron-hole recombination mechanism based on the
purely classical trajectory analysis has been questioned by several studies because it fails
to reproduce some features of HHG in solids [91}|158]]. An argument has been proposed
that wavelike electrons and holes partially, not necessarily fully, overlap before and/or
after the classical propagation [[91,/158]. A recent study has shown that interband dipole
transition in real space can happen between distant lattices via analysis of the Wannier
function expanded high harmonic emission[60]. These considerations seem to account for
the separation between electron and hole (parent ion) which arises from moving through
the potential barrier. It has been predicted in the Wannier-Stark ladder formed by a static
field, that the hopping distance among lattices in the purely adiabatic tunneling regime
can be approximated as N = E;/aF(t), where E, is the band gap, a the lattice constant,
and F(t) the electric [86], which resembles the adiabatic tunneling exit point in the atomic
phase, i.e., Zexir = I,/ F(t).

Following the full procedure of correctly solving the saddle-point equations that is used for
atomic HHG [122,|159}160], we solve the solid-state saddle-point equations rigorously and
the resulting ionization time t’, recombination time ¢, and canonical momentum k; are
complex-valued. The complex solutions of the saddle-point equations provide a three-step
picture that includes quantum processes of tunneling and recombination which occur
along the imaginary time axis and a classical propagation along the real-time axis, as
schematically illustrated in Figure 4.2. The physical interpretation of these quantities is as
follows. The real part of k is the crystal momentum of an electron-hole pair in the absence
of an electric field and the imaginary part is associated with the quantum properties of the
electronic wave function [125]. The ionization time ¢" = t; + it] is the starting point of a
quantum trajectory upon the creation of an electron-hole pair. The real part ¢, denotes the
instant when the electron reaches the tunneling exit point and also the starting point of
the classical motion. The imaginary part t; represents the duration of the tunneling which
is associated with the weight of the quantum trajectory [125]. The recombination time
t =t, + it; is understood in the same sense as the ionization time with ¢, denoting the end
time point of the classical motion and ¢; being the time that the electron needs to cross
the potential barrier for the recombination with the hole. The electron-hole separation
after the tunneling ionization is obtained by evaluating the travel distance of the electron
through the classically forbidden region Ar = ft,t; dtAv(k(r)) where Av is the velocity
difference between the considered conduction and valence bands and k(7) = k¢ + A(7) the
time-dependent crystal momentum. To distinguish it from the traditional purely classical
trajectory analysis, the trajectory analysis based on the complex-valued solutions of the
saddle-point equations discussed below is referred to as quantum trajectory analysis.
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Figure 4.2: Path of the time integration in the quasiclassical action S. The tunneling ionization and
the recombination occur along the imaginary time axis and the classical propagation
along the real-time axis. Adapted from Ref.[160].

4.2 Comparison of the classical and quantum trajectory
analyses

To reveal the effects of the tunneling dynamics in the high harmonic emission, we focus on
the HHG measurement on ZnO crystals that was carried out in Refs. [28} |61]]. When using
the classical recollision model to predict the emission time of the harmonics obtained by
the SBE simulations, it has been demonstrated that the classical model seems to work well
for weak field amplitudes, whereas it fails to agree with the experiment for the strong-
field excitations [61]. It is explicitly shown that the SBE simulations agree well with the
attosecond interferometry experiment on ZnO [28]. Therefore the SBE simulation results
are taken as a benchmark to test the accuracy of our quantum trajectory-based analysis.
In our calculations, the one-dimensional band structure of the valence and the conduction
bands along the I' — M direction is expanded as [28 |56 [61]

5
Eo(k) = )" acos(jka), (4.1)
j=0
5
E.(k) =E, + Z ol cos(jka), (4.2)
j=0
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where a = 0.2814 nm is the lattice constant along the I' — M direction, E; = 3.3 eV is the
band gap of the ZnO crystal, and ai ) (j =0,1,...,5) are the expansion coefficients of the
conduction (valence) band which are provided in Ref. [56]. The dipole matrix element
is simply approximated as a constant d = 0.183 e nm. To check whether the theoretical
issue left in Ref. can be resolved by the quantum trajectory analysis, the same laser
parameters are applied in our simulations, i.e., the electric field is linearly polarized along
the I' — M direction with a wavelength of 3.25 um. The resulting high harmonic emission
in the plateau region is dominated by interband polarization.

35
—classical
30 quantum

25

(o]

20

15

wn
g
=
= =3
B 5
S 10
= x 107 =
g 35 <
; -
e | (b) -
- 30 2.5 =
=
25 2 2
20 | E
15 '
10 J 0.5
0 0.2 0.4 0.6 0.8 1

Time (cycle)

Figure 4.3: The color-coded contours show HHG as a function of the time obtained from the SBE
simulations for ZnO in (a) lower- and (b) higher-field cases discussed in the main
text, respectively. The dotted grey and purple solid curves are the predictions of the
emission time based on the quantum and the classical trajectory analyses, respectively.

Taken from Ref..
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The results of the emitted high harmonics in the plateau region as a function of the
time obtained from the SBE simulations (color maps) for excitation field amplitudes of
Ey = 2.52V /nm (left panel) and Ey = 4.1V /nm (right panel) are displayed in Figure 4.3. The
applied field amplitudes are representative of the weak and the strong field regimes. The
high harmonic emission in the plateau region is dominated by the interband polarization,
and therefore the electron-hole collision model is suitable for analyzing the underlying
electron dynamics. The purple and dotted grey lines in Figure 4.3 are the predictions
of the emission time by the classical and quantum trajectory analyses, respectively. In
our analysis, only short trajectories with positive chirps are considered since they are
responsible for the main emissions in the SBE results.

It is clearly shown that the quantum trajectory results coincide excellently with the SBE
results for both the lower- and higher-field cases. In contrast, the prediction by the classical
trajectory analysis deviates severely from the SBE results in the higher-field case, as is
already pointed out in Ref. [61]. We find that in both cases, the distance accumulated along
the imaginary part of the recombination time is nearly zero (shown in Figures 4.5(e) and (f)
below), which implies that the center of the electron wave packet spatially overlaps with
that of the associated hole at the end of the classical evolution. This feature is different
from the argument that the electron and hole wave packets do not have to fully overlap
spatially with each other for recombination [[91]. Therefore, the deviation of the classical
trajectory analysis from the SBE results lies predominantly in the tunneling ionization
process.

Figure 4.4 shows the tunneling characters at the tunneling exit for the lower (left column)
and higher (right column) excitation fields as quantified by the quantum trajectory analysis.
The dotted red curves in Figures 4. 4(a) and (b) denote the spatial separation between the
electron and the hole arising from the tunneling ionization. The separation is surprisingly
large, which makes the subsequent classical propagation significantly different from that
given by the purely classical trajectory analysis where the electron and hole are assumed
to move classically starting from the same position. The ratio %ft) (0p(t) = aF(t) is
the instantaneous Bloch frequency) defines the distance (in units of the lattice constant)
required for an electron tunneling along a horizontal pathway to a state in the conduction
band, which is actually the adiabatic tunneling. The dotted blue curves in Figures 4.4(a)
and (b) for this ratio are obtained with the instantaneous field amplitude extracted from
the quantum trajectory-based results. In the lower-field case, the electron-hole separation
before the classical motion is about five to six lattice constants, which is one to two lattice
constants smaller than the corresponding unrealistic adiabatic tunneling distance (blue
curve). This indicates that the tunneling ionization in this case is nonadiabatic. In the
higher-field case, as the potential barrier is bent more significantly than that by the lower
field, the tunneling distance is shorter. The electron-hole separation is smaller by less
than one lattice constant compared to the adiabatic scenario for harmonic energies near
the band gap. With increasing harmonic energy, the difference between the two curves

approaches zero, suggesting that the tunneling ionization is nearly adiabatic in this case.

The electron acquires energy during the nonadiabatic tunneling and therefore a nonvan-
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Figure 4.4: Characters of electron and its associated hole after tunneling through the potential
barrier in the lower- (left column) and higher-field (right column) cases. (a) and (b)
show the electron-hole separation in units of lattice constant within the quantum (red
curves with dots) and the purely adiabatic (blue curves with dots) analyses, respectively.
(c) and (d) show the initial velocities of the electron (green curves with dots) and the
hole (magenta curves with dots) and the crystal momenta where the electron emerges
in the conduction band with a hole left in the valence band (orange dash-dotted curves).
(e) and (f) show the real part of the ionization time obtained within the quantum (grey
dotted line) and classical (purple solid) trajectory analyses. The filled yellow areas in
(e) and (f) show the half-cycle wave shape of the electric field. Taken from Ref. .

ishing velocity of the electron at the tunneling exit is expected, as has been quantified in
atomic HHG [[125]. Figures 4.4(c) and (d) display the initial velocities of the electron (dotted
green curves) and the hole (dotted magenta curves) in the direction of the field polarization.
The exact position where the electron emerges in the conduction band in momentum space
is shown by the dashed yellow curves. In the lower-field case, the nonadiabatic tunneling
induces a nonzero initial velocity for the electron and hole which are created noticeably
away from the band edge (' point in momentum space). Closer to the adiabatic regime,
e.g., the higher-field case, the initial velocity of the electron and hole decreases to nearly
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zero and the corresponding interband transition gets close to the I' point with increasing
harmonic energy. Figures 4.4(e) and (f) show the starting instant of the classical evolution
(the real part of the ionization time) as a function of the harmonic energy. The ionization
predominantly occurs after and before the crest of the field in the lower- and higher-field
cases, respectively.
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Figure 4.5: Real-time evolution of the trajectories responsible for the 15th harmonic for the lower-
(left column) and the higher-field (right column) cases, as discussed in the main text,
respectively. (a) and (b) show the waveform of electric fields in the time window of
the entire classical motion, (c) and (d) show the time-dependent crystal momenta
k(t), (e) and (f) show the time-dependent velocities of the electron (green) and the
hole (magenta), and (g) and (h) show the time-dependent electron-hole displacements.
Taken from Ref. [[152].

Figure 4.5 displays the evolution of the trajectory associated with the 15th harmonic
emission along the real axis of time, specifically the crystal momentum k(t), the velocities
of the electron and hole v,/ (t), and the spatial displacement between the electron and hole
Ar(t). In the lower-field case, as the sign of the initial velocity of the electron is opposite
to that of the instantaneous vector potential, the electron and hole are decelerated with a
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4 Characterizing the tunneling dynamics in solid-state high harmonic generation

relative distance reduced at the beginning of the classical motion. The electron and the
hole then move backward and toward each other under the action of the field until they
spatially overlap. In the higher-field case, the electron and the hole speed up away from
each other just after the tunneling and they can reach the edge of the first BZ where Bragg
scattering happens. As studied in the previous chapter, the collision of the electron and
hole with neighboring atoms upon the Bragg scattering leads to the reversion of their
moving directions such that they can eventually meet each other [152]].

4.3 Probing the tunneling dynamics by high harmonic
interferometry

In atomic HHG, extracting the coherent properties of electron wave packets under the
potential barrier is achieved via sub-cycle temporal gating and extreme-ultraviolet (XUV)
interferometry [123} [125]]. Such a spectroscopic scheme combines a fundamental and a
relatively weak second harmonic probing fields. An experiment following this scheme has
also been conducted in a solid-state system [28]]. The emitted harmonic radiation from
consecutive half cycles constitutes a temporal interferometer. The probing field induces
a phase shift between the two arms of the interferometer and therefore gives rise to the
generation of even harmonics [28,[159]. The yield of even harmonics depends sensitively
on the phase delay between the probing and the fundamental fields. Varying the phase
delay, the yield of each harmonic is modulated, as is observed in the experiment and SBE
simulations [28]]. The color maps in Figure 4.6 show the harmonic spectra up to the cut-off
energy versus the relative time delay of the two color fields for the lower and higher
fundamental field cases discussed above by solving the SBE. The field amplitude ratio of

the second harmonic field to the fundamental is £22 = 0.01. To get a clearer spectrum with

discrete harmonics, a long pulse duration of ten c;(a:)les is used, and the other parameters are
the same as the simulations in Figures 4.3 and 4.4. Our SBE simulations perfectly reproduce
the experiment [28], especially the most important features such as the positions of maxima
or minima of all even-order harmonics up to the 18th order which are resolved in the
experiment. The modulation depth of the even harmonics is much larger than that of
the odd harmonics. To retrieve the tunneling dynamics from the spectra, it is required to
elucidate the phase delay dependence of the even harmonics within the framework of the

quantum trajectory analysis.

The generation of even harmonics originates from the phase shift of the HHG interfer-
ometer induced by the probing field, which can be quantitatively analyzed within the
framework of the saddle-point approach. The modification of the action resulting from
the probing field can be addressed by a perturbation expansion. We expand S(ko, ¢/, t) =
>0 AN (Ko, ¢, 1) with k(t) = 252, A"k ™ () where the zeroth order is considered as
the unperturbed situation that is generated by the fundamental field alone. The k(t) is
separated into k(1) = ko + Ay (t) and Ak (¢) = Ay, (2). The term Ak (¢) is relatively
small and can be neglected when expanding S(k, t’, t). Taking advantage of the harmonic
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Figure 4.6: High harmonic spectra versus the phase delay between the two color fields for (a) the
lower-field and (b) the higher-field cases. The color contours are obtained from solving
the SBE and the curves are the predictions of ®,,,, based on the classical (purple solid)
and the quantum (white dotted) trajectory analyses, respectively. The pulse duration is
10 optical cycles, and the other parameters are the same as those in Fig. 4.3 and Fig. 4.4.
Taken from [[152].

cosine function expansion of the energy dispersion ¢,(k) = Z?]:o ajcos(jka) where a; are
the expanding coefficients and a is the lattice constant, the quasiclassical action in terms
of k(t) is expressed as
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t N
S(ko,t',t) = / dTZajcos[jk(T)a], (4.3)
t _]:0
which is split into
t N
SO (ko . 1) = / dr Y ajcos[jk (t)al, (4.4)
t ]=0
and
¢ N
S (ko, ¢, 1) = — / dfza,- kD (2)sin[ k9 (1)a]. (4.5)
t, j:0

The perturbative term of the action, i.e., s (ko, t’, t) is denoted as o(ko, t’, t, §) in which
the phase delay of the second harmonic field is included. It was found to be related to the
unperturbed group velocity difference and the second harmonic vector potential by

o(ko,t',t,¢) = — /:thAZa,(r, ¢)Vk€g(k(o)(1’)). (4.6)

t

The perturbation associated with two consecutive half cycles is identical but occurs with
opposite signs, i.e., a(ko, t’ + %, t+ %, @) = —a(ko, t', t, §) where T, is the optical cycle
of the fundamental field. The unperturbed signal has the same amplitude but opposite
signs in two consecutive half cycles E,; (t + %) = —E,y;(t). The perturbation breaks the

symmetry between half cycles by

i To. T
Ejoral(t) = Z Eout(t)em(t) +Eou (t + ?0)610'(1470)
cycle
= > Eour(D)e”") — Egu()e ), (4.7)
cycle

and the high harmonic spectrum is

Erotal(n00) = " Eour(nap) (e'” = e™17), (48)

cycle

from which one obtains the phase delay modulation of odd and even harmonics:
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12N+1 o |COS[U(k0, t/: t’ ¢)] |2’ (49)

Ly « |sin[o(Ko, ', t,$)]|%. (4.10)

It has been proven that in the scheme of high harmonic interferometry, the weak second
harmonic field hardly modifies the dynamics induced by the fundamental field and therefore
quantities kg, t’, and ¢ in Equation 4.6 are the solutions of the unperturbed saddle-point
equations. The modulation of each harmonic can be calculated according to Equation 4.6
within the trajectory analysis and we use ®,,,, which is the phase delay that maximizes
the intensity of even harmonics to represent the feature of the modulation. In Figure 4.6,
the dotted grey lines and purple solid lines are the predictions based on the quantum
and the classical trajectory analyses, respectively. The ®,,,, predicted by the classical
trajectory analysis deviates substantially from the SBE result in the lower-field case. In
contrast, the predictions based on the quantum trajectories agree excellently with the SBE
results for both the lower- and the higher-field cases. As for the inaccurate prediction
for lower harmonics (10th and 12th), we speculate that this might be related to near-band
gap resonance effects [161]] as resonant sidebands can be seen around these harmonics in
Figure 4.6. Our results provide evidence that the quantum trajectory analysis is indeed
valid and the tunneling dynamics are correctly described.

4.4 Linking the tunneling characteristics to high harmonic
emission

Using the physically transparent quantum trajectory recollision model, the tunneling dy-
namics can be revealed by the experimentally measured modulation of the even harmonics
in the high harmonic interferometric measurements [[159]. Within the quantum trajectory
analysis, the calculated ®,,,, for the two-color excitation scheme can be linked to the
electron-hole characters after the tunneling ionization, such as the initial electron-hole sep-
arations and the initial velocities of the electron and hole. The relations of ®,,,,, and these
tunneling characters are shown in Figures 4.7-10 (a). Figures 4.7-10 (b) is the SBE results of
®,,qx versus even harmonic orders for the high harmonic interferometric measurements.
Mapping (a) and (b) allows one to construct a relation between the even harmonic orders
and the tunneling characteristics associated with the even harmonic emission, which are
shown in Figures 4.7-10 (c). As the tunneling characters continuously vary with the high
harmonic emission energy, the constructed relation including odd harmonic orders can be
obtained by interpolating these points.
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Figure 4.7: (a) The prediction of the relation between @, and the initial velocities of the electron
and hole before the classical motion based on the quantum trajectory analysis. (b) ®ax
versus the even harmonic orders of the high harmonic interferometry from solving
SBE. (c) The reconstructed initial velocities for each harmonic obtained by mapping
the data in (b) to (a). Taken from Ref. [152].
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4.5 Conclusions

In this chapter, the tunneling dynamics underlying HHG from ZnO have been revealed
based on quantum trajectory analysis. We pushed the limits of the traditional solid-state
electron-hole recollision model which omits the initial conditions present after the tunnel-
ing ionization for the classical motion. We proposed a refined recollision model which fully
includes quantum aspects of ionization and recombination. It is demonstrated that this re-
fined model based on quantum trajectory analysis perfectly predicts several features of the
high harmonic spectrum in agreement with the SBE simulations. The quantum trajectory
analysis naturally allows us to obtain a picture of nonadiabatic tunneling ionization in
solid-state HHG. Within this analysis, the dynamical tunneling exit positions and the initial
velocities of electron and hole changing with harmonic energy can be quantified. It is found
that the reduced tunneling exit coordinate with respect to the adiabatic case is associated
with a nonzero initial velocity, consistent with the nonadiabatic picture. According to the
Keldysh parameter, adiabatic tunneling can be achieved by varying laser parameters, such
that the initial velocities are close to zero. The most interesting finding is that the initial
velocities can be inward or outward with respect to the field polarization direction which
makes the electron and the hole experience deceleration or acceleration at the beginning of
the classical motion. The quantitative agreement between the quantum trajectory analysis
and the SBE simulations of attosecond tunneling interferometry enables us to establish a
direct mapping between experimental measurements and tunneling characteristics. Our
study demonstrates the feasibility of extending attosecond spectroscopic schemes from
atomic systems to much more complex solid-state systems which provides a promising
platform to uncover quantum behaviors of ultrafast electron dynamics in solids.
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Intensity-dependence of
excitonic third harmonic

generation in bilayer MoS,

The family of 2D TMDC semiconductors shows fascinating physical properties resulting
from their reduced dimensionality and crystal symmetry, which are distinct from their
bulk counterparts [102]. In the monolayer limit, the inversion symmetry breaking together
with strong spin-orbit coupling governs the spin-valley properties and optical selection
rules [99,|106]. Stacking hetero/homo single layers of TMDC on top of one another with a
twist angle gives rise to tunable properties and may generate Moiré patterns, along with
which novel quantum phenomena emerge [[162]. Consequently, 2D TMDC form a basis
for exotic spintronics [[163]], valleytronics [110, 164], and twistronics [165]]. 2D TMDC
also provide a platform to study many-body interactions, as an excited electron and hole
forming an exciton is strongly confined in the plane and experiences decreased screening
of the Coulomb interaction from the dielectric environment. The Coulomb attraction
between the electron and the hole in 2D TMDC is one or two orders of magnitude stronger
than in traditional quasi-2D systems such as GaAs or GaN quantum wells [[166]. This leads
to gigantic exciton binding energies Ep;,q4, of typically a few hundred of meV [63}(64]]. In
contrast to the bulk counterpart, the excitons are observable even at room temperature
and the excitonic effects are essential for the optical properties of 2D TMDC.

It is thus of fundamental importance to characterize the excitonic properties. First-principle
calculations have predicted a diversity of strongly bound excitonic states [[167]. A series of
seminal experiments via linear one-photon absorption [63} 98], two-photon photolumines-
cence excitation [[100}[168]], and nonlinear wave-mixing spectroscopy [66]] have revealed
the characters of (s-like) bright and (p-like) dark excitons in layered TMDC. The reported
Eping of 2D TMDC via experimental measurements and theoretical predictions [[98}(101,
167]] are in the range of 200 - 500 meV and are sensitive to dielectric screening by the
substrates. Also, dark excitons can be probed by various spectroscopic tools including
two-photon excitation [[66, |68, |100]], magnetic brightening [[169], and pump-probe mea-
surements of intraexcitonic transitions [[170, [171]]. Presently, the attention paid to the
many-body effects in the nonlinear optical response beyond the perturbative limit is grow-
ing [26}72,/172H176]]. It has been demonstrated that many-body effects can prominently
enhance certain harmonics of HHG spectra in the extreme nonlinear regime [35} 69-72]].
Furthermore, interactions of strong THz fields with excitons induce high-order sideband
(HSB) emission [26}|172, [173]], which results from subcycle ionization, acceleration, and
recollision of excitonic electron-hole pairs. The weak intensity decay with increasing
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sideband order confirms the nonperturbative nature of HSB. To date, the fundamental
mechanism underlying the light-matter interaction with excitonic many-body effects is
still under intensive investigation.

In this chapter, we consider the commonly fabricated 2H type of homobilayer TMDC
and investigate excitonic third harmonic generation (THG) under rather weak excitations.
Applying an in-plane static electric field has multiple effects on the excitonic properties
which are only partly revealed by the linear absorption spectrum. On the one hand, an
in-plane field breaks the in-plane symmetry of the exciton wave functions and induces
hybridization of excitons of different orbitals [[177]] and a dc Stark shift of exciton energies
[178,/179]]. On the other hand, an in-plane field induces ionization of excitons into unbound
electrons and holes [180, [181]]. The static field induced exciton ionization is expected to
decrease the THG yield. However, we observed a quite unusual field dependence of the
THG yield in bilayer TMDC, i.e., the THG is enhanced by the static field when the exciton
ionization is not yet significant. In the extremely weak optical excitation regime, the field
dependence is similar to a previous experimental measurement of THG in bulk GaAs
which has a small exciton binding energy [[182]]. Based on the perturbative expansion
of the SBE in the optical field up to the third order, we clarify that the hybridization
of exciton states and the Stark effects induced by the static field account for the slight
increase of the THG yield. With increasing optical excitation intensity, an increasingly
notable discrepancy between the computed THG and the perturbative third-order results
indicates that higher-order effects influence the THG. In the perturbative approximation
considering higher-order corrections and neglecting nonperturbative effects which are
reasonable for moderate excitation intensities, we demonstrate that the fourth-, fifth-, and
higher-order nonlinearities representing the bound-to-continuum-to-bound transitions
are highly involved to determine the efficiency of the excitonic THG. Intraband excitations
are found to play an important role in connecting the continuum and bound exciton states
and provide significant modifications of the nonlinear optical response near the excitonic
resonance in the presence of a static field.

5.1 Inter- and intraband excitations in the excitonic optical
response

Working in the length gauge allows one to investigate the interplay between the inter-
and intraband mechanisms underlying nonlinear optical phenomena [55]]. As shown in
the theoretical basis, see Chapter 2, the interband (intraband) excitations originate from
the off-diagonal (diagonal) matrix elements of the position operator, and the macroscopic
susceptibility is composed of the interband polarization and the intraband current. The
intraband transition induces a temporal change of the electron wave vector k(t), which
plays a significant role in the extreme nonlinear regime. An intense field with a frequency
much smaller than the bandgap energy accelerates electrons in their bands over a wide
range of k space, which prominently modifies the optical properties and the dynamics

50



5 Intensity-dependence of excitonic third harmonic generation in bilayer MoS,

on ultrafast timescales [25} |55} |56} 183} [184]]. Moreover, for systems with strong excitonic
effects, the intraband transition is a key mechanism that accounts for the optical response
originating from intraexcitonic transitions [[185,186|] and transitions between the bound
and the continuum of unbound excitonic states [[187,|188]].

To elucidate the roles of inter- and intraband transitions in the optical response near the
excitonic resonance under weak excitations, we make use of the perturbative expansion of
the SBE [189,/190] including the Coulomb interaction on a Hartree-Fock level. For a system
with inversion symmetry excited by a combination of optical E,,;(t) and static Eg4 fields,
the optical response can be obtained by expanding microscopic quantities X (k, t)=p(k, t),
ne/n(k, t) in powers of the optical field as X (k,t) = 2 XM (k, t) with X (™) o Eope™.
The initial conditions are p(®) (k,t = —c0) = 0 and ne/h(o) (k,t = —o0) = 0. In a two-
band model with the interband polarization (electron-hole coherence) p(k,t) and the
electron/hole density n(k, t) = n.(k,t) = ny(k, t), the perturbative expansion of the SBE
in the optical field reads

0 i 1 e i
2,0 (o) - = £ SE, v pD 2 4 -E,n®
P e t) = (—ro(k) T * B Viop (k1) — 25d(K) - Egen'™ (k. 1)
i i ,
+ ﬁd(k) “Eope(t) + 7 ; Vk_k,p(l) (K, 1), (5.1)
7] i e
k) = 2d(0) - Eae(p" (k1) = pV (K 1) + 2Bae - Vien® (ke 1), (5.2)

7}

™ (k1) = (—2o(k) = = + $Ege - Vi)p™ (k1) = 22d(K) - Egen™ (K t
P 0) = (-3000 = 7=+ TEac - Vip™ (k1) = 25:d() - Egen™ (ke 1

+ 2 Eopr(1) - Vip "™ (K, ) = 22 (K) - Eope (D0 (k. )

" P, 1) =22 S ) oM (K
+h;Vk—kP (K, 1) Zth (k,t);Vk_kp (K. 1), (5.3)

Jj<m

a l *\(m m € m
™ 1) = 2d (1) Ee ("™ (1) = p™ (I 1) + 2 Fge - Vien™ (ke 1)

i m— m— € m—
+2d(K) - Eope () (p" "™ (1) = p " (. 1) + ZEope (1) - Vien ™ R 1)

. % Z(p*(n (k t) - p/) (k. 1)) ka_k/p“"‘j) (K, t). (5.4)

jsm Kk’

The static electric field appears in the first line of each equation and does not couple different

orders in the optical field. It leads to temporal change in the wave vector hl'((t) =—eEg4
and couples p™ (k, t) and n™ (k,t) (m > 1). n(V'(k, t) is non-vanishing only in the
presence of the static electric field which results from the symmetry breaking in the time-
dependent dynamics. In first order in the optical field, the interband excitation induced by
the optical field initiates the entire dynamics. For higher orders of p(™ (k, t) (m > 1), the
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intraband excitation is built up with the source term proportional to p™~Y (k, t) and the
interband excitation proportional to n{™~V (k, t). The perturbative expansion of the SBE
is an effective approach to quantitatively distinguish the inter- and intraband excitation
pathways when the excitation intensity is sufficiently weak [189,/190]]. With increasing
excitation intensity, higher-order nonlinearities may increasingly contribute to the signal
of harmonic generation provided by lower orders. The differences of the computed signals
between solving the full equations and solving the perturbative expansion with considering
higher-order corrections are known as nonperturbative effects.

Interband

polarization Fointra

inter

hw

Figure 5.1: Schematic illustration of the multiphoton transition for excitonic systems considering a
resonant three-photon excitation of the 1s exciton. The interband excitation initiates the
first-order polarization and the coupled interband and intraband excitations contribute
to the second- and third-order polarizations. In higher orders, the intraband transitions
connect the bound exciton and the unbound continuum states.

Figure 5.1 depicts the excitation pathways for a system driven by an oscillating field
that is three-photon resonant with the 1s exciton state. According to the perturbative
expansion of the SBE, in the process of a three-photon transition from the ground state
to the 1s exciton state, the interband excitation contributes to all three orders and the
intraband excitation contributes in the second and third orders of pl((m) and nl((m) (m>1).
The transitions between the exciton and the continuum states are possible via higher
orders of intraband excitation [187,|188]]. The intraband acceleration in the continuum
gives rise to the modifications in the k-resolved pl((m) (m > 4) and consequently influences
the intraband transitions from the continuum to the exciton states. The process of the
bound-to-continuum-to-bound intraband transitions is analogous to the picture underlying
the excitonic high-order sideband generation, i.e., an electron is ripped from an exciton
and recollides with the left-behind hole driven by an intense THz field [26,172,173].
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5.2 Exciton landscape of bilayer MoS,

This homobilayer TMDC consists of two monolayers van der Waals bonded and stacked
by rotating 180° with respect to one another and is centrosymmetric. The unit cell of the
monolayer is a X-M-X covalently bonded hexagonal lattice with the chemical composition
of MX,, where M stands for the metal atom W or Mo and X is S or Se. The intrinsic in-plane
optical properties of such monolayers arising from the inversion symmetry breaking are
not present in the homobilayer. The homobilayer TMDC features layer degree of freedom
and layer-spin polarization [164] and are thus often chosen to study topological valley
transport [[107,[191] and magnetoelectric effects [192, 193] by applying a perpendicular
electric field. We concentrate on the excitonic effects in homobilayer MoS, excited by
in-plane polarized fields. The homobilayer MoS, possesses a direct bandgap with both
the conduction band minimum and the valence band maximum located at the corners of
the k space (K points), which is as in a monolayer. In contrast to the non-equivalence of
two valleys K/K’ points and an amount of band splitting resulting from the lifted spin
degeneracy in a monolayer, the bands of a MoS; bilayer are spin-degenerate throughout the
entire k space with equivalent K valleys. We perform the band structure calculation based
on DFT with generalized gradient approximations (GGA) and implement the multiband
TPT gauge in the zigzag direction which ensures smoothness of the eigenfunctions along
the direction of the linearly polarized optical and static electric fields in the following
calculations. The resulting k-dependent transition energy between the uppermost valence
band and the bottommost conduction band is shown in Figure 5.2. The peak value of the
interband dipole matrix element at valley K is 0.153 e nm.
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Figure 5.2: Interband transition energy of the bilayer MoS, between the uppermost valence and
bottommost conduction bands. The white lines denote the boundary of the hexagonal
BZ and high symmetry k points are labeled with I', K, and M. The minimum transition
energy, i.e., the band gap, 1.62 eV is located at K.

The exciton properties of a material strongly depend on the dielectric environment. A
dielectric model for the determination of the effective Coulomb interaction and screening
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has been developed [[194]]. Using this dielectric model, we compute the Coulomb matrix
elements of a freestanding bilayer MoS; with the Coulomb potential considering the back-
ground dielectric parameter of the vacuum. The exciton dephasing time in semiconductors
is associated with the dynamics of electron-phonon scattering and Coulomb scattering for
higher excitation intensities [[195]. Thus, the exciton dephasing rate depends on temper-
ature and the excitation regime [[196]]. To determine the linear absorption, we solve the
SBE using an in-plane polarized field with an extremely short duration and the dephasing
time in the SBE is assumed as 100 fs which provides a good spectral resolution of the
bright excitons. The spectral absorption is proportional to the imaginary part of the ratio
between the Fourier-transformed macroscopic polarization and the optical electric field
73], i.e.,

e-Plw)

E(o) ] (5.5)

a(w) o< Im|

where e denotes the polarization direction of the optical pulse and the pulse spectrum
E(w) is broad enough to cover the exciton and continuum energies. The resulting linear
absorption spectra for the freestanding bilayer MoS, with and without the Coulomb
interaction are displayed in Figure 5.3. The linear absorption provides the landscape of
excitons, resembling the Rydberg series in hydrogen atoms. For bilayer MoS,, we get
Eis = 1.258 €V and Ep;pg = 362 meV. The obtained binding energy is in reasonable
agreement with various reported experimental and theoretical data for layered TMDC
[101]]. The energies of the bandgap and the excitons are underestimated due to the GGA of
exchange-correlation functional in DFT calculations [197]] and they are shifted by constant
energy, known as the scissors correction [[198]], to match experimental measurements.

An in-plane static electric field breaks the symmetry of the system and induces hybridiza-
tion of exciton wave functions with different symmetries. As a result, new exciton states
are formed which are superpositions of the original bright and dark exciton states [[177,
199]]. Different excitons react differently to the static fields which depends on the exci-
ton energy and the spatial extent. It has shown that for a monolayer TMDC, 2s, 2p, and
higher exciton orbitals are efficiently hybridized while the 1s exciton is preserved with
slight changes in a low static field regime [[177]]. The energies and wave functions of the
mixed excitons can be evaluated by diagonalizing the Hamiltonian including the electric
field in the basis of unperturbed exciton states. The resulting exciton energies are shifted
compared to the original ones, which is known as the dc Stark shift [200-202]. The dc
Stark shift depends on the dipole moments between different states and can be expanded
in powers of the applied electric field [[178|[179]. In the weak field limit, the dc Stark shift
for the excited states which primarily possess s symmetry of hydrogen- and helium-like
atoms is proportional to Eg4.* [200, 201]]. For monolayer TMDC, the Stark shift of the 1s
exciton shows a quadratic behavior for fields up to 0.1 MV /cm, but it exceeds the quadratic
scaling for larger electric field amplitudes [[203]]. Here, we investigate the excitonic Stark
effect in bilayer TMDC induced by an in-plane static electric field. Figure 5.3 displays the
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Figure 5.3: Calculated linear absorption spectra for the freestanding bilayer MoS,. The dashed
curve is the result obtained without including Coulomb interaction and no static field
showing a step-like absorption starting at the band edge (1.62 eV'). The solid curves are
the results obtained with Coulomb interaction for various static electric field amplitudes
showing strongly absorbing discrete excitonic peaks below the band edge. The lowest
peak with the strongest absorption is the 1s exciton which exhibits a redshift, a reduced
absorption, and a spectral broadening due to exciton ionization with increasing static
electric field strength. The 2s and 3s exciton states show the same behaviors as the 1s
exciton state but with increased strengths. All curves are shifted vertically for clarity.

linear absorption spectra for several static electric field amplitudes where all exciton peaks
exhibit redshifts which are dependent on the field amplitude. The energy shift of the 1s
exciton (actually the newly formed exciton with the lowest energy which inherits mostly
the characters of the unperturbed 1s exciton) peak as a function of the static electric field
amplitude is shown in Figure 5.4 which can be fitted by the sum of a quadratic dependence
and hyperpolarizability corrections, i.e.,

OEs = O(Edcz + ﬂEdc4 + YEdc6a (5'6)

with the fitting parameters a = 34.4 meV(cm/MV)?, B = 0.4472 meV (cm/MV)*, and
y = 0.00172meV (cm/MV)®, where due to symmetry only even-order corrections in field
appear. The quadratic dependence is sufficient to describe the dc Stark shift at low static
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5 Intensity-dependence of excitonic third harmonic generation in bilayer MoS;

fields, which is consistent with the perturbative regime [203]]. The non-vanishing factors
of the hyperpolarizabilities are related to higher-order dipole moments [178,204].
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Figure 5.4: Static electric field dependence of the Stark shift §E;s. The solid curve represents
computed data extracted from the linear absorption spectra of Figure 5.3, whereas the
dashed lines denote the fitting functions with the coefficients given in the main text.

In addition, an electric field tears the electron and hole apart, leading to the ionization
of excitons into unbound electrons and holes which reduces the lifetime of the excitons
(180} |181]. As a result, the linear absorption spectrum is modified as the exciton peaks
are spectrally broadened and the absorption peak of the excitons is suppressed. In our
results, the spectral width increases and the peak absorption decreases monotonically with
increasing static fields for all excitons. In the low field range, due to their smaller energy
differences, the absorption peaks of the 2s and higher exciton orbitals are significantly
broadened and almost merge at E;. = 0.3 MV /cm due to the ionization together with the
hybridization. At higher static fields, a new peak near the 1s exciton is formed which is a
signature of the field-dependent excitonic absorption in the Wannier-Stark regime (205,
206).

The in-plane static field induced hybridization of the excitons brightens p-like exciton
states which are forbidden without a symmetry-breaking static field. To resolve the p-like
exciton states, a longer dephasing time of 400f's is used in the simulations. It should be
noted that the dephasing rate can be adjusted in calculations to reach a desired spectral
resolution. Figure 5.5 shows the resulting linear absorption spectra around the 2s exciton
resonance. The graphic is split into two parts to show different regions of the absorption
intensity for clarity. Due to the large energy differences, 1s and 3s exciton states are the
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Figure 5.5: Linear absorption spectra around the 2s exciton state for different static field amplitudes.
The green (red) rectangles denote the absorption peaks of hybridized 2s (2p) exciton
peaks. In the case of E;. = 0 MV /cm, the symmetry of the dipole matrix element is
artificially broken in the simulation so that the absorption of the 2p state appears
stronger than that of the 2s state.

least involved in the hybridization for the chosen static field amplitude. The result for
E4. = 0 is artificial as the dipole matrix element is partially zeroed near the K point in
the calculation, but this allows for the identification of the 2p resonance without dc Stark
effects. The green (red) rectangles denote the peaks of the hybridized exciton states which
are evolved from the 2s (2p) state. In the presence of the static field, the discrete mixed
exciton state with the stronger peak and higher energy emerges with the largest projection
coefficient on the basis of the 2s state up to E;. = 0.2 MV /cm. The weaker exciton state
with lower energy is mainly composed of the 2p state which has a higher ionization rate
as it is broadened to a plateau at E;. = 0.2 MV /cm. At Eg. = 0.3 MV /cm, the efficient
hybridization of the 2s and 2p exciton states and the exciton ionization leads to the weak
merged absorption.

5.3 Excitonic third harmonic generation

In linear optics, the interband dipole transition is responsible for a series of exciton peaks
and the constant absorption in the continuum range. In the non-resonant excitation regime,
the coupling of inter- and intraband transitions significantly influences the nonlinear
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optical response [[183}/184]. Without considering excitonic effects, the below-gap harmonic
generation is Kerr-type which is quantitatively perturbative [34] even in the strong field
regime. It is associated with the buildup of a quasi-instantaneous interband polarization
which comprises two steps of the photon absorption and the immediate transition to the
ground state [34}{207]. In low-dimensional materials, the strong electron-hole Coulomb
attraction which forms stable excitonic levels below the band edge is expected to lead to a
distinctive influence on the low-order harmonics. However, the underlying mechanism
has so far not well been studied.

To analyze excitonic effects on harmonic generation below the band edge based on micro-
scopic theory, we perform simulations of THG from bilayer MoS,. We apply an optical
field linearly polarized along the zigzag direction which is three-photon resonant with the
1s exciton, i.e., 3fiwy = Ei5. The pulse has a Gaussian envelope with a FWHM of 100 fs. An
additional in-plane static electric field is applied parallel to the optical field to investigate
the effect of symmetry breaking and exciton ionization on the THG. The comparison of
the THG yield between solving the full SBE and the perturbative expansion of the SBE
as a function of the static electric field amplitude with the optical field amplitude varied
from E,p; = 0.6 MV /cm to 2.5 MV /cm are presented in Figure 5.6 where |Ps,,| is the
excitonic THG peak. Remarkably, with increasing optical field amplitude, the difference
between the perturbative expansion up to the third order and the full calculation gets more
pronounced, suggesting that higher-order corrections are increasingly relevant. For all
considered optical field amplitudes, the THG yield depends non-monotonically on the static
electric field in both approaches of the calculations. As evident by the spectral broadening
and the suppression of the linear excitonic absorption peaks starting from very weak field
amplitudes shown in Figure 5.3, the exciton ionization occurs once a static electric field is
present. Unexpectedly, the THG yield increases with the amplitude of the static electric
field for weak static electric fields. This indicates that other effects may occur in the process
of THG and dominate over exciton ionization in this field range. In the full calculation, the
increase grows and the static field where the THG yield is maximal shifts to higher values
with increasing optical field amplitude (see the comparison of the normalized THG yield in
Figure 5.7(a)). In contrast, the static field dependence of the perturbative third-order results
is independent on the optical field amplitude and the maximum at E;. = 0.2 MV /cm is
increased by only 0.738% (see Figure 5.7(b)). At high static field amplitudes, the THG yield
steeply declines as the exciton ionization dominates. The ionization rate is identical for all
considered optical field amplitudes in both calculations (all lines in the declining regions
in Figures 5.6 and 5.7 have the same slope).

First of all, we verified that under the considered excitation conditions, the density is
always low. Therefore, the contribution of interband excitations proportional to d(k) -
E,,:(t)n(k) is insignificant and the THG is dominated by the interband polarization P(3cw,)
as the intraband current is extremely weak. Figure 5.8 shows the comparison between
the full calculation and the pure interband model for E,,; = 1.5 MV /cm. In the pure
interband model, the optical field induced intraband excitations proportional to E,:(t) Vi
are switched off in the SBE. The THG yield induced by the pure interband excitation is
much lower than that generated by the coupled inter- and intraband excitations and it
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Figure 5.6: Static electric field dependence of the THG peak obtained from fully solving the SBE
(blue curves) and performing a perturbative expansion up to the third order (red
curves) for optical field amplitudes (a) Eop; = 0.6 MV /cm, (b) Eop; = 1 MV /em, (c)
Eopt = 1.5 MV [em, (d) Egpr = 2 MV [cm, and (e) Eop: = 2.5 MV [cm.
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Figure 5.7: Normalized THG yield as a function of the static electric field amplitude obtained
from (a) the full calculation and (b) the perturbative expansion of the SBE up to the
third-order for optical field amplitudes shown in Figure 5.6. In the full calculation,
the increase of the THG yield at low static fields grows with the optical field. For
the perturbative third-order results, the increase is independent on the optical field
amplitude. All lines in (b) are identical with the maxima 1.00738 at E,p; = 0.2 MV /cm.

decreases monotonically with the static electric field. This suggests that the intraband
excitation largely dominates over the interband excitation beyond the linear order. Besides,
we verified that the coupling between p(™ (k) and n™ (k) (m > 1) by the static electric
field is negligible as the results are nearly unchanged when switching off this coupling in
the SBE.

In the third-order results, the THG exhibits a rather delicate increase at low static electric
fields, hiding the feature of exciton ionization which decreases the THG for higher fields. A
similar behavior has been observed for the THG generated in GaAs where the nonlinearity
of the 1s exciton resonance is modified by the electric field [182]]. This change is attributed
to the electric field induced Stark effect which mixes the 1s and 2p exciton states of different
parity. In our case, we speculate that the increase of the THG below E;. = 0.3 MV /cm in
the third-order results may originate from the dc Stark shifts of the excitons. As given
by the analytical expression for the second-order susceptibility in terms of generalized
derivatives of the exciton Green’s function [208]], the resulting nonlinearities of each order
are inversely proportional to the detuning of the excitation energy with respect to the
exciton energy. In the low static field range, the dc Stark shift of the excitons is very small
compared to the detunings and therefore impacts the optical response only weakly. For
static electric fields that do not fully ionize the hybridized excitons, the second-order
excitation
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P9 mZﬂEmmwo—Em)(znwo—En) 7
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Figure 5.8: Comparison of the static electric field dependence of the THG yield between the full
calculation (blue curve) and the pure interband model in which the k-gradient terms in
the SBE are turned off (yellow curve) for an optical field amplitude E,,; = 1.5 MV /cm.

increases with increasing field amplitude primarily due to the redshift of the hybridized
2p exciton state. Consequently, the third-order nonlinearity is faintly enhanced via the
intraband excitation, i.e., p® (k) o Eope(t) - Vip'?) (k). This explains why the maximum
of the THG occurs at Eg. = 0.2 MV /cm in the third-order results.

The difference of the THG yields between the full calculation and the perturbative third-
order results at low static fields gets larger with increasing optical field amplitude, which is
attributed to higher-order corrections of the excitonic THG. The transition to the continuum
is achieved via a four-photon excitation since 7wy = 0.419 eV is just larger than Ep;yg.
Within a perturbative description, the components of the fifth- and higher-odd-order
nonlinearities representing the transitions from the continuum to the 1s exciton state
contribute to the excitonic third harmonic. In the process of these transitions, due to the
optical field induced intraband oscillation in the continuum, the intermediate continuum
state does not exactly have the energy nfiw, (n > 4) but actually contributes within an
energy window. The shift of the wave vector induced by the optical field is 0.7% ~ 2.6% of
the BZ for the considered excitation conditions, which is at a rather low level to induce
a significant modification on the THG. Figure 5.9 shows the THG yield computed with
no static field as a function of the optical field amplitude which is normalized to the case
of Egpy = 0.6 MV /cm. It is well fitted by a function in terms of the 3rd, 5th, and 7th
powers of the optical field amplitude with the fitting parameters a = 4.7044 cm®/(MV)3,
B = —0.1383 cm®/(MV)>, and y = —0.0395 cm’/(MV)7, respectively. This implies that
the fifth- and seventh-order nonlinearities reduce the third harmonic. The sign of y is
inconsistent with the simple prediction of the parity and sign by the relation, i.e., p(™ (k) o
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Figure 5.9: THG yield as a function of the optical field amplitude normalized to that at E,p; =
0.6 MV /cm (black line) and the fitting functions in terms of third, fifth, and seventh
order powers of the optical field amplitude.

EOPthp(m_l) (k) (m > 1). This is possibly linked to the time-varying energy due to the
intraband oscillation along the dispersive bands when solving the SBE which influences
the k-dependent p\™ (k) (m > 4). Particularly, the excitation to more dispersive regions
of the band structure possibly makes the sign of higher-order contributions at the third
harmonic flip. In the following, we analyze the static field dependence in the perturbative
approximation where the dominant higher-order corrections, i.e., the fourth and fifth-
order nonlinearities are considered which account for the bound-to-continuum-to-bound
transitions near the band edge. The influence of the intraband oscillation induced by the
optical field on the k-dependent p™ (k) (m < 5) is negligible.

We extend the perturbative expansion of the SBE to the fifth order for E,,; = 1.5 MV /cm.
The resulting k-resolved P®) (k), P¥) (k), and P®® (k) (P (k) = Re[d(k)p™ (k)]) at a
particular time point where the P®® (k) is maximal in the central optical cycle are shown
in Figure 5.10. The corresponding k-resolved and k-integrated results in the frequency
domain are shown in Figure 5.11. Since the real-space extent of the exciton wave functions
is much larger than the size of the unit cell, the k-resolved polarizations near the 1s
exciton resonance are tightly localized in the K valley of bilayer TMDC [99,100]. Looking
at the spectra around the third harmonic, the modulus of the fifth-order nonlinearity
|P) (3wp)] is significant and thus contributes to the THG. The magnitude of P(3w) =
P3) (3w0) + P®) (3wy) is close to the computed THG in the full calculation with a slight
deviation due to the omission of even higher-order corrections. Adding the fifth-order
nonlinearities leads to |P(3wo)| < |P®) (3w)| at Ege = 0 and |P(3wo)| > |P® (3wy)| at
Egqe = 0.4 MV /[cm, which are the same as in the full calculation for E,,; = 1.5 MV /cm.
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Figure 5.10: K-resolved P®) (k) (green curves), P() (k) (purple curves), and P®) (k) (yellow
curves) in a portion of the BZ (17.5%) for a 1D k-path along the zigzag direction
passing through the K point for E;. = 0 in (a) and Eg. = 0.4 MV /cm in (b) with
the optical field amplitude Eyp; = 1.5 MV /cm at the time instant where PO (k) is
maximal in the central optical cycle.

To better compare the cases E;. = 0 and Eg. = 0.4 MV /cm in the frequency domain,
P®)(k, w) and P®) (k, w) around 3w, shown in Figure 5.11 are rotated by a same phase
to ensure Im[P®) (k, w)] + Im[P®) (k, w)] = 0 so that the contribution of the fifth-order
nonlinearity on the THG can be analyzed by focusing on the real part.

As shown in Figure 5.10(a), without the static electric field, P‘®) (k) in the time domain
has a peak at the K point with a Lorentz-like envelope in k space since the 1s exciton is
excited resonantly. P (k) is anti-symmetric with respect to k and P®®) (k) has a peak
at the center with a negative sign and two side peaks with positive signs. The parities
and signs of P (k) and P® (k) are consistent with the simple prediction based on
p™ (k) o« Eop: - Vip™ D(K) (m > 1). The perturbative P® (k) and P®® (k) are of
opposite signs near the K point (see Figure 5.11(a)), which implies a destructive interference
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Figure 5.11: Real part of the k-resolved perturbative P (k, 3w), P (k, 4e,), and P®) (k, 3w,)
obtained by Fourier transforming the time-dependent polarization in a portion of
the BZ (7.5%) centered at the valley K for (a) E4. = 0 and (c) E4. = 0.4 MV /cm for
an optical field amplitude Eop; = 1.5 MV /cm. (b) (d) The corresponding k-integrated
polarization by the full calculation (black curve) and the perturbative P® (3wg) and
P®) (3wy) with the absolute, real and imaginary values shown.

between these two components. At Eg. = 0.4 MV /cm where the THG yield is maximal,
the envelope of P®®) (k) remains basically unchanged due to the mainly unchanged exciton
resonance. The slightly reduced width and the minor distortion of P*) (k) away from the K
point arises from the static field induced hybridization of the 1s exciton and higher exciton
states . However, P (k) and P®® (k) are strongly modulated (see Figure 5.10(b)).
The static field induces intraband acceleration in the continuum which makes P*) (k)
oscillating with a broader range of frequency near 4wy (see Figure 5.11(c)). The wave
functions of the unbound electrons and holes thereby acquire a dynamical phase shift
which is a time integral over the change of energy . The modification of P® (k) is
almost synchronized with P (k) without other remarkable changes induced by the static
field. Importantly, one side peak with a positive sign of P (k) seen at Eq. = 0 shifts
towards the K point. This leads to constructive interference between P® (k) and P®® (k)
near the K point which predominantly influences the excitonic response. In the frequency
domain, Re[P®) (k, 3wp)] relative to Re[P®) (Kk, 3w,)] is larger at Eq. = 0.4 MV /cm than at
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Ege = 0. As a result, compared to [P (3w,)|, |P(3w0)] is reduced at Eg4. = 0 but enhanced
at Eg. = 0.4 MV /cm.
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Figure 5.12: Time-energy map for the THG obtained from the perturbative expansion for (a)
Eg4c =0, (b) Ege = 0.4 MV /cm, and (c) Eg4. = 0.7 MV /cm for an optical field amplitude
Eopt = 1.5 MV [cm. The dashed lines denote the temporal peaks of the spectra.

Thus, the enhancement of the THG by the static field is well understood within the
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perturbative approximation. With increasing optical field, the higher-order nonlinearities
rise and therefore contribute to the lower harmonics. The static field mainly modifies the
nonlinearities in the continuum in the fourth order and correspondingly the higher-order
contributions near the excitonic resonance. The interference between the third- and the
higher-order excitations continuously shifts from destructive towards constructive with
increasing static field amplitude. A turning to a destructive interference may occur at
even higher static fields but at some point the process of the exciton ionization prevails
which sharply decreases the THG yield. It can be expected that the transitions between
the exciton and continuum states become intricate at even higher optical fields as higher
orders of the excitations are involved and nonperturbative effects may come into play.

Figure 5.12 presents a timing analysis of the THG for the cases discussed above with the
dashed lines marking the time position of the signal maxima. The peaks of the signals at the

excitonic resonance are several cycles retarded with respect to the field crest (t = 0), which
IFWHM 10)
= :

is the result of the long exciton dephasing time (the duration of the pulse is -
This is distinctly different from instantaneous non-resonant optical nonlinearities when
exciting below the bandgap. Without significant exciton ionization (see Figs. 5.12 (a) and
(b)), the global temporal profile of the perturbative |[P‘® (3w,)| is nearly unaffected by
the static field with the peaks around four cycles delayed with respect to the field crest.
The peaks of |[P®)(3w,)| are around two cycles delayed with respect to the peaks of
|P®) (30,)|. This is commonly understood as that integrating Eope(t) - Vip™ (k, t) over
time leads to the delay in the temporal envelope of higher-order polarizations compared
to that of lower orders. In addition, [P®) (3w)| is more delayed in the presence of the
static field. As discussed above, the static field induces hybridization of the exciton states
which slightly modifies P(®) (k) and drives intraband acceleration in the continuum which
modifies the k-resolved P*) (k). As shown in Figure 5.10, in spite of the significant change
in the k-dependent amplitude, P¥) (k) and P®® (k) exhibit a prominent shift in k space
for E;c = 0.4 MV /cm. From a perspective of field-driven ionization, acceleration, and
recombination of excitonic electron-hole pairs 26| 172], this k shift prolongs the time
of the acceleration and therefore retards the recombination or the continuum-to-bound
transition. The delay of P®) (3w,) at Eqe = 0.4 MV /cm further leads to a slight temporal
shift of |[P(3wo)| as it is determined by the interference between P®) (3w,) and P®) (3w,).
At E4. = 0.7 MV /cm, the coherence is significantly reduced as exciton ionization dominates
which converts excitons into unbound electrons and holes.

5.4 Conclusions

In this chapter, we numerically and theoretically investigate excitonic effects in the linear
optical response and in THG from bilayer MoS,. The linear absorption spectrum clearly
reveals the Stark shifts of the exciton transition energies, hybridization of exciton states,
and exciton ionization induced by a static in-plane field. Within the framework of the
perturbative expansion of the SBE, the intraband excitation dominates over the interband
excitation beyond the first order and gives rise to unique features of the THG in the
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low intensity regime. The fourth-, fifth-, and higher-order intraband excitations repre-
senting the transitions between the continuum and exciton bound states are relevant for
determining the efficiency of the third harmonic emission. We show that the fifth-order
nonlinearity destructively interferes with the third-order excitation near the excitonic
resonance and thus primarily leads to the lower yield of the THG compared to the per-
turbative third-order results. The interference is related to the k-dependence of the third-
and fifth-order polarizations which is associated with the intraband excitations. Applying
a static in-plane electric field characteristically modifies the k-resolved fourth- and higher-
order nonlinearities and accordingly the interference with the third-order excitations near
the excitonic resonance. An intensity-dependent enhancement of the THG yield with
increasing static field amplitude is observed which arises from the shift from a destructive
to a constructive interference between the third- and higher-odd-order excitations near the
excitonic resonance. A sufficiently strong static in-plane field induces exciton ionization
which is expected to lead to a decrease of the THG. Therefore, exciton ionization and the
interference between lower- and higher-order nonlinearities compete which results in a
non-monotonic dependence of the THG yield on the static field amplitude. Our results
complement the understanding of the underlying process of excitonic harmonic generation
and may potentially provide optical control over the efficiency of the excitonic response.
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Conclusions

In this thesis, we theoretically studied the nonlinear optical response of bulk and two-
dimensional semiconductor structures based on a full quantum-mechanical theory, i.e.,
the semiconductor Bloch equations and a semiclassical three-step model. We explored the
harmonic generation in strong and weak excitation regimes where putting our emphasis
on the nonperturbative subcycle field-driven dynamics of charge carriers and excitonic
many-body effects.

High harmonic generation is a strong-field process and the coupled interband transitions
and coherent intraband transport determine the high harmonic emission in solids. We
investigated high harmonic generation induced by intense electric fields with frequencies
much lower than the band gap in bulk MgO and ZnO materials and analyzed the features of
the harmonic emission above the bandgap based on a semiclassical electron-hole recollision
model. In our first theoretical and numerical investigation of high harmonic generation,
Chapter 3, we focus on the experimental observations of the orientation-dependent high
harmonic generation in MgO and provide a theoretical explanation for the origin of
the anisotropy of the high harmonic emission. Within the semiclassical electron-hole
recollision model which is proposed for the emission of the interband polarization, we
revealed that the collisions of electrons and holes with neighboring atoms lead to an
additional channel for the solid-state high harmonic generation besides the field-driven
recombination of electron-hole pairs. We show that the electron and its associated hole
experience backward- or forward-scattering upon the collisions with neighboring atoms
when their wavelength approaches the atomic size. This can facilitate or impede the
recombination of the electron with its left-behind hole and directly influences the efficiency
of the high harmonic emission. Our results reveal that the electron/hole backward (forward)
scattering occurs when the momentum-space trajectory passes Van Hove singularities
(critical lines) in the band structure. Our findings build a mapping between the band
structure and the harmonic spectrum and suggest a possibility to probe the characteristics
of the electronic band structure via high harmonic spectroscopy.

In our second theoretical and numerical investigation of high harmonic generation, Chapter
4, we proposed a quantum trajectory model in which the quantum process of the tunneling
ionization is included based on a complex saddle-point analysis. We provide a picture of
tunneling ionization in the process of solid-state HHG where the properties of electrons
and holes at the tunnel exit manifesting the adiabaticity of the tunneling are important for
the subsequent classical evolution and the harmonic emission. According to the Keldysh
theory, the adiabaticity of the tunneling ionization depends on the laser parameters, i.e.,
peak field amplitude and frequency, and the bandgap of the materials. Our results show
that for high harmonic emission from ZnO under a strong excitation, adiabatic tunneling
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occurs in which the initial velocities are nearly zero and the initial displacement between
the electron and hole is close to the ratio between the bandgap and the Bloch energy. Under
weaker excitation, nonzero initial velocities and a reduced initial displacement arising from
nonadiabatic tunneling are revealed. This quantum trajectory analysis allows for precisely
predicting the real-time high harmonic emission in ZnO. Furthermore, we demonstrate that
the high harmonic interferometry enables us to establish a link between the experimental
measurements of real-time high harmonic emission and the tunneling characters. Our
findings provide fundamental insights into the nonadiabatic tunneling dynamics in solids
and have direct implications for measuring optical tunneling in solid-state systems on the
attosecond time scale.

In the last part of this thesis, Chapter 5, we focus on excitonic effects in third harmonic
generation from bilayer MoS; arising from the strong Coulomb interaction in a rather weak
excitation regime. Based on a perturbative expansion of semiconductor Bloch equations,
we highlight the importance of intraband excitations in connecting the continuum and
bound exciton states and the influence of a static field on the excitonic third harmonic gen-
eration. With increasing optical field amplitude, the fifth-order excitation representing the
continuum-to-exciton transition increasingly contributes to the third harmonic generation
via destructive interference with the third-order contribution. Applying a static in-plane
field characteristically modifies the k-resolved fourth- and fifth-order excitations and
consequently shifts the interference towards a more constructive one near the excitonic
resonance, leading to an increase of the third harmonic generation. At the same time,
static field induced exciton ionization occurs and dominantly reduces the excitonic third
harmonic generation for higher static fields. Our results indicate that even higher-order
nonlinearities could influence the behavior of the excitonic third harmonic generation at
higher optical intensities.

The results presented in this thesis offer fundamental insights into the microscopic pro-
cesses that govern harmonic generation in solid-state systems. Our predictive theoretical
work complements the basis of probing material properties and ultrafast atomic-scale
dynamics using spectroscopy of solid-state systems. Further advancing our understanding
of the coherent light-matter interaction is of great importance for the future light-driven
manipulation of material properties.
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