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Summary

The development of practical quantum sensors for applications in ultra-fast spectroscopy
necessitates their integration.
In this thesis, we use integrated waveguides as photon pair sources based on parametric
down-conversion (PDC) to perform quantum spectroscopy with nonlinear interferometers.
This requires the PDC sources to be broadband and highly non-degenerate. However,
non-degenerate integrated sources are typically limited in bandwidth due to their long
interaction length.
First, we overcome this limitation by dispersion-engineering and present two realisations
of periodically poled, titanium in-diffused lithium niobate waveguides that generate
spectrally broadband photon pairs at non-degenerate wavelengths in the near and mid
infra-red.
Next, we employ the first PDC source as building block of a nonlinear interferometer.
Based on our theoretical description of the system, we perform direct measurements of the
bi-photon correlation time, an important metric that defines their simultaneity and the
temporal resolution in a measurement.
In the following, we investigate the properties of two common geometries for nonlinear
interferometers regarding their benefits, disadvantages, and optimal operation mode for
quantum optical coherence tomography when working with integrated waveguide PDC
sources.
Finally, we use the second PDC source in a nonlinear interferometer to perform absorption
spectroscopy in the mid infra-red, while only detecting in the near infra-red.





Zusammenfassung

Die Entwicklung praktischer Quanten-Sensoren für Anwendungen auf dem Gebiet der
ultra-schnellen Spektroskopie bedingt deren Integration.
In dieser Dissertation nutzen wir integrierte Wellenleiter als Photonenpaar-Quellen ba-
sierend auf parametrischer Fluoreszenz (PF) für ultra-schnelle Quanten-Spektroskopie in
nichtlinearen Interferometern. Dazu müssen diese Quellen zugleich spektral breitbandige
und weit separierte Photonen erzeugen. Integrierte Quellen sind jedoch oft aufgrund ihrer
langen Interaktionslänge in der Bandbreite beschränkt.
Zuerst überwinden wir daher diese Beschränkung durch Dispersions-Anpassung und
stellen zwei Realisierungen periodisch gepolter, Titan-ein-diffundierter Lithium-Niobat-
Wellenleiter vor, welche breitbandige PF mit ungleichenWellenlängen im nahen und mitt-
leren Infrarot erzeugen.
Danach verwenden wir unsere erste Quelle in einem nichtlinearen Interferometer. Basie-
rend auf der theoretischen Beschreibung des Systems, messen wir direkt die Korrelations-
zeit des Photonenpaares, ein wichtiges Maß für deren Gleichzeitigkeit und die zeitliche
Auflösung in Experimenten.
Im Folgenden untersuchen wir zwei gebräuchliche Realisierungen nichtlinearer Interfe-
rometer auf deren Eignung für quanten-optische Kohärenztomographie mit integrierten
Quellen.
Schließlich nutzen wir die zweite Quelle für Absorptionsmessungen im mittleren Infrarot,
bei denen lediglich Photonen im nahen Infrarot detektiert werden.
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1 Introduction

The application of quantum resources to classical measurement techniques has led to a
massive advancement in today’s technologies. Whereas the advent of lasers in the 1960s
paved the way for the first quantum revolution, we are currently in the midst of the second
quantum revolution, where quantum states are employed as resources for advanced
measurement techniques and to construct new devices [1, 2]. Single photons, due to their
inherent quantum properties, hold great potential as information carriers in the quantum
regime. Thus, quantum states of light can be used in measurements that would typically
be performed with classical light and provide benefits in precision or allow for completely
new measurements. Some examples are gravitational wave detection, which nowadays
employs squeezed states of light [3], or photonic quantum computing, which may use
photons as a resource in Gaussian boson sampling [4, 5]. Thus, quantum light leads to
the advent of new quantum measurements techniques and the development of real-world
devices based on single photons [6].

An area of research in which classical measurement techniques are transferred to the quan-
tum regime is the field of classical ultra-fast spectroscopy [6]. This kind of spectroscopy em-
ploys spectrally broadband light to probe the spectral and spatial features of an object under
test with high precision. Typical systems rely on interferometric schemes where the light
field is split into a probe and a reference path. After interaction with the sample, the probe
light subsequently interacts with an unaffected copy of itself to obtain information about
the object with a high precision. Experimentally, suchmethods are realised in interferomet-
ric schemes, which are based on passive, i.e. linear, optical elements to split and recombine
the involved light fields. Therefore, probing and detection occur at the same wavelength
in these systems, since only light fields at the same wavelength interact with each other in
the absence of active optical elements. Moving towards low light levels, this limits high
precision measurements to spectral regimes with sufficiently efficient and low-noise detec-
tors. Thus, it hinders investigations in spectral regimes such as the mid infra-red, ranging
from 2000 nm to 30µm or THz spectral region, which ranges from wavelengths of 30µm
to 1000µm. In these regions of the electromagnetic spectrum, efficient low-noise detectors
are sparse in ambient conditions due to thermal radiation background. However, these are
spectral regimes that are highly interesting in biophysics or environmental sciences due to
the distinctive molecular rotational and vibrational absorption features that act like unique
fingerprints [7, 8].
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2 1 Introduction

One way to circumvent this limitation is by using nonlinear interferometers. In these inter-
ferometers the passive beamsplitters are replaced by active, i.e. nonlinear, optical elements.
Cascaded nonlinear processes have first been used with classical states of light to measure
material properties of the nonlinear material itself [9] or a test object [10, 11], for example
by observing changes in the generated light at the second harmonic of the pump light.
For us, nonlinear interferometers are interesting as they provide a means to overcome the
limitation to the samewavelength for probing and detection. Furthermore, nonlinear inter-
ferometers have recently been used for quantummeasurements, where nonlinear elements
act as photon pair sources [12]. This allows to generate a quantum states of light within the
interferometer itself and perform various new measurement techniques. One of them are
so-called measurements with undetected photons. Here, a photon at a long wavelength
probes the object under test, while the second photon at a shorter wavelength serves as a
reference. The detection then happens at the short wavelength after the second nonlinear
process. Such measurements with undetected photons help to overcome the challenge of
sensing in the mid infra-red regime by only probing the sample at this wavelength while
detecting in the near infra-red or even visible spectral range.
One of the first experiments using measurements with undetected photons was performed
in 2014 by Lemos et al. [13]. In the experiment, two cascaded photon pair sources are
aligned such that, at the output of the interferometer, the detected photon may have been
generated either in the first or in the second source. This is achieved by aligning the long
wavelength path from both processes on top of each other and super-imposing the short
wavelength photons on a beamsplitter. Consequently, an interference in the rate of gener-
ated short-wavelength photons can be observed, as already proposed in 1991 [14]. Placing
an absorptive object in one of the interferometer arms adds information about the source
in which the photon has been generated and thus allows to retrieve the ’which source’ in-
formation. As a consequence, the observed interference is diminished, even in the other
arm where no object has been placed. The photon in the other arm can be at a different,
non-degenerate, wavelength than the one probing the sample. Consequently, these setups
allow to probe an object with photons in the mid infra-red while only detecting photons in
the visible or near infra-red where good detectors are readily available.
In the following years, many experiments employed the method of sensing with unde-
tected photons for imaging [13, 15–17]. Furthermore, measurement techniques from the
field of ultra-fast spectroscopy, e.g. absorption spectroscopy, Fourier transform infra-red
spectroscopy or optical coherence tomography, have been demonstrated [18–22]. However,
most of those setups are based on bulk nonlinear crystals.
In order to allow for a large scale industrial fabrication and implementation of these meth-
ods in real-world devices, integration is key. Integrated optical sensors have proven to en-
able cheap,miniaturized, and accessible devices. Furthermore, they allow to bring the latest
measurement techniques in spectroscopy to harsh environments [23, 24]. Another com-
pelling argument is that the use of integrated quantum light sources allows for a higher
brightness due to the strong confinement over a long interaction length and dispersion en-
gineering of the generated spectra of each photon of the pair by adjusting the waveguide
geometry. Therefore, waveguide-based sources are considered ideal candidates for appli-
cations in quantum spectroscopy which promises to open new paths for more precise or
convenient measurement techniques [6].
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In this thesis, we realise the implementation of integrated nonlinear interferometers with
guided-wave photon pair source for ultra-fast spectroscopy with undetected photons. By
this, we will overcome technical challenges and show howmeasurements in the mid infra-
red can be performed while only detecting photons in the near infra-red. Simultaneously,
we will harness the benefits of integrated optical waveguides as bi-photon sources with a
high brightness and co-linear emission that can be further integrated into a practical device.
We will divide this thesis in four parts. The first part covers the fundamental concepts that
are required for this work. Here, we discuss the basic building blocks of an integrated quan-
tum sensor and present ways to transfer classical spectroscopy methods to the quantum
regime. We start by introducing integrated waveguides, the guiding of light within them
and dispersive effects on ultrashort pulses, which have special relevance for any ultra-fast
spectroscopy technique. We will utilise the long interaction length of the light fields within
these waveguides to realise efficient nonlinear optical processes, such as photon pair gen-
eration via parametric down-conversion (PDC). Finally, we introduce the concept of non-
linear interferometry based on waveguides as photon pair sources and discuss the specific
properties of such interferometers which ultimately enable measurements with undetected
photons.
The second part provides insight into the process of dispersion engineering, which is used
to generate broadband non-degenerate photon pairs from our nonlinear waveguides. The
two sources used in this thesis both operate with one photon around 850 nmwhile the other
one lies either around 1400 nm in the telecommunication range or around 2800 nm in the
mid infra-red. In particular, the development and characterisation of the latter source will
be described in more detail as it was specifically designed for ultra-broadband spectroscopy
with undetected photons in the mid infra-red within the scope of this thesis.
In the third part of the thesis, we present our realisation of a nonlinear interferometer based
on an integrated PDC source in the near infra-red. We present different variations of the
setup starting from a universal differential pumping scheme, which allows to adjust the
pump power of the two processes, and evolve the setup towards pumping from only one
direction. Both of these setups are realised in the so-called SU(1,1) geometry, where both
photons from the first process are overlapped in the second one. Finally, the setup is al-
tered such that one of the interferometer arms is combined at a linear element; an external
beamsplitter. We label this setup the induced coherence scheme. In a first experiment, we
present a method to measure the bi-photon correlation time of our source, an important
benchmark in the field of ultra-fast spectroscopy. For this, we utilise the dependence of
the observed interference from nonlinear interferometer on the spectral phase between the
two processes. Furthermore, we study the optimisation of the parametric gain in the light
of optimising optical coherence tomography measurements with undetected photons as an
application. Here, we compare the SU(1,1) and the induced coherence setup geometry re-
garding their suitability for the implementation of optical coherence tomography measure-
ments with undetected photons based on a guided-wave photon pair source.
The last part of this thesis is dedicated to realising a nonlinear interferometer using the
ultra-broadband PDC source introduced in the second part. Here, we transfer concepts and
findings from the interferometer in the near infra-red with the aim to construct a nonlin-
ear interferometer in themid infra-red. We demonstrate spectral and temporal interference
and showmeasurements for absorption spectroscopy and Fourier transform infra-red spec-
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troscopy in the mid infra-red while detecting in the near infra-red.
With that, we provide an understanding of nonlinear interferometers that contain waveg-
uides as active elements and show applications that can be implemented in them. Thereby,
we pave the way for future developments in the field of ultra-fast quantum spectroscopy
with integrated waveguides and to make such a quantum sensor a real-world device.



2 Fundamentals

In this chapter, we discuss the fundamental principles on which we base our experiments
and present the required knowledge for our goal of developing an integrated quantum sen-
sor. We want to achieve this goal by implementing an integrated waveguide in a nonlinear
interferometer, where the waveguide generates broadband, highly non-degenerate photon
pairs. This will allow us to perform so-called measurements with undetected photons for
applications in the field of ultra-fast spectroscopy.
In order to knowwhich building blocks are required to achieve this goal, it is helpful to start
by studying standard techniques andmethods in classical ultra-fast spectroscopy, which can
be translated to quantum spectroscopy with undetected photons.

2.1 Methods in ultra-fast (quantum) spectroscopy

Many of today’s standard ultra-fast spectroscopy techniques are based on interferometric
measurement schemes with broadband light which are performed, e.g., in aMach-Zehnder
interferometer. This setup is depicted in Fig. 2.1. Here, we show the functional components
of the interferometer, which allow us to perform a) spectral interferometry, b) optical coher-
ence tomography (OCT), and c) Fourier transform infra-red (FTIR) spectroscopy. Below the
setup, we are comparing these techniques with respect to the sample used, the kind of tem-
poral delay ∆𝜏, and the kind of detection. In the case of spectral interferometry, a spectral
phase Φ(𝜔) is measured at a fixed delay ∆𝜏 while detecting the output of the interferome-
ter frequency-resolved on a spectrometer. OCT investigates layered objects to retrieve the
layer separation and reflectivity. Those measurements can be performed with a fixed delay
and frequency-resolved detection or by varying the delay and detecting in a time-resolved
manner. Lastly, Fourier transform infra-red spectroscopy aims to measure the absorption
profile 𝛼(𝜔) of a sample in both arms by introducing a delay between two parts of the field
and recording their time-resolved interference.
Before we can use this conceptual representation to describe the three techniques in detail,
we will have to introduce ultra-short electromagnetic pulses.

5
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frequency-resolved
detection

time-resolved
detection

frequency-resolved 
or time-resolved

detection

detection

object under test

fixed variable 
fixed or variable

spectral phase absorption bi-layer
sample

spectral interferometry OCT FTIR spectroscopy
a) b) c)

reference pulse

test pulse

Figure 2.1: The concept of different spectroscopic measurement setups shows the un-
derlying Mach-Zehnder interferometer with different functional elements
for the inserted object under test, delay in the reference arm or detection
method. The bottom line shows exemplary measurement outcomes for
each method. a) In spectral interferometry a reference pulse is interfered
with itself to characterise the unknown spectral phaseΦ(𝜔). b) Optical co-
herence tomography studies the separation and reflectivity of a system of
partial reflective surfaces. c) The absorption 𝛼(𝜔) of a sample is measured
in Fourier transform infra-red spectroscopy.



2.1 Methods in ultra-fast (quantum) spectroscopy 7

Ultra-short electromagnetic pulses

Classical ultra-fast spectroscopy often relies, as one might expect from the name, on ultra-
fast light pulses with durations of several hundred femtoseconds. Due to the Fourier re-
lationship between time and frequency, these objects exhibit broad spectra, which enable
the aforementioned spectroscopy techniques. In the following, we will formally introduce
ultra-fast light pulses because the underlying concepts will later be required to understand
quantum spectroscopy. We will utilise pulses to explain the phenomena in the classical
ultra-fast spectroscopy setups although some of the presented methods do not strictly re-
quire light from a laser but, e.g., can also be realised with thermal light.
Many physical phenomena are described to their fullest by complex-valued functions, e.g.,
describing the amplitude and phase simultaneously. However, in an experiment, we can
often only measure real quantities, such as the real or imaginary part of the quantity at
hand. Therefore, we start by writing down the real-valued electric field 𝐸(𝑡) of an electro-
magnetic wave propagating with an amplitude 𝐸0 and a frequency 𝜔 at a fixed position in
space and without any spatial or polarisation dependence, as here we are merely interested
in the description of a pulse in time and frequency. We can write this field as:

𝐸(𝑡) = 𝐸0 cos(𝜔𝑡). (2.1)

In order to see the connection of this field to the complex representation, we can re-write it
and utilise geometric identities to end up at:

𝐸(𝑡) = 1
2𝐸0(cos(𝜔𝑡) + 𝑖 sin(𝜔𝑡) + cos(𝜔𝑡) − 𝑖 sin(𝜔𝑡))

= 1
2𝐸0(cos(𝜔𝑡) + 𝑖 sin(𝜔𝑡) + cos(−𝜔𝑡) + 𝑖 sin(𝜔𝑡))

= 1
2𝐸0(𝑒

𝑖𝜔𝑡 + 𝑒−𝑖𝜔𝑡).

(2.2)

If we now assume 𝜔 > 0, we can interpret the second term to cover the negative range of
frequencies, and we can divide our real field into a positive and negative frequency part:

𝐸(𝑡) = 𝐸+(𝑡) + 𝐸−(𝑡) (2.3)

with 𝐸+(𝑡) = (𝐸−(𝑡))∗ being the positive and negative frequencies of the electric field. For
the description of an ultra-short pulse, we employ the so-called slowly varying amplitude
approximation (SVEA). This approximation holds as long as the spectral bandwidth of the
pulse 𝜎 is much smaller than its central frequency 𝜔0, i.e., 𝜎 ≪ 𝜔0, which is the case for
the pulses considered in this work where 𝜔0 is in the range of 1 PHz while the spectral
bandwidths of the pulses do not exceed few tens of THz. This allows us towrite the positive-
frequency part of the electric field of the pulse as [25]:

𝐸+(𝑡) = 1
2ℰ(𝑡)𝑒

𝑖𝜔0𝑡 (2.4)
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where ℰ(𝑡) is the envelope function that describes the slow change in field amplitude over
many optical cycles at the carrier frequency 𝜔0. This temporal expression can be translated
to the spectral domain via Fourier transformation:

𝐸+(𝜔) = ∫ d𝑡𝐸+(𝑡)𝑒−𝑖𝜔𝑡. (2.5)

The resulting envelopes in the temporal and spectral domain, ℰ(𝑡) and ℰ(𝜔), consequently,
are also connected via Fourier transform. Assuming a Gaussian shape for the envelope
functions, and for clarity only considering the temporal and not the spatial degrees of free-
dom, we can write these functions as:

ℰ(𝑡) = ℰ0𝑒
− (𝑡−𝑡0)2

𝜏2 (2.6)

ℰ(𝜔) = ℰ′0𝑒
− (𝜔−𝜔0)2

𝜎2 (2.7)

with their respective amplitudes ℰ0 and ℰ′0 as well as their respective temporal and spectral
widths 𝜏 and 𝜎.
In many experimental settings, ultra-short pulses are exposed to spectral or temporal
phases Φ(𝜔) and Ψ(𝑡). Those can be captured by an additional phase factor of the form
𝑒𝑖𝜙(𝜔) or 𝑒𝑖Ψ(𝑡) in the spectral and temporal envelope functions, respectively.
We show the spectral and temporal properties of an ultra-short pulse with a Gaussian
spectral envelope in Fig. 2.2. In a), we depict the spectral envelope and flat spectral phase
of the pulse, resulting in the smallest pulse width in the temporal domain in Fig. 2.2 b).

a) b)

Figure 2.2: a) Normalised spectral intensity |ℰ(𝜔)|2 and phase Φ(𝜔) of an ultra-short
pulse. b) Corresponding real-valued electric field amplitude 𝐸(𝑡).

The case in which the pulse exhibits a flat spectral phase is referred to as the Fourier-limited
case. An important property of ultrashort pulses, namely their time-bandwidth product
(TBP), is calculated for this Fourier-limited situation and is given by TBP = ln 2 ⋅ 𝜎 ⋅ 𝜏 =
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𝜋 ⋅ 0.441 for a Gaussian envelope in the spectral and temporal domain with their respective
1∕𝑒 widths 𝜎 and 𝜏. However, in the presence of a spectral or temporal phase, this TBP
exceeds this minimal bound. We discuss the TBP for different pulse shapes in more detail
in App.A.1.
Another important property of ultra-short pulses is their coherence time 𝜏𝑐 =

1

𝜎
, which de-

scribes the time over which a light pulse can interfere with itself. The link between coher-
ence time and spectral bandwidth of the pulse is covered in the Wiener-Khinchin theorem
[26]. The correlation time can be very long for a continuous-wave laser with a very small
spectral bandwidth 𝜎 and rather short for an ultra-short laser pulse. The coherence time
can be directly translated into a coherence length 𝑙𝑐 = 𝑐 ⋅𝜏𝑐, which then describes a distance
over which two copies of the same pulse interfere in space while propagating at the speed of
light 𝑐. A short coherence time is used in measurement techniques like optical coherence
tomography to achieve high temporal and thereby spatial resolution, as we will discuss be-
low. There, a high spatial resolution is achieved for a short coherence length, which is given
by

𝑙𝑐 =
2 ln(2)
𝜋 ⋅

𝜆20
∆𝜆𝐹𝑊𝐻𝑀

(2.8)

with 𝜆0 being the central wavelength and ∆𝜆𝐹𝑊𝐻𝑀 the spectral bandwidth of the used pulse
[26].
With this description of ultra-short pulses in mind, let us look at three examples from
the field of ultra-fast spectroscopy with which we can characterise different properties of
objects under test.

Spectral interferometry

Spectral interferometry (SI) allows to measure both the spectral amplitude and phase of
ultra-short pulses of light in a simple setup. This only requires a spectrometer to perform
spectrally resolved measurements at the output and a way to delay a reference pulse with
respect to the test pulse [27, 28], as listed in Fig. 2.1 a).
Here, we start with an ultra-short optical pulse at the input of the interferometer. This
pulse is split into a test pulse ℰ(𝜔) and a reference pulse ℰ𝑟𝑒𝑓(𝜔) at a beamsplitter. The
amplitude and phase 𝜙𝑟𝑒𝑓(𝜔) of the reference pulse need to be well known, as the method is
in general not self-referencing [25]. The test pulse interacts with the object under test that
imprints a phase term 𝑒𝑖𝜙(𝜔), which appears as a factor on the spectral envelope in Eq. (2.7).
In this example, we chose the phase to be quadratic, resembling a chirp, as it is induced
by dispersive elements. Meanwhile, the reference pulse experiences a fixed delay ∆𝜏. Due
to the shift theorem, going from 𝑡 to 𝑡 + ∆𝜏 in time leads to a linear phase term 𝑒𝑖𝜔𝜏 in
the conjugated Fourier variable 𝜔. Finally, the two pulses are superimposed on the second
beamsplitter.
At the output of the interferometer, a spectrometer detects a spectral intensity given by
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𝐼(𝜔) = |ℰ(𝜔)𝑒𝑖𝜙(𝜔) + ℰ𝑟𝑒𝑓(𝜔)𝑒𝑖(𝜙𝑟𝑒𝑓(𝜔)+𝜔∆𝜏)|2

= |ℰ(𝜔)|2 + |ℰ𝑟𝑒𝑓(𝜔)|2 + 2ℰ(𝜔)ℰ𝑟𝑒𝑓(𝜔) cos(𝜙(𝜔) − 𝜙𝑟𝑒𝑓(𝜔) − 𝜔∆𝜏)
= 𝐼 + 𝐼𝑟𝑒𝑓 + 𝐼𝑖𝑛𝑡.

(2.9)

The first two terms contain only the individual spectral intensities of the test and reference
pulse 𝐼 and 𝐼𝑟𝑒𝑓. They do not contain phase information. We are therefore interested in the
interference term 𝐼𝑖𝑛𝑡. The modulation of the interference contains the phase of our test
pulse with respect to the phase of the reference 𝜙(𝜔)−𝜙𝑟𝑒𝑓(𝜔). Meanwhile, the phase𝜔⋅∆𝜏
is the linear phase contribution from a fixed delay. The resulting spectral intensity on the
spectrometer is shown in the first plot in Fig. 2.3 where we set 𝜙𝑟𝑒𝑓 = 0.
The spectral phase profile can now be extracted by applying a Fourier transform to the spec-
tral interferogram. In afirst step, the Fourier transformallows to retrieve 𝐼(𝑡). This temporal
intensity features three peaks located at−𝜏, 0 and 𝜏, as shown in the central plot of Fig. 2.3.
Next, we isolate one of those peaks with a filter 𝐻(𝑡 − 𝜏) in the Fourier transform that is
centred around the component at delay 𝜏, such that:

𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑡) = 𝐻(𝑡 − 𝜏)𝐼(𝑡). (2.10)

We allow the componentwith delay 𝜏 to pass the filter and perform an inverse Fourier trans-
form (IFT) of this filtered spectral component. We obtain a complex function containing
the amplitude and phase of the interferometric component 𝐼′(𝜔) = IFT(𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑡)). The
argument then contains the phase difference between the reference and test pulse [25]:

𝜙(𝜔) − 𝜙(𝜔)𝑟𝑒𝑓 − 𝜔𝜏 = arg[IFT(𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑡))]. (2.11)

Fourier
transform

inverse
Fourier
transform

filter

Figure 2.3: The process of phase characterisation via spectral interferometry starts
with a spectral interferogram. The Fourier transform contains components
at −∆𝜏, 0 and ∆𝜏, of which the signal at ∆𝜏 is filtered out to be used in the
following. Performing an inverse Fourier transform on this filtered signal
allows to reconstruct the phase profile of the test pulse.

The phase difference between the reference, which has been introduced by the object under
test, can then be extracted by subtracting a global linear phase, thus setting the phase to zero



2.1 Methods in ultra-fast (quantum) spectroscopy 11

at one point in the pulse shape [27]. Since we assumed to know the phase of our reference
pulse, we can now retrieve the phase of the object under test. The reconstructed pulse with
its amplitude given by |𝐼′(𝜔)| and the retrieved second order phase profile is shown in the
right plot of Fig. 2.3.
Spectral interferometry thereby offers a means to characterise the phase of optical pulses.
This allows us to extract information about phase changes acquired by the pulse while trav-
elling through any dispersive or absorptive object under test. However, it requires the two
pulses to be coherent and the reference pulse to be known, since only the relative phase
to the reference pulse can be extracted. Furthermore, the temporal delay must be chosen
sufficiently large to separate the Fourier components but at the same time small enough for
the spectral fringes to be correctly sampled by the spectrometer.1
Due to the link between the spectral and temporal domain, ultra-short pulses are often given
in their chronocyclic representation, which leads to a 2D representation of a pulse where
one axis contains information about the pulses’ properties in frequency and the other about
the ones in time. This representation also facilitates the illustration of spectral phases and
is used in more advanced phase retrieval methods. However, these phase retrieval meth-
ods go beyond the scope of this chapter; details can be found in the comprehensive review
by Walmsley and Dorrer [25], which also covers pulse characterisation methods based on
nonlinear interactions.

Optical coherence tomography

Optical coherence tomography (OCT) is a technique for measuring the distance and reflec-
tivity of the layers within a multilayered object under test. In the experiment, light with
a short coherence length 𝑙𝑐, for example, an ultra-short pulse, is used inside a Michelson
interferometer as depicted in Fig. 2.1 b) and split into a reference and a probe pulse. As
fractions of the probe light are reflected off multiple layers in the sample, the reference is
delayed by a movable mirror, such that the delay ∆𝜏 between the probe and the reference
can be adjusted.
Each fraction of the field, which is reflected off a single layer ℰ𝑧 leads to interference with
the reference field ℰ𝑟𝑒𝑓 at the detector, as we have seen previously. This spectral interference
is integrated over the spectral bandwidth of the pulse ∆𝜔, when measuring a time-resolved
interferogram with varying the delay ∆𝜏. This configuration is called time domain (TD)
OCT [26]. The measured intensity can be calculated as:

𝐼(∆𝜏) = ∫
∆𝜔
d𝜔|ℰ𝑧 + ℰ𝑟𝑒𝑓𝑒𝑖𝜔∆𝜏|2

= ∫
∆𝜔
d𝜔|ℰ𝑧|2 + |ℰ𝑟𝑒𝑓|2 + 2ℰ𝑧ℰ𝑟𝑒𝑓ℜ(𝑒𝑖𝜔∆𝜏 + 𝑒−𝑖𝜔∆𝜏)

= 𝐼0[𝑟𝑧 + 1 + 𝑟𝑧𝑒
∆𝜏
∆𝜔 cos(𝜔0∆𝜏)].

(2.12)

1We note that the presented concept can analogously be applied in the spectral domain, which leads to
a technique called ’spectral-shearing’. There, instead of a shift in time, a shift in frequency is applied
between the two pulses and detection occurs in the temporal domain [25].
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In the last step, we assumed that the integrated spectral intensity in both arms of the inter-
ferometer is 𝐼0 such that a fraction of 𝑟𝑧𝐼0 is reflected by the sample. We therefore find the
first two terms to only add a constant offset to the signal. Furthermore, we performed the
integration and utilised the Wiener-Khinchin theorem [26] to find a coherence function
𝛾̃ = 𝑒

∆𝜏
∆𝜔 from the spectral envelope of the test and reference pulse. This function, which

determines the width of the interference pattern in the time domain, is modulated with a
carrier frequency 𝜔0. More details on this derivation and the connections between the in-
volved properties can be found in [29].
Let us now assume a simple bi-layer system with layer reflectivities 𝑟1, 𝑟2 and an optical
path difference (OPD) between the layers of∆𝐿 and their positions 𝑧1, 𝑧2 with respect to the
reference arm. We can re-write equation (2.12) to be expressed in space and only consider
the part that contains interference to find [30]:

𝐼(𝑧) ∝ 𝐼0[𝛾(𝑧 − 𝑧1)𝑟1 cos(2𝜔0(𝑧 − 𝑧1)∕𝑐)
+ 𝛾(𝑧 − 𝑧2)𝑟2 cos(2𝜔0(𝑧 − 𝑧2)∕𝑐)].

(2.13)

Again, the axial resolution is given by the coherence function, which we now express in
terms of z to be

𝛾(𝑧) = exp (− ln 22𝑧
𝑙𝑐
) . (2.14)

This function drops to zero quickly as its argument increases and is strongly dependent on
the coherence length 𝑙𝑐, which we introduced when discussing ultra-short pulses.
From the separation and visibility of the interference regions, the layer separation and re-
flectivity can be extracted. We depict the obtained signal on the left of figure 2.4
A more commonly used method is Fourier domain (FD) OCT. Here, the photo diode is re-
placed by a spectrometer and the reference arm remains fixed at position 𝑧 [31] and can
be directly described by Eq. (2.12) by not performing the integration in 𝜔. This allows for
the recording of interferograms that exhibit a beating between different frequencies. This
beating is caused by the reflections from multiple layers in the sample and their different
relative delays to the reference. The signal at the detector, which contains the interference,
is given by:

𝐼(𝜔) ∝ 𝐼0(𝜔)[𝑟1 cos(2𝜔(𝑧 − 𝑧1)∕𝑐)
+ 𝑟2 cos(2𝜔(𝑧 − 𝑧2)∕𝑐)
+ 𝑟1𝑟2 cos(2𝜔∆𝐿∕𝑐)]

(2.15)

with the source’s spectral intensity 𝐼0(𝜔). The layer separation can then be retrieved via
Fourier-transform, which yields an amplitude in the temporal domain [30]. We can trans-
late it to the spatial domain 2 and end upwith an intensity profile that shows similar features
as in the TD-OCT case:
2Here, we do not consider any dispersive material between the layers. In real-world applications, the
frequency-dependent refractive index of the material between the layers changes the description.
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𝐼(𝑧) ∝ 𝑟1[𝛾(𝑧 − 𝑧1) + 𝛾(−𝑧 + 𝑧1)]
+ 𝑟2[𝛾(𝑧 − 𝑧2) + 𝛾(−𝑧 + 𝑧2)]
+ 𝑟1𝑟2[𝛾(∆𝐿) + 𝛾(−∆𝐿)].

(2.16)

This expression again shows an axial resolution that is governed by the coherence function
𝛾(𝑧). Note that from this result, it is not possible to tell whether the optical path difference
between the sample and reference arm is positive or negative. Furthermore, the last
term shows self-interference terms at position ∆𝐿 that may hinder the unambiguous
identification of layer separations. However, the ∆𝐿∕𝑐 is typically smaller than the delay
between the arm ∆𝜏 difference and is therefore situated close to zero. Also, the peak
height scales with 𝑟1𝑟2 and is therefore less than the actual reflections from the layers. The
described procedure of retrieving the layer separation in our bi-layer system in FD-OCT
is shown on the right side of Fig. 2.4, where we only plot the positive side of the resulting
signal in the time domain.

TD - OCT FD - OCT

Fourier
transform

self-
interference

Figure 2.4: TD-OCT allows to extract the layer separation ∆𝐿∕𝑐 of a bi-layer system
directly from the measured interferogram. In FD-OCT, a beating can be
observed in the spectral interferogram. The Fourier transform of this spec-
tral interferogram contains peaks that are separated by the layer separa-
tion, but also show self-interference terms.

Fourier-transform infra-red spectroscopy

Fourier-transform spectroscopy allows tomeasure the spectral intensity of a light fieldwith-
out the need for a spectrometer. Therefore, Fourier-transform infra-red spectroscopy is par-
ticularly popular, as spectrometers are sparse in the infra-red spectral region [27].
In FTIR, the interferogram is formed by superimposing the oscillations caused by all fre-
quency components contained in the spectral intensity 𝐼0(𝜔) of the involved field. Thus,
the intensity at a photo diode for different temporal delays ∆𝜏 is given as [32]:

𝐼(∆𝜏) = ∫ d𝜔𝐼0(𝜔) cos(𝜔∆𝜏). (2.17)
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Thus, we see that the measured interferogram in the time domain 𝐼(∆𝜏) and the spectral
intensity 𝐼0(𝜔) are connected via Fourier transform [32]:

𝐼0(𝜔) = ∫ d∆𝜏 𝐼(∆𝜏)𝑒𝑖2𝜋𝜔∆𝜏. (2.18)

The procedure of retrieval of the spectral distribution for an original pulse and a pulse with
an absorption feature is depicted in Fig. 2.5, where we compare themeasured interferogram
from only the reference and with an absorber in the system. We note that in this descrip-
tion, we assume the absorptive sample to be placed in the common path of the interfer-
ometer for FTIR spectroscopy. In an alternative setup, called dispersive Fourier-transform
spectroscopy [33], the sample is placed in one of the interferometer arms. This alters the
equations above slightly but allows to retrieve the transmission spectrum as well as the dis-
persive properties in a single measurement.
In either configuration, the absorption feature can be identified in the spectrum after
Fourier transform of the measured interferogram. To this end, the spectral transmission
𝑇(𝜔) is recovered by division of the spectrumwith absorption 𝐼0(𝜔)𝑎𝑏𝑠 by the reference spec-
trum 𝐼0(𝜔)𝑟𝑒𝑓:

𝑇(𝜔) =
𝐼0(𝜔)𝑎𝑏𝑠
𝐼0(𝜔)𝑟𝑒𝑓

. (2.19)

Fourier
transform

Figure 2.5: The process of pulse characterisation in FTIR is shown for the case of a ref-
erence measurement and with absorption in the system. The absorption
leads to a change in the recorded temporal interferogram and can be iden-
tified in the spectrum after Fourier transform.

Throughout the measurements, a sufficiently small time step 𝛿𝜏 which is smaller than the
optical period 𝑡𝑜𝑝𝑡 = 2𝜋∕𝜔0 must be chosen in order to avoid aliasing effects. Moreover,
since the spectral resolution in the Fourier transform is given by the number of sampled
points 𝑁, this must be chosen according to the application in mind [28, 32]. FTIR offers
advantages over spectroscopy techniques which are based on dispersive elements, namely
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that the signal-to-noise ratio is improved as all spectral components are recorded at the
same time (Fellgett advantage) and as no input slit needs to be used, as opposed to grating
spectrometers, and therefore more light can be collected (Jacquinot advantage) [32]. This
makes the FTIR suitable for applications at low light levels or wavelength regimes where
grating spectrometers are sparse.

Sensing with ’undetected’ photons

The presented measurement techniques from classical ultra-fast spectroscopy can be trans-
lated to the quantum regime by using nonlinear interferometers based on single photon
sources [12, 34]. In these systems, the beamsplitters in the interferometric setups are re-
placed by active optical elements that generate single photons, e.g., photon pairs via para-
metric down-conversion (PDC). The corresponding schematic setup is depicted in Fig. 2.6
where we once again denote the functional blocks required for the measurements, which
are now performed at two different colours for probing and detection in the so-called
SU(1,1) configuration of a nonlinear interferometer.

As we will discuss in detail in section 2.6, nonlinear interferometers allow to observe inter-
ference in the number of generated photons after two cascaded bi-photon sources that each
generate signal and idler photons with a certain probability amplitude. The interference
occurs if the sources are aligned such that it cannot be distinguished whether a detected
photon has been generated in the first or the second source. This leads to an interference
in the probability amplitude of generating a photon pair, in contrast to classical interfer-
ometers, where the interference occurs in the field amplitudes. Here, we are depicting the
SU(1,1) geometry where signal and idler from the PDC source 1 overlap in PDC source 2.
One advantage of nonlinear interferometers is that they allow generating and utilising sin-
gle photons directly inside the interferometer and, therefore, have been used to perform
measurements at low light levels and with increased phase sensitivity in comparison to the
use of classical light [35]. More importantly, the generation of bi-photons at different wave-
lengths, e.g. the near-IR and mid-IR, allows to perform measurements commonly referred
to as measurements with undetected photons. In those measurements, a coherent transfer
of information occurs between both photons during the second nonlinear process. As a con-
sequence, the information about a sample in one of the interferometer arms is imprinted
on the interference patterns at both wavelengths at the output of the interferometer, as we
will derive in section 2.6. This allows the photon at a long wavelength to interact with a
sample and only detect the photon at the shorter wavelength, which might be in a techni-
cally more accessible spectral region. The foundation of this measurement scheme is the
strong correlations in frequency and time between the photons generated at the short and
long wavelengths. We will discuss the properties of such photon pair sources in detail in
section 2.5.
Below, we present some of today’s realisations of methods in classical ultra-fast spec-
troscopy, utilising the method of measurements with undetected photons:

• Spectral phasemeasurements - Similar to the technique of SI, the spectral phase on
a bi-photon can be measured within a nonlinear interferometer. In an experimental
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Figure 2.6: Applications of a nonlinear interferometer for measurements with unde-
tected photons: a) Measurement of the spectral phase Φ(𝜔). b) Optical co-
herence tomography to determine the separation and reflectivity of an ob-
ject with partially reflective layers. c) Fourier transform spectroscopy or di-
rect absorption spectroscopy to determine the absorption 𝛼(𝜔) of the sam-
ple at the long wavelength. In all three methods, the samples are probed
with the idler at a long wavelength while detection happens on the signal
field at a short wavelength.

setup, a phase element is placed in the armwith the longer idlerwavelength, while the
spectral interferogram is observed in the signal output at a shorter wavelength with
a spectrometer. The phase information of the object is imprinted on the bi-photon
state from the first source and thus can be extracted from the interference of the prob-
ability amplitudes after the second process by measuring only the signal photons in
a frequency-resolved detection [36]. A fixed relative delay between the two processes
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can be introduced either in the pump field or between the two photons of the bi-
photon from the first process as depicted in Fig. 2.6 and allows to shift the period of
the spectral interferogram as in classical SI. This spectral interferogram can then be
evaluated analogously to classical SI and yields the phase difference of the probability
amplitudes from the first and second process. We will discuss the influence of phases
in nonlinear interferometers in detail in section 2.6.2.

• OCT - In OCT with undetected photons the layered sample is placed in the idler arm
while the FD-OCT or TD-OCT measurements are performed at the output of the sig-
nal wavelength. FD-OCT and TD-OCT measurements are realised with a fixed or
variable delay ∆𝜏 between the signal and idler paths, respectively, and by performing
either a frequency-resolved or time-resolved detection. In TD-OCT, an interference
signal in the count rates of the detected signal photons can be observed if the path
lengths of the signal arm is matched with the one of the idler photons that are re-
flected off the layers in the sample. Frequency-resolved detection allows to record
a FD-OCT where the different frequencies in the spectral interference at the signal
wavelength are given by path difference between the signal arm and the surfaces of
the sample in the idler arm. Thus, information about this sample can be extracted in
the same way as in the classical case. This allows to obtain information of layer thick-
nesses and reflectivities of a sample in the mid-IR while only detecting in the near-IR
[21, 37]. Similar to the classical OCT, the axial resolution is now given by themarginal
spectral width of one photonwhich defines the coherence length. Notably, in contrast
to classical OCT, no self-interference can be observed in FD-OCT with nonlinear in-
terferometers [22, 38]. This is due to the different interference process which does
only lead to interference for delays between signal and idler photons from the first
pass, but not for signal-signal delays which cause self-interference effects.

• Absorption spectroscopy - Absorption spectroscopy with undetected photons can
be performed by placing the object under test in the long wavelength arm while
detecting at the short wavelength. In order to observe absorption features directly,
the visibility in the spectral interference pattern, a value similar to the contrast, can
be evaluated after detection of the signal photons on a grating spectrometer. The
visibility at each wavelength is directly proportional to the transmission of the object
under test at this wavelength. Thus, the spectral transmission profile can retrieved
[20]. The observed changes in visibility at the short wavelength are then translated
to the absorption at the long wavelength due to strong frequency correlations.
In a second approach, a temporal interferogram is recorded by scanning the delay
∆𝜏 between the signal and idler arm. This allows to perform an analysis similar
to the one in Fourier transform spectroscopy on the measured signal counts at the
short wavelength. We can thereby retrieve the underlying spectrum at the longer
wavelength that, after dividing it by a reference, reveals the spectral transmission
profile [19, 39]. In this measurement, information about absorption features at the
long wavelength are contained in the temporal interferograms that are recorded at
the signal wavelength without the need for frequency-resolving detectors.
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Overall, we observe that the functional building blocks for measurements with undetected
photons are almost identical to the classical applications of ultra-fast spectroscopy. How-
ever, there are some important differences. For one, multiple colours are now involved in
the experimental setup. Furthermore, as the name suggests, detection happens at a dif-
ferent wavelength as the probing. Finally, a temporal delay between the two arms of the
interferometer is most often introduced in the same arm as the sample for technical rea-
sons. We will discuss the physics and properties of this measurement scheme in further
detail in section 2.6.
Most of today’s implementations of nonlinear interferometers for measurements with un-
detected photons rely on bulk crystals as bi-photon sources, which hinders integration and
miniaturisation. Therefore, we want to construct a quantum sensor based on nonlinear
waveguides. The presented overview shows that an integrated quantum sensor based on a
nonlinear interferometer for measurements with undetected photons in the mid infra-red
requires several conceptual building blocks.

Building blocks of an integrated quantum sensor

We want to base our quantum sensor on integrated waveguides. Therefore, we will start
discussing the guiding of light in waveguides, as they provide a high confinement and al-
low for integration of the system. As we want to operate on spectrally broadband light, we
are, furthermore, discussing the effects of the waveguide material dispersion on ultra-short
pulses over a long interaction length.
Ourwaveguides should also operate as sources for broadband, non-degenerate photon pairs
that will then be used inside the nonlinear interferometer. We are therefore introducing the
concepts of nonlinear optics and discuss how to achieve phasematching in our structures.
In order to generate the required strongly frequency-correlated quantum states, we employ
the process of parametric down-conversion to generate correlated pairs of photons with a
broad spectral distribution.
However, achieving the conditions of simultaneously bright and broadband photon pair
generation is inherently challenging in integrated nonlinear waveguides due to normal dis-
persion. Therefore, the development of an integrated, dispersion engineered bi-photon
source is crucial. We will present the design and characteristics of such sources in chap-
ter 3.
We combine all this knowledge to theoretically describe the processes inside the nonlinear
interferometer, consisting of two cascaded waveguide PDC sources. In this context, we are
also discussing the influence of spectral phases and losses in such a setup.
Finally, this foundation will enable us to construct an integrated quantum sensor based
on measurements with undetected photons. This will allow us to transfer concepts from
the field of classical ultra-fast spectroscopy and measurements to be performed in this in-
tegrated quantum sensor.



2.2 Waveguides 19

2.2 Waveguides

Waveguide structures are widely used to guide light without significant losses and with a
strong confinement. The latter allows for the concentration of high optical power densities
over a long interaction length.
For gaining an intuitive understanding, let us start with a ray optics description of a waveg-
uide. For this purpose, we start with a 1D planar waveguide structure that is depicted in
Fig. 2.7 a). It consists of three layers that we refer to as cladding, film, and substrate with
refractive indices 𝑛𝑐, 𝑛𝑓 and 𝑛𝑠, respectively. These refractive indices are chosen such that
𝑛𝑓 > 𝑛𝑠 ≥ 𝑛𝑐 as shown in Fig. 2.7 b).
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Figure 2.7: a) Illustration of a dielectric planar waveguide with layers of refractive in-
dices 𝑛𝑐, 𝑛𝑓 and 𝑛𝑠 and thickness 𝑑. The dashed triangle can be used to de-
rive the self-consistency condition for the input angleΘ as the phase of the
wave needs to be equalmodulo 2𝜋 upon reflection and free propagation. b)
The refractive index profile of the depicted waveguide with 𝑛𝑓 > 𝑛𝑠 ≥ 𝑛𝑐.

Depending on these refractive indices, total internal reflection inside the film occurs at in-
cidence angles Θ that are smaller than the critical angles Θ𝑐,𝑠, which are dependent upon
𝑛𝑐 and 𝑛𝑠 [26]:

Θ𝑐,𝑠 = 𝜋 − arcsin (
𝑛𝑐,𝑠
𝑛𝑓

) . (2.20)

Inside this film, the guided wave travels at a phase velocity 𝑐𝑓 = 𝑐0∕𝑛𝑓 with a wave vector
that can be split into a component along and orthogonal to the propagation direction. After
being reflected by the cladding and substrate, the light field needs to constructively interfere
with itself. Thus, it has to fulfill the so-called self-consistency condition

2𝑘0𝑛𝑓 𝑑 sin(Θ) − 2𝜙𝑟 = 2𝜋𝑚, (2.21)

where 𝑚 = 0, 1, 2, ... is a positive integer and 𝜙𝑟 is a phase shift acquired during reflec-
tion. Thus, the acquired phase during propagation with total internal reflections needs to



20 2 Fundamentals

be equal to the propagation of light that is not reflected and travels straight, modulo 2𝜋.
This condition leads to the formation of modes with specific reflection angles and their
according propagation constants 𝛽𝑚 = 𝑛𝑓𝑘0cos(Θ𝑚) [26]. This propagation constant de-
scribes the propagation speed of a specific mode in the waveguide and allows to calculate
an effective refractive index 𝑛𝑒𝑓𝑓 =

𝛽𝑚
𝑘0
for each mode. Furthermore, it can be found that,

depending on the width of the waveguide structure 𝑑 either no, one, or multiple modes
are supported at a given wavelength. This becomes especially interesting in the process of
designing waveguides for nonlinear processes that involve multiple wavelengths.After dis-
cussing this intuitive, simpler model, we will now turn towards amore rigorous description
of the guiding process in a waveguide.
The evolution of an electromagnetic field in a dielectric medium without a source term,
which we will add to these equations later during the nonlinear optics section, can be de-
scribed by Maxwell’s equations. We can write them as [40]

∇ × 𝐻⃗ = 𝜖0𝑛2
𝜕𝐸⃗
𝜕𝑡

and ∇ × 𝐸⃗ = −𝜇0
𝜕𝐻⃗
𝜕𝑡

,
(2.22)

where the electric field𝐸 and themagnetic field𝐻 are considered in a losslessmediumwith
a scalar dielectric constant 𝜖 = 𝜖0𝑛2, including the two-dimensional refractive index profile
𝑛(𝑥, 𝑦) of the waveguide and the scalar magnetic permeability 𝜇0. We can now define a
guided mode with mode number 𝜈 and the corresponding propagation constant 𝛽𝜈 in the
waveguide as a solution of Maxwell’s equations of the form [40]:

𝐸⃗(𝑡, 𝑥, 𝑦, 𝑧) = 𝐸⃗𝜈(𝑥, 𝑦) exp(𝑖𝜔𝑡 − 𝑖𝛽𝜈𝑧)

𝐻⃗(𝑡, 𝑥, 𝑦, 𝑧) = 𝐻⃗𝜈(𝑥, 𝑦) exp(𝑖𝜔𝑡 − 𝑖𝛽𝜈𝑧).
(2.23)

Furthermore, we consider electromagnetic waves with fixed angular frequency 𝜔. Conse-
quently, we can write Maxwell’s equations as

∇ × 𝐻⃗ = 𝑖𝜔𝜖0𝑛2𝐸⃗

∇ × 𝐸⃗ = −𝑖𝜔𝜇0𝐻⃗.
(2.24)

In many experiments, the light interacting in our waveguides has a defined polarisation.
We therefore write the spatial components of the electric and magnetic fields as

𝐸⃗(𝑥, 𝑦, 𝑧) = (𝐸𝑥, 𝐸𝑦, 𝐸𝑧)

𝐻⃗(𝑥, 𝑦, 𝑧) = (𝐻𝑥, 𝐻𝑦, 𝐻𝑧).
(2.25)

Next, we consider a propagation in z direction such that 𝐸𝑧 = 0. Thus, we finally arrive at
the wave equation in a scalar form for TE and TM polarisation, respectively:
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∇2𝐸𝑥,𝑦(𝑥, 𝑦) + (𝑘20𝑛(𝑥, 𝑦)
2 − 𝛽2)𝐸𝑥,𝑦(𝑥, 𝑦) = 0. (2.26)

Thus, we can solve Eq. (2.26) for different propagation constants 𝛽𝜈 for the respectivemodes
𝜈. We can see that the refractive index profile 𝑛(𝑥, 𝑦) of the waveguide defines the number
of guidedmodes and their propagation constants. In addition to the guidedmodes, possible
solutions of the wave equation are the so-called substrate and radiation modes which lead
to losses to the substrate and cladding layer, respectively, as the expression 𝑘20𝑛(𝑥, 𝑦)2 − 𝛽2
becomes negative.
As the refractive index changes depending on the waveguide geometry, we will receive dif-
ferent propagation constants 𝛽𝜈 and spatial modes. Thus, we need to tailor the refractive
index and its derivatives for a broad range of frequencies to realise a specific waveguide ge-
ometry that fits the need of our experiment.
However, due to the capabilities of our fabrication, we are limiting ourselves to the use
of weakly guiding channel waveguides based on LiNbO3. The waveguides are formed by
titanium strips being patterned on the surface and subsequently in-diffused to create the
required refractive index profile. To model these waveguides, we are using a finite element
method (FEM) to find solutions to Maxwell’s equations for the waveguide geometry. In
FEM, the partial differential equation is evaluated on a discretized grid made of geometri-
cally simple sub-domains [41] and is thereby applicable to arbitrarily complex geometries.
We have applied this technique for the modelling of our waveguide structures. We used a
program called ’Focus2’, which has been developed by Dr. Benjamin Brecht and Dr. Matteo
Santandrea in our group. This program is frequently used to calculate effective refractive
indices in the design process of a waveguide source. In this work, we used this program to
extend the existing database by the newly designedwaveguide geometries and implemented
fine temperature steps to model the parametric down-conversion processes in them.
The numerical simulations allow to evaluate waveguide geometries with different widths
and heights of the titanium strips, as well as to include fabrication parameters such as diffu-
sion time and temperature, which result in the final, asymmetric index profile. The asym-
metry in the index profile is due to the titanium in-diffusion on the surface of the LiNbO3,
leading to a refractive index jump at the interface between the waveguide structure and the
air. More details on the fabrication and their limitation of our waveguides can be found in
[42, 43].
In order to understand the dispersive properties we are looking for in our waveguides, we
will next discuss the impact of dispersion on ultrashort pulses in a medium.

2.3 Dispersive effects on ultrashort pulses in waveguides

Anultrashort pulse, as it is used inmany applications of ultra-fast spectroscopy, experiences
various dispersive effects when propagating through a material. For waveguides, we need
to consider material dispersion as well as modal dispersion, which are summarised in the
frequency dependent propagation constant 𝛽(𝜔).
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During the propagation through a waveguide of length 𝐿, the pulse will experience a spec-
tral phase 𝜙(𝜔) = 𝛽(𝜔)𝐿. As the refractive index of a material changes for different fre-
quencies 𝜔, different spectral components of the pulse acquire different phases. In order to
describe these effects, we perform a Taylor expansion of the propagation constant 𝛽 around
the central frequency 𝜔0:

𝛽(𝜔) ≈ 𝛽(𝜔0) +
𝜕𝛽
𝜕𝜔

|||||||𝜔0
(𝜔 − 𝜔0)

⏟⎴⎴⎴⏟⎴⎴⎴⏟
𝐺𝐷

+ 1
2
𝜕2𝛽
𝜕𝜔2

|||||||𝜔0
(𝜔 − 𝜔0)2

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
𝐺𝐷𝐷

+ 1
6
𝜕3𝛽
𝜕𝜔3

|||||||𝜔0
(𝜔 − 𝜔0)3

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
𝑇𝑂𝐷

(2.27)

where we can relate the derivatives of 𝛽 with respect to 𝜔 to the group delay (GD), group
velocity delay (GVD) and third order dispersion (TOD). More specifically, the group veloc-
ity of a pulse inside a waveguide is given by 𝑣𝑔 = 1∕𝛽′ and the group velocity dispersion
parameter 𝐷 = 2𝜋𝛽′′, which is commonly given as a material property in bulk systems
[26]. In addition to material dispersion, we also need to consider the modal dispersion of
ourwaveguide structures [44]. This contribution is included in the effective refractive index
that we retrieve from the previously described numerical simulations and alters the effec-
tive refractive index and especially higher order dispersion depending on the waveguide
parameters. This modal dispersion ultimately allows for dispersion-engineering by adjust-
ing the waveguide geometry.
We show the effects of the different orders in the Taylor expansion, that is, no, linear,
quadratic, and cubic spectral phases, on the shape of an ultra-short pulse in Fig. 2.8. We
specifically introduce spectral phases as opposed to temporal ones, as they are imprinted
either naturally by material dispersion or can be addressed conveniently in an experimen-
tal setup via pulse-shapingwith setups based on dispersive optical elements such as gratings
or prism [27].

We observe a temporal shift of the pulse for a linear spectral phase. A quadratic phase leads
to a change in the instantaneous frequency and a broadening of the pulse. The formation
of smaller pulses trailing the main pulse is observed in the temporal domain for a spectral
phase of third order.
Let us have a closer look at the effect of second order dispersion on pulses with different
temporal duration, as we will discuss this property later when measuring the bi-photon
correlation time. For a pulse with a Gaussian envelope, the final duration 𝜏 of a transform-
limited pulse 𝜏0 after propagation through a dispersive medium with length 𝑧 and group
velocity dispersion parameter 𝐷 is given by

𝜏(𝑧) = 𝜏0
√
1+ (𝑧∕𝑧0)2, (2.28)

with 𝑧0 =
𝜋𝜏20
𝐷
[26]. This effect of temporal broadening due to second order dispersion is

illustrated in Fig. 2.9 for three pulses of different transform-limited durations. It can be
observed that initially shorter pulses experience a stronger relative broadening compared
to initially longer pulses, which is due to the difference in the spectral bandwidth that make
up these pulses.
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a)

b)

c)

d)

Figure 2.8: Spectral intensity and phase together with the corresponding temporal
pulse shape for a) no, b) linear, c) quadratic and d) cubic spectral phases
applied to an ultra-short pulse at a central wavelength of around 830 nm.
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Figure 2.9: The effect of second order dispersion on the temporal duration 𝜏 of pulses
with transform-limited durations of 𝜏0 = 50 fs, 75 f s and 100 fs.

2.4 Nonlinear optics

Many modern measurement techniques require to convert light from one wavelength to
another. Such a conversion can be performed in the framework of nonlinear optics. A
thorough description of the fundamentals can be found in [26, 45], on which we base the
following discussion.
The interaction of lightwith a dielectricmedium leads to a polarisation of the atoms because
of the applied electric field.3 As the electric field of an electromagnetic wave oscillates, so
do the induced dipole moments. As the charges in the polarised atoms are accelerated in
this oscillation, they emit electromagnetic radiation themselves. This radiation leads to a
light field that interferes with the original one and, for low intensities, leads to effects such
as dispersion and is represented by the refractive index of a material. In the low-intensity
case, the polarisation density 𝑃𝑙𝑖𝑛𝑒𝑎𝑟(𝑡) = 𝜖0𝜒(1)𝐸(𝑡) depends linearly on the electric field
strength, while 𝜖0 is the permittivity of vacuum and 𝜒(1) is the linear susceptibility. In the
case of higher applied electric field strength, this linear relation no longer holds and we
need to add a nonlinear component to our polarisation density 𝑃(𝑡) = 𝑃𝑙𝑖𝑛𝑒𝑎𝑟(𝑡) + 𝑃𝑁𝐿. The
nonlinear contribution is responsible for nonlinear effects such as frequency conversion.
Formally, we expand 𝑃(𝑡) in a power series of 𝐸(𝑡) as

𝑃(𝑡) ≈ 𝜖0[𝜒(1)𝐸⃗(𝑡) + 𝜒(2)𝐸⃗2(𝑡) + 𝜒(3)𝐸⃗3(𝑡)], (2.29)

where we truncated the expansion after the third-order term. This truncation is reasonable
since the second and third order susceptibilities for LiNbO3 as the material of choice in this
work amount to [46]:

𝜒(2) ≈ 3 ⋅ 10−11mV−1

3We will refer to this polarisation of atoms in a medium as polarisation density in the follow to avoid confu-
sion with the polarisation that defines the direction of oscillation of an electromagnetic wave in space.
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𝜒(3) ≈ 2 ⋅ 10−21m2V−2.

These orders of magnitude for these susceptibilities reduce further for higher orders of the
susceptibility, since they are given by the linear susceptibility of the medium, which is then
divided by the atomic electric field strength, which is of the order of 𝐸𝑎𝑡 = 5 ⋅ 1011𝑉∕𝑚.
Therefore, the observable effects from higher order contributions are negligible for the field
strengths that are typically realised in an experimental setup with a table-top laser system.
Here, we only consider nonlinear effects of second order and write the nonlinear polarisa-
tion density with the second order nonlinear susceptibility 𝜒(2) as

𝑃𝑁𝐿(𝑡) = 𝜖0𝜒(2)𝐸⃗(𝑡)2. (2.30)

If we now consider an incident electric field 𝐸⃗(𝑡) = 𝐸⃗1𝑒−𝑖𝜔1𝑡 + 𝐸⃗2𝑒−𝑖𝜔2𝑡 + 𝑐.𝑐. that has two
frequency components 𝜔1 and 𝜔2, we find that the nonlinear polarisation density results
in

𝑃𝑁𝐿(𝑡) = 𝜖0𝜒(2)[𝐸⃗2
1𝑒

−𝑖2𝜔1𝑡 + 𝐸⃗2
2𝑒

−𝑖2𝜔2𝑡

⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟
𝑆𝐻𝐺

+ 2𝐸⃗1𝐸⃗2𝑒−𝑖(𝜔1+𝜔2)𝑡⏟⎴⎴⎴⏟⎴⎴⎴⏟
𝑆𝐹𝐺

+ 2𝐸⃗1𝐸⃗2𝑒−𝑖(𝜔1−𝜔2)𝑡⏟⎴⎴⎴⏟⎴⎴⎴⏟
𝐷𝐹𝐺

+𝑐.𝑐]

+ 2𝜖0𝜒(2)[𝐸⃗1𝐸⃗∗
1 + 𝐸⃗2𝐸⃗∗

2 ]⏟⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⏟
𝑂𝑅

.

(2.31)

We can identify different second-order nonlinear processes in each line:

1. Second-harmonic generation (SHG) is a process in which light at double the fre-
quency of one of the input frequency is generated.

2. Sum-frequency generation (SFG) is a process in which a light field with the sum of
the input frequencies is generated.

3. Difference-frequency generation (DFG) induces a polarisation density at a frequency
that is the difference between the two inputs.

4. Optical rectification (OR) is a process that leads to a static electric field in themedium.

They are also referred to as three wave mixing processes because they involve three fre-
quency components. For now, we only considered the scalar equations. However, the in-
volved fields and the resulting polarisation density can occur in all 3 different spatial po-
larisation degrees of freedom of the input field. In order to properly describe the material
response to input fields of different polarisation, 𝜒(2) is generally a tensor of rank 3. How-
ever, we can reduce this to amatrix of dimension 3 x 6 using contracted notation and noting
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that there are only ten independent components when applying Kleinman’s symmetry [45].
This then leads to the following expression:

⎛
⎜
⎝

𝑃𝑥(𝜔3)
𝑃𝑦(𝜔3)
𝑃𝑧(𝜔3)

⎞
⎟
⎠
= 𝜖0

⎛
⎜
⎝

𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16
𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16
𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16

⎞
⎟
⎠⏟⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟

=𝜒(2)∕2

⋅

⎛
⎜
⎜
⎜
⎜
⎜
⎝

𝐸𝑥(𝜔1)𝐸𝑥(𝜔2)
𝐸𝑦(𝜔1)𝐸𝑦(𝜔2)
𝐸𝑧(𝜔1)𝐸𝑧(𝜔2)

𝐸𝑦(𝜔1)𝐸𝑧(𝜔2) + 𝐸𝑧(𝜔1)𝐸𝑦(𝜔2)
𝐸𝑥(𝜔1)𝐸𝑧(𝜔2) + 𝐸𝑧(𝜔1)𝐸𝑥(𝜔2)
𝐸𝑥(𝜔1)𝐸𝑦(𝜔2) + 𝐸𝑦(𝜔1)𝐸𝑥(𝜔2)

⎞
⎟
⎟
⎟
⎟
⎟
⎠

. (2.32)

We can thereby classify nonlinear processes in three categories:

• Type 0 - All fields have the same polarisation.

• Type I - Both input fields have the same polarisation.

• Type II - Both input fields have orthogonal polarisation.

Due to the crystal structure of a specific material, not all entries in the matrix are present,
and therefore only some processes are possible. For example, in the platform of LiNbO3,
the matrix containing the nonlinear coefficients takes the form [46]:

𝑑𝐿𝑖𝑁𝑏𝑂3 =
⎛
⎜
⎝

0 0 0 0 𝑑15 −2𝑑22
−𝑑22 𝑑22 0 𝑑15 0 0
𝑑31 𝑑31 𝑑33 0 0 0

⎞
⎟
⎠
. (2.33)

Phasematching

Instead of inducing only a polarisation density at the desired frequency in a nonlinear ma-
terial, we wish to generate a macroscopic output field. To this end, we require the contribu-
tions to the field across the material to be successfully added up in a constructive way, i.e.
they need to add upwith the correct phase. To find the condition for this coherent build-up,
we will look at the exemplary process of difference-frequency generation.
Here, we now start from the three involved continuous-wave (cw) monochromatic fields at
frequencies 𝜔𝑝 that propagate inside a waveguide along propagation direction 𝑧:

𝐸𝑝(𝑧, 𝑡) = 𝐸𝑝(𝑧)𝑒𝑖(𝛽𝑝𝑧−𝜔𝑝𝑡), (2.34)

where 𝛽𝑝 is the propagation constant and 𝐸𝑝(𝑧) the field amplitude. If we now plug those
fields into Eq. (2.30) we canwrite the nonlinear polarisation density for a DFG process as:

𝑃2 = 𝜖0𝑑𝐸3𝐸1𝑒𝑖[(𝛽3−𝛽1)𝑧−(𝜔3−𝜔1)𝑡]. (2.35)
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In this equation, 𝑑 is the non-linear coefficient of the realised process where a strong field
at frequency 𝜔3 interacts with a field at lower frequency 𝜔1 to generate the DFG field at
𝜔2 = 𝜔3 − 𝜔1. We refer to the three fields as pump at 𝜔3, signal at 𝜔2 and idler at 𝜔1.

We can now substitute the electric field and polarisation into the wave equation [26]:

∇2𝐸2 −
1
𝑐2
𝜕2𝐸2
𝜕𝑡2

= − 1
𝑐2
𝜕2𝑃2
𝜕𝑡2

. (2.36)

This equation is very similar to the one in equation (2.26). However, there, we already knew
the formof the electric field and linearmaterial response from the polarisation and included
them on the left side of the equation. In this equation, we are explicitly stating the source
term in the form of the non-linear polarisation on the right side of the equation.
By inserting equations (2.34) and (2.35) into equation (2.36), we arrive at the coupled mode
equation for the generated field amplitude 𝐸2

d𝐸2(𝑧)
d𝑧

=
8𝜋𝑖𝜔2𝑑𝐸3(𝑧)

𝑛(𝜔2)𝑐
𝐸∗
1 (𝑧)𝑒

𝑖∆𝛽𝑧, (2.37)

which contains the mismatch in the propagation constants ∆𝛽 = 𝛽3 − 𝛽1 − 𝛽2. The solu-
tion of this equation can be found together with the coupled wave equations for the other
amplitudes, which can be derived analogously. There, the factor exp(−𝑖𝜔2𝑡) cancels due to
energy conservation, which we imposed before. This allows us to eliminate the fast oscil-
lations and instead observe the change in the field amplitude 𝐸2(𝑧) during the nonlinear
process.
Under the assumption that the pump and idler field are constant and after integrating over
an interaction region of the waveguide with length 𝐿, we arrive at the intensity for the DFG
field from equation (2.37) to be

𝐼2(𝐿) = 𝐿2|𝛾|2|𝐸∗
1 (0)|

2sinc2 (
∆𝛽
2 𝐿) (2.38)

with |𝛾|2 containing all constants. This intensity is plotted in Fig. 2.10 in units of ∆𝛽𝐿∕2.

From this equation, we can observe that the output intensity is increased by a longer inter-
action region 𝐿 or a stronger input field intensity 𝐸1(0). Furthermore, the strongest signal
output can be observed for ∆𝛽 = 0. For values unequal to zero, a build-up happens over
the so-called coherence length 𝐿𝑐𝑜ℎ = 2∕∆𝛽. Due to material dispersion in common non-
linear media, phasematching cannot be obtained for arbitrary combinations of frequencies.
One way to overcome this challenge is to use the material’s birefringence to achieve phase-
matching. However, this also only grants phasematching for a specific set of wavelengths,
especially when only considering co-linear phasematching processes in guided-wave sys-
tems. In contrast to co-linear phasematching, the vectorial character of ∆𝛽 can be used in
bulk systems to fulfill phasematching by emitting the generated field into different angles
in space [47]. This is not possible in guided-wave systems as a result of the confinement of
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Figure 2.10: The normalised output intensity of a DFG process as a function of the
phase-mismatch ∆𝛽𝐿∕2.

the fields.
To allow for flexible wavelength combinations, the method of quasi-phasematching (QPM)
is used. In this method, an additional phase grating in the form of 𝑒−𝑖𝐺𝑧 with 𝐺 = ∆𝛽 is
required. This can be achieved by periodic poling [48], which leads to a modulation of the
nonlinear coefficient 𝑑(𝑧) in such away that it can be expressed in a Fourier series as [26]:

𝑑(𝑧) =
∞∑

𝑚=−∞

𝑑𝑚𝑒−𝑖2𝜋𝑚𝑧∕Λ (2.39)

with the poling period Λ. This results in the condition that ∆𝛽 = 𝑚2𝜋∕Λ, where 𝑚 is the
order of the phasematching that is often chosen to be 1 for the highest efficiency. With this
applied periodic poling, the phasematching condition becomes ∆𝛽 → ∆𝛽 ± 2𝜋

Λ
. We note

here that imperfect fabrication may lead to a non-ideal ratio between the inverted domains
with respect to the not inverted ones. This ratio is called the duty-cycle. However, as long
as the periodicity of the poling is kept, this only reduces the efficiency of the process and
does not shift the phase-matched wavelengths [49].
The periodic inversion of the crystal domains along an in-diffused waveguide is depicted
in Fig. 2.11 a) together with the effect that the additional propagation constant from the
periodic has on the phasematching condition. With periodic poling, we can thus fulfill
phasematching ∆𝛽 = 𝛽𝑝 −𝛽𝑠 −𝛽𝑖 −

2𝜋

Λ
= 0 for more combinations of signal and idler wave-

lengths.
In Fig. 2.11 b), we compare the output intensities of a processwith birefringent phasematch-
ing, quasi-phasematching, andno phasematching for different interaction lengths𝐿 in units
of the coherence length of the process 𝐿𝑐𝑜ℎ. In the case of birefringent phasematching, a
quadratic increase can be observed, while an oscillation of the output intensity just above
zero can be witnessed in the case of no phasematching. For QPM, the crystal domains are
inverted after one coherence length, which leads to a quadratic increase in the output in-
tensity as well. However, the gradient and, thereby, the efficiency, is reduced by a factor of
(2∕𝜋)2 [45].
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a) b)

Figure 2.11: a) Periodic inversion of the crystal domains, visualized by oppos-
ing arrows, along an in-diffused waveguide is used to realise quasi-
phasematching with a period Λ. The additional propagation constant
2𝜋∕Λ from the periodic poling allows to achieve phasematching at wave-
lengths of signal and idler that would normally not be phase-matched.
Graphically, this is represented by the length of the arrows symbolizing 𝛽
for signal, idler andQPM that nowmatch the one of the pump. b) The out-
put intensity for birefringent phasematching, quasi-phasematching and
no phasematching is given for varying sample length 𝐿 with respect to
the coherence length 𝐿𝑐𝑜ℎ of the process.

2.5 Parametric down-conversion

For quantum optics applications, single photons or photon pairs are essential. Here, we are
choosing the process of parametric down-conversion to create photon pairs. We can think
of this process as the inverse of sum-frequency generation in classical nonlinear optics. The
principle is depicted in Fig. 2.12: A photon froma pumpfield spontaneously decays into two
photons within a 𝜒(2) nonlinear medium, which is given by our periodically poled waveg-
uide. The two generated photons are, for historical reasons, called signal and idler and can
be non-degenerate in wavelength. In the following, we will refer to the photon with the
shorter wavelength as the signal photon, while the idler will have the longer wavelength.

waveguide with        nonlinearity 

pump
signal

idler

Figure 2.12: The process of PDC consists of a pump photon that spontaneously de-
cays into a signal and idler photon within a waveguide with a 𝜒(2) non-
linearity.

To formally describe this process, we note thatwe can study the process of parametric down-
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conversion in the interaction picture with the evolution of the state vector in the low gain
regime given by [50]

|Ψ(𝑡)⟩ = exp (
1
𝑖ℏ
∫

𝑡

𝑡0

d𝑡′𝐻̂𝑃𝐷𝐶(𝑡′))

⏟⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⏟
=𝑈̂

|Ψ0⟩ (2.40)

where we assume |Ψ0⟩ to be the vacuum state |0⟩ while 𝑈̂ denotes the unitary operator in
the interaction picture.
For the derivation of this unitary 𝑈̂, we start with the quantisation of the electric field𝐸 that
we have used in the previous section on nonlinear optical processes in order to describe
the Hamiltonian of the PDC process. Using the correspondence principle, the quantised
electric field 𝐸̂ can be decomposed into its positive and negative frequency parts 𝐸̂+(𝑧, 𝑡) =
(𝐸̂−(𝑧, 𝑡))† aswe did in the description of ultra-short electromagnetic pulses in section 2.1:

𝐸̂(𝑧, 𝑡) = 𝐸̂+(𝑧, 𝑡) + 𝐸̂−(𝑧, 𝑡). (2.41)

In this equation, the electric field operator in one single polarisation and spatial mode is
defined as [51]

𝐸̂−(𝑧, 𝑡) = 𝐶 ∫ d𝜔 exp(−𝑖[𝛽(𝜔)𝑧 + 𝜔𝑡])𝑎̂†(𝜔) (2.42)

with the single mode ladder operator 𝑎̂(𝜔)which fulfills 𝑎̂†(𝜔)𝑎̂(𝜔) = 1 and 𝐶 as an overall
constant. Since the PDC process depends on the 𝜒(2) nonlinearity, it is very inefficient and
a large number of pump photons are required to generate one photon pair. Therefore, we
assume the pump to be a strong classical field and write it as

𝐸+
𝑝 (𝑧, 𝑡) = ∫ d𝜔𝑝𝛼(𝜔𝑝) exp(𝑖[𝛽(𝜔𝑝)𝑧 − 𝜔𝑝𝑡]) (2.43)

where 𝛼(𝜔𝑝) is the pump function that is given by the spectral envelope of the laser in the
experiment. With these ingredients, we can now construct the interaction Hamiltonian
under the non-depleted pump approximation, which takes the form [50]

𝐻̂𝑃𝐷𝐶(𝑡) = ∫
𝐿∕2

−𝐿∕2
d𝑧𝜒(2)𝐸+

𝑝 (𝑧, 𝑡)𝐸̂−
𝑠 (𝑧, 𝑡)𝐸̂−

𝑖 (𝑧, 𝑡) + ℎ.𝑐. (2.44)

Here, 𝑝, 𝑠, 𝑖 denote the pump, signal, and idler fields while 𝜒(2) denotes the non-linearity
of the medium and 𝐿 its length. In this work, we assume the low-gain regime, where time
ordering of the electric fields can be neglected. Time ordering effects arise from the fact
that the electric field operators in the Hamiltonian do not commute in time [52]. However,
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for low gains, these effects are negligible and we can directly perform the integral over 𝑡′ in
Eq. (2.40) from −∞ to∞ which yields a Delta-function 2𝜋𝛿(𝜔𝑠 + 𝜔𝑖 − 𝜔𝑝). This allows us
to also evaluate the integral over 𝜔𝑝. Plugging in the expressions for the electric fields, we
can write the unitary operation in 𝑈̂ in Eq. (2.40) as

𝑈̂ = exp [
1
𝑖ℏ
(𝐶′ ∫

𝐿∕2

−𝐿∕2
d𝑧 ∫ d𝜔𝑠 ∫ d𝜔𝑖𝛼(𝜔𝑠 + 𝜔𝑖) exp(𝑖∆𝛽𝑧)𝑎̂

†
𝑠 (𝜔𝑠)𝑎̂

†
𝑖 (𝜔𝑖) + ℎ.𝑐.)] (2.45)

with the overall constant 𝐶′ and the phase-mismatch ∆𝛽 while 𝑎̂†𝑠 (𝜔𝑠) and 𝑎̂†𝑖 (𝜔𝑖) are the
ladder operators for the signal and idler in their respective polarisation. Integration over
the length yields the phasematching function Φ(𝜔𝑠, 𝜔𝑖) = sinc

(∆𝛽𝐿
2

)
and leaves us with:

𝑈̂ = exp [ 1
𝑖ℏ
(𝐶 ∫ d𝜔𝑠 ∫ d𝜔𝑖𝛼(𝜔𝑠 + 𝜔𝑖)Φ(𝜔𝑠, 𝜔𝑖)𝑎̂

†
𝑠 (𝜔𝑠)𝑎̂

†
𝑖 (𝜔𝑖) + ℎ.𝑐.)] . (2.46)

As a final step, we can write the PDC state in the single-pair regime, where we restrict
ourselves to the generation of nomore than one photon permode 𝑎̂(𝜔) and therefore expand
the exponential until the first order as [53]:

|Ψ⟩ ≈ |0⟩ + 𝐵′ ∫ ∫ d𝜔𝑠d𝜔𝑖𝑓(𝜔𝑠, 𝜔𝑖)𝑎̂
†
𝑠 (𝜔𝑠)𝑎̂

†
𝑖 (𝜔𝑖)|0⟩. (2.47)

We can see that the generated PDC state is described by the joint spectral amplitude (JSA)
𝑓(𝜔𝑠, 𝜔𝑖) = Φ(𝜔𝑠, 𝜔𝑖) ⋅ 𝛼(𝜔𝑠 + 𝜔𝑖). One part of the JSA is the phasematching function Φ =
𝜅 ⋅ sinc[∆𝛽(𝜔𝑠, 𝜔𝑖)

𝐿

2
] with constant factors summarised in 𝜅. The second part is the pump

function 𝛼(𝜔𝑠 + 𝜔𝑖), which is defined by the used pump laser. Thus, parametric down-
conversion needs to obey momentum (phasematching) and energy (pump) conservation as
the other non-linear processes described above.
Although the JSA describes the two-dimensional population of themodes, we can calculate
the number of photons permode using the photon number operator 𝑛̂(𝜔) = 𝑎̂(𝜔)†𝑎̂(𝜔). For
parametric down-conversion, themeanphotonnumber is linked to the so-called parametric
gain 𝑔, which we have so far included in the constant factor 𝐵′ in equation (2.47), via [54]

⟨𝑛⟩ = sinh2 𝑔 ≈ 𝑔2 (2.48)

where the approximation is made for the case of low gain 𝑔 ≪ 1. This can be further
linked to the experimental quantity of pump laser power 𝑃 via 𝑔 ∝

√
𝑃 and will be

further investigated when we are looking into losses and differential gains in nonlinear
interferometers below.
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a) b) c)

Figure 2.13: Formation of the JSA out of the a) pump function given by energy con-
servation and b) phase matching given by the material dispersion. Their
overlap results in c) the JSA.

The decomposition of the JSA into a phasematching function and a pump function is de-
picted in Fig. 2.13. The shape of the phasematching function is determined by the disper-
sion, leading to a frequency-dependent mismatch in the propagation constant ∆𝛽(𝜔𝑠, 𝜔𝑖).
Here, we choose a non-degenerate type II nonlinear process in a 40mm long LiNbO3waveg-
uide. The signal wavelength is centred at 800 nm and the idler at 1550 nm, which corre-
sponds to the central frequencies of 2.355 PHz and 1.215 PHz, respectively. For illustration
purposes, we use a pump field with 0.175 THz bandwidth. Due to the different angles of the
pump function and phasematching, the resulting JSA only covers a narrow spectral region.
We can tailor the shape of the phasematching function in order to achieve an overlap with
the pump function over a larger range, and thereby achieve a more broadband JSA.We will
see later that, e.g., the angle of the phasematching function is given by the group veloci-
ties of the signal and idler photons. The chosen JSA exhibits an anti-correlation between
the generated signal and idler frequencies in the JSA. As a consequence, if the frequency
of one photon from this JSA is detected, we can infer the corresponding frequency of the
other photon. The same holds true for the case of a correlated JTA, from which we gain
information about the arrival time of the second photon from the pair after detecting the
first one. Therefore, although the frequency or time of a single photon of the pair covers a
broad range, a joint measurement reveals a tight correlation. We refer to this property as
energy-time entanglement.
The joint spectral intensity (JSI) |𝑓(𝜔𝑠, 𝜔𝑖)|2 or its marginal distributions as a projection on
the potentially non-degenerate signal and idler frequency axis can be measured rather eas-
ily. Measurements of the JSA and the contained phase information become much more
difficult, such that the phase information from the JSA is typically lost.

Often, we are interested not only in the frequency domain but also in the temporal domain,
in which we describe our photons in the so-called joint temporal amplitude (JTA) 𝑓(𝜏𝑠, 𝜏𝑖).
The JTA can be obtained via a two-dimensional Fourier transform of the JSA. The ladder
operators in the spectral domain in Eq. (2.47) transform via 𝑎̃(𝑡) = ∫ d𝜔𝑎̂(𝜔)𝑒−𝑖𝜔𝑡 such that
|𝜏𝑠, 𝜏𝑖⟩ = 𝑎̃†𝑠 (𝜏𝑠)𝑎̃

†
𝑖 (𝜏𝑖)|𝑣𝑎𝑐⟩. This leads to the PDC state in the temporal domain as:
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a) b)
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Figure 2.14: a) The JSA is obtained via the overlap of pump and phasematching func-
tion. b) Its Fourier transform yields the JTA. Their respective intensity
squares result in c) the JSI and d) the JTI. The latter two are accessible in
an experiment but not connected via Fourier-transform.

|Ψ⟩ = ∫ d𝜏𝑠d𝜏𝑖𝑓(𝜏𝑠, 𝜏𝑖)|𝜏𝑠, 𝜏𝑖⟩. (2.49)

The JTI |𝑓(𝜏𝑠, 𝜏𝑖)|2 is depicted as the modulus square of the Fourier transform of the JSA
in Fig. 2.14. Due to the Fourier relation between the JSA and the JTA, a narrow frequency
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anti-correlation in the JSA leads to a large span of the JTA/JTI. Meanwhile, a large span of
the JSA leads to a narrow temporal correlation of the JTA/JTI. In Fig. 2.13 b) and d), we can
observe a shift of the JTA/JTI with respect to the point of zero time delay due to a spectral
phase in the JSA. We highlight this behaviour by marking the point of zero time delay in
Fig. 2.13 b) and d) with grey dotted lines and observe an asymmetry of the distribution to
this point.
Experimentally, only the joint temporal intensity |𝑓(𝜏𝑠, 𝜏𝑖)|2 can be accessed. However,
such measurements are often limited by the detector’s temporal resolution or jitter and fail
to resolve ultra-short time scales associated with broadband PDC states [55]. Although the
JTA is connected to the JSA via Fourier transform, this does not hold true for the intensities
due to the lack of phase information.
The bi-photon correlation time is an important property that can be found as the uncer-
tainty in the arrival time of one photon of the pair after the other one has been detected.
In the JTI, it is given by the width of a cut through the distribution along one of the axes.
Due to its importance, we will present a method to measure the correlation time for a
broadband non-generate bi-photon state utilising a nonlinear interferometer in section 4.
In the beginning, we discussed spectroscopy methods based on classical light with
broad spectral bandwidths. However, we would like to transfer these concepts to the
single-photon regime and make use of the concept of measurements with undetected
photons. To this end, we treat broadband PDC light in a way similar to classical
pulses. This is possible because dispersive effects act on the quantised electric field
𝐸̂−(𝑧, 𝑡) = 𝐶 ∫ d𝜔 exp(−𝑖[𝛽(𝜔)𝑧 + 𝜔𝑡])𝑎̂†(𝜔) the same way as they do on classical electric
fields. As the quantised electric field is given by the integral over the whole frequency
range of signal and idler and therefore all spectral 𝑎̂(𝜔) of the PDC process are affected by
phase effects [50].

a) b)

Figure 2.15: a) |JTA| from a process with no spectral phase in the JSA shows a narrow,
correlated distribution. b) |JTA| from a process with a spectral phase on
the JSA shows as broadened and shifted distribution. This behaviour is
similar to the one experienced by a classical ultra-fast pulse and specifi-
cally applies to the marginal distributions, which are broadened for the
process with a spectral phase.
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An example of this behaviour is directly visible in Fig. 2.14, where the spectral phase on
the JSA (not shown in the figure) is not zero, due to the different group velocities between
pump, signal, and idler fields in the chosen process.
With no phase on the JSA, the JTA would exhibit a narrow feature centred around zero,
as depicted in Fig. 2.15 a). However, due to the linear spectral phases between the three
involved wavelengths, it takes a much more complex shape and this narrow feature is ac-
tually shifted along the diagonal direction, as we can see from Fig. 2.15 b). This is an effect
that would be expected in the same way for a classical process where a linear spectral phase
leads to a shift in time, as we saw in Fig. 2.8. For further illustration, we depict the absolute
value of the JTA in this process without and with a spectral phase on the JSA in Fig. 2.15.
Thus, we can justify the description of broadband bi-photons in the same language as we
would for classical pulses with the added feature of energy-time entanglement and strong
(anti-) correlations between signal and idler [53, 56]. Therefore, we need to be careful
in distinguishing joint properties of the whole bi-photon against properties of the single
marginals, which are very different [50].
Specifically, the marginal distributions of signal and idler in Fig. 2.13 show a broad spec-
tral coverage on their own, but simultaneously exhibit a strong frequency anti-correlation.
On the other hand, a large spread can be observed in the marginals of the JTA in Fig. 2.14,
relating to a large uncertainty in the arrival time of a single photon of the pair. However,
the correlation time within which the other photon of the pair arrives after detection of the
first one is rather small. In this work, we are therefore often referring to the broadmarginal
distribution in the JSA and the narrow correlation times in the JTA when we describe our
bi-photons analogously to ultra-short pulses.
With this description, we are now able to describe a single bi-photon source. In a next step,
we will first discuss the basic principles of nonlinear interferometers which are constructed
by two cascaded non-degenerate PDC sources. Finally, we will discuss how to use such an
interferometer for measurements with undetected photons.
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2.6 Nonlinear interferometers

Nonlinear interferometers based on bi-photon sources are considered useful for various ap-
plications [12], such as improved phase sensing [54], metrology with squeezed light [57] or
quantum state generation [58].
In this work, we want to perform measurements with undetected photons within an inte-
grated nonlinear interferometer. Thus, we do not focus on employing the possible benefits
in phase sensing but rather utilise the coherent transfer of information between signal and
idler wavelengths that can be achieved with non-degenerate PDC sources with strong fre-
quency anti-correlations. In contrast to previous work, which utilised nonlinear interfer-
ometers based on bulk nonlinear crystals as bi-photon sources, we use nonlinear integrated
waveguides as photon pair sources. This allows us to achieve a higher brightness and to
pave the way towards an integrated quantum sensor.
In the following, we will lay the theoretical foundations in order to understand the gen-
eral concept of measurements with undetected photons. We will, furthermore, discuss the
impact of spectral phases within the interferometer and varying pump gains.

2.6.1 Induced coherence without induced emission

In order to understand the general concept behind nonlinear interferometers based on PDC
sources in the low-gain regime andhow they can be used formeasurementswith undetected
photons. We will start by discussing the scheme of induced coherence without induced
emission [14]. The name of this concept is based on the assumption that atmost one photon
pair per mode is generated at the output of the interferometer; an assumption that is well
justified for our sources, whichwewill present in chapter 3. The adapted original scheme of
the setup in [13] is depicted in Fig. 2.16. In this figure, we are denoting the different modes
of each process involved, as well as the total state after the second source.

We start bywriting down the state |Ψ⟩ from two superimposedPDC sources, PDC1 andPDC
2. We do this in a simplified way by only considering the single photon pair contributions.
Furthermore, we are only considering a single signal and idlermode 𝑎̂† and 𝑏̂† and omitting
the JSA for now [14]

|Ψ⟩ = 𝜂(𝑎̂†1 𝑏̂
†
1 + 𝑎̂†2 𝑏̂

†
2)|0⟩ + (1 − 𝜂)|0⟩ (2.50)

with a process efficiency of 𝜂. The subscripts refer to the signal and idlermodes generated in
PDC processes 1 and 2. Next, we can introduce a phase 𝜙 between the two sources, as well
as a transmission 𝑇 of an object in the idler path. Thus, we are applying the beamsplitter
model to describe the losses and add a reflectivity R (fulfilling 𝑇2 + 𝑅2 = 1), which couples
in the vacuummode 𝑏̂0, as shown in Fig. 2.16. By aligning the idler modes of both processes
on top of each other, the mode 𝑏̂†1 from the first process becomes 𝑏̂†2 = 𝑇∗ ⋅ 𝑏̂†1 +𝑅

∗ ⋅ 𝑏̂†0 . With
this and by omitting the vacuum contribution, the new superposition state after the two
sources takes the form
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PDC 1

PDC 2
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Figure 2.16: A schematic interferometer formed by two cascaded PDC sources to re-
alise measurements with undetected photons of the transmission 𝑇 in
the idler arm utilising the effect of induced coherence without induced
emission. Adapted from the experimental setup in [13]. We denoted the
modes of each process as well as the total state after the second source.
The object in the idler arm can be represented by a beamsplitter and cou-
ples the vacuum mode 𝑏̂0 to the system. The state at the output of the
interferometer is stated next to the dashed line.

|Ψ⟩ = 𝜂[𝑎̂†1 𝑏̂
†
1 + 𝑒𝑖Φ(𝑇∗ ⋅ 𝑎̂†2 𝑏̂

†
1 + 𝑅∗ ⋅ 𝑎̂†2 𝑏̂

†
0)]|0⟩. (2.51)

In a final step, the signal modes are overlapped on a 50:50 beamsplitter, while the idler
is discarded. Throughout this treatment, we assume that any phases between the signal
paths are zero since we can account for them via alignment or by introducing delays. We
can calculate the count rates 𝑅𝑠 from the mean photon number ⟨𝑛̂𝑠⟩ = ⟨𝑎̂†3𝑎̂3⟩ with 𝑎̂3 =
1
√
2
(𝑎̂1 + 𝑎̂2) at one of the outputs of this beamsplitter to be

𝑅𝑠 =
1
2𝜂

2[|1 + 𝑒𝑖Φ𝑇∗|2 + 𝑅2]

= 1
2𝜂

2[𝑅2 + 𝑇2 + 1 + (𝑇∗𝑒𝑖Φ + 𝑇𝑒−𝑖Φ)]

= 𝜂2[1 + 𝑇 cos(Φ)].

(2.52)

From this simplified calculation, we can see that the transmission of the object in the idler
arm, as well as the phase between the two processes, can be found in the interference pat-
tern. The visibility of the interference is linearly connected to the idler transmission, while
the phase between the processes determines the phase of the interference. It is now straight-
forward to expand on this model and include the spectral bandwidth of the PDC process,
as well as additional phases in the calculation [14].
Going from the induced coherence setup to the so-called SU(1,1) interferometermeans that
the signal beam is aligned such that it now also travels through the nonlinear crystal. In
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this setup, the interference can be observed directly after the second PDC process with-
out the need for an additional beamsplitter. This scheme is frequently used in practical
applications, as it requires fewer optical components and can be easily implemented in a
folded version of the setup. However, the same effects can be observed in this setup as in
the induced coherence geometry. This is because we assume that no interaction between
the signal and idler light from the first source occurs while they propagate through the sec-
ond source. The main difference lies in additional phase terms that occur as a result of this
propagation through the second source. This also leads to different degrees of freedom in
the relative delays between the fields.
We note at this point that the operation of nonlinear interferometers in the high-gain
regime, where induced emission is present, also leads to the transfer of information from
one wavelength to the other while using classical light [59]. However, the demonstrated
linear dependence of the visibility on the idler transmission in Eq. (2.52) is no longer given,
and the signal intensity depends on that of the idler [38]. Furthermore, much higher light
levels at the idler wavelength probe the sample, which might be a disadvantage for light-
sensitive samples.

2.6.2 Sensing with undetected photons

After discussing the basic principle of a nonlinear interferometer, we will now include the
joint spectral amplitude (JSA) and spectral phases in the description. A representation of a
nonlinear interferometer, specifically the setup which we refer to as SU(1,1) interferometer,
in Mach-Zehnder geometry is shown in Fig. 2.17.

Ds,i

Cs

Ci
Ds,i

pump
signal

idler

Figure 2.17: Two cascaded PDC sources forming an SU(1,1) interferometer with
phases D𝑠,𝑖 and C𝑠,𝑖 applied to the signal and idler fields during the prop-
agation through the nonlinear waveguide and from external sources. A
linear phase is introduced between signal and idler by adding a time delay
in the idler arm.

To capture the spectral properties of the interference, we express the actions inside the in-
terferometer through the JSA 𝑓(𝜔𝑠, 𝜔𝑖), which governs the spectral distribution of signal
and idler in a single PDC process as shown in Eq. (2.47). We can write down a JSA of the
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whole interferometer 𝑓𝑆𝑈(1,1) as a superposition of the ones of the two single sources with
their relative phases. With this, the state at the output of the interferometer becomes

|Ψ⟩𝑖𝑛𝑡 = |Ψ⟩1 + |Ψ⟩2 = ∫ d𝜔𝑠d𝜔𝑖 (𝑓1(𝜔𝑠, 𝜔𝑖) + 𝑓2(𝜔𝑠, 𝜔𝑖))⏟⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⏟
=𝑓𝑆𝑈(1,1)(𝜔𝑠 ,𝜔𝑖)

𝑎̂†(𝜔𝑠)𝑏̂†(𝜔𝑖)|0⟩ (2.53)

with 𝑓1(𝜔𝑠, 𝜔𝑖) and 𝑓2(𝜔𝑠, 𝜔𝑖) being the contributions from both PDC sources, including
phases and absorption between them.
In the scheme considered in Fig. 2.17, the photons produced in the first pass of the pump
field through the PDC source experience mainly second order dispersion 𝐶𝑠,𝑖, introduced in
either of the interferometer arms, as well as dispersion from the waveguide material itself
𝐷𝑠,𝑖 when passing through the waveguide for the second time. Again, we assume that the
generated photons from the first process only propagate through the waveguide but do not
interact with the pump field. This goes in line with our previous assumption that at most
one photon pair is generated either in the first or the second process. Furthermore, we
will assume for now that the pumping strengths are equal and that there are no losses in
between the interferometer arms. We will introduce the influence of these properties later.
In order to simplify the following calculations, we introduce a frequency detuning ∆𝜔 =
(𝜔𝑠 − Ω𝑠) = −(𝜔𝑖 − Ω𝑖) with Ω𝑠,𝑖 as the central frequency of the signal and idler photons
and furthermore consider a cw-laser as a pump light source. Thus, the JSA of a single PDC
source is given by a one-dimensional function

𝑓(∆𝜔) = sinc (
∆𝛽(∆𝜔)𝐿

2 ) 𝑒
∆𝛽(∆𝜔)𝐿

2 . (2.54)

An external spectral phase, e.g. second order dispersion, on the joint spectral amplitude of
a single PDC source can be described by [53]

𝑓𝑝ℎ𝑎𝑠𝑒(∆𝜔) = 𝑓(∆𝜔) ⋅ 𝑃(∆𝜔), (2.55)

where 𝑃(∆𝜔) = exp(𝑖Ψ) is the total phase Ψ accumulated by photons generated in the
first pass of the pump through the PDC source. For this phase, we assume an external
second order dispersion 𝐶𝑠,𝑖 on signal and idler, as well as second order dispersion that
the bi-photon experiences on its second pass through the waveguide 𝐷𝑠,𝑖𝐿. In addition, we
consider a time delay∆𝑡𝑖 in the idler arm. With this, we canwrite this JSA of the first process
𝑓1(∆𝜔) at the end of the interferometer as

𝑓1(∆𝜔) = 𝑓(∆𝜔) ⋅ exp[−𝑖(𝐷𝑠𝐿 + 𝐶𝑠)∆𝜔2 + 𝜔𝑠∆𝑡𝑖]
⋅ exp[−𝑖(𝐷𝑖𝐿 + 𝐶𝑖)∆𝜔2].

(2.56)

The photons generated during the second pass of the pump field do not propagate through
the interferometer arms, and thus only acquire the phase included in the JSA of a single
PDC source 𝑓2(∆𝜔) = 𝑓(∆𝜔). This results in the total JSA given by
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𝑓𝑆𝑈(1,1)(∆𝜔) =𝑓1(∆𝜔) + 𝑓2(∆𝜔)

=𝑓(∆𝜔)(1 + 𝑒−𝑖(𝐷𝑠𝐿+𝐷𝑖𝐿+𝐶𝑠+𝐶𝑖)∆𝜔2−𝑖⋅𝜔𝑠∆𝑡𝑖).
(2.57)

It can be seen directly from this expression that, due to the lack of cross-terms, the quadratic
phase in either of the arms can be compensated by placing the corresponding amount of
dispersion in either the same or the other arm of the interferometer [56]. The external part
of the phase, which does not contain the waveguide dispersion, can be re-written as

Φ𝑒𝑥𝑡(∆𝜔) = 𝜔𝑠∆𝑡𝑠 + 𝐶𝑠∆𝜔2 + 𝐶𝑖∆𝜔2

= (𝜔̄𝑠 + ∆𝜔)∆𝑡𝑠 + 𝐶𝑠∆𝜔2 + 𝐶𝑖∆𝜔2.
(2.58)

This leads to an expression for the total phase of

Ψ = 1
2
(
[(𝐷𝑠 + 𝐷𝑖)𝐿 − 𝐶𝑠 − 𝐶𝑖]∆𝜔2 − ∆𝑡𝑠𝜔̄𝑠 − ∆𝑡𝑖∆𝜔

)
. (2.59)

When expressing the real part of the exponential function in Eq. (2.57) as a cosine function,
the total JSA becomes

𝑓𝑆𝑈(1,1)(∆𝜔, 𝐶𝑠, 𝐶𝑖, ∆𝑡𝑖) =2𝑓(∆𝜔) ⋅ cos(Ψ) ⋅ exp (𝑖
Ψ
2 ) . (2.60)

If we detect spectrally resolved interference in the signal arm, the spectral intensity is given
by [36]:

𝑆(∆𝜔) ∝ |𝑓𝑆𝑈(1,1)(∆𝜔)|2 ∝ |𝑓(∆𝜔)|2[1 + cos(Ψ(∆𝜔))]. (2.61)

Thus, we can extract the spectral phase on the total JSA, which includes external phases
in the signal and idler path, by measuring the spectral interferogram in the signal arm.
The temporal interferogram is constructed by translating the idler stage while recording
the single photon counts frequency-unresolved in the signal or idler arm. Consequently,
the signal in the temporal interferogram is given by integrating the spectral interferogram
over the frequency detuning ∆𝜔 for several stage positions with time delay ∆𝑡𝑖 as

𝑆(∆𝑡𝑖, Ψ) = ∫
∞

−∞
d∆𝜔

|||||||
𝑓𝑆𝑈(1,1)(∆𝜔)

|||||||

2

= ∫
∞

−∞
d∆𝜔 sinc2(∆𝛾∆𝜔2) ⋅ cos2(Ψ(∆𝑡𝑖)). (2.62)

It can be seen that any phase Ψ that is introduced between the two PDC sources is present
in the interference for both the signal and the idler. This enables measurements with
undetected photons, thus retrieving information about a phase object in the idler arm
while measuring at the signal output. Furthermore, we can observe that a phase in either
of the interferometer arms leads to an altered temporal interference pattern.
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2.6.3 Pump gain and losses inside the interferometer

The discussion above has been carried out assuming that there are no losses in between the
two interferometer stages, as well as equal pump gains for both stages. However, we will
see that adjusting the pump gain to account for unavoidable coupling losses can be used
to optimise the interference visibility, which is often associated with a high signal-to-noise
ratio and, therefore, essential for any application.
The effects of pump gain optimisation have been studied in several works aiming at ideal
conditions for phase sensing with SU(1,1) interferometers [54, 60, 61]. In this work, we
have performed experiments on gain optimisation in light of practical applications such as
optical coherence tomography at the end of section 4.
Now, let us look at losses and unbalanced gains in an SU(1,1) setup. We are considering
a system of two cascaded PDC sources similar to the one in Fig. 2.17 which now includes
different transmissions 𝑇𝑠,𝑖 and gains 𝑔1,2 while detection can happen in the signal, idler, or
coincidences. This setup is shown in Fig. 2.18 and is adapted from the concept in [54].

g1

g2

detector S

detector I

Tsig

Tidl

pump
signal

idler

PDC 1

PDC 2

Figure 2.18: A schematic SU(1,1) interferometer depicting the pump gains 𝑔1 and 𝑔2
for PDC processes 1 and 2 as well as the transmissions 𝑇𝑠𝑖𝑔 and 𝑇𝑖𝑑𝑙 in the
signal and idler arms within the interferometer with a phase object Φ.

In the following, we assume a single-mode theory. This means that we consider only one
spectral mode for signal (𝑎̂†(𝜔𝑠)) and idler (𝑏̂†(𝜔𝑖)) instead of performing the integration
over all frequencies as we did in Eq. (2.53). This single-mode description holds approxi-
mately truewhen recording spectrally resolved interference and evaluating the interference
for a fixed frequency. The treatment of our system at such fixed frequencies is possible as
the present anti-correlations in the JSA caused by the narrow-band pump laser allow to se-
lect a narrow spectral bandwidth at the signal wavelength that corresponds to the according
idler wavelength range. Broadband effects such as dispersion are not observed over such a
small spectral range and have to be included by integration over all frequencies.
In order to see the effect of losses, we investigate the probabilities to detect a photon for
signal, idler, and coincidences 𝐶𝑠,𝑖,𝑐𝑜𝑖𝑛𝑐 after the interferometer. To this end, we recall from
Eq. (2.48) that the mean number of photons per mode generated in each stage is given by

⟨𝑛⟩ = sinh2 𝑔 ≈ 𝑔2 (2.63)
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and that we can link the parametric gain 𝑔 to the experimentally accessible power of the
pump laser as 𝑔 ∝

√
𝑃. Considering click detectors with unity detection efficiency for sig-

nal and idler leads to the following probabilities to detect a photon for signal, idler, and
coincidences [54]

𝐶𝑆 =𝑇𝑠𝑖𝑔𝑔21 + 𝑔22 + 2
√
𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔1𝑔2 cos(Φ)

𝐶𝐼 =𝑇𝑖𝑑𝑙𝑔21 + 𝑔22 + 2
√
𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔1𝑔2 cos(Φ)

𝐶𝑐𝑜𝑖𝑛𝑐 =𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔21 + 𝑔22 + 2
√
𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔1𝑔2 cos(Φ).

(2.64)

The visibility of the interference is defined as 𝑉 = (𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛)∕(𝐶𝑚𝑎𝑥 + 𝐶𝑚𝑖𝑛) with the
maximal (𝐶𝑚𝑎𝑥) and minimal (𝐶𝑚𝑖𝑛) count rates. The respective visibilities are therefore
given by

𝑉𝑆 =
2
√
𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔1𝑔2
𝑇𝑠𝑖𝑔𝑔21 + 𝑔22

𝑉𝐼 =
2
√
𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔1𝑔2
𝑇𝑖𝑑𝑙𝑔21 + 𝑔22

𝑉𝑐𝑜𝑖𝑛𝑐 =
2
√
𝑇𝑠𝑖𝑔𝑇𝑠𝑖𝑔𝑔1𝑔2

𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙𝑔21 + 𝑔22
.

(2.65)

From this we can see that, for signal and idler, the maximum achievable visibility of the
interference is limited by the coupling efficiencies to the waveguide, which are included
in the transmission values in Fig. 2.18, at the wavelength that is not detected such that
𝑉𝑚𝑎𝑥
𝑆 =

√
𝑇𝑖𝑑𝑙 and 𝑉𝑚𝑎𝑥

𝐼 =
√
𝑇𝑠𝑖𝑔. Meanwhile, the gain ratio required to reach that visi-

bility is given by the transmission at the same wavelength, namely 𝑔21∕𝑔22 = 1∕𝑇𝑠𝑖𝑔,𝑖𝑑𝑙 for
signal and idler, respectively. In the case of coincidences, the visibility can be maximised
to 1 for the correct pump gain ratio of 𝑔21∕𝑔22 = 1∕(𝑇𝑠𝑖𝑔𝑇𝑖𝑑𝑙). We depict the behaviour of
the visibility for signal, idler, and coincidences at realistic transmissions of an SU(1,1) in-
terferometer based on a waveguide PDC source of 𝑇800 = 0.3 and 𝑇1400 = 0.5 in Fig. 2.19.
We observe different values for the maximal visibility for the interference in signal, idler,
and coincidences. Furthermore, the optimal pump gain ratio shifts to higher values a lower
transmission in the arm where interference is detected.

The interpretation of this result is that in order to achieve the maximum visibility for the
signal or idler counts, the gains need to be adjusted such that each detection event of a sig-
nal or idler photon has equal probability of coming from the first or the second process.



2.6 Nonlinear interferometers 43

Figure 2.19: The visibility for signal, idler, and coincidence interference is shown for
varying pump gain ratio. The transmission values are set to 𝑇800 = 0.3
and 𝑇1400 = 0.5.

However, the losses in the undetected arm lead to a distinguishability between the two pro-
cesses, and thus ultimately limit the visibility of the interference aswe discussed for the case
of induced coherence in the beginning of this section. In the case of the coincidence counts,
a different pump gain ratio is optimal as here both photons are detected, and therefore the
gains need to be balanced so that they compensate for the losses in both channels. This then
leads to visibility of unity as the same number of signal and idler photons are generated and
contribute to the interference in coincidence counting. However, for measurements with
undetected photons, maximising the visibility at the signal wavelength is most relevant.
We will use this knowledge to design the experimental setups for our nonlinear interfer-
ometers presented in chapter 4 and employ differential pumping with variable pump gain
ratios to reach the optimal operation point for the application of optical coherence tomog-
raphy with undetected photons.

Summary

In this chapter, we have laid the foundations needed for the following sections on source develop-
ment and interferometry with undetected photons, first in the near-IR and ultimately in the mid-IR.
We have discussed current measurement techniques in the realm of ultra-fast spectroscopy and how
we can transfer them to the quantum regime. As we realise this transition with integrated waveg-
uides, we discussed their essential properties as well as the effect of dispersion on ultra-fast pulses
inside waveguides, as they are often not considered simultaneously. However, we will see that we
can specifically engineer the waveguide’s dispersion in order to realise the nonlinear optical effect of
PDC with a large spectral bandwidth. This process will provide us with the photon pairs that are re-
quired in our nonlinear interferometer, whichwe described as a cascaded PDCprocess, which shows
interference effects due to path indistinguishability between the photon pair sources. We demon-
strated how such setups can be used for measurements with undetected photons and are influenced
by losses inside the interferometer and the pump gain ratios.
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In this work, we choose integrated waveguides as sources of photon pairs from PDC, since
integration is key for the construction of a practical quantum sensor. Waveguide-based
PDC sources, furthermore, provide a high brightness and co-linear emission of the
bi-photons because of the strong confinement of the fields, guiding in a defined spatial
mode, and the long interaction length. However, one major challenge when working with
non-degenerate type II guided-wave PDC sources is that their phasematching bandwidth
decreases with increasing interaction length 𝐿. This typically leads to a trade-off between
brightness and spectral bandwidth.
This issue can be overcome using a technique called dispersion engineering. Flexible
dispersion engineering has already been performed and is common in other platforms that
utilise fibres that exhibit a 𝜒(3) non-linearity [62–64]. However, the use of 𝜒(3) materials
implies lower nonlinear coefficients. Thus, for an integrated quantum sensor with a high
brightness, we want to employ type II phasematching in our Ti:LiNbO3 waveguides to
make use of their 𝜒(2) non-linearity while still realising broadband PDC processes at two
different wavelengths.
We will reach this goal in this chapter by first discussing the conditions that need to be
fulfilled for a broadband PDC emission based on the waveguide’s dispersion. In a next step,
we simulate the dispersive properties for two waveguide geometries and find an operation
point for so-called group velocity matching and group velocity dispersion cancellation.
This allows us to design waveguide and poling patterns for two sources. The first one
employs only group velocity matching and covers a spectral bandwidth of more than 7 THz
at wavelengths of 830 nm and 1400 nm; therefore, we call it the near-IR (NIR) source. The
second, further engineered source employs group velocity matching and group velocity
dispersion cancellation in the mid-IR (MIR) and covers a spectral bandwidth of 25 THz
of the generated photons at wavelengths of 850 nm and 2800 nm. Finally, we perform
an in-depth characterisation of our MIR source and present its guiding properties at
wavelengths in the mid infra-red, characterise the spectral emission of the PDC process
depending on the waveguide temperature and pump wavelength and finally estimate a
lower bound for the source’s photon-pair rate.

45
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3.1 Dispersion engineering

In chapter 2, we discussed that phasematching enables an efficient nonlinear optical pro-
cess and the ways to achieve it. We discovered that the phasematching bandwidth for a
three-wave mixing process over an interaction length 𝐿 is given by

∆𝜔 = 2
d∆𝛽

d𝜔
𝐿

(3.1)

with the bandwidths ∆𝜔 of the generated fields around their central frequencies. For a
PDC process which is driven by a cw-laser, this bandwidth determines the width of the
marginal signal and idler spectra, as we will discuss below. The phasematching bandwidth
is dependent on the first derivative of the phase-mismatch ∆𝛽, thus, the phasematching
bandwidth is linked to the group velocity mismatch between the interacting fields in most
cases. However, this is only true as long as ∆𝛽 is mainly governed by first order terms in
∆𝜔. As soon as ∆𝛽 is dominated by higher orders in ∆𝜔, the phasematching function takes
a different spectral shape. Additionally, a changed scaling of the phasematching bandwidth
with the interaction length 𝐿 can be observed.
We illustrate these changes for a process around 850 nm, a working point that will become
relevant later, for a phase-mismatch ∆𝛽 with linear, quadratic and cubic terms to leading
order, i.e.,

∆𝛽𝑙𝑖𝑛𝑒𝑎𝑟 = 𝐴 ⋅ (𝜔 − 𝜔0)
∆𝛽𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 = 𝐵 ⋅ (𝜔 − 𝜔0)2

∆𝛽𝑐𝑢𝑏𝑖𝑐 = 𝐶 ⋅ (𝜔 − 𝜔0)3
(3.2)

with central frequency𝜔0 and realistic values for dispersion coefficients of𝐴 = 10000 f s

2𝜋⋅mm
,

𝐵 = 10000 f s

4𝜋2⋅mm
and 𝐶 = 10000 f s

8𝜋3⋅mm
.

In Fig. 3.1 a), we observe a change in the shape of the spectral intensity from a sinc2-
function to a rectangular shape, while the bandwidth increases for the fixed interaction
length of 𝐿 = 40mm.
The resulting phasematching bandwidths of the generated fields are shown in Fig. 3.1
b). Here, we can not only observe an increase in bandwidth for higher orders, but also a
different scaling with the interaction length, which can be read from the slopes of−1,−1∕2
and −1∕3 in the double-logarithmic plot for the respective orders in the phase-mismatch
∆𝛽. Therefore, using a longer waveguide for a process with a phase-mismatch ∆𝛽 which
is dominated by a higher order term in ∆𝜔 does not lead to a reduction of the achievable
bandwidth as quickly as it would happen in the case for a phase-mismatch that is linear in
∆𝜔.
This difference in the scaling behaviour allows us to lift the typical trade-off between a
higher brightness and a smaller spectral bandwidth, that are typically associated with
a longer interaction length. This is because ∆𝛽 stays close to zero for a larger range of
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frequencies around the central frequency of the process for higher leading orders.

a) b)

Figure 3.1: a) normalised intensity for a phase-mismatching ∆𝛽 that is linear,
quadratic and cubic in ∆𝜔 to leading order as given in Eq. (3.2). The in-
teraction length is fixed to 𝐿 = 40mm. b) Bandwidth of linear, quadratic
and cubic phase-mismatch ∆𝛽 for different interaction lengths 𝐿.

We employ this property of broadband phasematching for a long interaction length when
constructing the source for our quantum sensors, as this source should simultaneously
cover a large spectral bandwidth and show a high brightness to enhance the signal-to-noise
ratio in measurements.
Therefore, we look into the realisation of a phase-mismatch ∆𝛽 which is dominated by
higher order terms in ∆𝜔 for a non-degenerate Type II PDC process. We derived in chapter
2 that the JSA 𝑓(∆𝜔) for a waveguide PDC source pumped by a cw-laser is given by

𝑓(∆𝜔) = sinc (
∆𝛽(∆𝜔)𝐿

2 ) 𝑒𝑖
∆𝛽(∆𝜔)𝐿

2 (3.3)

with ∆𝜔 = 𝜔𝑠−Ω𝑠 = −(𝜔𝑖 −Ω𝑖) being the detunings of the signal and idler frequency from
their respective central frequencies Ω𝑠 and Ω𝑖. We have seen that the phase-mismatch ∆𝛽
needs to be equal to zero for a large spectral range to achieve a broadband phasematching
while keeping the interaction length long. We therefore perform a Taylor expansion of ∆𝛽
yielding

∆𝛽(𝜔𝑠, 𝜔𝑖) = 𝛽𝑝(𝜔𝑠 + 𝜔𝑖) − 𝛽𝑠(𝜔𝑠) − 𝛽𝑖(𝜔𝑖) −
2𝜋
Λ (3.4)

≈ ∆𝛽(0) + (𝜅𝑠 − 𝜅𝑖)∆𝜔 + [12(𝜂𝑠 + 𝜂𝑖) − 𝜂𝑝] ∆𝜔2 + 𝑂(∆𝜔3). (3.5)

We will show that we can eliminate the 0th, 1st and 2nd order of this Taylor expansion
by periodic poling, group-velocity matching and group-velocity dispersion cancellation,
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respectively. This allows to fulfill the phasematching condition ∆𝛽 = 0 for a large range of
frequencies and therefore increases the spectral bandwidth of the PDC process.
We visualise the process of gradually eliminating the lowest orders of the phase-mismatch
∆𝛽 in figure 3.2 with the leading order in the phase-mismatch being a) linear, b) quadratic
and c) cubic in ∆𝜔. On the top, we depict the phases on the generated bi-photons due to
the waveguide dispersion as discussed in section 2.3.
Below, we depict the shapes of the resulting JSA (red area) from the overlap of pump (blue)
and phasematching (orange) together with the marginal spectral distributions (red curves).
On the bottom of figure 3.2, we visualise the effect of different temperatures on the three
PDC processes. We plot the normalised intensity of the marginal signal spectra with
the corresponding idler wavelengths on the top x-axis for a cw pump laser. We choose
pump wavelengths of 570 nm, 517 nm and 645 nm for a) to c). We simulate the output
intensity at different waveguide temperatures, which are depicted on the y-axis. In the JSA
picture, a change in temperature leads to a shift of the phasematching function against the
pump function as a result of the temperature dependent refractive index. Thus, depicting
these temperature tuning curves allows us to visualise the phasematching functions and
observe changes in the spectral bandwidth of the processes where conditions such as group
velocity matching and group velocity dispersion cancellation are only fulfilled at specific
temperatures. We will come back to these representations when we discuss the operation
point of our mid-IR PDC source.

Finally, let us have a closer look into the conditions that we need to fulfill to construct
our broadband PDC sources by investigating the terms of different orders in the phase-
mismatch. In a first step of our dispersion engineering routine, the 0-th order phase-
mismatch∆𝛽(0) = 𝛽𝑝(Ω𝑠+Ω𝑖)−𝛽𝑠(Ω𝑠)−𝛽𝑖(Ω𝑖)−

2𝜋

Λ
is set to zero by an appropriate choice of

the poling period Λ to ensure phasematching for the central frequencies. For our quantum
sensor, we are aiming at a wavelength combination with the signal around 850 nm and the
idler in the near infra-red or mid infra-red. The terms

𝜅𝑠,𝑖 = (
𝜕𝛽𝑝
𝜕𝜔

|||||||Ω𝑠+Ω𝑖

−
𝜕𝛽𝑠,𝑖
𝜕𝜔

|||||||Ω𝑠,𝑖

) (3.6)

are the inverse group velocities (GV) of the signal and idler photons, respectively, while the
terms

𝜂𝑠,𝑖 = (
𝜕2𝛽𝑝
𝜕𝜔2

|||||||Ω𝑠+Ω𝑖

−
𝜕2𝛽𝑠,𝑖
𝜕𝜔2

|||||||Ω𝑠,𝑖

) (3.7)

are their group velocity dispersion (GVD), in both cases relative to the pump field. For the
pump, the expression for the GVD becomes

𝜂𝑝 =
𝜕2𝛽𝑝
𝜕𝜔2

|||||||Ω𝑝

. (3.8)
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a) b) c)
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Figure 3.2: Top: The dispersive effects on the generated photons are shown for a) no
dispersion engineering but 0th order phasematching by periodic poling, b)
matched group velocities and c) additional group velocity dispersion can-
cellation. For each condition, the accumulated phases during the PDCpro-
cesses on the signal and idler photons are shown in the spectral domain
(orange line) together with the shape of the marginal spectra (blue line).
Middle: The joint spectral amplitude (JSA) is depicted as the overlap of
pump function (blue) and phasematching (PM) function (yellow), result-
ing in different outputs for the signal and idler spectra (red). A change in
the temperature shifts the phasematching function along the diagonal di-
rection.
Bottom: The change in output spectrum during a temperature shift is
shown. The normalised spectral intensity of the signal photon is simu-
lated for the three different stages in dispersion engineering together with
the corresponding idler wavelength on the top x-axis. The processes have
been simulated for with pump wavelengths of a) 570 nm, b) 517 nm and c)
645 nm in a 40mm long waveguide.
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Due to the fact that a cwpump laser is assumed,Ω𝑝 = Ω𝑠+Ω𝑖. Therefore, contributionswith
derivatives containing 𝛽𝑝 cancel each other in the subtraction of 𝜅𝑠 −𝜅𝑖 and

1

2
(𝜂𝑠 +𝜂𝑖) − 𝜂𝑝,

similar to the discussion in [65]. This becomes apparent when writing the terms for 𝜅𝑠,𝑖 and
𝜂𝑝,𝑠,𝑖 explicitly in equation (3.5).
We end up with a formula that only contains contributions in the first, second and higher
orders

∆𝛽(∆𝜔) ≈ (−
𝜕𝛽𝑠
𝜕𝜔

|||||||Ω𝑠

+
𝜕𝛽𝑖
𝜕𝜔

|||||||Ω𝑖

)∆𝜔 −
1
2 (

𝜕2𝛽𝑠
𝜕𝜔2

|||||||Ω𝑠

+
𝜕2𝛽𝑖
𝜕𝜔2

|||||||Ω𝑖

)∆𝜔2 + 𝑂(∆𝜔3). (3.9)

We can see that the first order term of the phase-mismatch can be cancelled, if the signal
and idler GVs are matched

−
𝜕𝛽𝑠
𝜕𝜔

|||||||Ω𝑠

+
𝜕𝛽𝑖
𝜕𝜔

|||||||Ω𝑖

= 0. (3.10)

This condition is called GV matching. The PDC source based on this concept will be pre-
sented below. We use this source as the active element in our nonlinear interferometer in
the near-IR, which we present and apply in section 4. In this setup, the source generates
bi-photons that lie around 830 nm and 1360 nmwhile achieving a spectral bandwidth of up
to 7 THz.
In a second step, by ensuring that the GVD of signal and idler has equal magnitude but
opposite sign, the second order of the phase-mismatch can be cancelled

𝜕2𝛽𝑠
𝜕𝜔2

|||||||Ω𝑠

+
𝜕2𝛽𝑖
𝜕𝜔2

|||||||Ω𝑖⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
∆𝛽(2)

= 0. (3.11)

We refer to this condition as GVD cancellation and define ∆𝛽(2) as the second order phase-
mismatch. GVD cancellation is key to supporting the extreme bandwidths that are required
for our source in the mid-IR. We employ this source in chapter 5 to construct a nonlinear
interferometer with the signal photon at 860 nm and the idler photon at 2800 nm while
achieving a bandwidth of 25 THz.
To fulfill these conditions in our home-built waveguides, we need to know the effective
refractive indices of different waveguide geometries. We will discuss the underlying simu-
lations and our findings that lead to the design of our waveguide and poling layouts in the
next part of this chapter.
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3.2 Simulations

To find the refractive indices for different geometries and fabrication parameters of our
Ti:LiNbO3 waveguides, we used an existing code called ’Focus2’ which was written by Dr.
Benjamin Brecht and Dr. Matteo Santandrea. This code is based on solving the mode equa-
tions inside a waveguide of defined dimensions and diffusion parameters via FEM, as we
described in chapter 2.
We use the width and thickness of the titanium strip which is deposited and through in-
diffusion defines the dimension of the waveguide as parameters in our design process. The
diffusion temperature and diffusion time are chosen sufficiently large, such that all of the
deposited titanium is in-diffused but still concentrated in a region below the original tita-
nium strip to form the waveguide structure. More details on the fabrication process and the
relevant parameters can be found in [43].
These simulations allow us to calculate the Sellmeier coefficients for TE and TM polarisa-
tion over a range of temperatures. In practice, we calculate the effective refractive index
𝑛𝑒𝑓𝑓 for the fundamental spatial mode at a range of wavelengths and fit the Sellmeier coef-
ficients to it.
To investigate the sensitivity of our process to the waveguide temperature, we performed
simulations for temperature steps as small as 0.02K. Based on the resulting refractive in-
dices, we calculated the derivatives of the phase-mismatch ∆𝛽 to achieve GVM or simulta-
neous GVM and GVD cancellation.
We note that the simulations are optimised to work in the visible and near infra-red regime.
Therefore, we expect stronger deviations of the simulations from the actual refractive in-
dices when going to wavelengths in the mid infra-red region. However, we will find that
these deviations are mostly constant offsets in the refractive index at all wavelengths and
therefore do not hinder our dispersion engineering in which we are interested in the wave-
length dependent changes of the refractive index.

3.2.1 Group velocity matching

In our efforts to achieve group velocity matching (GVM), we start by inspecting the group
velocity and group velocity dispersion for a 7µm wide waveguide at a fixed temperature
of 180 ◦C which are shown in Fig. 3.3. We choose 7µm wide waveguides as they provide
guiding at a single spatial mode for light at telecommunication wavelengths around
1550 nm. Using a type II process, we can find pairs of wavelengths with the same group
velocities in Fig. 3.3 a). We can observe that the group velocity at TM polarisation is always
larger than the one at TE. Meanwhile, the group velocities at both polarisations increase
monotonically for longer wavelengths. Thus, in order to match group velocities, the signal
photon would have to be polarised in TM and the idler in TE polarisation. 1 Turning to the
next order in dispersion, we can see that both the signal and the idler experience positive
GVD when propagating through the waveguide as depicted in Fig. 3.3 b). Furthermore,
1We are thereby following the historical convention of the signal photon being at the shorter and the idler
photon being at the longer wavelength.
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we can see that the GVD is stronger at shorter wavelengths, which is a typical property of
dielectric media in the near-IR and telecommunication wavelength range due to normal
dispersion [26]. Thus, we cannot find a point of GVD cancellation for this waveguide
geometry and range of signal and idler wavelengths.

a) b)

Figure 3.3: a) Group velocity of TE and TM polarised light in a 7µm wide waveguide
at a temperature of 180 ◦C. b) Group velocity dispersion for TE and TM
polarisation for the same parameters.

To realise a PDC process with GVM for different wavelength-pairs of signal and idler for a
fixed temperature, we adapt the pump wavelength and poling period as shown in Fig. 3.4
a). This allows to shift the working point to the desired position in signal and idler wave-
lengths or to adapt the poling period to existing pump laser infrastructure. At a fixed pump
wavelength and poling period, the generated signal spectrum can be tuned with tempera-
ture as shown in Fig. 3.4 b). We can observe that fine-tuning in temperature is required to
achieve the desired broadband emission. Furthermore, tuning the temperature provides a
means to change the output spectrum of the source and thereby the spectral and temporal
properties of the generated bi-photons. We will employ this fact in chapter 4 to generate bi-
photons with different correlation times and observe their distinct properties in a nonlinear
interferometer in the NIR.

3.2.2 GVM and GVD cancellation

Ultra-broadband emission that is linked to a simultaneous matching of the group velocities
of signal and idler as well as opposite group velocity dispersion for these two fields can
only be reached for a relatively fixed set of process parameters. We are therefore restricting
ourselves to a range of output wavelengths. For our source in the mid-IR, we choose the
wavelengths of the generated photons to lie around 850 nm and 2800 nm. Since the longest
wavelength now lies in mid-IR, the used waveguides need to be wider in order to guide this
field. This is because the longest guided wavelength, also called the cut-off wavelength, is
defined by the size of the waveguide and the refractive index profile [40].
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a) b)

Figure 3.4: GVM for a waveguide of 7µm width at a temperature of 180 ◦C. a) Wave-
length pairs of signal and idler that fulfill group velocity matching for a
fixed temperature with adapted pump wavelengths and poling periods.
b) Signal spectrum for different waveguide temperatures at a fixed pump
wavelength and poling period. The top x-axis shows the corresponding
idler wavelengths.

a) b)

Figure 3.5: a) Group velocity of TE and TM polarised light in a 18µmwide waveguide
at a temperature of 180 ◦C. b) Group velocity dispersion for TE and TM
polarisation for the same parameters.

Thus, we again depict the group velocity and group velocity dispersion of a 18µm wide
waveguide at a fixed temperature of 180 ◦C in Fig. 3.5. In part a) of the figure, we can
see again that group velocity matching can be reached for the signal in TM polarisation
and the idler in TE polarisation. Due to the different waveguide geometry, the figure
differs from Fig. 3.3 and shows a drop in group velocity at longer wavelengths instead of
a constant increase. As we extend our wavelength range into the mid-IR, we can also
witness a different behaviour for the GVD. In Fig. 3.5 b), we observe a zero crossing around
1800 nm and negative GVD values for longer wavelengths. This region is called anomalous
dispersion and is commonly observed in optical fibres. In these platforms, it is used for
dispersion engineering [62, 66]. In our system, this behaviour allows us to find a pair
of wavelengths at which the group velocities are matched and simultaneously exhibit
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opposite GVD.
We perform a series of steps to find a combination of temperature, poling period and pump
wavelength that simultaneously fulfill the conditions of GVM and GVD cancellation. We
fix the pump wavelength and vary the temperature of the waveguide to find the operation
point for this specific pump wavelength.

a) b)

Figure 3.6: The process to achieve simultaneous GVM and GVD cancellation in a
18µmwide waveguide at a fixed pump wavelength of 635 nm. a) The total
second order dispersion ∆𝛽(2) in the JSA at a fixed temperature of 240 ◦C
is calculated. The zero crossings determine the wavelengths at which the
GVDof signal and idler cancel each other. b) Thewavelengthswhere group
velocity matching is fulfilled are calculated for a fixed pump wavelength
with varying temperature. The temperature at which GVD cancellation
and GVM are fulfilled simultaneously determines the wavelength combi-
nation, temperature and poling period of the operation point at this pump
wavelength.

For each temperature, we first determine the poling period for a combination of signal and
idler wavelengths that leads to no second order phase-mismatch ∆𝛽(2). GVD cancellation
is reached at this combination of signal and idler wavelengths. Next, we calculate the
total first order dispersion, i.e., the difference in group velocities between signal and idler
at the previously found wavelength combination. We iterate this process for a range of
temperatures until the point of simultaneous GVM and GVD cancellation is reached
for a temperature at which the difference of group velocities is minimal. We illustrate
the described procedure in Fig. 3.6, where we fix the pump wavelength to 635 nm and
in a) calculate the second order of the phase-mismatch ∆𝛽(2) before finding the GVM
wavelengths for different temperatures in b).
We note that the order of steps is crucial. optimisation for GVM in a first step would lead
to an unambiguous combination of GVM wavelengths. As we have seen in Fig. 3.5 a),
the group velocities reduce again at longer wavelengths. Hence this leads to two possible
wavelength combinations of GVM and requires to fix a wavelength combination first by
fulfilling GVD cancellation before reaching GVM.
Furthermore, we note that the GVM condition is more temperature dependent than the
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GVD cancellation, since the wavelength combination that leads to GVD cancellation does
not change more than a few nm for more than 100K of temperature change. In turn,
we observed that for GVM, the group velocity matched signal wavelength shifts by more
than 50 nm from 855 nm to 911 nm for a temperature shift of 100K.These studies of the
parameter sets allow to deduce the design parameters for our source as well as the expected
shift in the working point with temperature and poling period as the pump wavelength
changes. The latter is depicted in Fig. 3.7. We can see that a specific waveguide temperature
and poling period are required for any given pump wavelength in order to simultaneously
fulfill GVM and GVD cancellation.

Figure 3.7: The waveguide temperature (blue) and poling period (green) that are re-
quired for a given pump wavelength to achieve simultaneous GVM and
GVD cancellation in a 18µm wide waveguide.
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3.3 Waveguide and poling designs

We introduced the fabrication process of our periodically poled waveguides when dis-
cussing the parameters for our simulations which allow us to achieve GVM and GVD can-
cellation. Those parameters need to be given to our in-house cleanroom for sample fabrica-
tion. Therefore, we design photo-masks that will be used to define the areas of the titanium
for in-diffusion in pattern that defines the waveguide geometry. Furthermore, we design
poling masks that will be used for the deposition of gold electrodes in the following peri-
odic poling process that leads to an inversion of the crystal domains [43].
In first iterations of the source’s design, we observed a shift of the working point between
the simulations and the experiment of 60K for both sources. Therefore, the poling peri-
ods on the presented photo-masks are designed for temperatures around 120◦C to end up
at an actual operation around 180◦C, which is required to mitigate photo-refractive effects.
The resulting waveguide photo-masks with the annotated poling periods are depicted in the
Appendix A.2.

3.3.1 NIR source design and characterisation

The NIR source has already been investigated in detail in [65]. Therefore, we will not
characterise it in as much detail as the mid-IR source and perform this characterisation
directly here together with the sources design parameters.
Historically, the source and its design are inspired by the quantum pulse gate [67], a device
designed to perform a sum-frequency generation process which exhibits GVM of the pump
and signal field at 860 nm and 1550 nm, respectively. Our PDC source has been adjusted
to be pumped with a cw-laser around 514 nm and to generate broadband PDC light, thus
inverting the original sum frequency generation process from the quantum pulse gate.

In our source design, we choose to fabricate waveguides with 40mm length that are
poled throughout the whole length. The poling periods range from 3.56µm to 3.63µm
for waveguides with a width of 7µm, to cover operation temperatures around 180 ◦C at
the pump wavelength of 514 nm. Each waveguide chip contains 45 poled waveguides
in groups of three waveguides each that have the same poling period. The layout of the
photo-mask for the waveguides with annotated poling periods is shown in Fig. A.1 in
Appendix sectionA.2.
The structure used to pattern the electrodes for poling is depicted in Fig. A.2 in Appendix
section A.2. The poling structure is slightly broader than the actual waveguide onto which
it will be patterned and exhibits a ratio of inversion over period of 0.45, which in fabrication
results in a duty cycle of inverted and non-inverted crystal domains of 50/50 due to domain
growth in the poling process.

Finally, we briefly present the temperature tuning behaviour in one of the first NIR sources.
We note here that the poling period in this early sample has not been adjusted to the pump
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wavelength of the laser at 514 nm in these measurements yet. Therefore, GVM is observed
at higher temperatures and longer signal wavelengths as in the ones used for the nonlinear
interferometers in chapter 4 where an optimised source has been used. However, the
qualitative behaviour of the sources is identical.The tuning of the signal spectrum has
been measured on a single photon sensitive spectrometer while the temperature of the
waveguide was varied in a home-built oven. The recorded signal spectra are presented in
Fig. 3.8. We can qualitatively reproduce the expected behaviour in Fig. 3.4 b), namely, two
peaks that are approaching each other for increasing temperature, ultimately forming a
single, broadband spectrum. The spectra in the experiment exhibit a structure that deviates
from the ideal sinc2-shape. The additional peaks can be explained by inhomogeneities in
the waveguide width and imperfections in the periodic poling [42].
We can see that these two parts of a peakmerge at slightly different temperatures, such that
the inner one, which is lower in height, merges at 516K (top red curve) while the outer
one merges later at 517K (top green curve). As the inner maximum of the phasematching
no longer overlaps with the pump function at this temperature, a cleaner broad spectrum
can be achieved by heating to this specific temperature.

Figure 3.8: The signal spectrum for varying waveguide temperatures shows two peaks
that eventually merge at the operation point where GVM is fulfilled.

This bespoke PDC source has been characterised in [65] to achieve a brightness of more
than 1.5 ⋅ 105 pairs

s⋅mW⋅GHz
, which is 3 order of magnitude beyond the brightness that has been

achieved with comparable bulk nonlinear crystal sources. Furthermore, the source pro-
duces non-degenerate signal and idler photons with spectral bandwidths exceeding 7 THz.
These properties match with the requirements for a non-degenerate photon-pair source in
our nonlinear interferometer. Therefore, this source is implemented in our nonlinear in-
terferometer in the NIR in chapter 4.

3.3.2 MIR source design

The MIR source is based on waveguides with titanium strips with widths of 18µm, 20µm,
and 22µm. To allow for maximum flexibility, the sample features poling periods ranging
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from 5.8µm to 6.3µm. The waveguide chip has a length of 40mm and comprises 15 groups
of three periodically poled waveguides each. The mask layout is shown in Fig. A.3 in the
Appendix A.2.
The poling patterns are designed analogously to the NIR case, whilst being adjusted for the
varying waveguide widths and are shown in Fig. A.4.

Technical fabrication challenges

Although MIR waveguides have been produced by our clean-room in the past, there were
no recent fabrications of waveguide chips with the required dimensions for the waveguides
in this work. Since the production has not been optimised to our waveguide design, only a
set of basic parameters existed for the fabrication of waveguides for the mid-IR. It therefore
required intensive testing and optimisation of the process parameters to fabricate low loss,
periodically poled waveguides for PDC in the mid-IR. Since many of the challenges have
been overcome, we list them here briefly.
One challenge is connected to long diffusion times of 31 hours instead of 8.5 hours. Such
long diffusion times are required as the thickness of the titanium strip has increased from
80 nm for our standard waveguides, which are designed for single spatial mode guiding at
1550 nm, to 140 nm. Furthermore, the titanium strips also increased in width from 7µm to
18 - 22µm to allow for guiding of light up to wavelengths of 4000 nm. The increased diffu-
sion times lead to an increase in the fabrication time of these waveguides.
Moreover, the change in the waveguide width also leads to challenges for periodic poling.
We realised that different widths of the poling windows on the same waveguide chip do
not lead to satisfying results. This is because the applied current that is used to flip the
domains can only be optimised for a specific poling area and, therefore, leads to under- or
over-poling for the other ones. Thus, depending on the exact fabrication process of each
waveguide chip, only one of the three waveguides in one group turned out to be poled cor-
rectly. Therefore, we visualised the domain walls with a second-harmonic microscope [68]
for quality control. Studies of the poling quality over the entire length of a single waveguide
showed strong variations in the poling quality. An image of three exemplary waveguide sec-
tions from these studies is shown in Fig. 3.9. The poling quality is linked to thewidths of the
threewaveguides. Here, thewaveguides, from top to bottom, exhibitwidths of 20µm, 22µm
and 18µm and are from two neighbouring waveguide groups. While the waveguide with
a width of 20µm is properly poled, the one with 22µm width is under-poled and the one
with 18µmwidth shows signs of over-poling. In the case of correct poling, the domainwalls
are separated and run through the whole waveguide. Under-poling leads to regions in the
centre of the waveguide where no inversion and no domain walls are observed. Meanwhile,
over-poling leads to merging regions that are larger than the intended poling period.

Furthermore, we require broadband dielectric anti-reflection coatings on the end-facets
of the waveguides for our experiments. Those coatings are composed of thin layers of
different dielectricmaterials. In our clean room, we use layer stacksmade of SiO2 and TiO2.
The combination of layers of different thickness and refractive index leads to constructive
or destructive interference for incoming light in transmission or reflection, respectively.
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Figure 3.9: Second-harmonic image of the domainwalls for three differentwaveguides
on the mid-IR waveguide chip showing correct poling, under-poling and
over-poling. Going from top to bottom, the waveguides have widths of
20µm, 22µm and 18µm. We do not provide a scale here, since we are
only interested in the overall poling quality.

The thickness of each layer scales with the wavelength and therefore increases for our
field in the mid-IR. Additionally, many of those layers are required to achieve a uniform
reflectivity over a wide range of wavelengths [69]. The fabrication of these thick layer
stacks is time-consuming in production and prone to fabrication tolerances which limit
their performance.
Additionally, we require dielectric mirrors to separate the pump, signal and idler light in
order to guide and manipulate these fields separately in the interferometer. Such mirrors
are not readily available and also had to be fabricated in-house. Fabrication of a dichroic
mirror to split the signal and pump in the visible and NIR from the idler in the MIR
was limited in performance due to the lack of absorption free substrate materials in the
MIR and complex layer stacks [69]. Measurements of the transmission and reflectivity
in the targeted wavelength bands of our in-house fabricated dichroic mirrors are shown
in chapter 5, where we discuss our nonlinear interferometer in the MIR. We observe
that the transmission of our dichroic mirrors at 3000 nm does not exceed 80%. This low
transmission vastly limits the achievable visibility in later experiments with theMIR source
as part of a nonlinear interferometer.
Wewere able to overcome some of the listed challenges by intense testing and optimisation.
Thus, we are now equipped with sufficient knowledge to adapt the process parameter for
the design and operation of a future generation of setups in this spectral regime. However,
in some of the following experiments in chapter 5, we are still limited by the non-ideal
elements in the setup.
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3.4 MIR source characterisation

In this section, we characterise our newly designed PDC source for the generation of bi-
photons around 850 nm and 2800 nm from a cw pump laser at 650 nm. First, we show
that the waveguides are actually guiding light at MIR wavelengths with low propagation
losses and then discuss the properties of the PDC process. This process is based on the
simultaneous matching of group velocities and the cancellation of the GVD of signal and
idler.
This source and the PDC characterisation have been published in [70].

3.4.1 single-mode guiding and propagation losses

In a first step, we measure mode-images of the mid-IR field to ensure single-mode guiding
at the required wavelengths for the three realised waveguide widths. We perform these
measurements with a tunable cw-laser that emits light from 2 - 5µm (Toptica DLC TOPO).
The setup to record mode images and characterise linear propagation losses is presented
in Fig. 3.10. In this setup, the polarisation of the laser is set by a half-wave plate before it
is coupled into and out of the 40mm long waveguide with CaF2 lenses with focal lengths
of 25mm. Before detection, any light shorter than 1.9µm is filtered out by a Germanium
long-pass filter. This was necessary as the pump light of the TOPO system at 1064 nm leaks
through the used port which emits the mid-IR light. We record the mode images on a mid-
IR camera (ImageIR 5300) onto which we image the output of our waveguides. We use the
built-in wavelength tuning capabilities of our laser to characterise the linear propagation
losses of the mid-IR waveguide via a low-finesse Fabry-Pérot method [71]. To this end, the
oscillations in the transmitted mid-IR power are recorded by a photoconductive mid-IR
detector based on HgCdTe.

waveguide, 40 mm Ge-LP

CaF2 lens CaF2 lens

HWP

Toptica TOPO
2000 - 5000 nm

HgCdTe MIR detector

IR-Camera
Image-IR

Figure 3.10: The experimental setup for measuring the MIR mode images and propa-
gation losses of the waveguide at MIR wavelengths.

The images of the spatial mode within the waveguide are obtained by imaging the end-facet
of the waveguide onto the camera. From the design of the waveguide widths, we expect the
mid-IR light to be guided in the fundamental spatial mode. We observe this single spa-
tial mode character in Fig. 3.11. Here, we recorded the modes for TE polarisation of the
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MIR light at wavelengths of 2800 nm and 3800 nm. For each wavelength, waveguides with
widths of 18, 20 and 22µm have been investigated.
In all cases, single-mode guiding can be observed. We verified that guiding occurs only in
the fundamental spatial mode by changing the in-coupling, which reduces the power in the
waveguide but does not lead to a different guided spatial mode. For multi-mode guiding,
we would expect that the input power would be distributed in higher order spatial modes
upon coupling under an angle as the mode overlap for higher order spatial modes increases
[72].

3800 nm

2800 nm

18 μm 20 μm 22 μm

Figure 3.11: Images of the guided waveguide modes at 3800 nm and 2800 nm for
waveguides with widths of 18, 20 and 22µm. These images only serve
as a qualitative comparison, as the magnification of the imaging setup
was not extracted.

Subsequently, we characterise the propagation losses of the waveguide chips using a
low-finesse Fabry-Pérot method [71]. An example of a typical measurement is depicted in
Fig. 3.12 a), where we observe oscillations in the transmitted power at a mid-IR wavelength
of 3000 nm as we slightly scan the wavelength. The propagation losses can be determined
from the contrast of the oscillations.
In the analysis, we assume an end-facet reflectivity of 13.5% for TM and 12.5% for TE
polarised light, which we obtained from the bulk refractive index of LiNbO3, to calculate
the propagation loss values. A typical measurement of the linear losses in TE and TM
polarisation for a whole waveguide chip is presented in Fig. 3.12 b). In the measurement,
we record only approximately 10 oscillations and observe visible differences in contrast
of the recorded oscillations as the sample measurement in Fig. 3.12 a) shows. These are
the sources for the error bars in Fig. 3.12 b), which depict the standard deviation of the
extracted propagation losses. In most waveguides, we observe that the losses in TE polari-
sation are equal or lower to the ones in TM polarisation within the error bar. We expect
to observe lower propagation losses for TE polarisation due to the titanium in-diffusion
which leads to waveguides on the chip surface. Thus, TM polarised light is more prone to
losses caused by defects on the surface. However, the error bars in the measurements are
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too large to confirm this expectation. We measure typical propagation losses of less than
0.2 dB∕cm for TE and TM polarised light for the majority of the waveguides. These low
propagation losses make our waveguides suitable for loss-sensitive applications. For the
experiment, we chose a waveguide with low linear optical losses for both polarisations and
the matching poling period.

a) b)

Figure 3.12: a) Example measurement with oscillations in the intensity of the mid-IR
light at 3000 nm after the waveguide. The propagation losses can be de-
termined from the contrast of the oscillations. b) Typical resulting propa-
gation loss values across a full waveguide chip at 3000 nm for TE and TM
polarisation.

3.4.2 PDC characterisation

PDC, 40 mm

T~200°C - 230°C

Spectrometer
signal @ 860 nmLPHWP

cw pump: 652-655 nm

      and 642-646 nm

idler @ 2800 nmaspheric lens 
f=15mm

aspheric lens 
f=15mm

Figure 3.13: The experimental setup formeasuring the signal spectrum fromour ultra-
broadband PDC source.

The setup to measure the generated signal spectrum is depicted in Fig. 3.13. We use one
of two different external cavity diode lasers (TOPTICA DL pro) as pump lasers to address
working points at different poling periods and waveguide temperatures across the sample.
These lasers can be tuned from 652 nm to 655 nm and from 642 nm to 646 nm, respectively.
Wemonitor thewavelength of the lasers with the same spectrometer that we use tomeasure
the signal spectra from the PDC process. To generate PDC with the first laser as a pump,
the waveguide sample is heated to about 230 ◦C while a temperature of around 200 ◦C is
sufficient for the second laser. We designed the sample to operate at these temperatures to



3.4 MIR source characterisation 63

mitigate photo-refractive effects [73]. We set the sample temperaturewith a home-built cop-
per oven via a resistive heating cartridge and PT100 temperature sensor which are driven by
a temperature controller with integrated PID loop (Oxford Instruments MercuryiTC). The
generated signal photons at a central wavelength of 860 nm are separated from the pump
field by a 735 nm long-pass filter, coupled into a single-mode fibre and detected using a
single-photon sensitive spectrometer (Andor Shamrock SR-500i spectrograph with Newton
970P EMCCD-camera).
We observe a shift between the measured spectra and the simulations that can be compen-
sated by adjusting the pump wavelength by −2, 4 nm and the waveguide temperature by
−40K when going from the experiment to the simulations. These shifts are applied in all
the following results. These shifts are expected due to the previously discussed offsets in
the used Sellmeier equations.

Results PDC characterisation

The general overview of the expected signal emission with varying waveguide temperature
is depicted for pump wavelengths that are below, at and above the design wavelength in
Fig. 3.14. This representation can be linked to the JSA where a shift in temperature leads to
a shift of the phasematching function with respect to the pump and therefore changes their
overlap as we already saw in Fig. 3.2. Here, we present the spectral emission at the signal
and corresponding idler wavelengths, which are the marginal distributions in the JSA. A
single signal spectrum is then given by a horizontal cut through the figure, which corre-
sponds to one fixed temperature.
We observe a change in the curvature of the temperature dependent spectral emissionwhen
changing the pumpwavelength, which leads to different spectral emissions while changing
the temperature. One can see that only for the design wavelength of 646.5 nm, a broadband
emission can be reached, which is observed as a plateau parallel to the x-axis in this figure.
When a pump wavelength of 648.75 nm that is longer than the ideal working point is used,
no such situation is reached and the emitted spectrum stays rather narrowband. Mean-
while, the signal wavelength shifts from higher to lower values when increasing tempera-
ture. In the case of a too short pump wavelength of 644.25 nm, the emitted signal spectrum
exhibits up to three peaks while increasing the waveguide temperature. Still, no broadband
emission is reached.
We note here that, in contrast to the NIR source, a change in the pump wavelength can
not be compensated by the temperature to reach a similarly broadband emission. This is
because, for this source, both GVmatching andGVD cancellation have to be fulfilled simul-
taneously, which leads to a more strict set of requirements and thus only allows for single
pump wavelength that matches a given poling period for ultra-broadband emission.

We support these simulations by investigating the signal spectra for the three cases. How-
ever, we used the two mentioned pump lasers for this study, such that the actual values
of the pump wavelength differ from the ones in Fig. 3.14 except for the case of a too short
pump wavelength.
We begin by investigating the case where the pump laser is set to the design wavelength.
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Figure 3.14: The resulting signal spectrum with varying temperature when the pump
wavelength is set above (644.25 nm), at (646.5 nm) or below (648.75 nm)
the design wavelength.

In Fig. 3.15 a) the temperature tuning curve is shown with horizontal cuts that represent
the temperatures at which the signal spectra in figure 3.15 b) have been measured. These
spectra are compared to the respective simulations and show good agreement in their po-
sition and bandwidth. Deviations in the shape of the recorded spectra can be attributed
to imperfections in the phasematching, which lead to side lobes and deviations from the
ideal sinc2-shape, as well as to the coupling to single-mode fibres via lenses that are prone
to chromatic aberrations. Overall, a bandwidth of 25 THz can be reached, spanning a corre-
sponding idler range from 2400 nm to 3000 nm, as indicated on the top x-axis. In this spec-
trum, we can observe a dip in the spectral emission around 850 nm, which corresponds to
an idler wavelength of 2850 nm. We can identify this feature as a signature of absorption
at the mid-IR wavelength due to residual OH(−) groups. This absorption is known to occur
in lithium niobate and depends on the concentration of the impurities [74]. We will revisit
this effect again when incorporating our source into a nonlinear interferometer in chapter
5.

In a next step, we investigate the case of a too long pump wavelength, where we can no
longer reach the same spectral bandwidth by temperature tuning. We tested this by setting
the pump wavelength to different values while tuning the temperature. A comparison be-
tween simulations and the experiment is shown in Fig. 3.16. We extract the bandwidth of
the signal spectra at 80% of the maximum in order to reduce the impact of side lobes in the
phasematching on the result. However in the experimental data in Fig. 3.16 b), oscillations
in the output spectra caused by side lobes still influence the results, as can be seen from the
oscillations in the bandwidth for the case of 653.1 nm. Overall, we observe that the maxi-
mum bandwidth increases as the pump wavelength gets closer to the design pump wave-
length of 652.3 nm. The temperature at which the maximal bandwidth is reached shifts to



3.4 MIR source characterisation 65

a) b)

Figure 3.15: a) The simulated generated spectra at the design pump wavelength of
652.3 nm for different temperatures. The generated signal (idler) wave-
lengths are indicated on the bottom (top) x-axis. Coloured, dashed lines
show the temperatures at which the spectra were measured experimen-
tally. b) Measured signal spectra at different temperatures (solid, colour
lines) and the corresponding simulated spectra (dashed, coloured lines).

higher temperatures for smaller pump wavelengths. Furthermore, the temperature range
over which a broadband emission can be observed narrows down as the pump wavelength
approaches the operation point at 652.3 nm. One implication from these measurements is
that a high temperature stability is necessary to achieve the maximal bandwidth and that a
less broad emission does not require this stability. This can be seen from the fact that the
FWHM in temperature tuning of the simulated bandwidths amounts to less than 0.2K at
the operation point with a pumpwavelength of 652.6 nm and increases to 2.5K at the pump
wavelength of 654.6 nm.

a) b)

Figure 3.16: Change of the generated signal bandwidth for different pump wave-
lengths above the design wavelength while varying waveguide temper-
atures. a) Simulations for the bandwidth of the signal spectrum at dif-
ferent temperatures and pump wavelengths. b) The experimental spectra
show the same increase in spectral bandwidth for decreasing pumpwave-
lengths.
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Finally, we investigate the situation of a pump wavelength that is shorter than the design
pump wavelength. Here, the signal spectrum exhibits two regions that show a broad spec-
tral emission during the temperature tuning. This is shown in comparison to simulations
in Fig. 3.17. For low temperatures, a narrow peak at a long signal wavelength is present.
However, as the temperature increases, a broad peak at a short signal wavelength forms,
while the peak at the longer wavelength shifts towards shorter signal wavelengths. As the
broad peak splits, three peaks emerge of which themiddle onemoves towards longer wave-
lengths for higher temperatures eventually leading to the formation of a second broadband
peak. Finally, at high temperatures, only a single peak at a short wavelength is present. This
behaviour can be captured in simulations as well as measurements. Low peak heights at
the short wavelengths are caused by non-optimised coupling to the detector at these wave-
lengths due to chromatic aberrations. The presence of a signal in the measurements at
wavelengths where no signal is predicted by the simulations is due to the side lobes in the
phasematching which result in additional peaks.
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Figure 3.17: The change in the signal spectrum with temperature for a pump wave-
length of 644.25 nm. Each spectrum is normalised to its maximum. This
behaviour matches with the expected shape of the temperature tuning
curve for a too short pump wavelength. The dotted curves represent the
simulations at the corresponding temperatures.
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3.4.3 Brightness estimation

The brightness of a source is an important metric for applications in metrology or sensing
as it allows to use resources more efficiently and operate with a higher signal-to-noise ratio
at a given pump power. Therefore, we would like to know the brightness of theMIR source.
However, we are not able to measure coincidence count rates between the signal and idler
photons, which would allow to differentiate counts which are caused by actual bi-photon
events from the ones caused by background such as fluorescence and noise. To overcome
this problem, we simultaneously measure the total signal photon counts on an avalanche
photo-diode (APD) and the corresponding spectra on a spectrograph. This makes it possi-
ble to estimate a lower bound on the bi-photon rate, normalised to the pump power and
spectral width of the signal marginal spectrum.
In a first step, we want to calibrate the counts on the spectrograph against the counts on
the APD. We therefore integrate the counts on the spectrograph over the whole spectrum,
which is depicted in Fig. 3.18 a). We measure the signal counts at the same pump powers
with attenuation using a calibrated ND02 filter with a transmission of 𝑇 = 1.35% on the
APD. Furthermore, we assume a quantum efficiency of 45% for the APD and an end-facet
reflectivity of the waveguide of 14.78% for PDC light at 850 nm. We will use these correc-
tion factors later to calculate the actual counts generated by the source. A deviation from
these values will affect the inferred brightness of the source.
After recording the counts from the APD and the spectrograph, we retrieve a scaling factor
between the two, which allows us to convert a part of the spectrally resolved counts to the
equivalent number that would be detected on the APD. This scaling factor lies between 60
and 90 and depends on the pump power, as we can see in figure 3.18 b). Since both curves
show a similar behaviour, we can use the information of the spectral measurements and
apply them to the APD counts in order to retrieve the actual PDC count rates.
By detuning thewaveguide temperature or pumpwavelength, we can identify a background
of fluorescence counts. These counts do contribute to the count rate on the APD, but are
not part of the PDC process that we want to use in the experiment. They would be elimi-
nated when using coincidence detection.Here, we assume these fluorescence counts to be
constant over the whole spectrum as indicated in figure 3.18 a). We evaluate the ratio of
fluorescence counts 𝐶𝑓𝑙 to the total counts in the spectrum 𝐶𝑠𝑝𝑒𝑐 and apply this ratio to the
measured APD count rates 𝐶𝐴𝑃𝐷. This allows us to calculate a lower bound for the pair rate
from the PDC 𝐶𝑃𝐷𝐶 from the remaining counts as

𝐶𝑃𝐷𝐶 = 𝐶𝐴𝑃𝐷 −
𝐶𝑓𝑙
𝐶𝑠𝑝𝑒𝑐

⋅ 𝐶𝐴𝑃𝐷. (3.12)

We end up with a lower bound for the brightness of around 0.6 ⋅ 103 pairs

s⋅mW⋅GHz
. However, in

Fig. 3.18 c) we can see that the brightness actually increases with increasing pump power
up to a value of 1.2 ⋅ 103 pairs

s⋅mW⋅GHz
. A possible cause for this behaviour is a difference in the

scaling of the fluorescence rates, which we assumed to be linear. Furthermore, we note
that the waveguide is supporting multiple spatial modes at the pump wavelength, such
that a redistribution of the pump field among those modes at different pump powers might
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also influence the scaling of the PDC and fluorescence rates.

a) b)

c)

fluorescence counts

Figure 3.18: a) Spectrum of themid-IR PDC source on the spectrograph, showing con-
tributions fluorescence counts to the total amount of counts. b) Count
rates recorded for the APD and the spectrograph at different pump pow-
ers. The counts of the spectrograph have beenmultiplied by a factor of 50
for better comparison. c) Estimated brightness for different pump power
levels.

This estimation does not contain coupling efficiencies to the detection and, therefore, only
provides a lower bound. We can take into account an estimated coupling efficiency of 20%,
which is reasonable for a not mode-matched fibre-coupling and has previously been mea-
sured with an alignment laser at 850 nm. With this we arrive at a pair rate on the order of
5 ⋅ 103 pairs

s⋅mW⋅GHz
.

3.4.4 Comparison to state of the art bi-photon sources

We can put the two developed sources into perspective with other type 0 or type II sources
in the literature, based on bulk or guided-wave PDC processes, and compare their bright-
ness. To this end, we list typical examples in table 3.1 and thereby extend the comparison
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between broadband PDC sources made in [65].
We can observe that our sources are at least of the same brightness or even brighter than
other sources in the literature based on bulk nonlinear crystals. Sources based on bulk
crystal achieve similar or even larger spectral bandwidths, however, at the cost of a low
brightness. Guided-wave PDC sources show a high brightness in general and are compa-
rable to the ones reached by our sources. However, unless techniques such as GVM are
employed, their spectral bandwidths are rather limited. Therefore, Type 0 sources are fre-
quently used in order to obtain large spectral bandwidths with a high brightness due to the
larger nonlinear coefficient in LN for the Type 0 process. However, this comes at the cost
of indistinguishable signal and idler photons as they are generated in the same polarisation
and often also the same wavelength.
To conclude, we can say that normalising the brightness of a source to its spectral band-
width leads to a value which is ultimately limited by the nonlinear coefficients and the
confinement of the light field. Thus, future platforms such as thin-film lithium niobate on
insulator, which feature a high confinement, the possibility for dispersion engineering by
adjusting the waveguide geometry and the high nonlinear coefficient of LN are promising
candidates for very bright and broadband bi-photon sources for similar applications [75].

Table 3.1: Comparison of broadband Type II and Type 0 PDC sources in the literature
in lithium niobate (LN) and KTP together with the developed sources based
on GVM and GVD cancellation in this work. The presented sources are
highlighted in bold font.

Source Material Phasematching Bandwidth
[THz]

Brightness[ pairs

s⋅mW⋅GHz

]

Type 0 [76] WG LN degenerate
Type 0

5.2 1.27 ⋅ 106

Type II [77] WG KTP 0.3 2.43 ⋅ 105

Type II [78] WG LN 0.22 1.13 ⋅ 105

Type 0 [79] LN degenerate
Type 0

7 2.45 ⋅ 104

Type 0 [80] KTP degenerate
Type 0

8.2 3.24 ⋅ 104

Type 0 [19] LN GVM 21 < 7 ⋅ 103

Type II [81] KTP GVM 25 no information

Type II WG
(NIR) [65]

WG LN GVM 7 1.5 ⋅ 105

Type II WG
(MIR) [70]

WG LN GVM + GVD
cancellation

25 > 103
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Summary

In this chapter, we presented our methods to model and design our integrated waveguides which
serve as broadband, non-degenerate PDC sources as the main building block of the nonlinear in-
terferometer. We introduced the PDC source in the NIR based on group velocity matching that
allows for a tunable spectral emission, a bandwidth of up to 7 THz and a brightness of 106 pairs

s⋅mW⋅GHz
.

The newly developed MIR source was characterised in detail. The measured PDC spectra from this
source showed good agreement with the simulations and allow for a broad spectral bandwidth of
25THz. We estimated a lower bound of the source brightness to be 1.2 ⋅ 103 pairs

s⋅mW⋅GHz
. Both of these

sources can now be applied in the following two chapters at the heart of the respective nonlinear
interferometers.



4 Nonlinear interferometers in the
near infra-red

The use of nonlinear optical elements for the generation of quantum states of light within
interferometers has been proposed in the 1980s by the introduction of the SU(1,1) interfer-
ometer [34]. Since then, they have been used in experiments to increase phase sensitivity
[54, 60, 82], to achieve quantum state manipulation [58, 83] and to realise measurements
with undetected photons.
The first measurements with undetected photons were restricted to imaging [13, 15], where
a setup based on the concept of induced coherence without induced emission has been em-
ployed after being first demonstrated in 1991 [14]. Shortly after, applications in the realm
of spectroscopy, optical coherence tomography and more have evolved [12, 19, 20]. These
systems mostly use a Michelson geometry for the interferometer design, which we will call
the SU(1,1) geometry, and employ bulk nonlinear crystals as active elements in these inter-
ferometers. Meanwhile, hybrid approaches, which operate simultaneously in the SU(1,1)
and induced coherence scheme, are used to switch between sensing modes [84].
In order to move towards an integrated quantum sensor, we want to find the best suited
setup that accommodates the requirements posed by integrated waveguides since they ex-
hibit fundamentally different properties as compared to the commonly explored bulk non-
linear crystals. Therefore, we will explore the capabilities of both the commonly used
SU(1,1) scheme and the induced coherence scheme for the operation of a nonlinear inter-
ferometer based on integrated waveguides as sources for broadband, non-degenerate PDC.
We first present our developed setups in detail and discuss the performed experiments
towards an integrated quantum sensor in the following. In this chapter, we realise non-
linear interferometers that are based on our NIR source with bi-photons at 830 nm and
1400 nm. We develop a technique to measure the bi-photon correlation time within an
SU(1,1)-interferometer, as this correlation time is an important benchmark for applications
in the realm of ultra-fast spectroscopy. Finally, we realise optical coherence tomography
measurements in both interferometer geometries and compare their performance regard-
ing the development of a future integrated sensor.

71
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PDC 1

PDC 2

IC configuration

SU(1,1) configuration

pump

FBS

detection

signal

idler

detection

T

Figure 4.1: A nonlinear interferometer realised in the IC and SU(1,1) geometry. Both
setups enable to measure the transmission 𝑇 of an object in the idler arm
by only detecting the signal photons.

4.1 Experimental setups

We start by presenting the different experimental realisations of nonlinear interferometers
that we use for our experiments. At the heart of all setups in this chapter is a nonlinear
waveguide, acting as a PDC source and generating group velocity matched signal and
idler photons at 830 nm and 1400 nm. We presented the characteristics of that source in
chapter 3 and discussed its flexibility in generating PDC spectra with different bandwidths
by varying the waveguide’s temperature.
In this work, we realise two different schemes, namely the induced coherence (IC) and the
SU(1,1) geometry, which we introduced in chapter 2. These two geometries are depicted in
Fig. 4.1. The conceptual difference between them lies in the place where the interference
occurs. In the IC geometry, signal-signal interference is observed after an external beam-
splitter, where the signal beams from the first and second pass are overlapped. Meanwhile,
in the SU(1,1) scheme, interference can be observed directly in the signal beam after
the second PDC source, as both beams are aligned through the second source. We will
discuss the experimental differences between the two realisations below. In order to keep
track of the currently used setup design in the following experiments, we will revisit these
schematic sketches in the corresponding sections with an emphasis on the specific changes
which are investigated in detail there.

4.1.1 SU(1,1) interferometer with differential pumping

The first setup is shown in Fig. 4.2 and resembles a classical interferometer inMichelson ge-
ometry, where the 40mm long waveguide replaces the classical beamsplitters. This waveg-
uide is equippedwith anti-reflection coatings for all three fields, i.e., pump, signal and idler,
on both facets. These and the following coatings have been designed and fabricated in-
house.
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We are utilising a differential pumping scheme to change the parametric gains 𝑔1 and 𝑔2
for the two PDC processes in the interferometer. This differential pumping is realised as
the pump laser is split up into two different paths by a half-wave plate (HWP) and a po-
larising beam splitter (PBS). This allows to adjust the ratio of the pump power for the first
and second process, while keeping the overall power constant. Each pump path exhibits an
additional HWP to optimise the pump polarisation for the PDC process.

2 2

2

Spectrometer

g1

g2

pump @ 
514 nm

PBS

DM

DM

DM

signal mirror

idler mirror
PD @ 830 nm

PDC, 40 mm

waveguide 90° Off-axis
parabolic mirror

Figure 4.2: The experimental setup consisting of a 40mm long waveguide as a source
for PDC photons in aMichelson-geometry. A differential pumping scheme
with parametric gains 𝑔1 and 𝑔2 for the first and second process is imple-
mented. The end-mirror of the idler arm can be moved by a motorised
stage. An off-axis parabolic mirror collimates the pump, signal and idler
fields and focuses them back into the waveguide. After the second interac-
tion, signal and idler photons are separated from the pump with a dichroic
mirror (DM). Interference in the signal field is detected by a spectrograph
or an avalanche photo-diode (PD) to record spectral or temporal interfero-
grams, respectively.

In the setup, we use a cw-laser at 514 nm (Coherent Genesis CX-514) to generate signal and
idler. After the first PDC process, the signal and idler fields are collimated by a 90◦ off-axis
parabolic mirror, split up by dichroic mirrors and sent into separate arms. The end-mirror
in the idler arm is placed on a motorised stage (PI M111.1DG), which enables to introduce
a time delay between the signal and idler photons before they are both coupled back to the
waveguide via the parabolicmirror. After coupling the pump light for the second pass to the
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waveguide, the second PDC process once again generates signal and idler. The signal and
idler photons from the superimposed first and second process are collimated by the original
in-coupling lens and separated with dichroic mirrors. Finally, interference can be observed
by detecting the signal field with a spectrograph or an avalanche photodiode to retrieve
spectral and temporal interferograms as a result of our standard measurement techniques,
which we will discuss below.

4.1.2 SU(1,1) interferometer with single-sided pumping

PDC, 40 mm

90° Off-axis 
parabolic mirror

pump @ 
514 nm

idler mirror

signal mirror

DM

DM

HRCPBS

DM

waveguide

2 2

PD @ 830 nm

PD @ 1400 nm

Spectrometer

Figure 4.3: In the SU(1,1) interferometer with single-sided pumping, the pump light
is reflected at one of the waveguide end facets by a high-reflectivity coating
(HRC). This leads to almost equal parametric gains for both processes. The
setup is identical to the one in Fig. 4.2 apart from an additional DM which
is used to separate the idler light and detect it on an APD.

A further developed and simplified version of the setup in the SU(1,1) geometry only em-
ploys pumping of the waveguide from one side and is depicted in Fig. 4.3. Here, we use
a waveguide with a high-reflectivity coating (HRC) for the pump wavelength at 514 nm to
ensure the same pump mode in forward and backwards pumping. This is crucial since
the waveguide supports multiple spatial modes at the pump wavelength, which all lead to
slightly different generated PDC spectra as the light’s propagation constant 𝛽 inside the
waveguide depends on the spatial mode. Therefore, phase-matching is fulfilled at different
wavelength combinations for different spatial modes [85].
Furthermore, this design reduces the amount of optical elements in the setup and keeps a
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potential sample site in the idler arm free of any pump light as it does not exit the waveg-
uide after the first pass. However, this setup does not allow for gain optimisation and leads
to almost equal pump gains for the first and second stage of the interferometer under the
assumption that the coating is ideal and the waveguide is lossless. This gain ratio is not op-
timal for the highest interference visibility in the presence of losses of the signal and idler
due to unavoidable coupling losses when combining the fields in the waveguide for a sec-
ond pass.
In many further aspects, this setup is similar to the general case with differential pumping.
One difference between the setups is that we depicted the detection of the idler light after
the waveguide with another avalanche photo-diode, as we will be using the temporal inter-
ferograms at the idler wavelength in the following correlation time measurements. At this
point, we note that the setup has been designed such that we can switch between the differ-
ential and one-sided pumping setup by exchanging the used nonlinear waveguide sample
which features either highly reflective or anti-reflective coatings for the pump light at one
end-facet. The pump path can then be adjusted by rotating the HWP in the previous setup
to full transmission of the pump laser power in the first process.

4.1.3 Induced coherence interferometer

In contrast to the previous two setups, the induced coherence scheme does not contain
back-coupling of the signal photons into the waveguide after the first process. In this setup,
the signal photons from both processes are rather interfered on a linear 50:50 beamsplitter.
Although this scheme was the first to be used in demonstrations of the effect of induced
coherence without induced emission in 1991 [14] and has been used in the earliest experi-
ments that demonstrated imaging with undetected photons [13], it has since been replaced
by the SU(1,1) scheme above. This is because the latter is often considered more practical
when working with bulk nonlinear crystals, as it requires fewer optical components [19,
86].
However, we found that this scheme provides practical advantages when working with in-
tegrated waveguides. This is due to the guiding of multiple spatial modes in the waveguide
at the signal wavelength of 830 nm. The presence of multiple spatial modes in the waveg-
uide at the same time can lead to interference in the spectral intensity. This happens if the
photons of the first PDC process are coupled back into a spatial mode different from the
one in which the photons from the second process are generated. Additionally, the field at
830 nm experiences large amounts of second order dispersion due to the waveguide mate-
rial, as we will see later when measuring the bi-photon correlation time. This additional
dispersion can be avoided by interfering the signal fields at an external beamsplitter.
The corresponding setup is shown in Fig. 4.4 and largely resembles the previous ones. How-
ever, the signal field from the first process is not directed back through the waveguide but
to a fibre-coupling. From there, the signal fields from both processes are interfered on a
50:50 fibre beamsplitter (Thorlabs TW805R5F2). One port of this beamsplitter is used to
detect the spectral interferogram and the other port can be used to detect the temporal in-
terferograms allowing us to simultaneously monitor interference effects in the spectral and
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temporal domain. In order to match the path lengths of signal and idler, an additional de-
lay line has been incorporated in the signal path from the first process to the fibre-coupling,
which is not shown in the figure. This delay can be used to align the setup for a coarse
temporal matching between the signal and idler paths from the first process and the second
process to simultaneously meet at the beamsplitter, as described in [13].

PDC, 40 mm

90° Off-axis 
parabolic mirror

pump @ 
514 nm

idler mirror

waveguide

DM

DM

DM
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Spectrometer
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50/50signal - signal

interference

Figure 4.4: Setup with a differential pumping scheme and parametric gains 𝑔1 and 𝑔2
for the first and secondPDCprocess respectively. In the induced coherence
scheme, we couple the signal fields to single mode fibres individually and
interfere them on an external 50:50 fibre beamsplitter.

4.1.4 Measurement techniques

In all three of the presented setups, we are employing similar techniques to record and pro-
cess the collected data. Therefore, we present them here in a collected way. We distinguish
between measurements that record spectral interferograms and those that record temporal
interferograms.

Spectral interferogram

An interferogram in the spectral domain can be observed by recording the signal spec-
trum on a single-photon-sensitive spectrometer (Andor Shamrock SR-500i spectrograph
with Newton 970P EMCCD-camera) for a fixed position of the translation stage in the idler
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arm. Fixing the stage position leads to a fixed offset of the signal and idler paths. Thus, a
linear spectral phase is imprinted on the bi-photon which becomes apparent in the spectral
interferogram in the form of equidistant fringes. Their period can be adjusted by changing
the stage position. The effect of higher order dispersion can be observed as changes in this
fringing period. We can record the signal spectrum from both PDC processes by blocking
the back-reflection of the idler arm and thereby retrieve the underlying spectral intensity,
which can be used as a reference.
We typically record spectra with an integration time of 1 s and a spectral resolution of
30GHz. In order to achieve a sufficient signal-to-noise ratio in these measurements, we
have to pump our waveguides with pump powers on the order of a few mW such that we
generate a sufficient amount of PDC photons.

Temporal interferogram

Temporal interferograms are recorded bymoving the translation stage while measuring the
counts at the output of the interferometer. We are detecting photon counts with a silicon
avalanche photodiode (Perkin Elmer Photon Counting Module SPCM-AQR-14FC) for the
signal and an InGaAsAPD (IDQ id200) for the idler. The detection events are recordedwith
a Swabian Instruments Time-Tagger 20. The counts are recorded with integration times
ranging from 0.01 s to 0.3 s at each position, depending on the specific experiment at hand.
The translation stage is moved with a step size of around 200 − 500 nm and is positioned
before each measurement to avoid vibrations in the system. The step size is chosen in that
range to ensure a sufficient sampling of the interference fringes, which occur at a period
equal to half the central idler wavelength of 1360 nm.
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4.2 Correlation time measurements

The following results have been published in [87].

We introduced the bi-photon correlation time in chapter 2 as the uncertainty in the arrival
time of one photon from a pair after the other one has been detected. Measuring the corre-
lation time is important for applications in ultra-fast spectroscopy as it defines the achiev-
able temporal resolution and is even crucial for estimating the absorption cross-section in
entangled two-photon absorption experiments [6]. Knowledge about the correlation time
becomes even more relevant for new, even more broadband bi-photon sources [75, 81, 88].
However, it is hard to measure the correlation time directly. This is due to insufficient de-
tector timing resolution, jitter or gating pulse duration, which limits the resolution of direct
measurements of the JTA to a few ps [55] while the bi-photon correlation times can be
well below 100 fs. Meanwhile, methods based on nonlinear interactions, i.e. SPIDER or
FROG [89, 90], are not compatible with single-photon signals and could potentially only
observe dispersive effects on one of the marginal spectra and not joint features such as the
bi-photon correlation time of a non-degenerate photon pair. At the same time, methods
based on single-photon interferometry via the Hong-Ou-Mandel effect are not sensitive to
capture dispersive effects [91].
For the case of our group velocity matched PDC source, the phase-free correlation time lies
in the mentioned range below 100 fs. However, dispersive effects might increase the corre-
lation time, which is detrimental for the application of such a source in the framework of
ultrafast spectroscopy. Therefore, the measurement of the actual correlation time provides
insight into the effects of dispersion on broadband bi-photons [92–97].
Therefore, we developed a technique to measure the bi-photon correlation time of our
source by simultaneously measuring spectral and temporal interferograms while introduc-
ing controlled amounts of second order dispersion into the interferometer.

4.2.1 Underlying theory

PDC 1

PDC 2

Figure 4.5: Schematic correlation time mea-
surements for which dispersive
elements are introduced between
the two PDC processes.

We find that we can link the bi-photon cor-
relation time to the width of the tempo-
ral interferogram recorded with an SU(1,1)-
interferometer. We realise the correlation
timemeasurements by introducing external
second order dispersion in one or both arms
of a SU(1,1)-interferometer, as schemati-
cally depicted on the right side in Fig. 4.5.
In a first step, we revisit equation (2.62),
which is used as a foundation for our sim-
ulations to calculate the temporal interfero-
gram for different amounts of second order
dispersion between the two stages of the in-
terferometer
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𝑆(∆𝑡𝑖, Ψ) = ∫
∞

−∞
d∆𝜔 sinc2(∆𝛾∆𝜔2) ⋅ cos2(Ψ). (4.1)

We can approximate this integral in order to gain an analytical solution and thereby an
intuition for the effect of second order dispersion in the setup. We find an approximate
analytical solution by splitting the cosine term in three terms

cos2(Ψ) = 1
2 +

1
4e

2𝑖Ψ + 1
4e

−2𝑖Ψ, (4.2)

such that we can express 𝑆(∆𝑡𝑖, Ψ) as 𝑆(∆𝑡𝑠, Ψ) = 𝐼1 + 𝐼2 + 𝐼3. Explicitly written, this takes
the form

𝑆(∆𝑡𝑠, Ψ) = ∫
∞

−∞
d∆𝜔 1

2sinc
2(∆𝛾∆𝜔2)

+ ∫
∞

−∞
d∆𝜔 1

4e
2𝑖Ψsinc2(∆𝛾∆𝜔2)

+ ∫
∞

−∞
d∆𝜔 1

4e
−2𝑖Ψsinc2(∆𝛾∆𝜔2).

(4.3)

In this formula, the sinc2 term can be approximated by a Gaussian function

sinc2(∆𝛾∆𝜔2) ≈ exp (−
∆𝛾
𝜎 ∆𝜔2) (4.4)

with ∆𝛾 = − (𝐷𝑠+𝐷𝑖)𝐿

2
and 𝜎 = 2 to match the FWHM of both functions. We note that this

approximation is different from the one typically made, which is sinc(𝑥) ≈ exp(−0.193𝑥2)
[98]. Due to the quadratic argument ∆𝜔 in the sinc2 term, we can not reproduce the same
shape of the spectral envelope with this approximation. This makes the approximation less
accurate as it is less applicable to the situation at hand. However, it is good enough to gain
an intuitive understanding of the underlying processes.
When we apply this approximation, the first integral results in a constant offset of 0.5, as
the result of a Gaussian integral. For the integration in ∆𝜔, 𝐼2 becomes

𝐼2 = 𝐴 ⋅ exp (−𝑖𝜔̄𝑖∆𝑡𝑖) ⋅ exp (
∆𝑡2𝑖 (𝑖∆𝛾 − 0.5𝑖(𝐶𝑠 + 𝐶𝑖) + 0.5∆𝛾)
∆𝛾 + 2(∆𝛾 − 0.5(𝐶𝑠 + 𝐶𝑖))2

) , (4.5)

where 𝐴 = 2

3|∆𝛾|1∕2
√
−∆𝛾+𝐶𝑠+𝐶𝑖

and ∆𝑡𝑖 is the temporal delay which we introduce in the idler
arm between the two sources. 𝐼3 yields the complex conjugate of 𝐼2. We can identify 𝜁 =
∆𝛾−0.5(𝐶𝑠+𝐶𝑖) as the total second order dispersion in the system. Put together, this results
in a temporal interferogram given by



80 4 Nonlinear interferometers in the near infra-red

𝑆(∆𝑡𝑠, 𝐶𝑠, 𝐶𝑖) =
1
2 + 𝐴 ⋅ exp (

∆𝛾∆𝑡2𝑠
2𝜁2 + 0.5∆𝛾2

) ⋅ cos (
𝜁∆𝑡2𝑠

4𝜁2 + ∆𝛾2
− 𝜔̄𝑠∆𝑡𝑠) . (4.6)

We can see that the temporal interferogram is given by a constant offset, around which the
signal oscillates with amplitude 𝐴. The interference is dependent on the spectral width of
the underlying spectrum which is determined by the leading order in phase mismatch and
thereby the intrinsic second order dispersion ∆𝛾. Furthermore, the formula contains both
the internal (𝐷𝑠,𝑖) and external (𝐶𝑠,𝑖) second order dispersion in the system. In any case, the
amplitude 𝐴 = 2

3|∆𝛾|1∕2
√
−∆𝛾+𝐶𝑠+𝐶𝑖

of the interference is reduced by this second order disper-
sion.
The frequency of the interference fringes is mainly given by the central frequency of the
light in the signal arm 𝜔̄𝑠 and only slightly influenced by the second order phase in the in-
terferometer, since 𝜔̄𝑠 is much larger than realistic values for the second order dispersion.
Thisminor contribution causes a relative time delay of the different frequencies. It becomes
apparent that the width of the envelope of the temporal interferogram is given by the intrin-
sic second order dispersion of the nonlinearmaterial, represented by the parameter∆𝛾, and
can be altered by adding dispersive elements in the signal or idler arm introducing 𝐶𝑠 and
𝐶𝑖. It is thereby irrelevant how the second order phase is distributed between the photons.
This effect has found an application known as non-local dispersion cancellation [56].
We can further simplify the expression by introducing the width of the Gaussian envelope
as 𝜎2𝑒𝑛𝑣, leading to

𝑆(∆𝑡𝑠, 𝐶𝑠, 𝐶𝑖) =
1
2 + 𝐴 ⋅ exp (−

∆𝑡2𝑠
𝜎2𝑒𝑛𝑣

) ⋅ cos (
𝜁∆𝑡2𝑠

4𝜁2 + ∆𝛾2
− 𝜔̄𝑠∆𝑡𝑠) . (4.7)

Here, the width of the interferogram is now given by

𝜎2𝑒𝑛𝑣 =
||||
2𝜁
∆𝛾 + 0.5∆𝛾||||, (4.8)

where 𝜁 = ∆𝛾−0.5(𝐶𝑠+𝐶𝑖) is the total second order dispersion in the system. From this ex-
pression we can see that the minimal width of the temporal interferogram, i.e. without any
second order dispersion, is given by 0.5∆𝛾 and thereby dependent on the bandwidth of the
JSA. This situation can be reached by cancellation of the intrinsic waveguide dispersion by
anomalous external dispersion. For increasing amounts of external second order dispersion
𝐶𝑠,𝑖, the width of the temporal interferogram increases faster for smaller∆𝛾. This is because
external second order dispersion leads to a quicker broadening on shorter pulses, a known
behaviour in classical ultra-fast optics. This leads to a distinctive behaviour for different
spectral envelopes of the underlying JSA and thereby correlation times. This property has
been exploited experiment to find the characteristic dependence between the temporal in-
terference width and the second order dispersion. Here, we find that not only the spectral
bandwidth, but also the spectral shape influences the temporal correlations.
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We would like to highlight, that this scheme exploits the unique properties of SU(1,1)-
interferometers, namely that the temporal interferogram is sensitive to second order disper-
sion and experiences a broadening aswell as a reduction in its amplitude. Notably this effect
does not arise in interferometers consisting of linear beamsplitters (e.g. Mach-Zehnder in-
terferometers). A study of the sometimes-subtle differences between linear and nonlinear
interferometers has been published in [99].

4.2.2 Simulations

A complete simulation of the experimental setup and the expected temporal interferograms
for different amounts of second order dispersion must include our group-velocity matched
PDC source which allows to tune the spectral bandwidth of the generated field via the
waveguide temperature. We illustrate this tuning behaviour in Fig. 4.6. Here, we simulate
the signal spectra for different waveguide temperatures ranging from 164.8 ◦C to 165.2 ◦C.
This way, the presented spectra can serve as a reference to link the waveguide temperature
to the spectral bandwidth and shape. We base our simulations on the bandwidth and spec-
tral shape of the generated PDC light. This is necessary as not only the spectral bandwidth
of the spectra reduces for higher temperatures, but also the spectral shape changes from a
quasi top hat towards a sinc2-like shape.
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Figure 4.6: The signal output spectrum changes in terms of bandwidth and spectral
shape when tuning the waveguide temperature from 164.8 ◦C to 165.2 ◦C.

We mentioned earlier, that we can express the JSI and JTI as one-dimensional functions
due to the cw pumping. Thus, in Fig. 4.7, we simulate the JSI, JTI and resulting temporal
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Figure 4.7: a) Simulation of JSI, JTI and temporal interferogram for the Fourier limited
case and with the phase imprinted by the waveguide at a temperature of
164.88 ◦C. b) Simulations at a waveguide temperature of 165.2 ◦C.

interferograms for waveguide temperatures of 164.88 ◦C (a) and 165.2 ◦C (b). We can ob-
serve a broad spectrumwith a rectangular shape and a narrower spectrumwith a sinc2-like
shape. Consequently, the JTI, being the modulus squared of the Fourier transformed JSA,
also exhibits different shapes. In both cases, we plot the JTI and temporal interferograms
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for the case of a Fourier-limited bi-photon and when taking into account the phases
introduced by propagation through the waveguide. We can observe a broadening in the
JTI for both spectra. The same is true for the temporal interferograms. However, we want
to highlight here that the effect of the additional phase is less strong for the narrower
spectrum; this can be linked to the temporal broadening of classical ultra-short pulses as
illustrated in Fig. 2.9. Furthermore, the two different underlying spectral shapes also lead
to different shapes of the temporal interferograms and not only to changes in their widths.

a) b)

Figure 4.8: a) Simulation of the correlation time and the FWHMof the temporal inter-
ferogram for different waveguide temperatures for the Fourier limited case
and b) with the phase imprinted by the waveguide.

The transition of the PDC spectra from the top hat to the sinc2 shape while simulta-
neously changing their bandwidth results in a counter-intuitive relation between the
correlation time and the FWHM of the temporal interferogram in the Fourier-limited
case, which is shown in Fig. 4.8 a). Here, the correlation time reaches a maximum with
increasing temperature and drops again for narrower bandwidths, while the FWHM of
the temporal interferogram increases further. This can be explained by the change in
the time-bandwidth-product (TBP), when transitioning between the spectral envelopes if
we compare them in Fig. 4.6. Namely, the TBP is dependent on the shape of the spectral
intensity and, thereby, the product of the FWHM of the spectrum and temporal intensity
change. Thus, the same spectral bandwidth can lead to a different temporal bandwidth.
One peculiarity that arises from this is that, for low temperatures, a small FWHM of the
temporal interferogram and simultaneously long correlation time can be observed while
a short correlation time corresponds to a larger FWHM of the temporal interferogram at
high temperatures.
This situation can no longer be observed in the presence of phases in the setup, as show-
cased in Fig. 4.8 b). Due to the dispersive broadening, the broad spectra at low temperatures
lead to a long correlation time and a large FWHM of the temporal interferogram and vice
versa for the narrow spectrum. The peculiarity observed for the Fourier-limited case
can also be attributed to the criteria used to determine the correlation times. We used
the FWHM of the JTI to define this quantity, as it is common in the existing literature.
However, using a criterion like the 1∕𝑒2 leads to a correlation time that is larger for the
narrower spectrum at higher waveguide temperatures as shown in Fig. 4.9 a). As before,
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the choice of criteria does not impact the changes in the correlation times in the case of a
phase in the setup as presented in Fig. 4.9 b).

a) b)

Figure 4.9: a) Correlation times calculated from the JTI with different criteria for the
width estimation at varying temperature for the Fourier-limited case. b)
Correlation times for varying temperatures calculated with phase from the
waveguide present in the JTI.

4.2.3 Results

In order to distinguish different correlation times in our measurements, we employ two
different PDC spectra with different spectral bandwidth and time-bandwidth products by
tuning the waveguide temperature. These spectra are shown in Fig. 4.10. At the nominal
operation point of the source at 164.9 ◦C, we reach a bandwidth of 6.46 THz and as we in-
crease the temperature to 165.2 ◦C, the bandwidth reduces to 2.82 THz. The transition from
a quasi top hat to a sinc2-shape in the spectra leads to different time bandwidth products of
around 0.88 and 0.44, respectively.

In the experiment, we first measure the spectral interferogram for a fixed idler mirror posi-
tion and then record the temporal interferogram while moving the idler mirror. This pro-
cedure is repeated for three different amounts of dispersive material in the interferometer
arms and for both underlying PDC spectra. The dispersion has been realised by placing
polarising beamsplitters of lengths 10mm to 20mm in both signal and idler arm in order to
realise additional second order dispersion of up to 5000 fs2. The specific combinations are:
nomaterial, 20mm+ 20mm idler, 20mm+ 20mm idler and 15mm signal, 20mm+ 20mm
idler and 15mm + 10mm signal. The typical raw-data measurements of the temporal and
spectral interferograms can be seen in Fig. 4.11. The visibility of the temporal interference
is limited by the back-coupling at the respective opposite wavelength, as discussed in sec-
tion 2. This back-coupling is lower for the light at 800 nm due to the multi-mode guiding of
the waveguide at this wavelength. Furthermore, the second order dispersion present in the
system reduces the amplitude of the interference further as discussed above. The counts at
the idler wavelength around 1400 nm are lower than the ones of the signal due to a lower de-
tection efficiency of 15%with the InGaAs-APD as opposed to 45%with the Si-APD. Finally,
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Figure 4.10: The recorded signal spectra from a single pass through the waveguide
without interference at temperatures of 164.9 ◦C and 165.2 ◦C with spec-
tral bandwidths of 6.46 THz and 2.82 THz and different shapes of the spec-
tral envelopes leading to TBPs of 0.88 and 0.44, respectively.

uneven fibre-coupling efficiencies to the detection have to be taken into account. However,
since we are only interested in the envelope of the temporal interference patterns, the ob-
tained visibilities of up to 30% in the signal arm and 15% in the idler arm are sufficient.
These visibilities are reasonable in comparison with the transmissions of signal and idler in
the setup. Due to losses during coupling out of and back into the waveguide, the transmis-
sions are estimated to be around 0.4 for the idler and 0.3 for the signal.
For the used configuration, the pump gain ratios are almost equal as the pump power in the
forward pass is the same as the one in the backwards pass due to the high-reflectivity coat-
ing on the waveguide end-fact. This does not yield the ideal visibilities, which are bound
by the transmissions in the signal and idler arm, as we discussed in section 2.6.3. There-
fore, the theoretically achievable visibilities lie around 50% for the signal and 30% for the
idler. The actuallymeasured visibilities are reduced compared to these values as they calcu-
lated for the case of a single-mode theory. However, the correct description of the temporal
interferogram requires a broadband theory that takes the second order dispersion into ac-
count. We can therefore conclude that less visibility is observed for the idler in comparison
to the signal and that both values are below the achievable maximum due to second order
dispersion in the setup.

The spectral interferogram at the signal wavelength in Fig. 4.11 shows a higher visibility
of above 30%, as the spectrally resolved interferogram can be more adequately described
by the single mode theory which we used to estimate the expected visibilities. Thus, the
visibility at every single frequency is less affected by second order dispersion in comparison
to the temporal interferogram in which all frequencies contribute to the interference signal
simultaneously. Here, the effects of second order dispersion can be seen in a linear change
in the frequency of the interference along the spectrum to which we would refer as chirp
in classical ultra-fast optics.
The recorded spectral and temporal interferograms have been further processed to extract
the second-order dispersion in the system and the width of the temporal interferogram.
This processed data is presented in Fig. 4.13. To retrieve the normalised spectral inter-
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a) b)

Figure 4.11: Sample raw data of a) the temporal interference in signal and idler photon
counts and b) the spectral interference in the signal arm.

ferogram in Fig. 4.13 b), a reference spectrum with a blocked idler-path, leading to no
interference, has been subtracted and the signal has been normalised to its maximum.
The raw data from the temporal interferogram in Fig. 4.11 a) shows slow drifts and fluctu-
ations due to misalignment and temperature as well as air current fluctuations during the
measurements. These drifts are removed from the signal by Fourier-transforming the time
trace and applying a window function with a width of roughly half of the Fourier-space
that cuts out the low and high frequency noise, leaving only the contributions to the actual
interference. This interference has an oscillation period equal to half the wavelength of
the moved arm, in this case the idler at a central wavelength of 1400 nm, corresponding
to a frequency of the oscillations of 430 THz. The effect of filtering the signal in the
Fourier-domain for a set of sample data is depicted in Fig. 4.12. Here, the red shaded area
is multiplied with a mask function that eliminates values which do not contribute to the
interference.

Figure 4.12: The raw data of the temporal interferogram is filtered in the Fourier-
domain, by applying a mask function with value 0 in the red shaded area
and value 1 for the rest.

Performing an inverse Fourier transform on the remaining parts of the signal leads to
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the interferogram presented in Fig. 4.13 a). This plot also shows the upper and lower
envelope that are fitted to the interference pattern by applying a Savitzky-Golay averaging
filter to the data. The FWHM of the temporal interferogram is extracted from these two
envelopes. The error bar on the FWHM of the temporal interferogram was obtained by
measuring 20 subsequent interferograms without any additional dispersive material in
the interferometer arms. These measurements resulted in a relative error of 11.8% for
the standard deviation of the interferograms FWHM, which are most likely caused by
instabilities in the setup from the waveguide temperature, stage position and couplings.
The same relative uncertainty has therefore been applied to the other measurements.

a) b)

Figure 4.13: a) The temporal interferogram that was used to calculate the temporal in-
terference width from the indicated upper and lower envelopes of the in-
terference pattern and b) the normalised spectral interferogram that was
used to retrieve the chirp in the system.

From the spectral interferogram, we aim to extract the chirp. Therefore, we evaluate the
oscillations in the spectral domain with a two-step fitting routine. The fitting function is
given by [36]

𝑆(∆𝜈) ∝ |𝑓(∆𝜈)|2 (1 + cos[Ψ(∆𝜈)]) . (4.9)

In this formula, the spectral intensity 𝑆(∆𝜈) is given in terms of the frequency detuning ∆𝜈
around a central frequency. We fit the obtained data to this formula by isolating the max-
ima and minima in the spectral interferogram and evaluating their instantaneous period to
obtain the starting parameters for the fit of the cosine function. Afterwards, multiple iter-
ations of the fitting routine are performed and the lowest deviation of the resulting curve
in a range of 4 THz around the central frequency is used to calculate the polynomial fit pa-
rameters in Ψ(𝜈). The frequency range has been chosen such that both, the narrow and
broad PDC spectrum, are contained as well as to ensure a sufficiently strong interference
signal over the background in the measurement. The described two-step fitting process is
illustrated on a sample data set in Fig. 4.14.

The fit parameters allow us to extract the linear and quadratic phase. In the presented
example, we can quantify the quality of the fit by 𝑅2 = 0.975, which is in line with the
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a) b)

Figure 4.14: a) Fitting a linear slope to the instantaneous period of the interference
to obtain the starting parameters for the cosine-fit. b) Cosine-fit together
with measured data for a region of 4 THz in frequency detuning.

other fit results. We retrieve an intrinsic second order dispersion of the waveguide itself of
|∆𝛾| = 14800±240 fs2, where the error bar includes the error of the performedfit. The value
of the second order dispersion agrees with the theoretical prediction of 10893 fs2 which is
calculated from the dispersion data of the waveguide. The observed difference can arise
from the dielectric end-facet coatings on the waveguide and other elements in the setup
like dichroic mirrors which contribute to second order dispersion in the system. The ob-
tained value for the second order dispersion from the waveguide might also be impacted
by imprecision in the Sellmeier equations that we used for the refractive index calculation,
that is based on an ideal waveguide geometry.
The presented method for the retrieval of spectral phases in the system can be further ad-
vanced by measuring many spectral interferograms while simultaneously moving the stage
in the idler arm This changes the linear phase between signal and idler by introducing the
delay∆𝑡𝑖. In this type of hybrid spectral-temporal measurement, the spectrograph records a
spectrum at each stage position which is also recorded. The spectral interferogram at each
stage position is again given by Eq. (4.9). We can generalize this equation to write down
the full 2D-distribution including the introduced temporal delay ∆𝑡𝑖 and the idler angular
frequency 𝜔𝑖. This then leads to

𝑆(∆𝜈, 𝜔𝑖, ∆𝑡𝑖) ∝ |𝑓(∆𝜈)|2 (1 + cos[Ψ(∆𝜈) + 𝜔𝑖∆𝑡𝑖]) . (4.10)

Thus, the contribution of higher order phases which stem from second order dispersion
is contained in Ψ(∆𝜈) while the linear spectral phase 𝜔𝑖∆𝑡𝑖 is introduced by translating
the stage in the idler arm. We refer to this measurement scheme as a spectral-temporal
interferogram.
The results from this simultaneous measurement scheme are presented in Fig. 4.15 a)
where we show the two-dimensional data and a cut along a fixed stage position, yielding a
single spectral interferogram. We can observe a linear chirp in the spectral interferogram
resulting from the combination of linear and quadratic phases. Taking into account
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the appropriate starting parameters and the step size of the stage, we can perform a
two-dimensional fit to the data, which is presented in Fig 4.15 b).
We find a good qualitative agreement between the measured data and the simulations
presented in Fig. 4.15 a) and b), respectively. Thus, we can use the fit parameters to retrieve
the second order dispersion in the system. In the presented data set, a second order
dispersion of 17300 fs2 has been extracted, which agrees with the one-dimensional data
set with the corresponding additional second order dispersion that has been introduced
for this exemplary data set. The additional optical path is found to be 1.5mm. However,
the linear and quadratic phase are not fully independent. Thus, a reference for the stage
position would be needed to fix one of the two parameters. Therefore, we do not provide
values of the error for the obtained values, as we only found a qualitative agreement of the
measurements with the simulation.

a)

b)
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Figure 4.15: a) Experimental data of a spectral-temporal interferogram and one single
spectral interferogram obtained as a vertical cut at a fixed idler delay. b)
Simulation based on the fitted parameters of linear and quadratic phases
in the interferometer and one single spectral interferogram obtained as
a vertical cut at a fixed idler delay showing the same behaviour as the
experimental data.

One major challenge with in the fitting routine to the spectral-temporal measurement, that
hinders a quantitative matching between the experiment and the simulations, is that the
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phases can not be fitted reliably, due to the periodicity of the signal. This periodicity leads
to convergence of the fit for linear phases that are far off from the actually present one as
the optimisation algorithm finds a minimum in the difference between the simulation and
the data set before converging to the correct value. We can observe this difference between
the experimental data and the simulation in Fig. 4.15 b), where the 1D cut of the simulation
shows a slightly different period and phase than the experimental data. Thus, multiple iter-
ations of the fitting routine with different starting parameters are needed to find the actual
parameters for the phase.
The presented method in principle allows to perform even more accurate measurements
of the second order dispersion and extract additional parameters of phases, e.g., due to ab-
sorption in the system. However, it has not been used routinely as instabilities in the setup
and non-uniformity in the step sizes of the stage hinder the convergence of the 2D fitting.
An improved experimental setup and retrieval algorithm may provide means to employ
this method as a standard measurement as the spectral phase in the interferometer become
more complex.

For the final results of our correlation time measurements, we combine the obtained width
of the temporal interferogram with the retrieved second order dispersion in the system.
We show this combined data in Fig. 4.16. It reveals the characteristic dependence of the
temporal interference width on the total second order dispersion. Additionally to the
data points for the two different underlying PDC spectra, we plotted the corresponding
simulations of the temporal interference width for different chirp value.

Figure 4.16: Correlation time measurement for two different spectra linking the tem-
poral interference width and the second order dispersion extracted from
the spectral interferogram.

We observe the described dependence between the temporal interference width and the
second order dispersion that is different for both spectra. Deviations of the measured data
points from the simulations can be attributed to the assumption of perfect phasematching
and to the fact that our simulations do not account for effects from the multi-modedness of
the waveguide for the pump and signal fields. Those effects lead to artefacts and additional
spectral features that lead to a deviation of the spectral envelope from the ideal one.
With this confirmation of our simulations and the information about the intrinsic second
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order dispersion of the waveguide, we can now calculate the actual correlation time of the
generated bi-photons, which we find by including this phase in the Fourier transform of
the JSA.
The actual correlation times, given as the FWHM of the JTI, amount to 73.5 f s and 177.5 f s
for the narrow and broad spectrum respectively. They are larger than the Fourier-limited
ones due to the second order dispersion of the waveguide material. Assuming a flat phase
profile, the minimum correlation times of 65.3 f s and 81.6 f s can be calculated for the
narrow and broad spectrum. These can be reached by introducing the correct amount
of anomalous second order dispersion in the setup and thereby account for the existing
dispersion.
We can observe that the calculated correlation times vary in a counter-intuitive way, with
the short correlation time being attributed to the narrower spectrum. This can be linked
to the different spectral shapes and the corresponding TBPs of 0.44 and 0.88, cf. Appendix
A.1, respectively. Furthermore, the temporal shape of the bi-photon varies for different
spectra, hence the criterion for defining the correlation time may yield different results.
The obtained correlation times are relevant for further experiments involving entan-
gled two-photon absorption or applications in the realm of ultra-fast spectroscopy. In
those applications, one might want to alter the PDC spectra to optimise the bi-photon’s
spectral and temporal shape for the application at hand. In the following section, we
turn to such an application, namely optical coherence tomography (OCT) with unde-
tected photons. There, we will see that the correlation time ultimately limits the achievable
temporal and thereby depth resolution by defining the width of the temporal interferogram.



92 4 Nonlinear interferometers in the near infra-red

4.3 Optimising optical coherence tomography
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Figure 4.17: Concept for OCTmeasurements with undetected photons. We are exam-
ining the IC and the SU(1,1) scheme regarding their capabilities of per-
forming OCT with undetected photons on a bi-layer sample in an inte-
grated interferometer.

In section 2.1, we introduced optical coherence tomography as one of the techniques from
the toolbox of ultra-fast spectroscopy. Here, we want to transfer this classical measurement
scheme for high resolution depth imaging to the quantum regime. Thus, we realise OCT
measurements in our nonlinear interferometer, which then allows us to perform measure-
ments with undetected photons. OCTwith undetected photons has been studied in various
contexts before. Most of these realisations employ bulk nonlinear crystals. In order tomove
towards a practical sensor for OCT with undetected photons, integration is key. However,
the use of integrated optical elements comes with its own challenges. Therefore, we investi-
gate how to construct an optimal OCT scheme for measurements with undetected photons
using integrated optical elements. An optimised version of a quantum sensor should satisfy
the following conditions:

• high axial resolution

• high signal-to-noise ratio (SNR)

• easily implemented in fully integrated design

• affordable

In a next step, we check which of our realisations of nonlinear interferometers based on in-
tegratedwaveguide PDC sources fulfills those criteria themost. We are therefore comparing
two different schemes in which we can perform OCT measurements with undetected pho-
tons, namely the SU(1,1) and IC geometry, as depicted in Fig. 4.17 where we now added a
layer sample in the idler path. We have introduced the experimental realisations of these
geometries in section 4.1 and found that the main difference between the two designs lies
in the place where the interference occurs. In the SU(1,1) geometry, signal and idler from
PDC 1 are both coupled back to PDC 2. Interference can be observed directly after this
stage. In the IC geometry, the interference happens externally as the signal fields from PDC
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1 and PDC 2 are interfered on an external fibre-beamsplitter, after which the interference
in either of the outputs can be detected.
Thus, in the following, we will discuss the benchmarks of the SU(1,1) and IC geometry for
OCT with undetected photons.

To this end, let us start with the benchmarks of a classical OCT system and revise the basic
concepts in the context of our experimental setups. We discussed in chapter 2 that there
are two operation modes of OCT: time domain (TD) OCT and Fourier domain (FD) OCT.
In both of them, the maximally achievable axial resolution ∆𝑧 is given by the coherence
length of the source 𝑙𝑐 via

∆𝑧 = 𝑙𝑐 =
𝑓𝑐
∆𝜈 . (4.11)

In this formula, 𝑐 is the speed of light in vacuum and 𝑓 a factor that changes for different
shapes of the spectral envelope of the source and can be derived via the Wiener-Khinchin
theorem1. For our source, which exhibits a rectangular spectrum, this factor is close to
𝑓 = 1.2. With a spectral bandwidth in the experiment of 5.2 THz, this formula predicts an
axial resolution of ∆𝑧 = 69µm.
Since TD-OCT requires the scanning of the reference mirror, which is fixed in FD-OCT, it
is often not the preferred method due to potentially longer acquisition times which comes
with sampling atmany stage positions in comparison to the acquisition of a single spectrum
and the requirement to move parts in the setup [31]. Additionally, TD-OCT is prone to
second order dispersion in the setup which leads to a broadening of the signal and thus a
reduced axial resolution ∆𝑧 that requires correction in post processing. However, FD-OCT
comes with its own limitations as a spectrometer is required in contrast to a simple photo-
diode in TD-OCT case. This spectrograph needs to cover a large enough spectral range
to capture the whole source spectrum and simultaneously provide a high resolution. The
resolution limits the maximal axial measurement range ∆𝐿𝑧 which is given by [100]

∆𝐿𝑧 =
∆𝑧
2
𝑁
2 , (4.12)

with N being the number of detection pixels. In our experimental setups, we illuminate
𝑁 = 670 pixels of the spectrograph. We estimated the ideal axial resolution of our system
to be ∆𝑧 = 69µm and thereby arrive at a maximal axial measurement range in FD-OCT to
be ∆𝐿𝑧 = 11.5mm.
We see that FD-OCT shows a limited axial scanning range and that TD-OCT holds poten-
tial benefits by using a photo-diode instead of a single-photon sensitive spectrograph for
detection in the low light regime. Therefore, we will investigate both TD-OCT and FD-
OCT and compare the resources needed for OCT measurements with undetected photons
in our setup. However, in order to understand how these OCT interferograms form, let us
1The effect of different factors between spectral and temporal properties reminds on the TBP discussed in
sectionA.1 in the appendix. However, in this derivation the FWHMof a sinc-function instead of its square
is considered as the shape of the auto-correlation function, which leads to a different factor.
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have a closer look into the theory for OCT with undetected photons in the SU(1,1) and IC
geometry.

4.3.1 Description of OCT with undetected photons

We start by describing the state which contains the two photon component of a PDCprocess
at signal and idler frequencies 𝜔𝑠 and 𝜔𝑖 as [53]

|Ψ⟩ = 𝐶 ∫ d∆𝜔𝑓𝑃𝐷𝐶(∆𝜔)|𝜔̄𝑠 − ∆𝜔⟩ ⊗ |𝜔̄𝑖 + ∆𝜔⟩, (4.13)

where C is a constant related to the conversion efficiency, including the pump gain parame-
ter 𝑔. Furthermore, we again use the frequency detuning∆𝜔 = 𝜔𝑠−𝜔̄𝑠 = −(𝜔𝑖−𝜔̄𝑖) around
the central frequencies of signal 𝜔̄𝑠 and idler 𝜔̄𝑖 and assume pumping with a cw-laser.

The JSA 𝑓𝑃𝐷𝐶 of the process is once more given by

𝑓𝑃𝐷𝐶(∆𝜔) = sinc (
∆𝛽(∆𝜔)𝐿

2 ) exp (𝑖 ⋅
∆𝛽(∆𝜔)𝐿

2 ) . (4.14)

Now, we want to introduce a bi-layer sample consisting of two surfaces at which one of
the fields, here the idler, from the first PDC process can be reflected back. This reflection
leads to a splitting with the layer reflectivities 𝑟1,2 which fulfill 𝑟21 + 𝑟22 = 1. Together with
the sample thickness 𝑑, the bi-layer system imprints an amplitude and phase that can be
described as

𝑟(∆𝜔) = 𝑟1 + 𝑟2 exp (𝑖 ⋅
2𝑛𝑔𝑑∆𝜔

𝑐 ) , (4.15)

assuming a constant group refractive index 𝑛𝑔 over the spectral range of the incident PDC
light. Thus, only a part of the idler photons probability amplitude is directly reflected back
to the nonlinear crystal while the rest is reflected back with an additional linear spectral
phase from the second layer of the bi-layer sample. Upon interaction with this bi-layer, our
two photon state changes to

|Ψ⟩𝑂𝐶𝑇 = 𝐶 ∫ d∆𝜔𝑓𝑃𝐷𝐶(∆𝜔)|𝜔𝑠⟩ ⊗ (𝑟1|𝜔𝑖⟩ + 𝑟2 exp (𝑖 ⋅
2𝑛𝑔𝑑∆𝜔

𝑐 ) |𝜔𝑖⟩) . (4.16)

Under the assumption that at most one photon pair is present at the output of the interfer-
ometer, we can write this expression as
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|Ψ⟩𝑂𝐶𝑇 = 𝐶 ∫ d∆𝜔 (⋅𝑓𝑃𝐷𝐶(∆𝜔)𝑟1|𝜔𝑠⟩|𝜔𝑖⟩ + 𝑓𝑃𝐷𝐶(∆𝜔)𝑟2 exp (𝑖 ⋅
2𝑛𝑔𝑑∆𝜔

𝑐 ) |𝜔𝑠⟩|𝜔𝑖⟩)

= 𝐶 ∫ d∆𝜔 (⋅𝑓𝑃𝐷𝐶(∆)𝑟1 + 𝑓𝑃𝐷𝐶(∆)𝑟2 exp (𝑖 ⋅
2𝑛𝑔𝑑∆𝜔

𝑐 )) |𝜔𝑠⟩|𝜔𝑖⟩.

(4.17)

Finally, the second PDC source contributes a state |Ψ⟩𝑃𝐷𝐶,2, which is equivalent to a sin-
gle PDC source, to the output state of the whole interferometer |Ψ⟩𝑖𝑛𝑡 with no additional
phases such that we can write this state as |Ψ⟩𝑖𝑛𝑡 = |Ψ⟩𝑂𝐶𝑇 + |Ψ⟩𝑃𝐷𝐶,2. Thus, when we now
investigate the two-photon component of that final state, we can identify a new JSA of the
interferometer that is, together with an additional adjustable time delay on the idler arm of
𝜏, given by

𝑓𝑖𝑛𝑡(∆𝜔) =𝑓𝑃𝐷𝐶(∆𝜔)
+ 𝑟1𝑓𝑃𝐷𝐶(∆𝜔) exp(𝑖𝜏∆𝜔 + Φ𝑖𝑛𝑡(∆𝜔))
+ 𝑟2𝑓𝑃𝐷𝐶(∆𝜔) exp(𝑖𝜏∆𝜔 + Φ𝑖𝑛𝑡(∆𝜔) + 2𝑛𝑔𝑑∕𝑐∆𝜔).

(4.18)

Here, the phase terms includes internal phases Φ𝑖𝑛𝑡 from the interferometer itself, e.g., dis-
persion from the waveguide material, c.f. [70] for more details on the influence of phases
in the same setup. The spectral interferogram is given by 𝑆(∆𝜔) ∝ |𝑓𝑖𝑛𝑡|2. Thus, we end up
with

𝑆(∆𝜔) ∝ |𝑓𝑃𝐷𝐶(∆𝜔)|2(1 + 𝑟21 ⋅ cos(Φ𝑖𝑛𝑡(∆𝜔) + 𝜏∆𝜔)
+ 𝑟22 ⋅ cos(Φ𝑖𝑛𝑡(∆𝜔) + 𝜏∆𝜔 + 2𝑛𝑔𝑑∕𝑐∆𝜔)).

(4.19)

We can observe a spectral interference pattern exhibiting a beating between two frequen-
cies, which can be adjusted by the reference delay 𝜏. Upon Fourier transformation, these
lead to two distinct peaks with a width that is determined by the correlation time of the
involved bi-photons. By adjusting the reference delay 𝜏 these peaks can be shifted in order
to lie separated from the low-frequency noise from the detection device as ultimately, their
distance determines the layer separation 2 ⋅ 𝑛𝑔𝑑. The TD-OCT signal can then be obtained
by integration over all frequencies and varying the reference time delay 𝜏𝑟𝑒𝑓 such that the
detected signal counts 𝐶𝑠(𝜏𝑟𝑒𝑓) become

𝐶𝑠(𝜏𝑟𝑒𝑓) = ∫
∞

−∞
d∆𝜔|𝑓𝑖𝑛𝑡(∆𝜔, 𝜏𝑟𝑒𝑓)|2. (4.20)

In the frequency-unresolved case, a variance in the signal counts can only be observed if
the argument in the cosine terms in Eq. (4.19) are close to zero. Thus, while scanning the
reference delay, interference around the position of the surfaces can be observed, which
is again separated by 2𝑛𝑔𝑑. Also here, the bandwidth of the PDC, but also internal phases
from second order dispersion limit the axial resolution. The extraction of information about
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layered objects under tests in nonlinear interferometers in IC or SU(1,1) schemes have been
described in earlier works in a more general framework [21, 22, 38].
We have seen that the constant 𝐶 in the previous discussion is related to the pump gain
𝑔, which we discussed in detail in section 2.6.3. Adjusting this pump gain allows us to
maximise the visibility of the interference, which is typically associated to a higher signal-
to-noise ratio - one of our requirements on a quantum sensor.

4.3.2 Gain optimisation in SU(1,1) and induced Coherence

PDC 1

g1
HWP

g2

PDC 2

Figure 4.18: Schematic SU(1,1)-
interferometer setup for gain
optimisation.

Differential pumping allows to mitigate
waveguide coupling losses and restore a
high visibility in lossy interferometers.
Here, we first investigate the spectral
visibility for both setups in order to find
the optimal operation point for our OCT
measurements. For completeness, we in-
vestigate the visibilities at 800 nm, 1400 nm
and for coincidence counts (CC), although
for OCT measurements with undetected
photons, only the visibility at the signal
wavelength is relevant. The corresponding
setup for differential pumping in a SU(1,1)
geometry is depicted schematically in
Fig. 4.18 for reference. As we have seen in section 2.6.3, the visibilities for the SU(1,1)-
geometry are given by

𝑉800 =
2
√
𝑇800𝑇1400𝑔1𝑔2
𝑇800𝑔21 + 𝑔22

(4.21)

𝑉1400 =
2
√
𝑇800𝑇1400𝑔1𝑔2
𝑇1400𝑔21 + 𝑔22

(4.22)

𝑉𝐶𝐶 =
2
√
𝑇800𝑇1400𝑔1𝑔2

𝑇800𝑇1400𝑔21 + 𝑔22
(4.23)
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PDC 1

g1
HWP

g2

PDC 2

Figure 4.19: Schematic IC-interferometer
setup for gain optimisation.

The formulas from the SU(1,1) geometry
change slightly for the case of induced
coherence, since now two loss param-
eters that represent the fibre-couplings
𝑇800,1, 𝑇800,2 for the signal fields from the
first and the second pass have to be con-
sidered, as indicated in the schematic
sketch in Fig. 4.19, that serves as a ref-
erence. We derive them analogously
to the ones in the SU(1,1)-geometry in
Appendix A.3 and only give the results
here:

𝑉800,𝐼𝐶 =
2
√
𝑇800,1𝑇800,1𝑇1400𝑔1𝑔2
𝑇800,1𝑔21 + 𝑇800,2𝑔22

(4.24)

𝑉1400 =
2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2
𝑇1400𝑔21 + 𝑔22

(4.25)

𝑉𝐶𝐶 =
2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2

𝑇800,1𝑇1400𝑔21 + 𝑇800,2𝑔22
(4.26)

In both setup geometries, a high visibility is achieved by balancing the losses in the
interferometer arms such that the probability to detect a photon from either of the two PDC
processes at the signal detector is the same. This means that we can mitigate losses from
the first pass, which lead to a lower number of photons present at the point of interference,
by pumping the second process less strong, thus generating less photons in this second
process. This intuitive explanation allows us to assess and design setups according to the
expected losses in the respective interferometer arms.
It can be seen that the visibility in the idler arm is now bounded by the product of 𝑇800,1 and
𝑇800,2. Therefore, the achieved visibility in the idler temporal interference pattern is very
low in the induced coherence case, as both of the fibre-coupling efficiencies lie around 30%.
However, for our OCT measurements with undetected photons, we are only interested in a
high visibility of the spectral interferogram at the signal wavelength of 800 nm,
The visibility in the spectral interferogram at 800 nm for different pump gain ratios is
shown in Fig. 4.21. As we are interested in OCT as an application, we measured the
visibilities for a plain mirror (red curve) and a partially reflective neutral density filter that
reflects about 50% (blue curve) as the end-mirror of the idler stage.
In order to evaluate the visibility of the spectral interferograms, multiple interferograms
were recorded for a fixed detuned idler stage position while the gain in both stages was
varied by the HWP in the setup. Two of those spectral interferograms at different pump
gain ratios 𝑔21∕𝑔22 of 0.15 and 3 are shown in Fig. 4.20 showcasing vastly different visibilities
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of (27.4 ± 3.6) % and (59.2 ± 4.9) %. These visibilities have been extracted by calculating
the difference between neighbouring maxima and minima in the spectral interferogram,
assuming a constant visibility, resulting from a constant coupling efficiency and absence of
losses, across the full spectrum. We use the mean value of the visibilities from all evaluated
pairs of maxima and minima as the data point for the visibility while their standard
deviation is used for the error bar.

a) b)

Figure 4.20: Spectral interferograms in the SU(1,1) geometry with pump gain ratios
and visibilities of a) 𝑔21∕𝑔22 = 0.15, 𝑉 = (27.4 ± 3.6) % and b) 𝑔21∕𝑔22 = 4,
𝑉 = (59.2 ± 4.9) %.

Figure 4.21: Pump gain optimisation in the SU(1,1)-setup with a plain silver mirror
(red curve) and a partially reflective (50%) neutral density filter (blue
curve) as the idler end-mirror.

In Fig. 4.21, the measured data points agree well with the theory, which only takes into
account the back-coupling efficiencies for signal and idler of 𝑇800 = 0.3 and 𝑇1400 = 0.4.
The signal transmission stays constant, since this path is not altered while the idler
transmission drops to 𝑇1400 = 0.2 for the second data set, as the filter is introduced. Thus,
the visibility is reduced and ultimately limited to

√
𝑇1400. This can be attributed to the fact

that we can adjust the gain ratio for 𝑇800, which leaves us with the dependence on 𝑇1400 in
Eq. (4.21). It can be seen that, for both cases, the visibility exhibits a maximum at the same
gain ratio. At this pump gain ratio, the highest SNR can be expected in measurements and
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the highest sensitivity to changes in the transmission, e.g. at layer interfaces of an object
under test, is expected. The fact that the maximum stays at the same gain ratio is useful
for practical applications, as this allows the gain in the interferometer to be adjusted before
introducing a sample.
The same behaviour of gain optimisation can be observed for the case of induced coher-
ence. The measurements of the visibility in the signal at different pump gains in this is
presented in Fig. 4.22. As it was also the case for the SU(1,1) setup, the maximal visibility
is given by the back-coupling efficiency 𝑇1400 and can be reached for a pump gain ratio of
𝑔21∕𝑔

2
2 =

𝑇800,2
𝑇800,1

. Thus, we observe a more balanced pump gain ratio close to 1 to be optimal
in the experiment since the fibre-coupling efficiencies are almost equal. In the presented
data, the measured values for the fibre-coupling efficiencies in the experiment were used
to calculate the curve for the theoretically expected visibility.

Figure 4.22: Pump gain optimisation in the IC-setup. The theory includes the mea-
sured fibre-coupling efficiencies.

Thus, we can say that in both setups, SU(1,1) and IC, we can maximise the visibility by
adjusting the pump gain ratio. This optimisation can be performed before introducing an
object under test, and therefore allows for calibration of the respective setup for awide range
of samples in our OCT measurements with undetected photons.
In the next step, we will look at the influence of losses in the signal arm and the minimal
detectable layer reflectivity in the current setup.

Influence of losses

In a practical application, the presented OCT setups could be exposed to ambient losses
due to scattering or loss mechanisms. We therefore studied the effect of losses in the signal
arm by introducing ND filters of different strength in the SU(1,1) setup and recording the
resulting visibilities. The measurements are in good agreement with the calculations and
show that for an increased loss in the signal arm, the pump gain ratio needs to be increased,
cf. Fig. 4.23. However, the maximum visibility remains the same for all measurements.

The results can be translated directly to the IC case, where losses in only one of the signal
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Figure 4.23: Shift of the optimal pump gain ratio for the maximum of the visibility
in the signal interferogram for different values of additional losses in the
signal arm.

paths would lead to a shift in the pump gain ratio, while a common loss in both arms would
leave it unaffected.

PBS

1-T

idler mirror
4

Figure 4.24: The retrieved spectral visibility at the signal outputwith varying transmis-
sion in the idler arm. The expected behaviour as determined by Eq. (4.21)
is shown as the solid blue line. The inset shows the added variable losses
in the idler arm, which we realised with a PBS and quarter wave plate in
a double pass configuration.

In a next step, we test the minimal detectable layer reflectivity in our setup. To this end, we
introduce a combination of a polarising beamsplitter (PBS) and quarter wave plate (QWP)
in the idler arm. Turning the QWP leads to a gradually increasing portion of the light being
directed to the rejection port of the PBS.Wemeasure this rejected fraction for different QWP
angles in order to calibrate the transmission in the arm. In figure 4.24, the obtained data for
the spectral visibility is compared to the theoretical prediction and shows a good agreement.
We can see that the theoretically expected visibility is extracted from the interferograms
down to a transmission in the idler armof 5%. We note that thesemeasurementswere taken
with a single acquisition detection and exposure times of the spectrograph of 1 s. One could
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more accurately measure low transmissions by taking longer or averaging measurements.
For comparison, we will present the influence of averaging to OCT measurements at the
end of this section.
After investigating the influence of losses and the conditions for maximal visibilities, we
will next preform actual time domain and Fourier domain OCTmeasurements on an object
under test at the optimal pump gain ratios that were previously determined.

4.3.3 Performing OCT measurements with undetected photons

PDC 1

PDC 2

IC

SU(1,1)
bi-layer
sample

Figure 4.25: Schematic SU(1,1) and IC ge-
ometry for OCT.

In this section, we compare FD-OCT and
TD-OCT with undetected photons per-
formed with the SU(1,1) and the IC setups,
which we presented in figures 4.2 and 4.4.
The details of the experimental setups were
discussed in section 4.1. For reference, the
combined figure 4.25 highlights the differ-
ences between these two setups. For all
measurements, the same sample was used:
a ND03 filter fixed to the end-mirror of the
idler path. This object allows to realise a
bi-layer system composed of two separated
surfaces where the light is split up roughly equally, as half of the light is reflected back from
the first surface and the other half is left to be reflected by the mirror after passing the ND-
filter. The optical path difference (OPD) between the two surfaces amounts to 3.0±0.3mm
and has been calculated from the product details given by the vendor.

a) b)

Figure 4.26: Data from the Fourier domain OCT measurements revealing a beating
in the spectral interferogram for a) the SU(1,1) geometry and b) the IC
geometry.

The FD-OCT signal is recorded for a fixed arm length imbalance that is chosen such that a
beating in the spectral interferogram can be observed. This beating corresponds to different
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temporal offsets which translate to linear spectral phases. The data for the SU(1,1) and IC
case is presented in Fig. 4.26. This data is Fourier transformed and results in peaks in the
temporal domain corresponding to the reflections from the different layers. The amplitude
of the positive part can then be used to determine the layer separation, as their relative spec-
tral linear phase leads to a separation in this temporal picture. The offset from zero can be
chosen freely by adjusting the idler arm length. The results for SU(1,1) and IC schemes are
shown in Fig. 4.27. Here, we transfer the x-axis from the temporal domain to the spatial do-
main and show the peaks with the indicated OPD ∆𝐿 between the two layers of the sample
for both setups in a) and a close-up of two peaks in b). We determine the FWHM of the
peaks and receive the axial resolution ∆𝑧 of our FD-OCT measurement in both schemes.

a) b)

Figure 4.27: a) Retrieved Fourier intensities from a FD-OCT measurements of a bi-
layer object under test that allow to extract the optical path difference
between the layers in the SU(1,1) and IC geometry of∆𝐿𝑆𝑈(1,1) = 3.41mm
and ∆𝐿𝐼𝐶 = 3.33mm. b) Close up to the peaks in the FD-OCT for SU(1,1)
and IC showing similar resolutions ∆𝑧 of 60µm and 62µm (FWHM).

In the case of SU(1,1), we obtain an OPD of∆𝐿𝑆𝑈(1,1) = (3.41±0.06)mm. However, in order
to achieve this result, one peak in the negative part and one peak in the positive part of the
Fourier transform have to be considered. This is due to the fact that the delay between the
signal and idler arm has been set such that for the first surface, the signal arrives before
the idler, while for the second surface, the signal arrives after the idler. We can successfully
distinguish the two peaks that belong together as the side lobe in the spectrum is flipped for
the peak which is located close to zero on the positive side. Therefore, we can assign this
peak to the negative half of the Fourier-transform, which we are not interested in. We note
that placing the point of zero OPD between the two surfaces in the measurement might
allow to increase the axial scanning range of the FD-OCT method.
For the IC case, a layer separation of ∆𝐿𝐼𝐶 = (3.33 ± 0.06)mm can be extracted. These
results are close to the expected OPD given by the ND03 filter of 3.0 ± 0.3mm within the
error margins given by the axial resolution of our OCT measurement and the fabrication
tolerances for the object under test. Both FD-OCT results may deviate slightly from the
expected value as a result of calibration inaccuracies of the spectrograph as well as to im-
perfect alignment.
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In both setups we reach a similar depth resolution of 60µm (FWHM), as can be seen from
the close-up of both two peaks in Fig. 4.27 b). These peaks are broadened due to second
order dispersion in the setup, which can be compensated in post-processing. However, the
obtained value is still smaller but close to the previously calculated ideal axial resolution of
69µm. The deviation between themeasured and calculated axial resolution is likely caused
by the assumptionsmade for the spectral envelope and bandwidth of our bi-photon spectra.
Since the axial resolution value is closely connected to the bandwidth of the bi-photon
source and thereby its correlation time, we can calculate the width of the temporal interfer-
ogram for a Fourier-limited correlation time and thereby obtain a limit for the axial resolu-
tion. We have seen before that the Fourier-limited correlation times lies in the order of 80 fs
and leads to a temporal interferogram with a width of 0.2 ps. This corresponds to a resolv-
able optical path delay of ∆𝑧 = 60µm. This shows that our measurement is consistent with
the estimation of the resolution based on the coherence length associated to one spectrum.

a)

b) c)

Figure 4.28: a) TD-OCT trace for the same object with the SU(1,1) and IC geometry
fromwhich a layer separation of . b) A close-up to one of the peaks reveals
a higher resolution ∆𝑧 for the IC geometry of 96µm in comparison to
140µm for the SU(1,1) geometry. c) A simulated comparison of SU(1,1)
and IC in the close-up. In the SU(1,1) scheme, a second order dispersion
of 11000 fs2 is present and only 3000 fs2 in the IC scheme.

After studying the two setups for the case of FD-OCT measurements, we will now
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turn to TD-OCT. This method records temporal interferograms and therefore does not
require frequency-resolved detection. Additionally, we have seen in the beginning of the
section that FD-OCT can only record a limited maximal layer separation given by the
resolution of the spectrograph. This limit no longer applies for TD-OCT. Meanwhile, the
main drawbacks of this method are longer measurement times and the susceptibility to
spectral phases within the interferometer that broaden the temporal interferogram. A
measurement of TD-OCT is presented in Fig. 4.28 a) from which a layer separation of
∆𝐿𝑆𝑈(1,1)∕𝐼𝐶 = 3.56 ± 0.14(0.10)mm is extracted in both setups. Here, the error refers to
the axial resolution of the SU(1,1) and the IC scheme. The close-up on one of the peaks
in Fig. 4.28 b) reveals a higher resolution for the IC scheme, since the FWHM of the main
peak of the temporal interference pattern reduces from 140µm in the SU(1,1) scheme to
96µm in the IC scheme. This agrees well with simulations of the temporal interferogram
for different amounts of second order dispersion in Fig. 4.28 c) where 11000 fs2 are present
in the SU(1,1) scheme and only 3000 fs2 in the IC scheme, thus reproducing the same
widths of the temporal interferogram as we observed experimentally. The additional peaks
observed in the experiment can be attributed to the non-ideal phase-matching shape,
spatially multi-mode contributions to the interference and contributions to third or higher
order dispersion from the setup.
Through this study, we find that due to the smaller amount of second order dispersion,
the actual correlation time in the IC geometry is lower compared to the SU(1,1) geometry,
which allows us to perform measurements with a higher temporal or spatial resolution as
the temporal interferogram exhibits a narrower width.
Finally, we compare the required pump powers, integration times, number of acquisitions
and the resulting total measurement time, as well as the achieved axial resolution for
TD-OCT and FD-OCT in the IC and SU(1,1) scheme in Tab. 4.1.

Table 4.1: Comparison of the experimental parameters for performing TD-OCT and
FD-OCT in the SU(1,1) and IC scheme.

method pump power
[mW]

int.
time [s]

acquisitions meas. time
[s]

resolution [µm]

TD-OCT 0.05 0.02 48000 960 SU(1,1): 140µm
IC: 96µm

FD-OCT 5 1 1 1 SU(1,1): 60µm
IC: 62µm

Although FD-OCT appears to be superior to TD-OCT, it should be noted that the exper-
iments have been carried out at different pump power levels. From the comparison in
Tab. 4.1, we can see that TD-OCT and FD-OCT use a similar amount of resources in our
current setup. For the FD-OCT, pump powers on the order of a few mW were required to
record interferograms with integration times of 0.2 − 1 s. In the TD-OCT case, the pump
power was as low as 50µW and the integration times per point were 0.02 s. Additionally,
those measurements were acquired by a comparably cheap Si-APD. If we assume that the
needed acquisition time is inversely proportional to the signal on the spectrograph, themea-
surement time for FD-OCT will increase by a factor of 100 at the same pump power level



4.3 Optimising optical coherence tomography 105

as the TD-OCT measurements.
Currently, amajor draw-back in our realisation of TD-OCT are the longmeasurement times
on the order of 30 minutes. Those are mainly caused by the step-wise scanning of the stage
in the idler arm. We can improve our measurement procedure by using a stage in scanning
mode. Together with a coarser sampling, this brings TD-OCT and FD-OCT measurements
to the same time scale. Furthermore, TD-OCT does not require an expensive single-photon
sensitive spectrometer. Thus, we find that TD-OCT in the IC scheme is the choice for the
implementation of an integrated sensor for OCT measurements with undetected photons.
Comparing the results of our OCTmeasurements with undetected photons to the literature,
we see that setups based on bulk nonlinear crystals achieve a higher axial resolution down
to 20µm due to broader spectra [37] 2. However, this comes at the cost of a lower normalised
brightness as these setups typically operate at pump power levels around hundreds of mW.
Current experiments for OCT with undetected photons based on bulk nonlinear crystals
often operate in interestingmid infra-red spectral range. However, extending our work into
this regime is well in reach by translating our findings a version of the nonlinear interfer-
ometer that operates with our mid-IR PDC source- We will present first measurements in
such a setup in chapter 5. Due to its larger spectral coverage, we expect to achieve a higher
axial resolution down to 14µm in the future.
Furthermore, we can conclude that IC geometry is beneficial when performing OCT mea-
surements with undetected photons based on an integrated PDC source, as it does not re-
quire back-coupling of the signal field and allows for a higher resolution in TD-OCT. This
finding is unique to integrated implementations as for nonlinear interferometers based on
bulk crystals the SU(1,1) geometry is preferred due to a presumably easier setup [18, 37].
realisations of OCT with undetected photons which go beyond the demonstrated proof-of-
principle experiments have achieved significantly higher signal-to-noise ratios and shorter
acquisition times [37]. Thus, we will provide an outlook towards future improvements in
our system by making use of averaging effects.
The presented results and considerations in this section are currently being prepared in a
manuscript [101].

4.3.4 Outlook: averaging effects

For a practical quantum sensor, we need to employ more advanced techniques of data ac-
quisition and make use of averaging to increase the SNR. As the IC geometry turned out
to be the preferred realisation for an integrated quantum sensor, we performed FD-OCT
and TD-OCT measurements using this scheme and investigate the changes in the SNR as
we average for longer times with the spectrograph or average multiple temporal interfero-
grams.

In these measurements, we define the signal-to-noise ratio as

𝑆𝑁𝑅 =
|𝑆𝑚𝑎𝑥|2

|𝑆𝑚𝑒𝑎𝑛|2
. (4.27)

2We note that we converted the resolution in the publication according to our definition.
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Here, 𝑆𝑚𝑎𝑥 denotes the maximum of the measured signal while 𝑆𝑚𝑒𝑎𝑛 is the mean value of
the noise amplitude.
The effect of longer integration times of the spectrograph on the SNR in the FD-OCT mea-
surement is shown inFig. 4.29, showcasing a repeatable FD-OCTmeasurement for different
integration times of the spectrograph ranging from 0.2 − 5 s. In this measurement, a signif-
icant increase in the signal-to-noise ratio can be observed, which is depicted as an inset in
the figure. Thus, increasing the integration time enables practical OCT applications with
undetected photons. The same effect can be observed by increasing the brightness of the
source or the pump power. We note here that a better SNR with longer integration times
is only possible due to the good phase stability of the setup. Phase fluctuation would oth-
erwise lead to a saturation of the SNR for longer integration times as soon as the acquired
interference fringes shift against each other. For a good stability, these phase fluctuations
should be less than ∆Φ = 𝜋 at the central frequency of our spectrum. This relates to a
required stability of the arm length difference between signal and idler of around 415 nm,
since the period of our interference is given by half of the wavelength in the moving arm.
Thus, the requirements on the mechanical stability of the signal and idler arm are different
and more care needs to be taken to fix the signal mirror.
For our FD-OCTmeasurements, we observe a linear increase of the SNR and reach a maxi-
mum value at 1 s integration time of 31 dB. This is value is not yet comparable to the one of
66 dB at 1 s integration time in [37]. Meanwhile, we did not optimise our system to achieve
the highest possible SNR, such that we believe that the reported value can be further im-
proved.

Figure 4.29: FD-OCT measurements for different integration times of the spectro-
graph ranging from 0.2 − 5 s. The resulting SNR is given in the inset of
the figure.

The positive effects of averaging can also be observed in the case of TD-OCT. In Fig. 4.30, a
single interferogram is presented together with the average of four subsequently recorded
interferograms. It can be seen, that the noise outside the interference peaks is strongly sup-
pressed even for this small amount of averages. The SNR increases from around 300 to over
4000, corresponding to an increase from 24 dB to 36 dB. It can further be observed that the
temporal shape of the interferograms is identical for the single and averaged signal.
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As the delay stage has a limited repeatability, we need to shift the recorded interferograms
against each other. We do so by changing the indices in the x-axis for each of the four
recorded interferograms and choosing the first interferogram as a reference. With this, we
can overlap the shifted interferograms correctly to form an average by constructing a simi-
larity function

𝐶(𝑑) =
𝑛∑

𝑘=0

𝑝𝑚𝑒𝑎𝑠(𝑘 + 𝑑) ⋅ 𝑝𝑟𝑒𝑓(𝑘). (4.28)

In this expression, 𝑘 is the index in the acquired data array with a total length of 𝑛, while 𝑑
is the shift that is introduced between the current measurement and the reference data set.
The value of 𝑑 can vary from negative to positive values. The maximum of the similarity
function allows to extract the required shift to properly overlap the two measurements and
perform an average. In the presented measurements, this shift amounts to roughly 4µm,
which gives an indication of the drift in the relative optical path length between signal and
idler in our setup over a duration of roughly 20 minutes. This drift can be caused either by
the alignment or due to the non-perfect bi-directional repeatability of the translation stage.
The procedure of averaging of temporal interferograms can be continued with any data set
and the same reference, eventually leading to different required shifts on the data.

Figure 4.30: TD-OCT measurements showing a single acquisition and the average of
4 sequential acquisitions that have been shifted for the highest similarity.
This averaging procedure leads to a visibly increased SNR.

A stage in scanning mode would allow to acquire many interferograms in a short amount
of measurement time. Together with the presented shifting procedure, this would allow for
a quick acquisition of TD-OCT measurements with high SNR. Realistic scanning times for
one interferogram are then in the range of a few seconds [19, 102] with a stage of scanning
speeds of severalmm∕s and scanning ranges of more than 10mm.
These findings on the beneficial effects of averaging on temporal and spectral interfero-
grams can be directly translated to the operation of a nonlinear interferometer in the mid-
IR.
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Summary

In this chapter, we presented experiments on nonlinear interferometry with undetected photons in
three different experimental setups utilising our integrated, group velocity matched PDC source for
the generation of signal and idler at 830 nm and 1400 nm with a spectral bandwidth of up to 7 THz.
First, we used the source in an SU(1,1)-interferometer, where we demonstrated a technique to
measure the bi-photon correlation time of any source. Using this technique, we determined
the correlation time of our source to be below 100 fs. We furthermore found that the bi-photon
correlation time varies with the spectral bandwidth and shape of the generated PDC spectra. From
our measurements, we were able to extract the second order dispersion introduced into the setup by
our waveguide and potential objects under test, which increase the actual correlation time. Control
over spectral phases in the setup allowed us to carry out phase measurements with undetected
photons that achieve a precision of 250 fs2.
Next, we investigated the optimal conditions for OCT measurements with undetected photons. To
this end, we realised a nonlinear interferometer in the commonly used SU(1,1) geometry and the
induced coherence geometry. During this investigation, we found that the IC geometry allows to
circumvent back-coupling to a spatially multi-mode waveguide and is therefore practical when
using integrated waveguide PDC sources. In both setups, we optimised the pump gain ratio between
the two PDC processes and found that the optimal ratio is independent of the reflectivity of an
object under test in the idler arm in both schemes. In this optimal setting, we performed FD-OCT
and TD-OCT and found an axial resolution of 60µm in FD-OCT in both setups. However, in the
case of TD-OCT, we found an increase in resolution of 96µm for the IC scheme instead of 140µm
for the SU(1,1) scheme. Considering the required resources, we concluded that TD-OCT in the IC
scheme is the best choice for the implementation of OCT with undetected photons. Finally, we
presented an outlook towards increases SNR by utilising averaging effects in the measurements.



5 Nonlinear interferometer in the
mid infra-red

As the final step in our efforts towards the development of an integrated quantum sensor
in the mid-IR, we now want to make full use of the potential of measurements with unde-
tected photons by utilising our newly developed mid-IR photon pair source in a nonlinear
interferometer.
After presenting and characterising the setups with our PDC source in the near-IR in chap-
ter 4, we now transfer our knowledge from the previous section to an interferometer that
utilises a PDC source with photons at 860 nm and 2800 nm as the active element.
Themid-IR spectral region is widely known as the ’fingerprint region’ for organic materials
due to their characteristic absorption features [8]. Thus, we first realise absorption mea-
surements with undetected photons by detecting the spectrally resolved interferogram on
an NIR spectrometer at the signal wavelength around 860 nm. Furthermore, we perform
first measurements of Fourier-transform spectroscopy with undetected photons, still only
detecting the signal photons with a Si-APD. This measurement is performed spectrally un-
resolved bymeasuring the temporal interferogram analogously to the classical technique of
FTIR spectroscopy.
First, we look at the experimental setup of our nonlinear interferometer in the mid-IR. Al-
though we saw in chapter 4 that the induced coherence scheme yields benefits when work-
ing with integrated waveguides, we employ the SU(1,1) scheme here. We decided to use
this scheme for our first setup as it has been investigated in more detail at the time of the
experiment and allows to find the point of zero path delay between signal and idler more
easily.

5.1 Experimental setup

In the experimental setup, depicted in Fig. 5.1, we employ our new ultra-broadbandmid-IR
PDC source, which has been characterised in detail in chapter 3. We pump the 40mm
long Ti:LiNbO3 waveguide with a cw-laser which is tunable from 644 − 649 nm (Toptica
DL pro). We use a combination of an HWP and PBS for power control, together with
another HWP, to set the polarisation of the pump light in order to address the Type II
phasematching of the PDC process. Due to the elliptical beam shape from the pump laser

109
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and a limited choice in aspheric lenses for coupling to the waveguide, a telescope and a
cylindrical lens have been used in the pump path to match the pump field to the waveguide
mode. The position of these elements has been calculated and adjusted such that the
pump field is coupled to and guided in the fundamental spatial mode. The waveguide is
heated to a temperature around 200 ◦C to achieve phasematching as well as to reduce the
impact of photo-refraction, as discussed previously. The current waveguide is not equipped
with anti-reflection coatings, due to their complexity in fabrication. The transmitted
pump light, as well as the generated signal and idler fields, is collimated by a 90◦ off-axis
parabolic mirror before the different colours are separated by dichroic mirrors. The first
dichroic mirror that separates the pump and signal fields from the idler field has been
fabricated in-house, as such mirrors are not readily available commercially. A standard
dichroic mirror (Thorlabs LP735) is used to separate the pump and signal field. All fields
are reflected back by their respective end-mirrors. The end-mirror in the idler arm can be
translated by a motorised linear stage (PI M-112-1DG). This allows to vary the optical path
difference between the signal and idler arm, which introduces a linear spectral phase. After
recombination on the dichroic mirrors, all three fields are coupled back to the waveguide
via the parabolic mirror.

mid IR PDC, 40 mm

90° Off-axis 
parabolic mirror

pump @ 644 - 649 nm

idler mirror

signal mirror

pump mirror

sample

custom DM

Glan-Laser Pol

Telescope for
mode matching

exchangeable filters, e.g.,
LP700, SP900

waveguide

2 2

PD @ 860 nm

Spectrometer
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DM
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Figure 5.1: The setup of the nonlinear interferometer in the SU(1,1) geometry in
the mid-IR is based on our new mid-IR PDC source. The pump, signal
and idler generated in the first process are collimated by an 90 ◦ off-axis
parabolic mirror, separated with custom and standard dichroic mirrors
(DM) and reflected back by the end-mirrors in the respective interferom-
eter arms. All fields are coupled back to the waveguide via the off-axis
parabolic mirror. In the waveguide, the pump field drives a second PDC
process that can generate signal and idler photons. After the second pass,
the signal field is isolated with a dichroic mirror, filtered and detected ei-
ther frequency-resolved on a spectrometer or time-resolved via photon-
countingwith an avalanche photo-diode (PD) andwhile scanning the stage
in the idler arm.
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We note here that the pump gain ratio is assumed to be close to optimal without the need for
adjusted pump powers, as the pump field experiences similar coupling losses as the signal
field. We saw in section 2.6.3 that the optimal gain ratio is given by the inverse transmission
of the signal field. Themain factor for different coupling losses comes from themulti-mode
guiding of the pump field, such that not all of the pump power can be coupled back to the
waveguide. However, we tried to minimise this issue via alignment.
After the second PDC process, the signal light is once again separated from the pump via a
dichroic mirror and spectrally filtered. Furthermore, we introduce a Glan-Laser polariser
in the detection path to detect only the TM polarisation of the generated signal photons
and suppress unpolarised fluorescence from the waveguide or competing higher order PDC
processes. After coupling to a single-mode fibre, spectral or temporal interference can be
observed. Themeasurements are performed on the same single-photon sensitive spectrom-
eter and avalanche photo-diode that we used in chapter 4 and are carried out with the same
integration times and step sizes of the linear stage.

Special components in the MIR

In the presented setup, the large difference between the wavelengths of the involved
fields, the large bandwidth of the signal and idler fields, as well as idler wavelengths in
the mid-IR spectral region require a careful design of the experiment and pose challenges
in the experimental realisation and day-to-day alignment. Here, we list some of those
challenges and considerations we encountered during the first assembly of the nonlinear
interferometer based on an integrated waveguide in the mid-IR.
Due to the large spread of wavelengths, a parabolic mirror is used to collimate the fields
after the first PDC process as well as to couple back all three fields into the waveguide
without the need for compensation of chromatic aberrations. The non-trivial alignment
of such a parabolic mirror can lead to coupling into one of the higher-order spatial modes
of the waveguide at the pump and signal wavelengths for the second pass through the
waveguide. As we discussed in the previous chapter, this problem can be diminished by
careful alignment and mode matching or by employing the induced coherence geometry,
which eliminates the need to couple the signal field back into the waveguide.
We discovered that optical components such as dichroic mirrors for all three wavelengths,
with the longest one laying in the mid-IR, are not readily available from commercial
vendors and often require custom coating designs. We contacted our in-house cleanroom
for the design and fabrication of the needed dichroic mirror that would separate the idler
from the pump and signal field. In this mirror, we experience losses in the substrate and
observe that imperfections in the design and fabrication of the layer stack, which forms
the coating, limit its performance. The coating design tends to be susceptible to fabrication
imperfections because of the high number of dielectric layers such that small changes
of the thickness in single layers lead to a large impact on the overall performance. All
together, this leads to transmission values at the mid-IR wavelengths below 80%. As
the idler field passes this element twice, such a reduced transmission vastly limits the
achievable visibility of the spectral interference to below 80%, which does not yet include
losses on the end facets of the waveguide or during coupling. For the experiment, multiple
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dichroic mirrors have been fabricated to mitigate fabrication tolerances. Two of them had a
substrate of congruent LiNbO3 while one has been fabricated on Mg:LiNbO3 with adjusted
parameters for the layer stacks. The characterisation of the dichroic mirrors with their
reflectivity at the near-IR wavelengths around 850 nm and transmissivity in the mid-IR
around 2800 nm is shown in Fig. 5.2.

a) b)

Figure 5.2: a) Reflectivity at the near-IR wavelengths and b) transmissivity at the mid-
IR wavelengths for three different dichroic mirrors.

In both measurements, tunable cw-lasers at the respective wavelengths are used, and the
reflected or transmitted power is detected with a power metre. The error bars in Fig. 5.2 are
given by the 5% error in the detected power on the power metre. The measurements are
performed with the dichroic mirror at an angle of incidence of 45◦. In all three cases, the
near-IR and pump light is reflected while the mid-IR light is transmitted. We chose this de-
sign in order tominimise the number of necessary layers. However, this comes at the cost of
increased transmission losses due to absorption in the substrate material. We can observe
that for the near-IR wavelengths, only the dichroic mirror on Mg:LiNbO3 provides a high
reflectivity over the full target range from 800 nm to 900 nm. At mid-IR wavelengths, the
transmissivity is similar for all three mirrors. They show absorption characteristics around
2750 nm with different strengths, which are caused by OH(−) groups in the LiNbO3 ma-
terial, whose concentration is known to vary in different batches of the material. We ob-
served a similar absorption during the PDC generation process in chapter 3. Due to the
best performance among the three, we choose to work with the dichroic mirror based on
the Mg:LiNbO3.
We note here that the waveguide has not been equipped with anti-reflection coatings for
the involved wavelengths. This leads to higher losses at the end-facets of around 13.5% at
the idler wavelength, which limits the achievable spectral interference visibility further to
69%, ultimately resulting in a final achievable visibility of 49% after considering coupling
losses to the waveguide of around 50% as a typical value when working with a parabolic
mirror. Furthermore, the lack of anti-reflection coatings means that the setup is more sen-
sitive to mechanical instabilities due to the use of a cw pump laser. We therefore observe
strong variations in the generated PDC rates when both processes are driven simultane-
ously, as shown in the next section. This implies an increased need for post-processing of
the recorded temporal interferograms.
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5.2 Temporal and spectral interferograms

In our experiments, we first record temporal and spectral interferograms without an object
under test to study the behaviour of the interferometer itself with the new source and
compare the results to our simulations.
Let us start by looking at the recording of a temporal interferogram. The signal has been
recorded with a Si-APD and a TimeTagger for an integration time of 0.05 s per step, while
varying the idler arm lengths in steps of 350 nm. A sample of the raw data for a temporal
interferogram is shown in Fig. 5.3. The data exhibits strong variations in the signal counts,
which are not caused by the interference but rather by the mentioned instabilities from
the lack of anti-reflection coatings in the setup. The actual interference occurs around a
value of 14.35mm for the stage position and shows a different periodicity than the slower
random drifts in the count rate.

Figure 5.3: Raw data of the signal counts forming the temporal interferogram. The
counts are recorded with a Si-APD while the idler end-mirror position is
scanned with a linear translation stage.

In order to retrieve the desired interference pattern, we perform a Fourier transformation of
the signal and apply a filter to eliminate the noise contributions. The applied Fourier-filter
and the processed temporal interferogram, whichwe retrieve via inverse Fourier transform,
are shown in Fig. 5.4. The filter is set to a value of 1 around the period of the oscillations in
the interferogram, which is given by the idler wavelength since the end-mirror in the idler
arm is translated to introduce a relative time delay. All other frequency components, espe-
cially the ones at low frequencies that are caused by power fluctuations, will be suppressed
by setting the filter to a value of 0. Wemark the suppressed regions in red in figure 5.4 a). We
retrieve a cleaned temporal interferogram via inverse Fourier transform of the manipulated
spectrum. We can now use this temporal interferogram for further investigations.

Spectral interference can be observed in the signal spectrum in Fig. 5.5 a). Here, we depict
the case with a blocked idler path in red, which should lead to no interference, and plot
the signal in the case of an unblocked idler path in blue. The steep edges on the spectrum
are caused by the spectral filters in the detection path. These have been placed there to
suppress fluctuations in the measurement of the temporal interferograms. As the idler arm
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IFT

a) b)

Figure 5.4: a) Applied filter in the Fourier transformed raw data of the temporal in-
terferogram. The filter suppresses components outside a band around the
frequency of the interference given by the idler wavelength. b) Temporal
interferogram retrieved from the inverse Fourier-transform.

is unblocked, interference can be observed. The period of the interference can be adjusted
with the path delay between signal and idler and is chosen such that enough oscillations
are visible to optimise the coupling for a homogeneous and high visibility across the whole
spectrum. Dividing this interferogram by the reference without interference, i.e., with the
idler arm blocked, allows to observe the interference in detail in Fig. 5.5 b). This normalised
spectral interferogram exhibits a varying period of the oscillations, which is mainly caused
by the third order phase on the bi-photon and other phase contributions. Furthermore, we
can observe that the retrieved spectral interferogram in Fig. 5.5 b) is not centred around
a normalised intensity of 1. Additionally, the red reference spectrum in Fig.5.5 a) shows
some residual fluctuations although the idler arm is blocked. Both of these effects are likely
due to reflections of the signal and idler light on the end-facet of the waveguide, leading to
interference although the idler path is blocked. The aforementioned fluctuations in the
signal count rate can be another source for the offset in intensity between the signal and
the reference spectrum.

Next, we check whether our modelling of the interference process matches the observed
interference patterns. With this, we can confirm the expected operation of the interferom-
eter and gain insights into the effect of phases between the interferometer arms.
We start in the temporal domain where we employ the same theory as in chapter 4 to
simulate the temporal interferogram. We determine the bandwidth of a single PDC process
to be 50 nm and apply the relative phases between the two processes, especially the linear
phase introduced by the translation stage. A comparison between the measured and
simulated temporal interferogram is shown in Fig. 5.6 a). We added a spectral phase of
−8000 fs3 of third order dispersion to the simulation to match them to the measurements.
This additional phase can be caused by operating the PDC source at a slightly detuned
point away from the assumed operating point underlying the simulations. We obtain a
temporal interference width of 80 fs (FWHM) the measurements and simulations. Both
interferograms show oscillations trailing the main peak at delays between 0.1 and 0.3 ps,
which are a result of the third order dispersion on the bi-photon. Deviations between the
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a) b)

Figure 5.5: a) Raw data of the spectrally resolved signal counts forming the spectral
interferogram together with the background measurement recorded with
the idler path blocked. b) Normalised spectral interference retrieved by
dividing the full interference signal by the measurement with a blocked
idler path.

simulation and experiment are likely caused by additional higher order phase contributions
and the back-coupling of the signal field into higher order spatial modes of the waveguide.
In the simulations, we can remove all dispersive effects, such that we arrive at the temporal
interferogram for a phase-free JSA. This then exhibits a temporal width of only 50 fs,
which is related to a bi-photon correlation time of 25 fs. The simulation for the phase-free
interferogram is presented in Fig 5.6 b). One would require to compensate for phases of
−600 fs2 of second order dispersion and 13000 fs3 of third order dispersion in the current
experimental setup to achieve this phase-free case.

a) b)

Figure 5.6: a) Measured temporal interferogram compared to the simulated interfero-
gram based on the underlying PDC spectrum. b) Simulated temporal in-
terferogram with no spectral phase on the JSA.

In the next step, we turn to the investigation of the spectral interference. The recording
of subsequent spectral interferograms while scanning the linear phase between signal
and idler close to zero OPD allows us to observe more fundamental properties of the
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interference, which are related to the unique feature of third order dispersion as the
leading order spectral phase contribution in the setup. We display such a spectral-temporal
scan alongside with vertical cuts corresponding to the spectral interferograms at fixed
linear phases in Fig. 5.7 a) and b) as well as simulations that reproduce the observations
qualitatively in Fig. 5.7 c) and d).

a) b)
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Figure 5.7: a) Experimentally recorded spectral-temporalmap for different introduced
optical path differences close to the balanced condition in the idler arm.
b) Spectral interferograms for a fixed OPD. c) Simulated spectral-temporal
map around zero OPD. d) Simulated spectral interferograms for a fixed
OPD.

Tomatch the simulationwith the experiment, a residual second order dispersion of 2500 fs2
and third order phase of 30000 fs3 have been added to the linear phase introduced by the
delay. Those values are realistic given the optical elements and waveguide dispersion in the
current setup, although we do not aim to reproduce the system quantitatively at this point.
We note that they deviate from the values in the temporal scan, which is because we used
two different operation points in the PDC spectrum for these measurements.
In Fig. 5.7, the stage position in the experimental data set has been adjusted to an OPD that
matches the simulation, as the point of zero OPD cannot be determined with sufficient pre-
cision in the experiment. We can observe a cubic shape of the interference maxima across
the frequencies, both in the experiment and the simulations. The position of the interfer-
encemaxima allows us to gain insight into the phase profile on the JSA for thewhole system
in the same way as we discussed in section 4.2.3. Again, this phase can be attributed to the
third order phase, which the bi-photons from the first PDC process encounter when prop-
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agating through the waveguide for a second time.
Furthermore, in the spectral-temporalmaps in Fig. 5.7 a), we can observe a region at a signal
wavelength of 830 nm that does not show any interference. We attribute this to absorption
of the idler photon from the first process in the waveguide material during the second pass
due to the aforementioned absorption line of O-H groups around 2800 nm. This absorption
makes the two PDC processes distinguishable in this wavelength range and thus imprints
itself on the measurements of the signal interference, leading to a reduced visibility. This
is the first time that we can observe absorption spectroscopy with undetected photons, al-
though unintended. Interestingly, the expected phase jump due to a nearby absorption
feature can be observed as a bending in the interference maxima around wavelengths of
840 nm in Fig. 5.7 a).
Finally, we can compare the evolution of spectral interferograms at different but fixedOPDs
with the simulations inFig. 5.7 b) andd). In the experiment, we can observemultiple fringes
at short wavelengths, a central region with a single fringe and a broader interference fringe
at the longer wavelengths. This behaviour can be reproduced in the simulations and is yet
another manifestation of the cubic phase on the bi-photon. Similarly to the description in
chapter 4, these interferograms or thewhole spectral-temporalmap could be used to retrieve
the bi-photon phases within the interferometer while only measuring the signal photon.
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5.3 Application: MIR absorption spectroscopy with
undetected photons

In the beginning, we set the goal to perform spectroscopic measurements with undetected
photons in the mid-IR. Thus, we now present two methods to detect absorption features
around 2750 nm while only detecting single photons at 850 nm. We measure the same ab-
sorption feature once by detecting the spectrally resolved interference pattern and once by
performing a time-resolved measurement, which is equivalent to Fourier-transform spec-
troscopy.

MIR absorption spectroscopy with an NIR spectrometer

We will start with the spectrally resolved absorption measurements. Here, we can use the
previously discussed spectral-temporalmaps in combinationwith absorptive samples in the
idler arm. This technique then enables absorption spectroscopy by comparing the recorded
visibility at each wavelength with the visibility at the same wavelength during a reference
measurement. This intuitive technique has already been used previously in setups with
bulk nonlinear crystals [20]. In Fig. 5.8 a), we first show the spectral-temporal map of a
reference measurement without external absorption, as well as two cuts with different vis-
ibilities in and outside the region of absorption in Fig. 5.8 b). The retrieved visibility from
these cuts along each wavelength is depicted in Fig. 5.8 c). The shaded region around the
curves represents the error that originates from the variation in the visibility at each wave-
length cut when varying the stage position. Note here, that we use the reading for the stage
position from the experiment, which results in an OPD close to zero.

In order to determine the spectral transmission𝑇𝑠𝑎𝑚𝑝𝑙𝑒(𝜔𝑝−𝜔𝑠) of an object under test in the
idler arm, we revisit Eq. (4.9) from chapter 4, which gives us an expression for the spectral
interferogram as we record it on the spectrograph. However, we are now also consider-
ing potential unequal gains for the two PDC processes 𝛾1 and 𝛾2. This leads to a modified
equation of the form

𝑆(𝜔𝑠) ∝ |𝑓(𝜔𝑠)|2 (𝛾1 + 𝛾2
√
𝑇(𝜔𝑝 − 𝜔𝑠) cos[Ψ(𝜔𝑠)]) (5.1)

where the measured spectral intensity 𝑆(𝜔𝑠) is given by the underlying JSA 𝑓(𝜔𝑠). The rel-
ative spectral phase Ψ(𝜔𝑠) between the involved fields can vary for every frequency com-
ponent, for example, by introducing a linear delay. For each spectral bin, the interfer-
ence visibility given by 𝑉 = 𝑆𝑚𝑎𝑥−𝑆𝑚𝑖𝑛

𝑆𝑚𝑎𝑥+𝑆𝑚𝑖𝑛
can be evaluated and yields 𝑉 = 𝛾2

𝛾1

√
𝑇(𝜔𝑝 − 𝜔𝑠).

Thus, the visibility is governed by the gains of the two PDC processes and the transmission
𝑇(𝜔𝑝 − 𝜔𝑠) = 𝑇𝑠𝑒𝑡𝑢𝑝(𝜔𝑝 − 𝜔𝑠) ⋅ 𝑇𝑠𝑎𝑚𝑝𝑙𝑒(𝜔𝑝 − 𝜔𝑠) with contributions from the experimental
setup and the introduced sample.
In order to determine the transmission of the sample and eliminate the influences of the ex-
perimental setup, we record a reference scan without the sample and perform a subsequent
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a) b)

c)

Figure 5.8: a) Spectral-temporal map for stage positions around zero OPD. b) Counts
at two selected wavelengths with a high and low visibility due to absorp-
tion. c) Resulting visibility for the whole spectrum, showing an absorption
feature at 832 nm and a maximal visibility around 30%.

measurement with the sample in the idler path under the same conditions. This allows to
divide the obtained visibilities with the sample (𝑉𝑠𝑎𝑚𝑝𝑙𝑒) by the ones without it (𝑉𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒)
and to finally end up with the samples transmission as

𝑉𝑠𝑎𝑚𝑝𝑙𝑒

𝑉𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
=

𝛾2
𝛾1

√
𝑇𝑠𝑒𝑡𝑢𝑝 ⋅ 𝑇𝑠𝑎𝑚𝑝𝑙𝑒
𝛾2
𝛾1

√
𝑇𝑠𝑒𝑡𝑢𝑝

=
√
𝑇𝑠𝑎𝑚𝑝𝑙𝑒. (5.2)

The results of this evaluation are shown in Fig. 5.9. We present the measured spectral-
temporal maps of spectral interferograms for different stage positions for the case of a 1mm
and 5mm UV fused silica (UVFS) glass sample in the idler arm in Fig. 5.9 a) and b). In
Fig. 5.9 c), we first plot the visibilities for three different measurements, namely a reference
measurement without a sample and measurements for 1mm and 5mm of UVFS glass in
the idler arm. A transmission spectrum of UVFS glass at mid-IR wavelengths is given in
the Appendix Fig. A.6. Note that we recorded two reference measurements, one for each
sample. As they are very similar, we show only the reference before the measurement with
1mm of UVFS glass in Fig. 5.9 c).
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We can observe a clear reduction in the interference visibility for the measurements with
the sample in comparison to the reference. This reduction in visibility is equivalent to
a sample absorption at signal wavelengths around 845 nm, which corresponds to idler
wavelengths in the range of 2750 nm.

a)

c) d)

b)

Figure 5.9: a) Spectral-temporal map of spectral interferograms at different stage posi-
tions with 1mm UVFS sample in the idler arm. b) Spectral-temporal map
of spectral interferograms at different stage positions with 5mm UVFS
sample in the idler arm. c) Visibility over the covered spectrum for the ref-
erence measurement, with 1mm, and with 5mm UVFS in the idler arm.
d) Extracted transmission of the 1mm and 5mm sample retrieved by divi-
sion of the visibilities by the reference.

Finally, we use the corresponding referencemeasurements to obtain the transmission spec-
tra for both samples in Fig. 5.9 d). Due to the inherent absorption in the wavelength region
around 832 nm, the division of the visibilities leads to unphysical values and error bars at
thesewavelengths. The absorption due to the introducedUVFS glass sample around 845 nm
can be observed for both samples. Furthermore, the absorption gets stronger for the thicker
sample as expected. Since we hit the noise floor in the centre of the absorption line, we
can witness this increase in absorption by the broadening of the absorption region for the
thicker sample. The large error bars on the retrieved transmission in the regions without
absorption can be reduced by increased stability in the setup, as they are likely caused by



5.3 Application: MIR absorption spectroscopy with undetected photons 121

power-fluctuations which influence the extracted interference visibility.
Apart from determining the spectrally resolved transmission of our object under test, the
measurement of these spectral-temporal interferograms allows to extract the phase infor-
mation of the object and thereby reconstruct the full complex refractive index. This can be
done by tracing the position of the interference maxima that show clear shifts around the
interference regions in Fig. 5.9 a) and b). However, such an analysis would require a better
SNR in the measurement and a high spectral resolution. Nevertheless, this would allow to
use the full potential of this method for future applications.

Fourier-transform absorption measurements

Single-photon sensitive grating spectrometers can be expensive and the previously pre-
sented method for absorption spectroscopy with undetected photons is limited in resolu-
tion to the one of the spectrograph. Furthermore, comparably high photon pair rates are
needed for the measurement of a spectral interferogram with a sufficiently high SNR, as
we discussed for our OCT application in chapter 4. We therefore also demonstrate Fourier
transform spectroscopy with undetected photons, which we introduced in 2. In this mea-
surement, we detect the spectrally unresolved count rates in the signal field with an APD
while translating the idler mirror. The resulting temporal interferogram then contains in-
formation about the spectral intensity of the idler light, which can be retrieved via Fourier
transformation.
We perform Fourier-transform spectroscopy measurements with undetected photons by
recording temporal interferogramswith andwithout the absorptive sample in the idler arm.
In Fig. 5.10 a) these temporal interferograms are shown. One can observe that the temporal
interferogram’s shape changes upon the placement of a 1mm thick UVFS sample in the
idler arm. Additionally, we observe a lower SNR in the normalised interferogram with the
sample due to the absorption and potential scattering at all wavelengths from the object,
which leads to an increased noise floor outside the interference region.

The Fourier transform of the two temporal interferograms is depicted in Fig. 5.10 b). The
obtained spectra are given by the spectral content of the light in the arm in which we intro-
duced the delay to record the temporal interferogram, here the idler. Thus, we can observe
an absorption that leads to a narrowing of the peak centred around 2650 nmwhen the sam-
ple is introduced in the idler arm. To retrieve the presented spectra, the Fourier transform
of the measurement with the sample in the idler arm has been shifted to match the ris-
ing edge of the reference spectrum without absorption. This is necessary because the used
translation stage does not provide equally sized steps, but rather shows a variation in the
step size, which leads to noise and shifts in the Fourier-components. The oscillations in the
spectra and an increased noise floor outside of them are caused by the fluctuations in the
count rates and can be mitigated by averaging, as discussed in the last section of chapter
4. In the presented measurements, the SNR is rather low which impairs the quality of the
results in comparison to the ones obtained with the spectrometer.
The influence of the low SNR also becomes apparent when extracting the transmission pro-
file of the sample as shown in Fig. 5.10 c). This transmission was calculated by dividing the
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c)

a) b)

FT

Figure 5.10: a) Temporal interferograms with and without 1mmUVFS glass absorber
the idler arm. b) Fourier transform of the temporal interferograms re-
sulting in spectra with a reduced width in the case of a sample due to
absorption around 2700 nm. c) Extracted transmission of the UVFS sam-
ple showing a broad absorption dip around 2700 nm.

spectrum of the measurement with the sample by the reference. Although we can still ex-
tract the same absorption feature around 2700 nm as in the spectrally resolved absorption
measurement, strong fluctuations in the transmission outside as well as across the absorp-
tion region can be observed.
Nonetheless, we are able to perform Fourier transform absorption measurements in the
mid-IR within our nonlinear interferometer and measure an absorption feature that quali-
tatively matches the result of the absorption measurement with the spectrograph. Remark-
ably, the pair rates incident on the detector have been about 2 orders of magnitude lower
in the Fourier transform measurements. This ability to measure with a lower photon flux
and the possibility to use a cheaper, not frequency-resolving detector makes this method
favourable despite the low SNR of this first proof-of-principle measurement.
In order to improve the presented measurements, a scanning stage approach could be em-
ployed. This would allow to sample the temporal interferogrammultiple times and receive
an averaged temporal interferogram with less fluctuations in the photon counts similar to
the discussions at the end of chapter 4. The setup will greatly benefit from anti-reflection
coatings on the waveguide end-facets and an improved design of the dichroic mirror to sep-
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arate pump, signal and idler light. This would further enhance the SNR and the stability
of the measurement. However, these improvements are well within reach and have the
potential to bring the demonstrated techniques to real-world applications.

Summary

In this chapter, we demonstrated how our newly developed ultra-broadband, waveguide PDC source
can be used as the active element in a nonlinear interferometer. We discussed the technical chal-
lenges in the design and operation of such an interferometer which operates at wavelengths of
850 nm and 2800 nm. Especially the requirement of special, broadband optical coatings and a low
transmission of substrate materials at themid-IR wavelength lead to challenges that have been over-
come andfinally allowed for a successful implementation ofmeasurementswith undetected photons
with a waveguide PDC source in the mid-IR.
To characterise the interferometer, we presented and analysed the retrieved spectral and temporal
interferograms. Those interferograms showed a good agreement with our theory and predict ultra-
short correlation times on the order of 25 fs. Additionally, we witness the effects of third order dis-
persion in the setup as the leading order term in the spectral phase and potentially allows for precise
second order phase measurements with undetected photons.
Furthermore, we employed the setup to demonstrate first experiments on absorption spectroscopy
with undetected photons utilising integrated waveguides. We performed these measurements by
utilising two methods: once by using an NIR grating spectrometer and once by performing Fourier
transform spectroscopy. We demonstrated measurements of the absorption feature in UVFS glass
around 2750 nm on samples with different thicknesses.
With this, we showcased the implementation of two more methods from the toolbox of ultra-fast
spectroscopy that can be performed as measurements with undetected photons in the mid-IR, all
based on an integrated waveguide PDC source. The use of a waveguide in these measurements im-
plies an increased brightness which is connected to a higher SNR and paves the way towards a fully
integrated quantum sensor.
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6.1 Conclusion

In this thesis, we have explored the first realisation of measurements with undetected pho-
tons in the mid-IR in nonlinear interferometers while utilising integrated nonlinear waveg-
uides as sources for photon pairs from PDC. We performed measurements from the field
of ultra-fast spectroscopy for which we designed, fabricated, characterised and employed
broadband, highly non-degenerate PDC sources in integrated waveguides.

We first discussed the design requirements for broadband, non-degenerate integrated PDC
sources. Those have been realised by studying the dispersive effects of ourwaveguides in de-
tail and further developing the dispersion engineering technique of group-velocity match-
ing to reach simultaneous group-velocity dispersion cancellation between the generated
signal and idler photons. With this, we constructed two PDC sources that achieve band-
widths of 7 THz and 25 THz, respectively, at vastly non-degenerate wavelengths. Both PDC
sources allow to generate broadband, non-degenerate photons and at the same time achieve
a high brightness, which is similar or larger than the one of comparable bulk crystal sources.
The NIR source based on group-velocity matching generates photons around 830 nm and
1400 nm. The newly developedMIRPDC sourcewith one photon generated around 830 nm
and the other in the mid-IR around 2800 nm has been studied in detail. In this study, we
investigated the change of the emission spectrum for a variation in the waveguide tempera-
ture while having the pumpwavelength set at, below or above the design pumpwavelength.
The obtained results match the simulations, underline our understanding of the processes
in dispersion engineering and enable us to realise the desired PDC output spectra.

In the remainder of the work, both PDC sources have been employed in nonlinear inter-
ferometers. The first measurements have been carried out in an interferometer based on
the NIR source, as this source was developed first and relied on our standard fabrication
procedure. After the development and testing of the MIR source, we were able to transfer
concepts and knowledge gained from the nonlinear interferometer in the NIR to the setup
of a nonlinear interferometer that comprises the MIR source.
The interferometer in the NIR was implemented in two different geometries of the nonlin-
ear interferometer: the commonly used SU(1,1) scheme and the induced coherence scheme.
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Here, we found that the induced coherence scheme provides practical benefits when work-
ing with integrated waveguides, as the signal field of both processes is interfered on a clas-
sical beamsplitter. This eliminates the need to couple the signal field from the first process
back to the waveguide, which supports multiple spatial modes at the signal wavelength.
In a first experiment, we used the nonlinear interferometer to demonstrate a technique for
measurements of the actual and Fourier-limited bi-photon correlation time of our source.
This was accomplished by developing a model for the system including spectral phases and
simultaneously measuring the width of the temporal interferogram and the second order
dispersion from the spectral interferogram. Combining these two measurements reveals a
characteristic dependence between them, which allowed us to extract the bi-photon corre-
lation time of less than 100 fs for two different PDC spectra.
In a next step, we turned towards applications by developing an optimised measurement
scheme for optical coherence tomography with undetected photons. We performed pump
gain optimisation in the SU(1,1) and induced coherence geometry and found in both cases
that the losses experienced by the detected signal field can be mitigated by pump gain opti-
misation. Meanwhile the optimal gain ratio is not affected by losses introduced by the sam-
ple in the idler arm. Subsequently, we performed TD-OCT and FD-OCT in both geometries
of the setup and found that TD-OCT in the IC geometry is beneficial when performing OCT
measurements with undetected photons based on an integrated PDC source. This is due to
the lower second order dispersion experienced by the signal field and thus a higher axial
resolution in TD-OCT in the IC geometry. Finally, we presented ways to further optimise
the measurements by utilising averaging effects for an increased SNR.

Ultimately, we used the mid-IR PDC source as the core of a nonlinear interferometer.
We characterised the interferometer and observed spectral and temporal interference that
agrees with our theory. We found that this ultra-broadband PDC source enables short corre-
lation times on the order of 25 fs, which could be used to increase the temporal resolution of
ultra-fast spectroscopy measurements. In this interferometer, we demonstrated absorption
spectroscopy with undetected photons with a NIR spectrograph and by performing Fourier
transform spectroscopy. With both methods, we were able to detect absorption features in
themid-IRwhile onlymeasuring photons in the near-IR.Although suchmeasurements had
already been performed with bulk nonlinear crystals, the use of an integrated waveguide in
these experiments promises a higher brightness and therefore more effective measurement
in comparison to those realisations.

6.2 Outlook

This work lays the foundation for future experiments combining ultra-fast spectroscopy
and nonlinear waveguides for metrology applications. The use of waveguides enables us
to construct an integrated quantum sensor with competitive benchmarks in comparison
to current classical systems while allowing for measurements with undetected photons.
Meanwhile, the high brightness and simultaneously large spectral coverage make the pre-
sented PDC sources promising candidates for real-world applications.
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Future experiments towards the goal of a fully integrated sensor would feature more ded-
icated measurement routines like averaging and show an improved stability of the setups,
e.g., via optical coatings. Those improvements would boost the existing experiments in
the mid-IR beyond the stage of proof-of-principle measurements. Further integration of
the currently free space elements, such as delays and dichroic mirrors, is possible. How-
ever, this poses challenges on the integrated optical building blocks due to the large spectral
bandwidths of the signal and idler fields that are required for ultra-fast spectroscopy [103].
The advent of new material platforms such as thin-film lithium niobate (TFLN) would al-
low for highly efficient and cost effective integrated sensors. One main advantage of this
platform lies in strongmode confinement, which allows for interferometers with small foot-
prints [104, 105]. In this material platform, even higher flexibility in the PDC generation
process via dispersion engineering is feasible [75]. Therefore, it seems realistic that a non-
linear interferometer could be fully integrated on a chip in TFLN. However, as a platform,
TFLN needs to mature further. Currently, only limited control over the design parameters
and the fabrication are achieved. However, this poses problems when aiming at the con-
struction of a full quantum sensor on chip.
There are also more exotic changes that could be made to the presented devices in order
to tailor the properties of the used interferometers. For example, the use of pulsed pump
lasers in the presented nonlinear interferometers would be a way to realise pump-probe
spectroscopy applications with undetected photons. Such experiments with pulsed light
can be carried out by measuring temporal interference which does not require as strict fre-
quency correlations as the spectral domain for measurements with undetected photons, as
has recently been shown [106, 107].
Additionally, spectral shaping of the bi-photon state between the two stages of the interfer-
ometer by manipulation of the spectral components of one photon in the Fourier-plane of a
grating could allow us to find the ideal state for sensing applications and allow to compen-
sate for dispersion from the waveguide material by introducing the opposite spectral phase
in one of the interferometer arms.
We discussed the two possible geometries of the nonlinear interferometer, the SU(1,1) or
IC design. However, a hybrid approach between them might open up new sensing paths.
This can be realised by constructing a setup where a change in the polarisation of one field
from the first PDC process determines whether it follows a SU(1,1), IC or both paths [84].
Finally, there are several tasks for measurements with undetected photons in the mid-IR
interferometer which are worth pursuing. Among them are OCT measurements in the
mid-IR with an even higher axial resolution down to 14µm. Samples of interest in the
mid-IR region are biological tissue, paints or even ceramics [20]. The combination of OCT
with Fourier transform spectroscopy can be realised by performing TD-OCT and evaluating
the spectrum of each temporal interferogram. This would allow to extract the transmission
properties of the materials between the reflective layers in an object under test. Ultimately,
free space gas sensing in theMIR and the determination of concentrations for environmen-
tal gases is another path towards a useful application of the developed sensor [39].

In conclusion, we gained a deep understanding of waveguide-based nonlinear interferom-
eters and overcame several challenges connected to the use of ultra-broadband light in in-
tegrated waveguides, which ultimately allowed us to perform measurements with unde-



128 6 Conclusion and Outlook

tected photons. With this, the work in thesis lays the foundations for future applications
of bi-photons from integrated waveguides in the field of ultra-fast spectroscopy. We have
identified some of the next steps and believe that there are many other useful applications
of the developed sources and setups, which will bring quantum sensors with integrated
waveguides to real-world applications.



A Appendix

A.1 Time-bandwidth product of common pulse shapes

In the Fundamentals in chapter 2, we have discussed that the temporal and spectral en-
velopesℰ(𝑡) and ℰ̃(𝜔) of ultra-short electromagnetic pulses are linked via Fourier transform.
Let us write down these two envelopes for a Gaussian pulse shape in a slightly different way
than before as

ℰ(𝑡) = 𝐸0𝑒
−2 ln 2 𝑡2

∆𝑡2

ℰ̃(𝜔) = 𝐸0∆𝑡
√

𝜋
2 ln 2

𝑒−
∆𝑡2

8 ln 2
𝜔2 ,

(A.1)

where we now also explicitly wrote down the pre-factors that we obtain from the Fourier
transformation based on the amplitude of the electric field in the time domain 𝐸0 [108].
Additionally, ∆𝑡 is now the FWHM of the temporal intensity.
The TBP is typically given as the product of the FWHM of the temporal intensities and
spectral intensities. From the above equations, the FWHM of the spectral intensity is ∆𝜔 =
4 ln 2

∆𝑡
. Further more, the TBP is more commonly calculated in terms of frequencies 𝜈 instead

of angular frequencies, such that we end up with

∆𝜈 ⋅ ∆𝑡 = 4 ln 2
2𝜋∆𝑡 ⋅ ∆𝑡 =

2 ln 2
𝜋 = 0.441 (A.2)

for a Gaussian pulse profile. However, there are many other possible pulse shapes which
feature vastly different TBPs. An overview over TBPs for a few common pulse shapes is
given in tableA.1. Here, we give the expression for the spectral and temporal envelopes
of a certain pulse shape and the corresponding TBP. Note that frequency and time form a
Fourier pair and can therefore be exchanged in the columns of this table. For example, in
this work, we are often dealing with rectangular spectra which then show a sinc2 shape in
the temporal domain and exhibit a TBP of 0.886.
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Table A.1: Comparison of TBPs for the most common pulse shapes in the temporal
and spectral domain (adapted from [108]).

Shape ℰ(𝑡) ℰ̃(𝜔) ∆𝜈∆𝑡

Gaussian 𝐸0𝑒
−2 ln 2 𝑡2

∆𝑡2 𝐸0∆𝑡
√

𝜋

2 ln 2
𝑒−

∆𝑡2

8 ln 2
𝜔2 0.441

Hyperbolic
sechant

𝐸0sech[2 ln(1 +
√
2) 𝑡

∆𝑡
] 𝐸0∆𝑡

𝜋

4 ln(1+
√
2)
⋅ sech ( 𝜋∆𝑡

4 ln(1+
√
2)
𝜔) 0.315

Rectangular 𝐸0, 𝑡 ∈ [−∆𝑡∕2, ∆𝑡∕2] 𝐸0∆𝑡 sinc
(∆𝑡
2
𝜔
)

0.886

Symmetric
exponential

𝐸0𝑒
−𝑙𝑛2 𝑡

∆𝑡
𝐸0∆𝑡 ln 2

∆𝑡2𝜔2+(ln 2)2
0.142

A.2 Waveguide and poling masks

Below, the waveguide and poling masks for the NIR and MIR PDC sources are shown.
The waveguide chip layout for the NIR source with the annotated poling periods is depicted
in Fig. A.1. The colored groups of three waveguides each are poled with the same poling
period. Eachwaveguide exhibits awidth of 7µm. The corresponding poling pattern consists
of the base elements depicted in Fig. A.2. These base elements are slightly larger than the
waveguides onto which they will be patterned. The exhibit a ratio between the with of the
pattern 𝑤 and period of the poling of 0.45, which leads to ideal results after poling with a
50 ∶ 50 duty cycle.

Thewaveguide chip layout for theMIR source with the annotated poling periods is depicted
in Fig. A.3. The colored groups of three waveguides each are poled with the same poling
period. Each waveguide exhibits a width of 18, 20 and 22µm. The corresponding poling
pattern consists of the base elements depicted in Fig. A.4. These base elements are slightly
larger than the waveguides onto which they will be patterned and adapted to the waveguide
widths as they vary within one group. The exhibit a ratio between the with of the pattern
𝑤 and period of the poling of 0.45, which leads to ideal results after poling with a 50 ∶ 50
duty cycle.
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Figure A.1: Layout of the waveguide chip for generation of GVM PDC at 830 nm and
1400 nm. The colored groups of waveguides have been periodically poled
with the annotated poling periods.

Figure A.2: Layout of the poling patterns on thewaveguide chip for generation ofGVM
PDC at 830 nm and 1400 nm.
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Figure A.3: Layout of the waveguide chip for generation of ultra-broadband PDC via
GVM and GVD cancellation at 850 nm and 2800 nm. The colored groups
of waveguides have been periodically poled with the annotated poling pe-
riods

Figure A.4: Layout of the poling patterns on the waveguide chip for generation of
ultra-broadband PDC via GVM and GVD cancellation at 850 nm and
2800 nm.

A.3 Pump gain optimization in induced coherence

Here, we derive the visibilities and optimal pump gain ratios for the induced coherence
geometry. To this end, we use the same assumptions as in the derivation of the pump
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optimization in the SU(1,1) geometry in chapter 2. A schematic of this interferometer is
depicted in Fig. A.5.

pump BS
FBS

detection S

signal
PDC 1

PDC 2

idler

g2

g1

T1400

T800,1

T800,2

detection I

Figure A.5: Scheme of the interferometer in the IC geometry with detection channels
of signal and idler as well as the corresponding transmission values 𝑇800,1,
𝑇800,2 and 𝑇1400 as well as the pump gains 𝑔1 and 𝑔2.

The count rates of signal photons after the beamsplitter (S), idler photons (I) and coinci-
dences (coinc) are given by

𝐶𝑆 =𝑇800,1𝑔21 + 𝑇800,2𝑔22 + 2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2 cos(Φ)

𝐶𝐼 =𝑇1400𝑔21 + 𝑔22 + 2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2 cos(Φ)

𝐶𝑐𝑜𝑖𝑛𝑐 =𝑇1400𝑇800,1𝑔21 + 𝑇800,2𝑔22 + 2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2 cos(Φ)

(A.3)

where Φ is the relative phase between the two processes.
This leads to a spectral interference visibility 𝑉800 at the signal wavelength around 800 nm,
𝑉1400 at the signal wavelength around 1400 nm and for the coincidences 𝑉𝑐𝑜𝑖𝑛𝑐 of

𝑉800 =
2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2
𝑇800,1𝑔21 + 𝑇800,2𝑔22

𝑉1400 =
2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2
𝑇1400𝑔21 + 𝑔22

𝑉𝑐𝑜𝑖𝑛𝑐 =
2
√
𝑇800,1𝑇800,2𝑇1400𝑔1𝑔2

𝑇1400𝑇800,1𝑔21 + 𝑇800,2𝑔22
.

(A.4)

From this expression, we can see the optimal pump gain ratio for the maximum visibility in
measurements with undetected photonswhere the sample is placed in the idler arm around
1400 nm and the signal photons at 800 nm are detected is given by
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𝑔21
𝑔22 𝑆

=
𝑇800,2
𝑇800,1

(A.5)

and thus is independent of any loss introduced by the sample. Meanwhile, the value of the
maximally achievable visibility at this optimal pump gain ratio is given by this transmission
of the idler arm 𝑇1400. For the two other cases of detection at the idler wavelength or via
coincidence counting, whichwe are less interested inwhen performingmeasurementswith
undetected photons, the optimal pump gain ratios are given by

𝑔21
𝑔22

= 1
𝑇1400

and
𝑔21
𝑔22

=
𝑇800,2

𝑇800,1𝑇1400
.

(A.6)

Furthermore, themaximally achievable visibility is given by the product of the signal trans-
missions 𝑇800,1 ⋅ 𝑇800,2 in the idler case. Thus, with transmissions on the order of 50% due
to fiber couplings, this visibility is very low in the discussed setup. However, mode match-
ing of the optical field to the fiber allows to increase this visibility to reach close to 100%.
Meanwhile, for the coincidences, the maximally achievable visibility is independent of the
transmissions in the setup and can always reach 100%.
To conclude, we see that the gain optimization in the IC case is very similar to the one per-
formed in the SU(1,1) setup. However, the conceptual and experimental details allow to
achieve an advantage in the implementation of measurements with undetected photons, as
we discuss in the main text.

A.4 Reference UVFS glass transmission

The transmission data of UVFS glass is given in Fig.A.6 and has been retrieved upon re-
quest from Corning. This glass has been used in chapter 5 as a sample for direct absorption
spectroscopy and Fourier transform spectroscopy. The transmission shows a prominent
absorption feature around 2750 nm, which has been employed to test our absorption mea-
surements with undetected photons.
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Figure A.6: Transmission data for UVFS glass in the mid-IR.
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