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Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

Abstract

This thesis presents in-depth investigation into the dynamic interactions of biological entities at solid-
liquid interfaces, integrating insights from DNA nanotechnology, microbiology and virology. Beginning
with the self-assembly of hexagonal DNA origami lattices on mica substrates, proceeding to cation
dependent assembly on SiO; surfaces, and extending to a comparative influence of various oxide
deposition techniques and their influence in lattice formation has been studied and researched. In
parallel, the work also explores bacterial adhesion and bacteriophage infection process and examines

the impact of viral inactivation methods on surface interactions of viral particles.

The initial stage of the research focuses on the formation of DNA origami lattices on mica. High-speed
Atomic Force Microscopy was utilized to monitor the real-time dynamics of lattice formation by
varying the concentration of DNA origami. At lower concentration, incomplete monolayer was
observed within the experimental time frame, whereas higher concentrations led to rapid formation

of a complete monolayer within 2 minutes, followed by defect correction over the next 10 minutes.

Subsequently, the cation dependent assembly of hexagonal DNA origami lattices on SiO, was
investigated. Divalent cations, specifically Mg?* and Ca?* were employed to modulate the electrostatic
interactions critical for the adsorption, diffusion, and stable ordering of the DNA origami on the surface
along with Na*as a monovalent ion at varying concentrations. Further comparative studies on various
silicon oxide (SiOx) surfaces demonstrated that the oxide density and surface roughness significantly

influence the DNA origami lattice formation on the surface.

In addition to DNA origami lattice studies, microbial interaction at solid-liquid interfaces was explored.
Bacterial adhesion on gold surface and subsequent infection by a lytic Escherichia coli phage T7 was
monitored using Quartz-Crystal Microbalance with Dissipation (QCM-D). The results indicated that
change in dissipation (AD) provided a robust parameter for tracking the infection process rather than
frequency (Af). Furthermore, another component of this thesis was to investigate the effect of the
inactivation procedures using BPL and H,0, on Zika virus (ZIKV) interaction with various model
surfaces. Results reveal that H,O; inactivation and active virus maintained similar adsorption values.
In contrast, BPL inactivation significantly altered the viral surface interactions resulting in different

adsorption values in comparison to H,0, inactivated and active virus.

Overall, this interdisciplinary work bridges the fields of nanotechnology, and microbiology to provide

a comprehensive understanding of biological interactions at solid-liquid interfaces.
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yellow — PBS, grey — bacteria in medium, pink — medium, green — T7 phages in medium (2 x 108
PFU/mL). ¢) SEM images of the sensor surface after the experiment at two different magnifications.
Dividing bacteria are highlighted. ...........oooiiiiiee et e e e are e e 83
Figure 44: Change in frequency Af (a) and dissipation AD (b) during E. coli adsorption, growth, and
phi29 exposure on the QCM-D sensor surface. Shaded regions indicate the injection of different media:
yellow — PBS, grey — bacteria in medium, pink — medium, green — phi29 phages in medium (2 x 10%
PFU/mL). c) SEM images of the sensor surface after the experiment at two different magnifications.
Dividing bacteria are highlighted. .......c..eoe i s e e e e 85
Figure 45: a) Normalized 6D for the experiments shown in Figures 34, 35, 36, 37, 38, and 39, the
respective replicates. Shaded regions indicate the injection of different media: yellow — PBS, grey —
bacteria in medium, pink — medium, green — phages or medium (E. coli only). b) Comparison of the
normalized 86D at 240 min (indicated by the broken vertical line in a) averaged over all E. coli only
experiments (-T7) and T7 experiments (all concentrations, +T7). Values are given as the mean *
standard deviation. Statistical significance was determined by two-tailed t-test and is indicated as ***
(P K 0.00T). ettt ettt h e bt a ettt b e e bt e eh et eh et ea e e e bt e bt e eheesaee e bt e be e be e bt e eheeeateentean 86
Figure 46: a) Second derivative of the normalized 6D traces shown in Figure 44a after the final flushing

with phage-free medium. b,c) Comparison of the sum (b) and the mean values (c) of the curves shown
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in a) averaged over all E. coli only experiments (-T7) and T7 experiments (all concentrations, +T7).
Values are given as the mean * standard deviation. Statistical significance was determined by two-
tailed t-test and is indicated as *** (P < 0.001).....ccccuieeciiiiiieciee et et 87
Figure 47: a) Kinetics of mass adsorption as a function of time for surface functionalized with different
SAM for active viruses. b) AFM images of the functionalized surface, showing morphological
differences in adsorption behavior based on the SAM for active viruses. c) Kinetics of mass adsorption
as a function of time for surface functionalized with different SAM for H,0, inactivated viruses. d) AFM
images of the functionalized surface, showing morphological differences in adsorption behavior based
on the SAM for H,0; inactivated viruses. e) Kinetics of mass adsorption as a function of time for surface
functionalized with different SAM for BPL inactivated viruses. f) AFM images of the functionalized
surface, showing morphological differences in adsorption behavior based on the SAM for the BPL

INACTIVATEA VIFUSES. ...iiiieiiiieeee ettt e ettt e e e e e et te bt eeeeeeeestaaaa s esesssaasaaasseessessssasnssssssssssrnnnnseees 94
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Chapter 1: Fundamentals

1.1 Structural and Biochemical Insights into DNA

Deoxyribonucleic acid (DNA) is a fundamental biomolecule that carries all the genetic information for
development, functioning and survival of all the organisms on earth. It is made up of two strands which
coil around each other forming a helical structure. The strands are made of nucleotides (see Figure 2)
which are made of nitrogenous bases called Adenine (A), Thymine (T), Cytosine (C), Guanine (G) and
consist of deoxyribose sugars along with phosphate groups. In a single strand, the nucleotides are
connected at their backbone through covalent bonds (phosphodiester bonds). As G pairs with C via
three hydrogen bonds and T pairs with A via two hydrogen bonds (see Figure 3), the nucleotides in
two complementary single strands can bind to each other.(1) Adenine and Guanine are classified as
purines and cytosine and thymine as pyrimidines. DNA can form three helical conformations, which
are B-, A- and Z-form (see Figure 1). B-form DNA is a right-handed helix that is typically found in
genomes where it has 10.5 bp/turn with a space of 3.4 A between the stacked bases and a backbone
sugar phosphate bond rotation of 34.3° allowing base stacking with a total diameter of 20 A. The A-
and Z-forms exist less commonly in biological conditions and have different characteristic
parameters.(2) The A-form is also a right-handed helix with 11 bp/turn with a space of 2.6 A between
the stacked bases with a diameter of 23 A and predominantly forms only under severe dehydrating
conditions, high salt, or in DNA-RNA hybrids.(3) The Z-form is a left-handed helix with 12 bp/turn with
a space of 3.7 A between the stacked bases with a diameter of 18 A and predominantly forms only
under GC-rich regions and under negative supercoiling conditions.(4, 5) Focusing on the B-form of
DNA, the nucleic acid strands have an end to end chemical orientation (see Figure 3) i.e., the 5" end
has a phosphate group and 3’ end carbons have a free hydroxyl group. On the outside of B-form DNA,
the spaces between the intertwined strands form two helical grooves of unequal widths described as

the major groove and the minor groove.(6)

B

PDB 5MVK

Figure 1: All DNA structures are space filling and cartoon representations. A, B and C. B, A and Z-DNA crystal
structure with representative major and minor grooves. [Reprinted by Permission from: (7)]
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The DNA generally as explained above takes up a helical structure and the reason for this is that the
sugar phosphate backbone has a fixed spacing of 6 A and each DNA base has a flat thickness of 3.3 A,
creating gaps of 2.7 A between them and these gaps are energetically unfavorable as this would allow
the entry of water molecules into the base stack. To resolve the gaps between the bases and to close
the spaces between them a model of DNA was discussed called skewed ladder model to understand
the helix model of DNA. Here, the sugar phosphate backbone was tilted or skewed at an angle of 30°
(given the flexible properties of the rotatable bonds) from the horizontal where a constant distance
of 6 A is maintained between the sugars and where the bases are closely stacked (thermodynamically
favorable because of the hydrophobic effect and van der Waals interaction between the stacked
bases). But this model couldn’t accommodate the three-dimensional constraints of DNA and further
the atomic clashes between the different molecules. Furthermore, this model doesn’t match the
natural form of DNA found in nature. So, further a helical twist model was considered where the
skewed geometry remained intact but wrapped around a cylindrical axis and this twist reduced the

atomic clash between various atoms,(8) with the diameter of the double helix being around 20 A.

Sugar-Deoxyribose ™ OH ~ H -

Figure 2: Chemical structure of Deoxyadenosine monophosphate with representation of individual components
with adenosine as nitrogenous base (red), deoxyribose sugar (blue) and monophosphate (green).

Figure 3: Chemical structure of DNA with A-T base pairing and G-C base pairing with representative 5' and 3'end
of the antiparallel strands. [Reprinted by Permission from: (9)]
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The phosphate groups in the DNA backbone have a pK, of approximately 2. At physiological pH they
are deprotonated and thus carry a negative charge. This negative charge of the phosphate group
facilitates the interaction with positively charged ions (e.g., magnesium or sodium) or proteins within
a solution leading to the stability of the double helix and serving in its formation. The major and minor
grooves are formed based on the angle of glycosidic bonds at which the two sugars protrude out from
the base pairs, which are about 120° for minor grooves and 240° for the major groove. The edge of an
A-T base pair in the major groove has a hydrogen bond acceptor at N7 position of adenine (A),
hydrogen bond donor at exocyclic amino group on C6 position of adenine (A), a hydrogen bond
acceptor at carbonyl group on C4 of thymine and a hydrophobic group CH; on C5 of thymine. In the
minor groove there is an acceptor, hydrogen and another acceptor. Further, in a similar pattern major
grooves of G-C pair have an acceptor, acceptor, donor and a hydrogen group and the minor groove
having an acceptor, donor and an acceptor. This signifies that the major groove has abundant chemical
information in comparison to minor groove. This chemical information allows the various proteins to

recognize DNA sequence without having to opening the double helix.(10, 11)

As discussed above, double helix is the most predominantly found structure in nature, but other than
double helix there are other secondary structures found in nature, for example cruciform structures,
triplex structure, G-tetraplex, and Holliday junctions.(11) Cruciform structures (see Figure 4a) are
formed as a result of inverted repeats of a same sequence which are self-complementary to each
other. When these repeated sequences are present in the same strand, they are called hairpin
structures and when the repeated sequences are present in the opposite strands which are
complementary to each other they are called cruciform structures. Other structures such as triplex
structures and G-tetraplexes are formed when the nucleotides participating in the Watson-Crick base
pairing can form additional hydrogen bonds with the chemical groups in the major groove of DNA
double helix. When a cystine is protonated (at a lower pH) it can pair with a Guanidine in a G-C pair
and in a similar way thymidine can pair with adenosine in a A-T pair, this type of unusual pairing is

called Hoogsten pairing found by Karst Hoogsten in 1963.

Figure 4: a) Schematic representation of a cruciform DNA secondary structure, b) Schematic representation of
DNA Holliday junction.
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Holliday junctions (see Figure 4b) are four-stranded, cross shaped structures (two intersecting double
helices) that form during homologous recombination of DNA. Initially proposed by Robin Holliday in
1964, it serves as an intermediate that enables genetic diversity through DNA strand exchange during
recombination events.(12) Furthermore, Holliday junctions serve as fundamental building blocks for
creating complex, programmable artificial nanostructures. The stability and structural versatility of
these four-way DNA junctions make them particularly valuable for engineered nanostructures. These
junctions can adopt either rigid or flexible (wavy) configurations, depending on the DNA sequence
selected. When Holliday junctions assume rigid conformations, they serve as stable structural motifs

suitable for constructing larger, well-defined DNA nanostructures.

1.2 DNA Nanotechnology

1.2.1 Fundamentals of Structural DNA Nanotechnology

In 1982, Nadrian C. Seeman pioneered the discovery of design and assembly of DNA immobile Holliday
junctions and their use in creating periodic two-dimensional DNA networks using the “sticky-end”
ligation technique establishing the foundation for DNA Nanotechnology.(13) Later in the year 1983,
Kallenbach et al.,, expanded this research to further explore immobile DNA junctions, initially
envisioning their potential to organize proteins and other materials into precise lattice structures.
Since then, the field of DNA nanotechnology developed enormously and led to the creation of variety

of different DNA structures with various applications.(14)

The development of DNA origami (see Figure 5) was pioneered by Paul W.K. Rothemund in 2006,
representing a paradigm-shifting discovery in the field of DNA nanotechnology.(15) The technique
involves a long single stranded DNA scaffold, derived from M13mp18 bacteriophage, which is folded
into complicated two-dimensional shapes using hundreds of complementary short DNA sequences
called staple strands.(15) The scaffold is 7249 nucleotides long and only 7176 nucleotides are available
for folding as the sequence consists of a hairpin structure which is 20 nucleotides long and staples
binding to a hairpin region was unknown so a 73 nucleotides region was excluded for folding of
origami. Furthermore, the folding process is a one pot reaction, employing a high molar excess of
staple strands to scaffold (typically ranging from 5-100 fold molar excess, with ~10-fold being common
practice).(16, 15, 17) The excess of staples guarantees that every scaffold segment rapidly encounters
complementary staple sequences, leading to thermodynamic equilibrium towards fully folded DNA
origami structures, furthermore also displacing unwanted secondary structures which can be caused
by incorrect binding of staple sequences.(15, 18) These shapes are roughly 100 nm in diameter and
have a spatial resolution (smallest precisely defined distance at which individual structural features

can be positioned and distinguished within the DNA nanostructure) of 6 nm. The origami consists of
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sequentially or adjacently arranged parallel double helices which are cut in one strand to be
constrained by an integer number of turns in length. To hold these helices together and to avoid them
falling apart the adjacent double helices are connected through periodic crossovers running from one
helix to the another and so on in an antiparallel fashion. These periodic crossovers occur every 1.5
turns (16 bases) along the alternating side of the helix to minimize the interhelical gap to be 1 nm and

2.5 turns for a helical gap of 1.5 nm and so on for a single layer of origami.(16)

Figure 5: Different DNA origamis designed by Rothemund, a) Square with a linear scaffold, b) Rectangle with a
circular scaffold, c) Star with a linear scaffold, d) Smiley with circular scaffold, e) Triangle with a circular scaffold
and rectangular domain, f) Triangle with a circular scaffold and trapezoidal domains. [Reprinted by Permission
from: (15)]

In general, the crossovers in an origami can be classified into three types namely scaffold crossovers,
periodic crossovers with minor grooves facing up and periodic crossovers with minor grooves facing
down or so-called glide symmetry. The scaffold crossovers are formed where the DNA twist places it
at a tangent point between helices. Based on all the crossovers the packaging of helices in precise
spatial constraints the arrangement of helices in origami is divided into honeycomb lattice or square
lattice (see Table 1) . In honeycomb lattice the crossovers are situated at every 7 bp along the helical
axis or in other terms each strand in the double helical domain is rotated by 240° at which the
crossovers are placed (10.5 bp= 360°-for B-form DNA). Thus, a helical domain can have only 3 possible
neighboring helical domains (see Figure 6). Whereas in a square lattice, the crossover are places at
intervals of 16 bp (2D) or 8 bp (3D) deviating from the natural twist of DNA (10.5 bp per turn) causing
slight underwinding (10.67 bp per turn leading to 8 bp crossover) or overwinding (10.4 bp per turn) in

the double helices and having a maximum 4 possible neighbors. In case of underwinding the backbone
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of the double helices rotates to an angle of 270° at every 8 bp crossover leading to twisting torques
which can cause a global twist deformation of the entire origami. In case of overwinding the global

twist, deformation can be avoided assuming the near natural twist of DNA (see Figure 6).

Honeycomb Lattice Square Lattice
Porous Structure Dense Structure
Hexagonal symmetry Rectangular symmetry
Every 7 bp crossovers Every 16-8 bp crossovers
3 neighbors per helix 4 neighbors per helix

Table 1: Difference between Honeycomb and Square Lattice.

The staples not only help in the formation of DNA origami, but also in its decoration with various
entities such as proteins, peptides, drug molecules, antibodies and fluorophores with increasing
diverse applications such as biomedicine,(19, 20) nanophotonics,(21, 22) lithography masks,(23) drug
delivery,(24, 25) and biosensing.(26, 27) Furthermore, all these applications have led to a significant

increase in the growth of the whole DNA nanotechnology field and expanding its horizons.

Figure 6: a) Cross sectional view of 3D DNA origami in square lattice (left) and honecomb lattice (right) packing.
b) Cross overs arrangement in a hexagonal lattice at 7 bp with an average backbone rotation of 240°. [Reprinted
by permission from: (16)]

1.2.2 DNA Origami Lattices

The technique of DNA origami provides a robust framework for the creation of modular DNA
structures called DNA origami lattices, which can be employed in numerous nanopatterning tasks as
well as in the construction of higher-order self-assembly systems. The first hierarchical assembly of

programmable DNA was demonstrated by Seeman et.al., using Holliday junctions,(28) and three space
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spanning DNA motifs.(29) These early breakthroughs illustrated the potential of DNA based structures
to form well defined, addressable patterns and laid the groundwork for the rapid evolution of nano-
patterning of different surfaces using DNA origami. The dynamics of these assembled nano-patterns
remain only partially understood. Various efforts have focused on elucidating the mechanism of
assembly based on various conditions such as surface assisted assembly and bulk-solution assembly

with the aim of achieving greater control over lattice quality and order.

In terms of different approaches, the bulk solution assembly(30, 31) depends on the DNA origami
structure interaction through attractive forces acting intermolecularly, such as sticky end hybridization
(extended sequences of one structure that hybridize with complementary sequence of other
structure) and blunt-end stacking (base stacking of truncated duplex ends). With respect to surface
assisted assembly the origami structure adsorb onto solid-liquid (e.g., mica, silicon),(32—34) lipid-liquid
(e.g., lipid bilayer) (35, 36) or air-liquid interface.(37) These interfaces confine the structure to a 2D
plane, enabling lateral diffusion and order lattice formation provided there is sufficient concentration

of monomers of the DNA origami.

The assembly dynamics on mica surface as a substrate for adsorption of DNA origami is very well
studied. Mica is a negatively charged surface and DNA also being a negatively charged molecule there
is repulsive force acting between them leading to no adsorption of origami on the surface. But divalent
ions like Mg* forms salt bridges between the origami and mica surface enabling the adsorption of
origami. With the addition of monovalent ions like Na* there is reduced attraction and displacement
of Mg?* on the surface and origami leading to mobility of the origami on the surface enabling the
dynamic defect correction, where smaller defects are annealed through replacement with other
origami in the solution. Depending on the cation and monovalent ion and their respective
concentrations in the solution the interaction and mobility dynamics of the origami on the surface
changes leading to either a more ordered lattice or disordered one. For example, Kielar et.al., found
that 75 mM Na* and 10 mM Mg?* yielded the most ordered DNA origami lattices without any blunt or
sticky ends.(38) Whereas in a following study, Yang et.al., replaced the Mg?* with Ca?* leading to a
much higher ordered lattice.(34)

Supported lipid bilayers, mimicking biological membranes, serve as dynamic substrates for DNA
origami assembly (see Figure 7). Electrostatic and hydrophobic interactions facilitate adsorption,
allowing structures to diffuse and form ordered lattices. DNA origami can be functionalized with

hydrophobic moieties like cholesterol to enhance substrate interactions and control orientation.(39)
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Figure 7: Schematic representation of Lipid Bilayer assisted DNA origami lattice formation. [Reprinted by
permission from: (36)]

Furthermore, the dynamics of lattice formation can be controlled by external stimuli like temperature,
pH, light and ionic strength. By incorporating specific triggers into DNA origami structure, these lattices
can reversibly assemble, disassemble or reconfigure enabling their use in a wide range of applications
like sensing and diagnostics. Temperature is a critical factor as sticky end hybridization and base
stacking are sensitive to temperature. Increasing the temperature weakens this interaction leading to
lattice disassembly. For instance, Zhang et al., employed shape complementary blunt end stacking to
assemble 3D rhombohedral lattices from “tensegrity triangles” that disintegrated upon heating to a
specific threshold (50 °C).(40) Whereas, pH-sensitive motifs, such as i-motifs and triplex DNA
structures, enable DNA origami lattices to respond to change in pH. These motifs undergo structural
transformations based on surrounding pH, allowing controlled assembly and disassembly. For
example, Wang et al. employed a flexible and pH sensitive i-motif sequence that could form a C-
quadruplex at low pH leading to decrease in distance between adjacent origami units, the C-
qguadruplex when increased the pH could turn back into ssDNA. Based on this arrangement of i-motif
the lattice orientation changed based on the pH into a simple cubic and simple tetragonal lattice.(41)
Furthermore, light-responsive systems have emerged for controlling DNA origami lattices.
Photoresponsive molecules, such as azobenzene and arylazopyrazole can be incorporated into DNA
strands to enable light induced conformational changes. These molecules transition between cis and
trans configuration upon exposure to UV or visible light, altering the hybridization properties of DNA
strands. For instance, Yang et al. used azobenzene modified DNA to assemble and disassemble

hexagonal DNA origami units into 1D chains by alternating UV and visible light exposure.(42)

DNA origami lattices have been employed in diverse applications, including protein patterning,
nanoparticle assembly, vesicle manipulation.(43) Ramakrishnan et al. demonstrated their use as
lithographic masks for directing non-specific protein absorption, enabling precise patterning of

proteins like BSA and Redp.(44) Similarly, AUNPs and AuNRs have been integrated into 2D and 3D DNA
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lattices via electrostatic interactions or hybridization, facilitating the creation of photonic crystals and

functional nanostructures.(45, 46)

1.3 Bacteria

1.3.1 Structure and Classification

Bacteria are single-cell organisms that are abundantly found in nature. They lack a nuclear membrane
(prokaryotic) and divide by binary fission. They exist both in parasitic form and free-living form, they
have incredible capacity to adapt to environmental changes around or in other terms evolve by
spontaneous mutations required for their survival. These organisms are exceptionally small,
measuring just a few microns in size, although there are some exceptions in nature. For instance, the
bacterium Thiomargartia magnifica can reach an extraordinary size up to an average of 10

millimeters.(47)

Bacteria range in different shapes namely cocci (round or ellipsoidal cells), rods (elongated cells),
spiral, comma shaped and filamentous branched cells. Further bacteria can be classified as motile and
non-motile based on the surface appendage for locomotion called flagella (typically 5-20 um long, 10-
20 nm in diameter).(48, 49) These flagella appendages are dominantly found on bacilli bacteria but
rarely on cocci.(50) Furthermore, two other commonly found surface appendages on bacteria are pili
and fimbriae. Pili are long, flexible, filamentous appendages composed mainly of protein pilin. There
are generally used in bacterial conjugation (transfer of DNA between bacterial cells), motility, and
adhesion and colonization based on the type of pili protruding from the bacteria. (51) Whereas,
fimbriae are short, rigid, hair-like structures composed predominantly of the protein fimbrillin and are
typically found more numerous than pili as surface appendages. There primary role involves adhesion
and biofilm formation, which is crucial for colonization of bacteria.(51) The term pili and fimbriae are

used interchangeably by people.

Furthermore, Gram-staining a differential staining technique that could differentiate bacteria based
on their staining properties of cell wall as Gram-positive and Gram-negative was developed by a
Danish bacteriologist Hans Christian Gram in 1884.(52) These difference in staining properties can be
attributed to the drastic differences in the organization of cell envelope or cell wall. Gram-positive
bacteria have a thick and continuous peptidoglycan layer of 20-80 nm (see Figure 8) also called
sacculus. The thick peptidoglycan layer consists of teichoic acid, peptidoglycolipids and B-1,4 linked N-
acetylglucosamine and N-acetylmuramic acid disaccharide units which are cross linked by short
peptides and followed by a layer of membrane.(53) In the Gram-negative bacteria the peptidoglycan

layer (7.5-10 nm) is thin and probably only a monolayer thick. Outside the peptidoglycan layer is an
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outer membrane layer (lipopolysaccharides, porins) which is noncovalently bound to Braun’s

lipoproteins, and which are in turn covalently bound to peptidoglycan layer.
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Gram-positive Gram-negative

Figure 8: Gram positive cell with a thick peptidoglycan layer followed by periplasmic space and inner membrane,
Gram negative cell with an outer membrane followed by a thin peptidoglycan layer, periplasmic space and an
inner membrane.[Reprinted by permission from: (54)]

Followed by this is periplasmic space which is the region between the outer surface of the inner
membrane (protoplast) and inner surface of the outer plasma membrane. This region consists of
hydrolytic, aminoglycoside-modifying and plasmid encoded lactamases enzymes, binding proteins for
transport of sugars and amino acids to inner membrane. Following this layer is the inner membrane
which consists of phospholipids and proteins in a ratio of 1:3 respectively. The main function of the
inner layer which is present in both Gram-positive and Gram-negative is basically active transport of
molecules, energy transducing systems and biosynthesis of peptidoglycan and capsular

polysaccharides.(55, 56)

1.3.1 Biofilm Formation and Factors Influencing the Formation

Bacterial biofilms are structured communities of bacteria encapsulated within a self-produced
hydrated polymeric extracellular matrix (EPS), composed primarily of polysaccharides, proteins,
extracellular DNA (eDNA), lipids and humic acid substances. These biofilms adhere firmly to surfaces
and interfaces (biotic or abiotic), providing bacteria enhanced resistance to environmental stress,

antimicrobial agents and host immune response.(57-59)
There are several stages of biofilm formation (see Figure 9), and it follows a sequential process:

1. Initial attachment: Planktonic bacterial cells attach reversibly to a surface via weak
physiochemical interactions.
2. lrreversible attachment and microcolony formation: Bacteria begin secreting EPS, reinforcing

their adherence and transitioning to irreversible attachment.
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3. Maturation and growth: Microcolonies expand into structured biofilms, developing
characteristic architecture with nutrient channels facilitating efficient nutrient distribution
and waste removal.

4. Dispersion: Mature biofilms release cells, returning some bacteria to planktonic state to

colonize new surfaces. (60-62)
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Figure 9: Schematic representation of stages of biofilm formation. [Reprinted by permission from: (63)]

Furthermore, there are several factors influencing biofilm growth and subsequent structural

characteristics:

1. Surface properties: Surface roughness, chemistry, hydrophobicity and electrostatic
interactions.(64)

2. Nutrient availability: Nutrient concentration and type profoundly affect biofilm density,
thickness, and structural complexity. Limited nutrients can lead to thinner biofilms, whereas
abundant nutrients typically thicker biofilms.(65)

3. Hydrodynamic conditions: Shear forces generated by fluid flow directly influence biofilm
morphology and strength. A higher shear flow typically produces compact and stable biofilm
with increased EPS production and signaling molecules and vice versa for a low shear
conditions.(64)

4. Quorum sensing (QS): QS is a cell-to-cell communication mechanism where bacteria
coordinate gene expression based on population density and survival needs for biofilm
differentiation. (66, 67)

5. Presence of antimicrobials and stress conditions: Sub-inhibitory concentrations of antibiotics
or antimicrobials compounds can stimulate biofilm formation as a bacterial defense

mechanism. (68)
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Furthermore, there are several studies indicating that various conditions and bacterial properties
affect bacterial adhesion and subsequent biofilm formation in different ways, but these conclusions
are always limited to certain types of bacterial species and not all bacteria can be treated in the same
way to observe similar effects as the EPS composition and QS molecules will differ between different

species.

1.4 Structure, Classification and Characteristics of Viruses

Viruses are microscopic entities significantly smaller than bacteria and eukaryotic cells. The first virus
ever discovered was in the 19" century (1892) by Russian Microbiologist Dmitry I. lvanovsky while
studying a diseased tobacco plant and the virus found was a tobacco mosaic virus.(69) Their size
ranges from 20-200 nm, though some can exceed 1000 nm (e.g., Pithovirus and Pandora virus). Viruses
rely entirely on host cells for replication, assembling new virions de novo rather than dividing cells.(70)

The structure of viral particle consists of :

Virus Taxa Infecting Vertebrates

dsDNA
X Herpesvirales
Polyomaviridae
Adenoviridae
< Iridoviridae
-4
o Alloherpesviridae
o Herpesviridae  papjjomaviridae Poxviridae
Asfarviridae
ssDNA dsDNA (RT)
© © @ .
Anelloviridae  Circoviridee ~ Parvoviridae @ repadnaviridae
SSRNA (<) and (+/-)
Mononegavirales
@
Deltavirus o
Arenaviridae Filoviridae
Bunyaviridae  Orthomyxoviridae - ST .
Boraviridae Paramyxoviridae Rhabdoviridae
< sSRNA (+)
E Nidovirales g @ Picomavirales
Coronaviridae Astroviridae ®
" @ Hepeviridae  Picornaviridae
ﬁ 5‘% 3 o Caliciviridae @ @
Arteriviridae " o
’%}hu 5 @ Nodaviridae  Togaviridae
Coronavirinae Torovirinae Flaviviridae
dsRNA ssRNA (RT)
Reoviridae
2 SN 9
Birnaviridae & ﬁ {
@ 15 Metaviridae Retroviridae || 100 nm
Picobirnaviridae Sedoreovirninae Spinareovirinae

Figure 10: Classification of viruses based on their nucleic acid content and classified based on distinguishing
characteristics. [Reprinted by permission from: (71)]
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1. Capsid: A protein shell surrounding the genetic material, the capsid comes in two predominant
shapes i.e., helical and icosahedral. Although, some viruses exhibit unique architecture that
deviates from helical or icosahedra patterns.

2. Envelope: Some viruses are enveloped with lipid membrane derived from the host cells, which

others are naked (non-enveloped).

Each virus also possesses a virus attachment protein embedded in its outermost layer i.e., capsid in
the case of naked viruses and the envelope in the case of enveloped viruses. These proteins facilitate

the docking of virus to the plasma membrane of the host cell.

Classification systems like the Baltimore scheme categorize viruses into seven classes based on their
genome type (Either DNA or RNA) and replication strategy (see Figure 10), while the ICTV system uses

a taxonomic hierarchy (order, family, genus and species).(70, 71)

1.4.1 Zika Virus

Zika virus (ZIKV) is a mosquito-borne pathogen first identified in Uganda and isolated from a sentinel
rhesus monkey in year 1947. It belongs to Flavivirus genus with the Flaviviridae family, sharing lineage
with other viruses such as dengue, yellow fever and West Nile. Flavivirus are transmitted via
hematophagous arthropods such as ticks or mosquitoes (belonging to genus Aedes). Flaviviruses are
small, lipid enveloped, and the genome consists of a positive polarity single stranded RNA. ZIKV is an
icosahedral viral particle approximately 40 nm in diameter, characterized by a smooth surface and an
RNA genome of about 10.8 kilobases (kb).(72, 73) The viral membrane is derived from the host cell
membrane and is embedded with envelope glycoproteins (E) and membrane proteins (M) (180 copies
each of E and M protein). The E protein forms a smooth, herringbone-like pattern on the surface and
is generally in dimer form (see Figure 11). Upon entering the human body ZIKV targets epidermal

keratinocytes, skin fibroblasts and langerhans cells.(73)

Figure 11: Structure of Zika virus at a resolution of 3.1 Angstrom. Orange-one subunit of the dimer, green-
complementary subunit of the E-protein dimer, purple- M protein beneath the E-protein layer involved in viral
assembly and maturation) and organized into rafts.(74) [PDB ID: 6CO8]
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While many ZIKV infections are asymptomatic, symptomatic cases often present with mild fever, rash,
conjunctivitis, muscle and joint pain, and headache. However, ZIKV has been linked to severe

neurological complications.(75, 76)

1.4.2 Bacteriophages: Diversity, Classification, and Life Cycle in the Prokaryotic

Virosphere

Bacteriophages belong to the prokaryotic virosphere and are exceptionally diverse. They differ widely
in their shape, size and genome (3.4 - 500 kb). They were first discovered in 1915 by William Twort
and in 1917 that they had the potential to kill bacteria. Phages have been classified based on their life
cycle into two possible types called lytic and lysogenic cycles. The lytic cycle is where the phage infects
the bacteria, multiplies itself by inserting its genome into the bacterial genome and then kills the host.
In contrast to the lytic cycle, the lysogenic cycle involves phages integrating their genome into the
bacterial host genome or existing independently as plasmids, allowing replication alongside the
bacterial DNA for multiple bacterial generations without causing immediate bacterial death. Under
specific environmental stresses or external triggers, these integrated phages can reactivate, initiating
viral replication and transitioning to the lytic cycle. Phages exhibiting this conditional behavior are
sometimes referred to as pseudolysogenic phages. The other characteristic of the lysogenic phages is

their ability to convert their host phenotype by coding for new proteins or toxins.(77)

Based on their structure and genome (DNA and RNA-single or double stranded) (see Figure 12) phages
are further classified as polyhedral (Microviridae, Corticoviridae, Techtiviridae, Leviviridae and
Cystoviridae), filamentous (Inoviridae), pleomorphic (Plasmaviridae) or connected to a tail
(Caudovirales).(78) In general the replication and lytic cycle of bacteriophages consists of 4 stages i.e.,
recognition of a suitable host, the transfer of genetic material to the host, take control of bacterial

metabolic machinery for production of new phages and lastly to escape from the host by lysis.(79, 78)

The phages in general have a highly symmetrical capsid protein layer which envelops the DNA and acts
as an external barrier for protection of its genetic material. In general, these capsids are icosahedral
in shape but families like Inoviridae have a filamentous rod-shaped form of the same. Followed by the
capsid is the head to tail interface or in simple terms connector which bridges the tail and head of the
phages and serves like a valve for closing the head and keeping the genome inside the head under
high pressure. Followed by this is the tail which can be contractile, non-contractile and short or long
in its form based on the bacteriophage like for example Podoviridae have short tails and consist of
adhesive devices for binding to host bacterium and Myoviridae have long contractile tails that consists

of different proteins forming an inner rigid tube and an outer contractile sheath. Followed by the tail
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is the Adsorption apparatus limited to some phages like that belong to Siphoviridae called distal tail

proteins which help in recognizing and connecting bacteria.(80, 79)
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Figure 12: Phage classification based on morphology and genome type. [Reprinted by permission from: (78)]
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1.5 Self-Assembled Monolayers

Self-assembled monolayers (SAMs) are ordered molecular assemblies that spontaneously form when
thiols, silanes and phosphonic acid related compounds adsorb onto metal surfaces. SAMs are crucial
in nanotechnology for tailoring interfacial behavior of metals like gold, silver and palladium. They
represent an accessible, flexible system for modifying surface chemistry and linking molecular level
structures to macroscopic interfacial phenomenon such as wetting and friction. Generally, they are
prepared by immersing clean substrates in dilute thiol solutions for 12-18 h. The molecules chemisorb
onto the metal surfaces via sulfur-metal bond, forming a densely ordered monolayer. The molecular
organization in SAM is highly ordered arrangement of alkyl chains (see Figure 13) with the terminal

functional groups defining the surface properties.(81) Some examples include:

1. -CHs: Creates hydrophobic, non-polar surfaces.
Charge state at neutral pH: Neutral (non-ionizable).
2. -OH: Increases hydrophilicity and allows hydrogen bonding.
Charge state at neutral pH: Neutral (non-ionizable at physiological pH).
3. -COOH: Facilitates covalent binding to amines and biomolecules.
Charge state at neutral pH: Negatively charged (COQ’), deprotonated at pH ~7.
4. -NH3: Provides reactive sites for chemical modifications.
Charge state at neutral pH: Positively charged (NHs*), protonated at pH ~7.
5. -CFs: Adds fluorophilic properties and is used in anti-fouling applications.

Charge state at neutral pH: Neutral (non-ionizable).

The structure and quality of SAM depends on factors such as solvent, temperature, immersion time
and purity of the thiol compounds. Ethanol is one of the most used solvents for this purpose because

of its ease of use.

Organic Interface:

— Determines surface properties
— Presents chemical functional groups

Terminal [
Functional
Group Organic Interphase (1-3 nm):

| |
e
: ) : — Provides well-defined thickness
Spacer ) — Acts as a physical barrier
(Alkane Chain) —® — Alters electronic conductivity
Ligand and lacal optical properties
L LS
or Head Group = _ Metal-Sulfur Interface:
Metal j-|; — Stabilizes surface atoms |
Substrate — Medifies electronic states |

Figure 13: Schematic representation of a self-assembled monolayer (SAM) structure on a metal substrate. The
three primary components represented here are: terminal functional group, the spacer (alkane chain) and the
ligand or head group. [Reprinted by permission from: (81)]
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Moreover, gold is widely studied and most used substrate for SAMs for its unique properties. It is
chemically inert which prevents oxidation and reaction with most chemicals, allowing for handling
under non-ideal conditions. Gold binds thiols strongly with forming substitutional sulfides and
displaces surface contaminants effectively. Furthermore, gold is compatible with spectroscopic and
analytical techniques like SPR, QCM and ellipsometry and it supports cell adhesion and function

without toxicity.(81)

27



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

Chapter 2: Instrument Fundamentals

2.1 Quartz Crystal Microbalance with Dissipation (QCM-D): Principles and

Applications
Quartz crystal microbalance with dissipation (QCM-D) is a technique to measure changes in mass and
energy loss in a visco-elastic system based on the change in resonance frequency and dissipation of

the sensor surface. propelled with a piezoelectric quartz wafer.

The phenomenon of piezoelectricity was initially discovered by the Curie brothers in the year 1880. In
piezoelectric materials such as quartz, when stress is applied, an electric polarization is created (direct
piezoelectricity), and in opposite to this when an external current is applied, there is an expansion or
contraction of the crystal mechanically (inverse piezoelectricity).(82) This very property of inverse
piezoelectricity is used in the QCM today, where a round chip of crystalline quartz is sandwiched
between two metal electrodes and a sufficient AC voltage is applied close to the resonant frequency

of the crystal (fo), which is in turn an odd integer of the thickness of the crystal.(83)

The thickness of the crystal and the resonant frequency are inversely proportional to each other,
indicating that the thinner the crystal, the higher the resonant frequency. The common resonant
frequency is about 5 MHz for a AT cut crystal (see Figure 14A), representing a thickness of
approximately 330 um of the crystal and a density of approx. -17.7 Hz ng/cm?.(83) The very basis of
this property of quartz being commercially used in QCM is the linear relation between the frequency

change and the mass adsorbed on the surface, which was first established by Sauerbrey in 1959.(84)

Sauerbrey equation:

C= constant (density of crystal at 5 MHz), n= harmonic number, Af=change in frequency

This equation is valid, assuming that the adsorbed layer is rigid and that it is a monolayer covering the
whole active surface. These assumptions are only valid for gaseous systems where there is no energy
being lost or gained by the system. Whereas, in liquid systems, the viscoelastic nature of the adsorbed
layer causes its frequency response of the sensor to vary, which is associated with energy dissipation.
As a result, the fundamental assumptions of the Sauerbrey equation—namely, that the adsorbed layer
is rigid and forms a uniform monolayer—are no longer valid.(83) This energy loss in the liquid system

is related to the decay of crystal oscillation with the adsorption of a visco-elastic layer.
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Moreover, the introduction of viscoelasticity as a new property in liquid studies brought about the
concept of dissipation (D). The measurement of dissipation is determined by the decay in the
oscillation of crystal near resonant frequency (see Figure 14C).(85) This unique property was
successfully commercialized by Q-sense in 1996, along with enabling the examination of both fand D

at various harmonics or overtones (n=3,5, 7, .....).

Furthermore, another particular advantage of QCM-D is that it is a non-destructive technique for the
samples so it can be combined with other techniques such as Ellipsometry,(86) AFM, (87) SEM (88)
and Fluorescence microscopy(89) to obtain further visual, dielectric, optical properties, and various

other properties of the sample.
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Figure 14: A) lllustrations showing a bare QCM-D sensor, sensor coated with a thin polymer film in air and the
same polymer coated sensor swollen in liquid. B and C) Schematic representation of the qualitative changes in
frequency and dissipation of the sensor oscillations, respectively caused by the polymer coating in air and its
subsequent swelling in liquid. D) A conceptual QCM-D response curve showing the changes in frequency (Af) and
dissipation (AD) for a single overtone as the sensor is coated with polymer and later exposed to liquid, causing
swelling. The Sauerbrey and viscoelastic model regimes are highlighted, with a decrease in frequency
corresponding to an increase in the sensor's mass and an increase in dissipation reflecting the softening of the
polymer film. [Reprinted by permission from: (90)]

Moreover, the utilization of liquid applications has significantly expanded the scope of possible
investigations. Intermediate systems like protein can be studied for their interaction with other
materials for development of biomaterials,(91, 92) to evaluate biocompatibility,(93) and to study the

effect of surface polarity and protein concentration on the adsorption kinetics(94, 95) based on both
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fand D and can be fit to Sauerbrey relation. But, in complex systems such as cells the shear wave of
oscillating quartz is dampened out before even reaching the middle of the cell. The diameter of a
typical cell is approximately 10 um, which is significantly larger than the decay length of the shear
wave in water excited by a 5 MHz AT-cut QCM (which is about 250 nm). For instance, Leino et al.
elucidated a noteworthy behavior within this intricate mechanism, where the frequency behavior
does not correspond with the number of bacterial cells adsorbed on to the surface.(96) Thus, the
relationship between frequency shift (Af) and mass described by the Sauerbrey equation tends to
underestimate the actual mass adsorbed on the surface. This is because, when the adsorbed layer is
viscous, internal friction arises due to deformation within the adlayer. Additionally, changes in energy
dissipation (AD) become significant, as the adsorbed mass often includes associated water. The more

viscous the adsorbate, the greater the deformation is induced by the sensor's oscillations.

One significant phenomenon observed in QCM-D measurements is the “missing mass effect”, where
the apparent mass derived from the frequency shifts is less than the actual mass adhered to the sensor
surface. This effect arises from the visco-elastic properties of the film, as well as interaction with the
surrounding medium. For instance, Voinova et al. demonstrated that viscoelastic films exhibit dynamic
motion under acoustic waves, which reduce the effective mass contributing to the frequency shift.(97)
Furthermore, in liquid-phase applications, the density and viscosity of the surrounding liquid interacts

with the film, further attenuating the sensors response.(98, 99)

Another intriguing aspect of QCM-D is the observation of positive frequency shifts despite mass being
adsorbed on the surface. Where this phenomenon can be attributed again to the viscoelastic
properties of the film. For example, stiffening of a layer due to drying, cross-linking or conformational
changes can increase the resonance frequency, as the elastic contribution dominates over the mass
loading effect.(100) Weak adhesion or partial decoupling of the film from the surface can also reduce
acoustic loading, resulting in positive shift. Additionally, a decrease in dissipation (D) caused by
increased rigidity of the layer may accompany such shifts, as observed in protein and cell adsorption

studies.(101)

2.2 Scanning Probe Microscopy

Scanning probe Microscopy (SPM) is a technique where a sharp tip is physically used to scan a sample
and collect information like magnetic, electronic, and adhesive properties of the sample.(102) The
technique was invented in 1985 by Binning et al.,.(103) SPM has been classified into two further types
called Scanning tunneling microscopy (STM)(104) and atomic force microscopy (AFM). Scanning
tunneling microscopy is limited to conductive samples, and smaller scan area for its operation,(105)

but AFM can physically scan both conductive and non- conductive samples, larger scan areas and
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without any vacuum.(106) The extent of knowledge or information that can be obtained from both
the systems isimmense, depending upon the measurement being carried out. In relation to this thesis,

attention is exclusively directed towards AFM.

2.2.1 Atomic Force Microscopy (AFM): Principles and Components

Atomic force microscopy is a powerful tool for exploring surface topography at nanoscale without
need of complicated sample preparation procedures. In addition to mapping topography, the AFM
system is capable of obtaining surface properties such as stiffness, adhesiveness, hydrophobicity,
hydrophilicity, conductivity, visco-elasticity and surface potential.(106, 107) These attributes are
applicable not only to non-biological materials but also biological specimens. Moreover, a significant
advantage of this technology is its versatility, allowing measurements to be conducted in diverse

conditions at solid-air, solid-liquid and lipid-liquid interface. (108, 109)

The key components of the AFM system include an AFM probe (cantilever), laser, Z-scanner (piezo)

and a photodiode (see Figure 15).

1. Cantilever: The cantilever is a small, flexible beam with a sharp tip at its end with the other
side coated with a reflective metal for the reflection of the laser. The flexible beam bends in
response to the molecular forces on the sample surface.

2. Laser system: The laser used in the AFM system is typically in the visible or near- infrared
spectrum. The laser is directed on the backside of the cantilever which is further reflected and
is monitored with a photodiode.(110) The laser spot is kept small to accurately monitor the
cantilever deflections and to ensure minimal interference.

3. Photodiode: A photodiode is a position sensitive detector of laser beam from cantilever. It is
a quadrant cell consisting of 4 photoactive segments (anodes) each separated by 10 um with
a common cathode.(110) When the cantilever oscillates over the sample surface and because
of the forces between the tip and the sample surface, the reflected laser spot moves on the
photodiode. Further, this movement of laser on the photodiode is a measure of both lateral
and vertical deflection of the cantilever helping in generating the topography of the surface.
The vertical and lateral movement are calculated by taking difference in the signal levels

measured in each quadrant.(111)
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Figure 15:Schematics of an AFM system with the tip mounted on a piezoelectric scanner, further also representing
how the controller acts on the system to control the imaging process. [Reprinted by permission from: (112)]

2.2.1.1. Tip-Sample Interactions in Atomic Force Microscopy

As the tip approaches the sample the distance between the tip and sample becomes so small that the
resonance frequency of the cantilever starts shifting because of the interaction between the tip and
sample. When the forces are attractive the shift in resonance is more towards a negative regime or in
other terms its reduced and when its repulsive forces acting the shift is more towards the positive
regime or in other terms the resonance increases.(113) Further, the attractive forces are also termed
as short-range forces which develops from the chemical bonding of tip and sample, also including
Pauli’s repulsion due to the overlap of electron clouds of the tip and sample atoms. The long-range

forces similarly include the van der Waals forces and electrostatic forces.(114)

2.2.1.2 Operational Modes of Atomic Force Microscopy
Atomic Force Microscopy (AFM) operates in various modes that are contingent upon the
characteristics of the sample surface and the specific measurements required. Consequently, the

operational modes must be adjusted accordingly.

1. Contact Mode: In contact mode, static mode or repulsive mode, the cantilevers tip scans the
sample surface while being in direct contact (see Figure 16b) with the surface where it
operates in the repulsive force regime (indicated in panel of Figure 16a). During the scans the
laser is deflected in z-direction according to height changes of the sample surface and changes
in the z-direction of the laser are recorded on the photodiode. The primary interactions
between the probe tip and the sample surface initially involve van der Waals attraction, which
becomes increasingly significant as the tip approaches the surface. Upon further approach,

electron clouds of the tip and sample overlap, causing the attractive forces to diminish and

32



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

repulsive Pauli exclusion forces to dominate and compensate the attractive forces. This
repulsive interaction along with applied external force by the cantilever leads to measurable

deflection of the cantilever.(115, 116)
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Figure 16: a) Interatomic force vs. distance curve. b)Contact mode: the probe lightly contacts the sample with
constant force. c) Non-contact mode: the tip oscillates above the surface, detecting long-range forces without
contact. d) Tapping mode: the cantilever oscillates near resonance, intermittently contacting the sample.
[Reprinted by permission from: (117)]

2.

Non-contact mode: In non-contact mode, the tip oscillates with a small amplitude (< 5 nm)
near the sample surface (see Figure 16c), without touching it, at or slightly above the
resonance frequency of the cantilever. Generally, the forces between the tip and sample are
van der Waals forces and these forces cause a shift in the resonance frequency of the
cantilever in the attractive regime. This shift in frequency is measured and used to generate
an topographical image of the surface.(114, 118)

Tapping Mode: In tapping mode, the cantilever oscillates near its resonant frequency, and the
tip intermittently contacts (see Figure 16d) the sample surface. There are reduced lateral
forces compared to contact mode, which reduces the sample damage caused by the tip and
further provides high resolution topographical data. Further, the system also captures the
compositional contrast in heterogenous samples by recording the difference between
external excitation and tip motion which is also known as phase imaging. This cantilever

oscillates between both attractive and repulsive regime.(119, 118)

2.2.1.3 Setpoint and PID Feedback System and their Role in Atomic Force Microscopy

In AFM, the setpoint is a pre-defined value of cantilever deflection (in contact mode) or amplitude

reduction (in tapping/non-contact mode) used as a feedback reference during scanning. It determines
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the strength of interaction between the AFM tip and the sample surface.(113) During scanning the
feedback system (explained below) constantly adjusts z-height to keep the deflection of oscillation
amplitude equal to the setpoint. These vertical (z-axis) adjustments are recorded at each (x, y) position
on the surface and the resulting topographical AFM image represents the variation in height required
to maintain the specific interaction strength (setpoint) between the tip and sample. Too high setpoint
may damage the sample, deform the surface or prematurely wear down the tip and to low setpoint

may result in weak contrast of the resulting image and insufficient resolution.

The proportional-integral-derivative controller is a main component of the AFM which helps in
maintaining appropriate distance of the probe(120) from the sample or in other terms a quick reaction
system for detecting height changes (z-direction) on the surface based on the changes in the deflection
or amplitude of the laser on the photodiode from the cantilever beam and further maintaining the
constant interaction forces between the tip and sample. Typically, in terms of AFM software the values
of the controller are associated with simple terms, namely gain. Higher gains lead to quicker response
of the system resulting in a noisy image. Whereas lower gain leads to a slower response of the system

resulting in a blurry image caused by increased dwell times.

The proportional component of the PID controller applies a quick response correction that is
proportional to the error (the difference between the measured values and the setpoint). The integral
component integrates error overtime and applying corrections based on an accumulated error. The
derivative component extrapolates error by calculating the rate of change of the error. All these

components provide continuous feedback and increase the system’s stability.

2.2.2 High Speed Atomic Force Microscopy (HS-AFM): Advancements for Real-Time

Visualization of Biological Dynamics

High speed AFM was developed in 2001 by Toshio Ando for visualization of dynamics of biological
molecules in action at sub-100 ms temporal resolution and 0.1 nm vertical resolution.(121-123) There
are some major requirements for HS-AFM to work in comparison to normal AFM and the requirements
are ultra short cantilevers in range of 6-10 um long and 2 um wide with comparison to normal
cantilevers which typically have a length ranging 100-500 um and width of 30-50 um,(112, 124) a
dynamic PID controller which has a faster response feedback capability and automatic gain tuning
during imaging than a conventional PID(125), laser deflection detector optimized for smaller
cantilevers, fast scanner and an active vibration damping technique.(122) Furthermore, AFM typically
employs tapping mode to minimize frictional forces, avoid lateral drag, and reduce sample damage,

especially when imaging delicate biological samples. However, the contact mode can also be
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employed for high-speed AFM imaging, allowing rapid acquisition of topographical data from certain

robust samples.(126)

An ultra short cantilever with high frequency (f.) is required to enable high speed AFM. Tiny cantilevers
such these have typically 1/3 of f;"@*" compared to f.*" and such that the cantilever response to the
impulsive force becomes 0.72 ps. Further the cantilever on its reflective side is coated with gold which
increases the f. by 10-20 % as there is an increase in stiffness of the cantilever, further this layer of

gold coating helps in better reflection of laser onto the photodiode in liquid medium.
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Chapter 3: DNA Origami Lattice Formation at Different Surfaces

3.1 Rapid Assembly of Highly Ordered DNA origami Lattices at Mica Surfaces

3.1.1 Introduction

Surface-assisted macromolecular self-assembly(127-132) is a promising and widely
investigated strategy for the fabrication of functional surfaces and materials with promising
applications in biomedicine,(133) biosensing,(134) and molecular electronics.(135) It is based
on the adsorption of macromolecular building blocks at a solid surfaces under conditions that
allow them to maintain some 2D mobility. These building blocks then assembly into networks
and lattices via specific non-covalent interactions among themselves and/or with the surface.
Various macromolecular building blocks can be used in this approach, including small organic
molecules,(136) peptides,(137) proteins,(138) and DNA.(139)

DNA has proven as a particularly versatile material in surface-assisted self-assembly,(140, 141,
43) as recent advances in DNA nanotechnology enable the controlled assembly of highly
ordered lattices(34, 33, 142) with various symmetries and unit cells(143—-145, 142) over
macroscopic surface areas several cm? in size.(146) Such lattices are typically assembled at
mica surfaces(147, 34, 146, 143, 145, 38, 148, 144, 149, 32, 150, 142) or supported lipid
bilayers,(151, 39, 36, 152—155) but efficient lattice assembly has recently been demonstrated
also at SiO; surfaces.(33, 156, 157) Nevertheless, mica is usually favored as a substrate because
mica-assisted DNA lattice assembly it is not as sensitive to environmental parameters and thus
more robust, so that lattices with an astonishing degree of order can be fabricated in a
straightforward and reproducible manner.(156, 34, 38, 33) In comparison, solution-based self-
assembly of DNA lattices relies solely on attractive interactions between DNA nanostructures
and thus requires the precise fine-tuning of the connecting sticky or blunt ends (141, 43).
Furthermore, deposition of 2D lattices assembled in solution on solid substrates usually leads
to lattice distortions and sometimes even severe lattice damage (158, 159, 15) and the
resulting surface coverage is usually much lower than in the case of surface-assisted assembly,
through which homogeneous monolayer lattices have been fabricated over cm? surface areas.
(146) The surface-assisted assembly of 2D DNA lattices thus is a robust method with various
potential applications, ranging from the controlled arrangement of proteins (143, 44) and gold
nanoparticles (160, 150, 161) to the fabrication of etch masks for molecular lithography
patterning.(157)

Despite all those advantages, there are still some issues that need to be solved to enable the

widespread application of DNA lattices assembled at solid surfaces. While the effects of several
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experimental parameters on lattice assembly have already been investigated and optimized
toward maximizing lattice order(34, 38, 147) and lattice size,(146) the timescales required for
lattice assembly are still rather long. Depending on the monomer type and the environmental
conditions, extended DNA lattices at mica and SiO; surfaces are typically assembled over
timespans ranging from about one hour(38) to several days,(145, 144) with longer assembly
times usually being favored as they result in higher lattice order(38, 34, 147) and larger surface
coverage.(143, 149) For any real-world applications of DNA lattices, much shorter assembly
times of the order of minutes would be highly desirable. However, previous studies already
hinted at the possibility that increasing the monomer concentration may result in equivalent
or even higher lattice order in shorter time.(44, 34) Therefore, in this work, we systematically
investigate the effect of monomer concentration on the assembly and quality of hexagonal
DNA origami lattices at mica surfaces by high-speed atomic force microscopy (HS-AFM). We
find that at a rather moderate DNA origami monomer concentration of 6 nM, densely packed
DNA origami monolayers (MLs) are observed already after about 2 min, compared to 10 min
at 4 nM. Intriguingly, further increases in DNA origami concentration do not result in faster ML
formation. At short length scales (< 1 pum), no differences between the DNA origami
concentrations are observed once a ML has formed, which implies that high-quality DNA
origami lattices can be assembled within 2 min at rather moderate DNA origami
concentrations of 6 to 10 nM. Over larger length scales of a few microns, however, a DNA
origami concentration of 10 nM results in slightly higher lattice order than other (higher or
lower) DNA origami concentrations. We thus identified optimum conditions that enable the
rapid assembly of highly ordered DNA origami lattices within few minutes, which represens a
highly important step toward the industrial-scale application of DNA-based molecular

lithography masks.

3.1.2 Results and Discussion

To assess the effect of monomer concentration on DNA origami lattice assembly, we used the
Rothemund triangle(15) as the monomeric building block. For these DNA origami triangles,
surface-assisted lattice assembly is a result of electrostatic interactions between the charged
DNA origami nanostructures and the charged mica surface, with surface coverage being
maximized by arranging the adsorbed triangles in a 2D hexagonal close packed lattice. This
mechanism does not require any attractive interactions between DNA origami monomers and,
therefore, can proceed without the formation of nucleation seeds.(38) For this system, lattice
assembly kinetics and especially lattice order can be optimized by adjusting ionic composition

of the medium, as the electrostatic interactions between the DNA origami nanostructures and
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the mica surface depend on the species and concentrations of available monovalent and
divalent cations.(34, 38) For the experiments, a buffer composition that was found in previous
work to stimulate the assembly of highly ordered hexagonal lattices on mica surfaces, i.e.,
1XTAE supplemented with 10 mM CaCl; and 75 mM NacCl.(34) Under these conditions, a DNA
origami concentration of 2 nM led to the formation of a densely packed ML in about 40
min.(34) This was verified in the HS-AFM images, which show only a slowly increasing surface
coverage that does not yield a closed ML within 600 s of incubation. As can be seen in Figure
18, increasing the DNA origami concentration to 4 nM leads to notably faster assembly
kinetics, with a densely packed ML being formed in about 600 s. Prolonged incubation beyond
600 s leads to rearrangements within the ML, which anneals lattice defects and continuously
improves lattice order.(34, 38)

At a DNA origami concentration of 6 nM, lattice assembly is further accelerated, with a densely
packed ML being observed already after 200 s (see Figure 18). Visual inspection does not reveal
any major differences in lattice quality between the lattice obtained after 600 se at 4 nM and
that obtained after 200 s at 6 nM. After prolonged incubation for 1000 s, both lattices still
appear very similar. Even higher DNA origami concentrations up to 12 nM do not lead to faster
lattice assembly.

To quantify these visual observations, a topological analysis was performed of all HS-AFM
images recorded for each experiment. To this end, our previously developed software(34, 146)
was adapted to enable batch processing of large HS-AFM image stacks. The web app (available

at https://github.com/mariocastro73/avator) allows to import individual images and fine tune

the software parameters to obtain a 100% accurate classification of the triangles (Developed
and Analyzed by Mario Castro and David Contreras, Grupo Interdisciplinar de Sistemas
Complejos and Instituto de Investigacion Tecnoldgica, Universidad Pontificia Comillas de
Madrid, Madrid, Spain). However, as the input images differ in coverage, it was necessary to
calibrate different representative parameters for different time ranges. Then, information
about the location of the triangles and the coverage can be exported, so that it can be
processed with another software.

Figure 19a shows the DNA origami surface coverage as a function of incubation time for the
different DNA origami concentrations. In agreement with the above qualitative assessment,
surface coverage increases more slowly at a DNA origami concentration of 4 nM than at the
higher concentrations, which all show a rather similar behavior. The time to ML formation as
identified by the saturation of the surface coverage is given in Figure 19b for the different DNA
origami concentrations. At a DNA origami concentration of 4 nM, ML formation occurs at

about 600 s. At the higher concentrations, closed MLs are observed already after 100 to 150 s.
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This increase in the lattice assembly rate may be related to the probability of the DNA origami
triangles to form dimers in solution via blunt end stacking at their vertices. Higher monomer
concentrations may lead to a larger fraction of DNA origami dimers adsorbing on the mica
surface that can then act as additional nucleation seeds that stimulate lattice growth. There is
no clear trend in the fraction of adsorbed dimers with monomer concentration. Therefore, it
was assumed that the observed decrease in the time to form a closed ML is due to an increase
in the arrival rate of the DNA origami triangles at the surface, even though the limited size of
the HS-AFM images allows only a very small surface area to be analyzed. The observation that
a further increase in DNA origami concentration does not result in faster ML formation
indicates that the rate of DNA origami arriving at the mica surface is diffusion limited. To reach
a target concentration of 10 nM in these experiments, a 500 ul sample of 20 nM DNA origami
solution is manually injected into the liquid cell filled with 500 pl of DNA-free buffer. To reach
the surface, the DNA origami nanostructures have to diffuse along the concentration gradient.
Therefore, the local DNA origami concentration at the mica-liquid interface gradually increases
until it reaches the nominal target value of 10 nM. To test this hypothesis, a control experiment
was conducted, in which 28 pl of a highly concentrated DNA origami sample (360 nM) were
injected into the liquid cell filled with 972 pl buffer to reach the same target concentration of
10 nM. Indeed, as can be seen in the AFM images shown in Figure 17, lattice assembly is
severely delayed in this setting. Therefore, it was assumed that under conditions that are not
limited by diffusion, lattice assembly will be even faster for DNA origami concentrations of 6

nM and more.

Figure 17: HS-AFM images of DNA origami triangles adsorbed on mica surfaces. Injection into the liquid cell was
carried out at different sample-to-buffer volume ratios at a constant total concentration of 10 nM. Left: 500 ul
sample (20 nM) injected into 500 ul DNA-free buffer. Image size 1 x 1 um? incubation time 1242 s. Right: 28 ul
sample (360 nM) into 972 ul buffer. Image size 3 x 3 um?, incubation time 2100 s.

To monitor the development of lattice order over time, a Delauney triangulation was
computed (a dual geometric characterization of the Voronoi tessellation)(34, 146) and

compute the distribution of triangle angles. For a perfectly packed DNA origami triangle lattice,
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we would expect a peak distribution at 60°. Of course, randomness in the deposition, as well
as tiny fluctuations in the automatic triangle discovery provided by our software, will broaden
this distribution. However, we can expect that the order is related to the height of the
histogram of angles around 60° (and using + 5° bin width). Namely, it was denoted as the order
parameter n(Ogo), i.e., the number of angles around 60° per um?2. This parameter is less
sensitive toward boundary effects resulting from the finite size of the AFM images than
parameters based on the nearest-neighbor distribution that were used previously to quantify
lattice order.(34, 146)

Figure 19c show the evloution of n(@e) over time for the different DNA origami concentrations.
Interestingly, the order parameter follows the same trend as the surface coverage. For all
concentrations, it increases at early assembly times but saturates upon formation of a closed ML.
After this point, it remains largely constant and does not exhibit any notable differences between DNA
origami concentrations. This demonstrates that increasing the DNA origami concentration results in
faster ML formation but does not affect the quality of the assembled lattices. Therefore, high-quality
DNA origami lattices can be assembled within 2 min at rather moderate DNA origami concentrations

of 6to 10 nM.
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Figure 18:HS-AFM images (1 x 1 um?) of DNA origami lattice assembly at different DNA origami concentrations
recorded at different time points. The apparent differences in surface coverage at 0 s can be attributed to
inhomogeneous surface coverage and variations in the manual injeciton of the sample solutions. The images
were recorded at 1 frame per second (fps).
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Figure 19: (a) Evolution of surface coverage over time. The 4 nM curve is statistically different (p < 0.001) from
all other curves. (b) Time to monolayer (ML) formation extracted from the curves in a). (c) Evolution of the number
of angles around 60° per um? n(Gso), over time. There are no statistically significant differences in the final n(Geo)
values obtained at the end of the experiments.

In the above experiments, the image size was limited by the high frame rate, so only rather small
images of 1 x 1 um? could be recorded. To assess lattice quality over larger scales, overview images
4 x4 um? in size were recorded at the end of each experiment, i.e., about 25 min after sample
injection. As can be seen in Figure 20, the obtained lattices are rather similar in appearance and exhibit
the same general features. In particular, the lattices are rather homogeneous over these micrometer
length scales but show some point and line defects at the grain boundaries. Such defects, however,
may persist even for very long times and are observed also for assembly times exceeding one hour

(38, 34). Despite the similar appearance of the different lattices, the fast Fourier transforms (FFTs)
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shown in the insets, reveal some differences. Even though all FFTs exhibit very pronounced correlation
peaks with hexagonal symmetry, one of the 4 nM images has a rather intense, diffuse background.
With increasing DNA origami concentration, the intensity of the background decreases, until FFTs with
extremely well-defined features are obtained at 8 and 10 nM concentrations. At 12 nM, however, the
background reappears and the FFT again seems somewhat blurry. This is in line with the order
parameter n(BOgo) shown in the bar chart of Figure 19, which has slightly larger values at 8 and 10 nM
than at the other concentrations. Therefore, although no differences between concentrations are
observed at smaller length scales, long-range order exhibits a small maximum at an intermediate
optimum DNA origami concentration of 10 nM. At larger concentrations, n(Ggo) is decreased again.
This is because development of order requires the annealing of defects by a local rearrangement of
the DNA origami lattice, which is initiated after the spontaneous desorption of single triangles from
lattice sites.(38, 147) If the DNA origami concentration is too high, this rearrangement is suppressed
because as soon as a lattice triangle desorbs, its site in the lattice is occupied by a new incoming
triangle from the bulk solution. It should be noted, however, that Fourier and topological analyses
measure different aspects of what is generally termed order (34). Therefore, they are not fully
comparable and may vyield different assessments of lattice order for the same sample (34), which
explains why the trend observed in the FFT images in Figure 20 is not reproduced in all details in the

n(O¢o) data.

In these experiments, we have monitored lattice dynamics for about 25 min. However, previous works
have shown that under similar conditions, lattice order increases constantly with time even after
formation of a closed monolayer, albeit at a low rate (34, 147). Furthermore, the order parameters
calculated from in-situ HS-AFM images may be affected by the continuously scanned AFM tip. It has
been demonstrated previously that high scan rates such as the one used here may notably disturb
biomolecular dynamics (162) and thereby negatively affect surface-assisted biomolecular self-
assembly.(163) Under static conditions without external disturbances, the formed lattices may,
therefore, exhibit even higher order parameters. Therefore, DNA origami triangles were incubated at
the optimum concentration of 10 nM on mica for 20 and 67 min without continuously scanning the
surface. After 20 min incubation, an order parameter of n(Qs) = 87 um is obtained, which is identical
to the one observed with continuous scanning in Figure 20. This indicates that the continuously
scanned tip has only a minor influence on lattice order. However, after an additional 47 min
incubation, the order parameter has increased to n(Qeo) = 93 um. This verifies that longer incubation
times will indeed lead to improved lattice order by the continuous annealing of defects as observed
previously (34, 147). Whether such a comparably moderate improvement in lattice order warrants

longer assembly times, however, will depend on the requirements of the envisioned application.
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Figure 20: Overview AFM images (4 x 4 um?) of DNA origami lattices assembled at different DNA origami concentrations
recorded after approximately 25 min of incubation. The insets give the fast Fourirer transforms (FFTs) of each image. The bar
chart gives the number of angles around 60° per um? n(060), calculated for the different AFM images.

3.1.3 Conclusion

The surface-assisted assembly of ordered DNA origami lattices at mica surfaces was investigated for
different DNA origami concentrations. Using buffer conditions optimized for high lattice order and HS-
AFM to monitor lattice assembly in situ at 1 frame per second, it was observed that the formation of
ordered DNA origami lattices happens within minutes. At a low DNA origami concentration of 4 nM,
formation of a regular lattice takes about 10 min, whereas similar lattices are obtained after 2 min for
concentrations between 6 and 12 nM. Over short length scales below 1 um, the DNA origami
concentrations do not affect lattice order. However, a 10 nM concentration results in slightly improved
lattice order at larger scales of several microns. This concentration thus appears to be the optimum

for the rapid assembly of DNA origami lattices at mica surfaces.

The observation that increasing the DNA origami concentration from 6 to 12 nM does not result in
faster lattice assembly kinetics is attributed to the dominant influence of DNA origami diffusion
through the bulk volume after sample injection, which limits their rate of arrival at the surface. For
the routine fabrication of DNA origami lattices for molecular lithography or other applications, it is

thus recommended to use a different experimental setting, in which the substrate is getting immersed
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in a well-mixed solution that contains the DNA origami nanostructures already at the final target
concentration of 10 nM. Under such conditions, it can be expected that lattice assembly to occur

almost instantly within less than 1 min.

3.1.4 Materials and Methods

DNA origami assembly and purification

The DNA origami triangles(15) were assembled using the 7249 nt M13mp18 scaffold (Tilibit)
and 208 staples strands (Eurofins) at a tenfold staple excess in 1x TAE (Carl Roth) containing
10 mM MgCl; (Carl Roth). The solution was heated to 80 °C and subsequently cooled down to
room temperature over 90 min in a thermocycler Primus 25 Advanced (PEQLAB). The folded
DNA origami triangles were purified by spin filtering using Amicon Ultra 100K filters (Millipore).
The molar concentration of the purified DNA origami nanostructures was estimated by UV/Vis
absorption using an Implen Nanophotometer P330.

HS-AFM

HS-AFM was performed using a JPK Nanowizard ULTRA Speed 3 with USC F0.3-k0.3 cantilevers
(NanoWorld) and a custom-made liquid cell. Different concentrations of DNA origami
nanostructures suspended in 1x TAE (pH 8.5) containing 10 mM CaCl; (Merck) and 75 mM NaCl
(VWR) were injected into the buffer-filled liquid cell to reach the final desired concentration in
a total sample volume of 1 ml. The first AFM image of each experiment was recorded about 10
s after injecting the sample. Sample injection was performed manually, resulting in some variation
between samples. This in particular concerns the exact timespan between injection and start of
imaging, as well as the rate of injection and the place of injection within the volume of the liquid cell.
Since the arrival rate of the DNA origami nanostructures at the mica surface is limited by diffusion,
sample to sample variations of these parameters are responsible for differences in the number of
adsorbed DNA origami triangles in the beginning of the experiments. For the first 10 min, HS-AFM
images were recorded with 1 x 1 um? scan size at a line rate of 200 Hz and a resolution of 200 x 200
pixels resulting in a frame rate of 1 frame per second (fps). After about 10 min, the resolution was
increased to 400 x 400 pixels, lowering the frame rate to 0.5 fps. After about another 15 min, overview
images 4 x 4 um? in size were recorded at a line rate of 20 Hz and a resolution of 2048 x 2048 pixels.

Image processing

The HS-AFM images were flattened using the batch-processing capabilities of the JPK DP Data
Processing Software, except the overview images in Figure 20, which were processed using
Gwyddion.(164) For each experiment, between 795 and 880 HS-AFM images were analyzed,

i.e., 4267 images in total.
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Statistical analysis

The surface coverage vs. time curves in Figure 2a were tested for statistical difference using the
Compare Datasets and Fit Parameters App in Origin 2023b (OriginLab) in the dataset setting, applying
the pseudo-first order model (165). The lattice order obtained for the different concentrations after
incubation for about 20 min was tested for statistical differences in Origin 2023b by One Way ANOVA

using five n(Og) values from the last 50 s of each time series in Figure 19c.
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3.2 Cation-dependent Assembly of Hexagonal DNA origami Lattices on SiO;
Surfaces

3.2.1 Introduction

In the past 15 years, DNA origami(15) has transformed the field of DNA nanotechnology and is
now a well-established technology used on a daily basis in hundreds of labs around the
word.(166) The main reasons for this tremendous popularity lie in the precise tunability of the
nanoscale shapes and molecular arrangements of the resulting DNA origami
nanostructures,(167, 168) their straightforward synthesis with high assembly yields, (169, 16)
and their high mechanical and structural stability under relevant conditions.(170-172)
Therefore, DNA origami nanostructures are currently employed in many fields of research,
including biomedicine,(173) sensing,(174) electronics,(175) and materials science.(176)In a
materials science context, the possibility to transfer the well-defined shapes of DNA origami
nanostructures into organic or inorganic materials is a particularly promising approach toward
nanomaterials synthesis.(177) DNA assisted lithography (DALI) is a technology that exploits
DNA origami nanostructures as lithography masks in the fabrication of precisely shaped metal
nanostructures on aluminum oxide or silicon nitride substrates for applications in plasmonics
and optical sensing.(178) The accessible range of materials combinations has been further
extended by biotemplated lithography of inorganic nanostructures (BLIN), which enables the
transfer of DNA origami shapes into arbitrary inorganic materials on arbitrary substrates.(179)
A central step in both of these technologies is the adsorption of the DNA origami
nanostructures on an oxidized silicon surface. While DNA origami nanostructures can be
adsorbed on various surfaces such as mica,(15) gold,(180) diamond-like carbon,(181) and
graphene,(182) silicon is chosen because of its compatibility with established semiconductor
processing methods such as HF and reactive ion etching.(183, 184) So far, DALI and BLIN both
have been used to transfer only individual DNA origami shapes randomly placed on the
surface. Many relevant applications of these techniques, e.g., the fabrication of photonic
crystals or plasmonic metamaterials, however, rather require defined arrangements such as
ordered lattices or patterns.

Numerous methods have been explored to direct the adsorption of DNA origami
nanostructures into defined arrangements. On SiO,/Si surfaces, this was achieved using
substrates that were pre-patterned with top-down(181, 185, 186) or bottom-up(187-189)
lithographic techniques. As a more straightforward, one-step approach, highly ordered DNA
origami lattices can be fabricated on mica surfaces without the need for any pre-patterning

simply by controlling their electrostatic interactions with the surface.(34, 38, 190, 32, 191, 192,
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44) This approach utilizes the competition between monovalent and divalent cations for the
DNA-mica interface, which is tuned to a degree that provides the adsorbed DNA origami
nanostructures with sufficient mobility to diffuse along the surface and assembly into tightly
packed, polycrystalline monolayers.(43) In order to create highly ordered lattices in this way,
the species and concentrations of the involved monovalent and divalent cation have to be
carefully optimized.(38, 32, 34) While this enables the homogeneous patterning of wafer-sized
substrates at low cost,(192) extending it to SiO; surfaces is not straightforward because mica
and SiO; have different zeta potentials and different ion binding properties.(193, 194)
Additionally, SiO; also has a larger root-mean-square surface roughness of about 2 A compared
to about 0.6 A of muscovite mica.(195, 196) Nevertheless, Tapio et al. recently achieved highly
ordered fishnet-type lattices of cross-shaped DNA origami tiles on oxidized silicon
surfaces.(197) Compared to DNA origami lattice assembly on mica, the authors had to use
much higher concentrations of monovalent cations and elevated substrate temperatures.
Furthermore, lattice formation was promoted by blunt-end stacking of the DNA origami tiles.
In this study, we extend the approach of Tapio et al.(197) to hexagonal DNA origami lattices
assembled on SiO; surfaces from DNA origami triangles without the aid of blunt-end stacking.
A pronouncedly different behavior is observed for this particular system, which does not form
ordered lattices under conditions equivalent to those used by Tapio et al., i.e., 12.5 mM Mg%,
200 - 600 mM Na*, and temperatures between 30 and 40 °C. Our results thus underscore the
benefit of attractive interactions between individual DNA origami tiles in the form of blunt-end
stacking in the assembly of highly ordered lattices on SiO, surfaces. Nevertheless, ordered
hexagonal lattices of DNA origami triangles on SiO; surfaces are obtained upon replacing Mg?*
by Ca?*. Under those conditions, the assembled lattices exhibit a degree of order slightly below
that of equivalent lattices assembled on mica surfaces in the presence of Mg?* and Na* ions.
Successful transfer of the so-assembled DNA origami lattices into the dry state is demonstrated

as well.

3.2.2 Results and Discussion

DNA origami lattice assembly on SiO; surfaces was investigated in situ by time-lapse atomic
force microscopy (AFM) over a time course of about 3.5 hours. The substrates were p-doped
Si(100) wafers with hydroxylated surface oxide. Figure 21a shows AFM images recorded in the
beginning and at the end of lattice assembly at 20 °C in the presence of 200 mM Na* and 12.5
mM of either Mg?* or Ca?*. It was observed that the presence of Mg?* as the major cation leads
to an overlapping of neighboring DNA origami triangles from the very beginning. The results in

the formation of a rather disordered monolayer after about 210 min of incubation. The lack of
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order is further confirmed by the corresponding fast Fourier transforms (FFTs) of the AFM
images in the insets of Figure 21a, which do not show any visible rings. Replacing Mg?* with
Ca?* under otherwise identical conditions changes the behavior of the DNA origami triangles
on the surface, so that no overlapping is observed anymore in the corresponding AFM images
in Figure 21a. Nevertheless, the DNA origami do not assemble into an ordered lattice but
rather form a monolayer of randomly oriented triangles. These different behaviors may be
explained by the rather high Na* concentration. Both Na* and Mg?* can occupy various binding
sites at the phosphate backbone as well as the minor and major grooves of DNA, (198, 199) so
that their combined presence may induce a local charge inversion of the DNA origami
nanostructures and thereby promote DNA origami aggregation. Ca®*, on the other hand,
interacts more weakly with nucleic acids(200-202) and is more easily replaced by Na* than
Mg?*. Therefore, this system shows a reduced propensity for aggregation.

The degree of order of the assembling lattices as a function of time was quantified by
calculating the relative correlation length § for each AFM image in the two time series, which
is a measure of the average domain size (see experimental section).(38, 203) The results are
plotted in Figure 21b. In both cases, ¢ is found to start at a value around 2.5 A, with A
representing the periodicity of the lattice. Then, § decreases with time and reaches a saturation
value of around 1.5 A at about 90 min incubation. The initial decrease stems from the fact that
surface coverage starts well below one monolayer and increases only slowly, so that the
concept of correlation lengths and domain sizes does not apply yet. Only when a closed
monolayer is formed, £ assumes a stable value and does not increase any further with
incubation time. The latter indicates that surface diffusion is insufficient under the applied
conditions. On mica surfaces, it was previously observed under optimized assembly conditions
that § continuously increases with time, which results from the rearrangement of DNA origami
triangles and the associated dynamic annealing of lattice defects.(34, 191, 38) Nevertheless, it
can be seen that surface coverage still increases for prolonged assembly times, indicating that
the lattice is far from static at this point and more DNA origami adsorb with time.
Unfortunately, this does not result in notable improvements in lattice order. For all time points,
slightly higher € values are obtained in the presence of Ca?*, which indicates a slightly higher
surface mobility of the adsorbed DNA origami nanostructures, similar to what was previously

observed on mica.(34)
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Figure 21: a) AFM images (3 x 3 um?) recorded at time points 0 (left) and ~ 210 min (right) at 20 °C, 200 mM Na+,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Building on previous experience with DNA origami lattice assembly on mica surfaces, (38) the
concentration of Na* was increased to 400 mM in order to increase the surface mobility of the
adsorbed DNA origami nanostructures. As can be seen in Figure 22a, this increase in the Na*
concentration did not result in any improvements in lattice order. In the presence of Mg?, the
overlapping of the DNA origami triangles in the monolayer seems to have gotten worse, which
agrees with the above interpretation of the combination of high Na* and moderate Mg?*
concentrations promoting DNA origami aggregation. In the case of Ca?* as the divalent cation,
the obtained lattice is still rather unordered with the corresponding FFT not showing any
discernable ring structure. The most remarkable difference compared to 200 mM Na® is a delay
in the decrease of the correlation lengths (see Figure 21b and Figure 22b). This results from DNA
origami adsorption at the SiO; surface being slowed down by the higher Na* concentration,

presumably because of the screening of electrostatic interactions at the DNA-SiO; interface.
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Figure 22: a) AFM images (3 x 3 um?) recorded at time points (left) and ~ 210 min (right) at 20 °C, 400 mM Na*,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Increasing the Na* concentration further to 600 mM did not result in dramatic changes in the
assembly and the quality of the DNA origami monolayer in the presence of Mg?* (see Figure
23). In the case of Ca?* as the divalent cation, however, the FFT of the AFM image obtained
after about 210 min incubations shows weak ring structures (see Figure 23a), indicating a slight
improvement in lattice order. This is further verified in the evolution of the correlation length
€ in Figure 23b, which from the point of monolayer formation shows larger values between 2
and 2.5 A, consistent with slightly improved order. This is most likely a result of enhanced
surface diffusion allowing the DNA origami lattices to optimize their arrangement within the
lattice and thus enables them to form larger domains. As can further be seen in Figure 23b, the
correlation length of this system shows somewhat erratic behavior with sudden jumps to
higher or lower values. This behavior was attributed to the enhanced surface mobility of the
DNA origami nanostructures, which leads to a large number of adsorption and desorption

events and thus highly dynamic behavior.
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Figure 23: a) AFM images (3 x 3 um?) recorded at time points 0 (left) and ~ 210 min (right) at 20 °C, 600 mM Na*,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

While an increase of the Na* concentration to 600 mM has resulted in a slightly increased order
of the assembled DNA origami lattice, the corresponding AFM image in Figure 23a shows also
the first signs of DNA origami aggregation and multilayer formation (bright spots). Therefore,
a further increase in Na* concentration beyond 600 mM does not appear promising. Rather, in
the next set of experiments, we have increased the substrate temperature from 20 to 30 °C.
In the recent work of Tapio et al., an elevated substrate temperature of about 30 to 40 °C was
essential for obtaining large and well- formed DNA origami lattices on SiO; surfaces mediated
by blunt-end stacking.(197) As can be seen in Figure 24, this moderate increase in temperature
did not result in any notable improvement at a Na* concentration of 200 mM, with the
correlation lengths of both the Mg?* and the Ca?* systems remaining below 2 A. This indicates
that the surface mobility of the DNA origami nanostructure under these conditions was still
too low. Therefore, higher Na* concentrations was also evaluated, which had shown slightly

better results at 20 °C.
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Figure 24: a) AFM images (3 x 3 um?) recorded at time points (left) and ~ 210 min (right) at 30 °C, 200 mM Na*,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

At 400 mM Na* concentration, Figure 25 indeed reveals some improvement. While the
monolayer formed in the presence of Mg?* is still characterized by low order and multilayer
buildup, the presence of Ca?* facilitates the assembly of a DNA origami lattice with increased
quality and order. In particular, the FFT shown in the insets of the corresponding AFM images
in Figure 5a develops a weak ring structure over time. At the same time, also the correlation
length is increasing with time — albeit with strong fluctuations — and reaches a final value of
about 2.5 A at about 210 min. For comparison, under otherwise identical conditions at 20 °C

substrate temperature, £ remains below 1.5 A (see Figure 23b).
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Figure 25: a) AFM images (3 x 3 um?) recorded at time points (left) and ~ 210 min (right) at 30 °C, 400 mM Na*,
and 12.5 mM of either Mg?* or Ca%, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Increasing the Na* concentration to 600 mM at 30 °C substrate temperature leads to further
improvement. For Ca?*, Figure 26a shows the formation of a rather well-ordered DNA origami
lattice. Despite a considerable number of lattice defects, the corresponding FFT has the form
of a well-defined ring with vaguely hexagonal shape. This enhanced lattice order is also
reflected in the correlation length (Figure 26b), which further increases to about 3.5 A after
about 210 min incubation. While this is a rather pronounced improvement compared to the
lower temperatures and Na* concentrations, the obtained correlation length is still lower than
those achieved on mica surfaces under optimized conditions, which routinely reach values of
about 5 A but may go as high as about 8 A.(34, 38) However, it was seen that £ has not yet
saturated at this time point but is still increasing, so that even higher values may be achievable
at longer incubation times. Interestingly, the combination of elevated substrate temperature
and high Na* concentration also leads to small improvements in the Mg?* system. Here, € values
between 1.5 and 2 are obtained, which is further proof of thermally enhanced surface
diffusion. Nevertheless, lattice assembly is still hindered by multilayer formation (see

corresponding AFM image in Figure 26a).
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Figure 26: a) AFM images (3 x 3 um?) recorded at time points 0 (left) and ~ 210 min (right) at 30 °C, 600 mM Na*,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative

7

correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Finally, the substrate temperature was increased further to 40 °C. At 200 mM Na*, this further
increase does not have any positive effect on lattice assembly (see Figure 27). On the contrary,
under these conditions, the AFM images in Figure 27a show two distinct differences compared
to all previous experiments. First, an exceptionally high surface coverage is observed at the
very beginning of the experiment. While this may to some extent be related to a small delay
between the injection of the DNA origami sample into the liquid cell and the start of the first
AFM scan, it may also be a result of the increased diffusion of the DNA origami in the bulk
solution. Since our experimental setting is diffusion limited, such an increased bulk diffusion
will lead to higher arrival rate of the DNA origami at the surface and thereby to increased
adsorption. The latter interpretation was further supported by the second observation, i.e.,
rather strong multilayer formation not only in the presence of Mg?* but also for Ca?*, which

was not seen in the above experiments.
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Figure 27: a) AFM images (3 x 3 um?) recorded at time points O (left) and ~ 210 min (right) at 40 °C, 200 mM Na*,
and 12.5 mM of either Mg?* or Ca?, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Both effects of the increased temperature, i.e., high surface coverage and multilayer formation
in the presence of Ca?*, are markedly reduced at 400 mM Na* (see Figure 28a). This indicates
that the increased Na* concentrations drastically enhances the surface mobility, and
particularly the desorption rate of the DNA origami, which now counterbalances the increased
adsorption rate. The dramatically enhanced surface mobility in the presence of Ca?* could
directly been seen in the initial AFM image recorded at O min incubation in Figure 28a. Here,
the DNA origami triangles have a rather blurry appearance because of their rapid motion along
the surface. A similar observation was made also on mica at room temperature in the presence
of 75 mM Na* and 10 mM Ca?*,(34) which was a further indication of the comparably low
surface mobility of the DNA origami nanostructures on the SiO; surface. As one would expect,
the enhanced surface mobility also leads to improved lattice order as demonstrated by the
corresponding FFT in Figure 28a, which shows a clear ring structure with notably hexagonal
shape. Furthermore, as can be seen in Figure 28b, the correlation length of the lattice
assembled in the presence of Ca?* reaches a value of about 4.5 A already after 120 min
incubation, after which it fluctuates between 4.5 and 3.0 A. These rather strong fluctuations
could be attributed to the strong dynamics of the lattice, which is characterized not just by
lateral diffusion of the adsorbed DNA origami along the surface but also many desorption and

adsorption events. For this condition, it was observed that the largest increase in surface
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coverage during assembly, i.e., from about 73% upon formation of a closed monolayer to about

88% at the end of incubation.
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Figure 28: a) AFM images (3 x 3 um?) recorded at time points 0 (left) and ~ 210 min (right) at 40 °C, 400 mM Na*,
and 12.5 mM of either Mg?* or Ca?*, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

Similar behavior can also be observed in Figure 29 at a higher Na* concentration of 600 mM.
Here, however, an even higher surface mobility leads to stronger dynamics, which in turn
delays the increase in €. Only after about 210 min, & reaches a value of about 4 A and the
corresponding FFT in Figure 29a is less defined than the corresponding one observed at 400
mM (see Figure 28a). The strongly increased surface mobility is also apparent in the presence
of Mg?*, where the formed lattice reaches a maximum € value of almost 3 A. However, this

system still suffers from multilayer formation.
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Figure 29: a) AFM images (3 x 3 um?) recorded at time points 0 (left) and ~ 210 min (right) at 40 °C, 600 mM Na*,
and 12.5 mM of either Mg?* or Ca%, respectively. Insets show the fast Fourier transforms (FFTs). b) Relative
correlation lengths &/A as calculated from all recorded AFM images as a function of incubation time. The vertical
lines in b) indicate the time points at which closed monolayers are observed.

In Figure 30, the correlation lengths of the different lattices obtained after incubation for about
210 min under the tested conditions are compared. It is observed that increasing either the
substrate temperature or the Na* concentration leads to increased lattice order. Furthermore,
there is an apparent interdependency of these two parameters, i.e., essentially the same
degree of order that is achieved at 40 °C with 400 mM Na™* can also be obtained at a lower
temperature of 30 °Cif the Na* concentration is increased to 600 mM. This implies that the Na*
concentration essentially acts as an effective temperature with higher concentrations leading
to increased DNA origami mobility. This confirms previous postulations for DNA origami lattice
assembly on mica surfaces.(38) Finally, all these trends were much more pronounced for Ca%*

than for Mg?* as the divalent cation.
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Figure 30: Comparison of the relative correlation lengths &/A of the different lattices obtained in the presence of
Mg?* and Ca?*, respectively, after about 210 min incubation.

However, even under optimized conditions, the obtained lattices have a much lower degree
of order than on mica. For instance, incubation of 3 nM DNA origami triangles in 10 mM Ca?*
and 75 mM Na* on mica for 90 min at room temperature resulted in a highly ordered lattice
with a correlation length £ > 8 A.(34) While this may not be surprising considering the different
surface properties of mica and SiO,, even higher correlation lengths were obtained for
tetragonal DNA origami lattices assembled on similar SiO, surfaces and under similar
environmental conditions as used here.(197) This was because the lattices of Tapio et al. were
assembled from Seeman tiles, which are able to participate in blunt-end stacking with
neighboring tiles. This additional attractive intermolecular interaction appears to be crucial for
obtaining highly ordered lattices on SiO; surfaces because it lowers the mobility of DNA origami
nanostructures incorporated into a growing lattice. For the DNA origami triangles studied here,
the limiting factor appears to be the high desorption rate that accompanies a high lateral
mobility of adsorbed DNA origami nanostructures along the SiO, surface. At the high
temperatures and Na* concentrations required for sufficient lateral mobility, continuous DNA
origami desorption from lattice sites prevents the lattice from approaching a low-energy state
with optimized packing density. In the presence of blunt-end stacking, however, DNA origami
monomers have a higher surface mobility and desorption rate than dimers and multimers.
Lattice assembly under such conditions thus resembles a nucleated crystal growth mechanism
and leads to much larger single-crystalline lattice domains.

Finally, an attempt was made to transfer the DNA origami lattices assembled on the SiO;
surface in the presence of Ca?* into the dry state, in order to enable further processing steps

such as growth of an oxide mask by chemical vapor deposition.(184, 178, 204, 179) For DNA
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origami lattices assembled on mica and SiO; in the presence of Mg?, such a transfer was
achieved previously by addition of Ni?* either directly to the sample solution after lattice
assembly or after gentle washing of the substrate surface to remove free DNA origami.(192)
Ni2* has a higher affinity for DNA than Mg?* and Na* and thereby efficiently fixates the DNA
origami nanostructures to the surface. For the current hexagonal lattices assembled on SiO; in
the presence of Ca?", however, a more gentle approach was required. While the simple
addition of Ni?* to the DNA origami-containing solution after lattice assembly ensured that the
formed lattice remained essentially intact during subsequent washing, it also resulted in the
random adsorption of a large amount of DNA origami triangles from solution. This is a general
issue frequently observed upon lattice transfer into the dry state(192, 197, 44) and may be
reduced to some extent by additional fine-tuning of environmental parameters.(197) In the
present case, it was found that cooling the substrate to 4°C before the addition of Ni?* led to
less pronounced DNA origami deposition, probably due to the reduced diffusion of the free
DNA origami nanostructures suspended in the bulk solution. Figure 31 shows an AFM image of
the resulting lattice in the dry state. As can be seen, DNA origami deposition is not fully
suppressed and there are still some triangles from solution adsorbed on top of the lattice.
Reducing the DNA origami concentration from 4 nM to 3 nM did not result in a notable
difference. In an attempt to completely suppress DNA origami deposition, we also tried to
carefully remove the DNA origami-containing solution from the substrate surface before
addition of Ni?*. However, this destroyed the assembled lattice because of the high mobility of
the DNA origami nanostructures within the lattice. Despite the remaining DNA origami
triangles adsorbed on top of the lattice, the image in Figure 31 demonstrates the possibility of
transferring the DNA origami lattice assembled on the SiO; surface in the presence of Ca%* into

the dry state, which is an important prerequisite for further processing steps.

60



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

Figure 31: AFM image (3 x 3 um?) of a DNA origami lattice assembled at 40 °C in the presence of 400 mM NaCl
and 12.5 mM CaCl; after transfer into the dry state.

3.2.3 Conclusion

In summary, the effects of Mg?* and Ca?* on the assembly of hexagonal DNA origami lattices
on RCA-cleaned silicon surfaces in the absence of attractive intermolecular interactions were
investigated. Lattice assembly was monitored by time-lapse AFM in dependence of Na*
concentration and substrate temperature. Remarkably, in the presence of Mg?*, no ordered
lattices were obtained, instead the formation of disordered multilayers was observed under
all the conditions tested. This is most likely related to a partial charge inversion of the DNA
origami triangles in the presence of Mg?* and large concentrations of Na*. In the presence of
Ca?, on the other hand, assembly of ordered lattices was achieved at substrate temperatures
of 30 -40 °C and Na* concentrations of 400 to 600 mM. This is attributed to the general weaker
binding of Ca?* to DNA so that it is easier to replace by Na*, which provides the adsorbed DNA
origami nanostructures with enhanced surface mobility. Unfortunately, this enhanced surface
mobility was accompanied by an increased desorption rate, which appears to limit the
maximum degree of lattice order that can be achieved in this way, so that the correlation
length of the hexagonal lattices assembled in this work on hydroxyl-rich silicon oxide surfaces
is only about half that of equivalent lattices assembled previously on mica surfaces.(38, 34)

In the recent work by Tapio et al.,(197) highly ordered tetragonal DNA origami lattices were
obtained on SiO; surfaces under similar conditions as employed here. Comparison with our
results suggests that such high degrees of order requires attractive intermolecular interactions

such as blunt-end stacking to minimize DNA origami desorption after incorporation into the
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growing lattice. It should be mentioned, however, that Tapio et al. had assembled their lattices
in the presence of Mg?*, which in our experiments resulted only in low degrees of order and
multilayer formation. This suggests that the shape of the DNA origami nanostructures plays a
role as well. Indeed, Tapio et al. reported that large and well-ordered lattices could be obtained
only from twist-corrected Seeman tiles whereas non-twist corrected nanostructures formed
only unordered monolayers. While this was attributed to shape distortions of the non-twist
corrected Seeman tiles preventing proper blunt-end stacking, our experiments with the non-
twist corrected and thus strongly distorted triangles(205) may indicate that such factors may
also affect the general surface mobility, the desorption rate, and the aggregation propensity
of the DNA origami nanostructures.

Compared to mica surfaces, it appears that DNA origami lattice formation on hydroxylated SiO
surfaces is more sensitive toward environmental parameters. Based on our results, the order
of DNA origami lattices assembled on SiO; surfaces may be further enhanced in the future by
two general strategies. First, since DNA origami adsorption at electrolyte/SiO, interfaces
involves electrostatic interactions, tuning the charge density of the surface may be used to
control the interaction strength. This may be achieved for instance by adjusting the pH in
solution or by surface modification approaches such as ion implantation.(206) However, it
should also be mentioned that the hydroxyl density and surface energy of SiO, surfaces
depends strongly on the nature and history of the substrates,(207) including any applied
surface cleaning procedures.(208) Alternatively, complex temperature profiles may be applied
during lattice assembly as they are used for instance in the growth of inorganic mixed
crystals(209, 210) in order to enable a slow crystallization with gradual immobilization of DNA
origami nanostructures on lattice sites. Even though exploring all these parameters in a
systematic way may turn out rather time consuming and be further complicated by non-trivial
interdependencies, it may lead to optimized protocols for the reproducible fabrication of DNA
origami-based molecular lithography masks on silicon wafers fully compatible with established

microfabrication techniques.

3.2.4 Materials and Methods

DNA origami assembly and purification

The DNA origami triangles(15) were prepared using the 7249 nt M13mp18 scaffold (Tilibit) and
208 staples strands (Eurofins). Staples and scaffold were mixed at tenfold staple excess in 1x
TAE (Carl Roth) supplemented with 10 mM MgCl, (Carl Roth). The solution was heated to 80 °C

in a thermocycler (Primus 25 Advanced, PEQLAB) and subsequently cooled down to room

temperature over a time span of 90 min. The assembled DNA origami nanostructures were
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spin filtered to remove the excess unbound staples (Amicon Ultra 100K, Millipore). The molar
concentration of the synthesized DNA origami nanostructures was estimated by UV/Vis
absorption using a nanophotometer (Implen Nanophotometer P330)

Substrate preparation

Commercial epi-ready p-doped Si(100) wafers (root-mean-square surface roughness ~ 2.6 A,
Siegert Wafer) were cut into 2 x 2 cm? pieces and cleaned in RCA-1 solution (1:1:5 35% H,0,,
25% NHs, H30) for 15 min at 75 °C to remove the organic residues and create a hydrophilic
hydroxyl-rich surface.(208)

Time-lapse AFM

Time-lapse AFM was performed using a JPK Nanowizard ULTRA Speed with USC F0.3-k0.3
cantilevers (NanoWorld). 4 nM DNA origami nanostructures were suspended in 1x TAE (pH 8.5)
containing 12.5 mM MgCl, (Carl Roth) or CaCl; (Merck) and varying concentrations of NaCl
(VWR). The silicon substrate was placed in a liquid cell (JPK) with a temperature-controlled
stage (JPK), after which the cell was manually filled with 1 ml sample solution. The first AFM
images (indicated as time point 0 min in Figures 21-29) were recorded after 1 to 8 min after
filling the liquid cell. AFM images were recorded with 3 x 3 um? scan size at a line rate of 10 Hz
and a resolution of 512 x 512 pixels resulting in 51.2 s per frame. The measurements were
carried out over a period of approximately 210 min, during which sets of 8 images were
recorded at different time points.

Transfer into the dry state

The freshly cleaned silicon wafer was placed in a custom-built liquid cell. The liquid cell in turn
was placed inside a Petri dish containing an open reservoir filled with 10 ml of water. 500 ul of
1x TAE containing 400 mM NaCl, 12.5 mM CacCl;, and 3 nM or 4 nM DNA origami triangles were
added to the liquid cell to immerse the silicon wafer. The Petri dish was covered with a lid,
placed in an incubator (INCU-Line, VWR), and incubated for 3.5 h at 40 °C. After incubation,
the liquid cell was taken out of the incubator and placed on ice. After 15 min, 25 pL of 50 mM
NiCl, solution was added to the Petri solution in the liquid cell, resulting in a final Ni2*
concentration of 2.38 mM. After another 15 min of incubation, the sample was removed from
the liquid cell, washed with 12 ml of HPLC grade water, and dried in a stream of argon.

AFM imaging of dried lattices

The dry samples were imaged in air using a Bruker Dimension ICON in ScanAsyst Peak-Force
Tapping mode with ScanAsyst Air cantilevers (Bruker). Images were recorded with 1024 x 1024

pixels at a scan size of 3 x 3 um?2.

Image processing
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The images were processed using the open-source software Gwyddion(211) to calculate the
FFTs and the radial power spectral density functions. The latter were plotted using OriginPro
2022 and the first correlation peak fitted with a Lorentzian to determine its full-width at half-
maximum (fwhm). The so determined fwhm was then used to calculate the correlation length

of the lattice.(38, 191, 34, 203)
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3.3 DNA Origami Adsorption and Lattice Formation on Different SiOx Surfaces

3.3.1 Introduction

The past few years have seen increasing interest in the hierarchical self-assembly of DNA origami
nanostructures into ordered lattices.(43, 212) This interest is motivated mainly by promising
applications of the resulting lattices in synthetic biology(213—216) and materials science.(217-223) In
contrast to biological applications that often rely on the functionality of the assembled DNA origami
nanostructures themselves, applications in materials science usually employ the DNA origami
nanostructures only as templates for the synthesis or assembly of functional inorganic
nanostructures.(217, 219-223, 46) This can be achieved by a variety of techniques such as sol-gel
silicification(219, 221-223) or the binding of colloidal nanoparticles.(217, 220, 46) Molecular
lithography approaches are particularly appealing for the fabrication of functional 2D surfaces because
they are based on well-established nanofabrication methods and thus not only highly versatile but
also compatible with large-scale, high-throughput production.(224-226) While being powerful in
producing functional surfaces for plasmonic and sensing applications,(225, 227, 228) these molecular
lithography approaches so far utilized only disperse DNA origami nanostructures randomly adsorbed
at the substrate surface. This is because large-area DNA origami lattices traditionally were fabricated
only on mica surfaces,(229) whereas molecular lithography relies on silicon processing technology.
Recently, however, the surface-assisted assembly of DNA origami nanostructures into large and well-
ordered lattices was demonstrated on oxidized silicon wafers,(156, 33) thereby paving the way toward
the molecular lithography-based fabrication of ordered arrays of arbitrarily shaped inorganic
nanostructures.

Compared to surface-assisted DNA origami assembly on mica, lattice assembly on SiO; surfaces was
found to be more sensitive toward environmental factors and especially the ionic composition of the
electrolyte and the substrate temperature.(156, 33) This is mostly because SiO, surfaces have a lower
zeta potential than mica(230, 231) and a larger root-mean-square (rms) surface roughness.(232, 233)
Additionally, however, it is well established that the hydroxylation state and surface energy of SiO,
surfaces depend critically on the type and history of the specimen, including the fabrication method
and the storage conditions.(234—239)

While many previous studies adsorbed DNA origami nanostructures on SiO; surfaces, the vast majority
used silicon wafers with native surface oxide.(156, 33, 240-242, 187, 243-246) It is thus unclear
whether the reported protocols for DNA origami adsorption and lattice assembly on this type of
surface can also be applied to other silicon oxide surfaces. Therefore, in this work, we investigate DNA
origami adsorption and lattice formation on different SiOx surfaces fabricated by thermal oxidation,

magnetron sputter deposition (MSD), and plasma-enhanced chemical vapor deposition (PE-CVD). All

65



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

SiOx surfaces were wet-chemically oxidized and hydroxylated by RCA1 directly before the
experiments,(156) and thus had similar hydroxylation states as indicated by X-ray photoelectron
spectroscopy (XPS). Nevertheless, dramatic differences in DNA origami adsorption and lattice
assembly are observed. Of all surfaces tested, only the thermally grown SiOx film yields results
comparable to the native surface oxide. On all other surfaces, DNA origami adsorption is notably
reduced, with the SiOy surfaces fabricated by PE-CVD barely adsorbing any DNA origami
nanostructures at all. While the latter can be attributed to the higher surface roughness of the PE-CVD
films, strongly reduced DNA origami surface coverage is observed also for the MSD films with surface
roughness values comparable to that of the native surface oxide. XPS reveals minor variations in the
oxide composition of the different surfaces, which, however, do not correlate with the observed
differences in DNA origami adsorption. Rather, we attribute the observed differences in DNA origami
adsorption to differences in oxide density, with efficient DNA origami lattice assembly on SiOy surfaces
requiring a high oxide density in addition to a low surface roughness. Our results thus demonstrate
that the employed SiOy surface should be considered as an additional and important parameter that

may require tuning and optimization before high-quality lattices can be assembled.

3.3.2 Results and Discussion

Surface Characterization

Six different silicon oxide surfaces on identical silicon wafers were investigated with the native surface
oxide (1.4 nm) of the silicon wafer (N) being used as the benchmark. A 30 nm thermal oxide film (T)
was grown by thermal oxidation at 1200 °C in air. SiOx films of 18 nm and 11 nm thickness were
deposited by MSD with (MB) and without (M) a bias voltage of -20 V applied to the substrate,
respectively. Application of a negative bias to the substrate during MSD increases ion bombardment
during growth and typically results in denser and more compact films.(233, 247) 20 nm SiOy (PO) and
17 nm SiOCH films (PC) were deposited by PE-CVD using different mixtures of argon and oxygen gas
and HMDSO vapor. All surfaces were wet-chemically oxidized and hydroxylated by RCA1 treatment
and subsequently imaged by atomic force microscopy (AFM). As can be seen in Figure 32, all surfaces
have a smooth topography without any pronounced texture. However, the surfaces fabricated by PE-
CVD, i.e., PC and especially PO, appear to have a larger surface roughness. This is confirmed by the
rms surface roughness Sq, which has been calculated from the AFM images and is given for all six
surfaces in Figure 33. While the native, thermal, and MSD oxide surfaces all have S, values between 2
and 3 A, the S, of surface PC is increased to almost 5 A. Surface PO has an even higher S, of more than

8 A.
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Figure 32: AFM images of the different SiOx surfaces after wet-chemical oxidation by RCA1. Height scales are 6
nm for all images. See Figures S3 — S8 for additional AFM images.

Sy (A)

PO

Figure 33: Average rms roughness Sq of the different SiOx surfaces as determined from the AFM images (n = 4)
with the error bars indicating the standard deviations.

The chemical composition of the different SiOy surfaces after wet-chemical oxidation was investigated
by XPS. A quantitative analysis of the XPS data is presented in Table 2. To identify the characteristics
of the SiO films as determined by XPS, the O:Si ratio, the separation between the O1s and Si2p peaks,
and the full width at half maximum (FWHM) of the O1s peak were used. The native oxide surface N

has the lowest O:Si ratio (1.40, within the oxide layer) of all samples. This is frequently observed for
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native surface oxides,(233) which in general are partly sub-stoichiometric.(248) The PO surface was
also found to be slightly sub-stoichiometric, with a O:Si ratio of 1.61. All other surfaces have an average
O:Si ratio of 2.01 + 0.10, corresponding to stochiometric SiO,. Additionally, SiOx was identified using
the distance between the O1s and Si2p peaks, A(O1s-Si2p) instead of the measured value of the
binding energies of the peaks, because the thicker oxide films displayed charging during the XPS
measurement. The average separation between the Ols and Si2p peaks is 429.6 + 0.2 eV
corresponding clearly to Si0,.(249) The FWHM of the O1s peak also shows only minor fluctuations
between surfaces, with an average value of 1.71 £ 0.09 eV. Except for the sub-stoichiometric nature

of surfaces N and PO, the XPS analysis of the surfaces shows no notable differences or trends between

samples.

Sample O1s (O-Si) O1s (O-H) Si2p (Si-0) Si2p (Si-Si) O:Si O-H:0-Si A(O1s-Si2p) 0O1s (Si-0) FWHM

(at%) (at%) (at%) (at%) (eV) (eV)
N 28.0 11 20.0 50.9 1.40 0.039 429.5 1.80
T 64.7 1.2 341 1.90 0.019 429.4 1.62
M 65.2 13 33.5 1.95 0.020 429.5 1.72
MB 67.4 0.8 31.8 212 0.012 429.5 1.70
PC 66.9 1.0 32.1 2.08 0.015 429.6 1.83
PO 60.4 2.1 37.5 1.61 0.035 429.9 1.60

Table 2: Quantitative analysis of the XPS data. The O:Si ratio was calculated using the O1s peak component of
SiOx (OH component not considered) and the corresponding Si2p component. The OH:0-Si ratio was calculated
using the OH and the Si-O components of the O1s peak. The O1s to Si2p at % ratios were calculated from the
peak areas with appropriate normalization factors.

DNA origami adsorption on SiO; surfaces is strongly influenced by their hydroxylation state.(250) This
was addressed also by XPS by a thorough analysis of the O1s core level. The peak was decomposed
into two components, of which the most intense component was assigned to O-Si bonds, and the
much smaller component, placed at a fixed 1.5 eV higher binding energy position, to -OH groups.(251)
The ratio O-H:0-Si obtained from the two components is shown in Table 2 as well. Interestingly, there

is a negative linear correlation between O-H:0-Si and O:Si (see

Figure 34). This suggests that the variations in the O-H:0-Si ratio are not caused by different surface
densities of OH groups but rather by differences in the SiOx stoichiometry. Therefore, we assume that

all SiOy surfaces have similar hydroxylation states after wet-chemical hydroxylation.
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Figure 34: Correlation between the O-H:0-Si and the O:Si ratios given in table 1. Colors indicate the different
samples as shown in Figure 2. The solid line corresponds to a linear fit to the data.

DNA Origami Lattice Formation

DNA origami lattice formation on the different SiOx surfaces was investigated using Rothemund
triangles(15) and a protocol established previously for RCAl-treated silicon wafers with hydroxylated
native surface oxide.(156) For this, 3 nM DNA origami triangles were incubated for 3.5 h on the
different surfaces at 40 °C in the presence of 12.5 mM CaCl, and 400 mM NaCl. Afterwards, the
adsorbed DNA origami nanostructures were fixed at the surfaces by Ni* ions and transferred into the
dry state. Figure 35 shows AFM images of the dried surfaces. Despite the highly similar chemical
compositions of the six SiOx surfaces, remarkable differences in DNA origami adsorption and lattice
formation are observed. The native and the thermal oxide surfaces both show DNA origami lattices of
expected quality(156) with no major differences. For the other four surfaces, however, DNA origami
coverage is dramatically reduced. Of those surfaces, MB shows the highest DNA origami coverage,
which, however, is still far from that of a complete monolayer. For surface M, surface coverage is
further reduced and only very few DNA origami triangles can be identified in the AFM images. For the

two PE-CVD surfaces, barely any DNA origami nanostructures are visible at all.
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Figure 35: AFM images of the different SiOx surfaces after DNA origami adsorption and lattice formation. In the
image of surface PC, two adsorbed DNA origami triangles can be identified (white circles). Height scales are 5 nm
(N, T), 3.5 nm (M), 6 nm (MB), 9 nm (PC), and 14 nm (PO)

DNA origami surface coverage was quantified from the AFM images of the different surfaces and is
shown in Figure 35. Surfaces N and T have very similar surface coverage larger than 90 % of an ideal
monolayer (ML), whereas that of surface MB is only about 10 ML%. For the other three surfaces,
surface coverage is below 1 ML%. The extremely low DNA origami adsorption on both PE-CVD surfaces
is probably caused by their high surface roughness (see Figure 33). The reasons for the reduced surface
coverage on the MSD surfaces, however, are less obvious. As can be seen in Figure 33, the M and MB
surfaces have almost identical S, values as the N and T surfaces. Furthermore, while XPS did reveal
variations in the surface chemistry of these four surfaces, they do not follow the same trend as the
surface coverage (see Table 2). For instance, surfaces T and M have almost identical O:Si and O-H:O-
Si ratios, but very different surface coverage. In contrast, surfaces N and T have almost identical
surface coverage, but different O:Si and O-H:0-Si ratios, as well as different O1s (Si-O) FWHM. This
suggests that the differences in DNA origami adsorption are caused not by variations in the chemical
composition of the different oxides but rather by different physical properties.

Considering only the two MSD surfaces, surface MB that was produced in the presence of a bias of -
20 V shows a higher DNA origami coverage than surface M, which was produced without bias. Since
the application of a negative bias during MSD increases the density of the deposited films,(233, 247)

it is rather obvious to attribute the enhanced DNA origami adsorption to an increased film density.
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Figure 36: Average DNA origami surface coverage in percent of an ideal, densely packed monolayer (ML%) as
determined from the AFM images (n = 4).

Furthermore, it is well established that thermally grown SiOx films have a higher density than
sputtered oxides.(252) Therefore, the strong variations in DNA origami coverage observed on the
different SiOy surfaces can be attributed to two independent parameters, i.e., surface roughness and
oxide density, with efficient lattice assembly requiring SiOyx surfaces of low surface roughness and high

oxide density.
3.3.3 Conclusion

We have investigated the influence of the type of the SiOy surface on surface-assisted DNA origami
lattice assembly. Even though all surfaces were wet-chemically oxidized and hydroxylated prior to the
experiments and thus were chemically very similar as verified by XPS, we observed strong differences
in DNA origami adsorption and lattice assembly. Among all surfaces tested, only thermally grown oxide
films performed similarly well as silicon wafers with native surface oxide, whereas DNA origami
adsorption was dramatically reduced on SiO surfaces prepared by MSD and PE-CVD. While the latter
can be explained by the larger surface roughness of the PE-CVD surfaces, the MSD surfaces are rather
similar to the native and/or the thermal oxide in terms of surface roughness, film composition, and
hydroxylation state. Nevertheless, application of a substrate bias during MSD resulted in slightly
increased DNA origami adsorption, which we attribute to a higher density of the SiO films deposited
with bias.(233, 247) In combination with the fact that thermally grown SiOx has a much higher density
than sputtered oxide films,(252) we conclude that the density of the grown SiOx films is a dominant
factor with a surprisingly strong influence on DNA origami adsorption and lattice assembly.

Our results demonstrate that the employed SiOx surface may decide over the outcome of an
experiment and should be considered as an additional parameter that may require tuning and
optimization before high-quality lattices can be assembled. In particular, our results suggest that

efficient DNA origami lattice assembly on SiOy surfaces requires a low surface roughness and a high
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oxide density. While these requirements may automatically disqualify SiOx surfaces prepared by
certain techniques, oxide density may be increased either during deposition by appropriate choices of
experimental parameters such as the application of a negative substrate bias during MSD, or by
additional post-deposition processing steps such as hydrogen plasma treatment.(253)

Finally, we would like to note that our results do not necessarily imply that it is impossible to assemble
ordered DNA origami lattices on the SiOyx surfaces fabricated by MSD without additional surface
treatments. Rather, we assume that different environmental parameters are required to stimulate
DNA origami adsorption and lattice formation on these surfaces. For this, however, one may have to
screen a large number of parameters, including species and concentrations of the mono- and divalent
cations, substrate temperature, DNA origami concentration, and possibly pH of the buffer solution,
every time DNA origami lattices should be assembled on a new type of SiOy surface. In such cases, it
may turn out economically more beneficial to develop a protocol for a well characterized and highly
reproducible SiOx film that can be deposited on various substrates without major changes in its density

and surface roughness. The viability of this route should be explored in future studies.

3.3.4 Materials and Methods

Wafer Preparation

The substrates for the SiOx films were commercially available epi-ready p-doped Si(100) wafers
(Siegert Wafer, resistivity 1-10 Qcm, thickness 675 * 25 um, single-side polished). Prior to thermal
oxidation, MSD, and PE-CVD, the wafers were cleaned in RCA1 solution (1:1:5 35% H,0,, 25% NHs,
H,0) for 15 min at 75 °C to remove organic contaminants. This cleaning step was repeated with the
SiOx-coated wafers directly before DNA origami adsorption to generate hydrophilic, hydroxylated

surfaces as previously reported.(156)

Thermal Oxidation
The cleaned wafers were placed in a pre-heated oven (RHF 1500, Carbolite) in ambient atmosphere
at 1200 °C. After 5 min, the samples were removed from the oven and left at room temperature to

cool down.

MSD (Performed by Chantal Theile-Rasche, Paderborn University, Paderborn, Germany)

The cleaned wafers were introduced into a magnetron system containing a vacuum chamber, an RF
generator (bdiscom), an automatic matching network (BDS ANM750, bdiscom), and a mass flow
controller (EL FLOR SELECT, FLOW-BUS). The system reached a base pressure of 1.6 x 10° mbar. The
magnetron (Thin Film Consulting) was capped with a circular Si target of 2” diameter and 5 mm
thickness (99.999 % purity, Evochem Advanced Materials). The magnetron had an unbalanced

configuration, and the sample was placed at a distance of about 45 mm from the target. SiOy

72



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

deposition was performed at a working pressure of 4.6 x 10 mbar with an Ar flow of 27 sccm and an
O, flow of 3 sccm. The forward power was set to 10 W resulting in a DC Bias of 171+ 17 V. For surfaces
MB, a bias voltage of -20 V was applied to the substrate, leading to an increase in DC voltage to 215 +
37 V. The deposition rate was determined via a quartz crystal microbalance (QCM) to be about 1.26
nm/min. A deposition time of 8 min was chosen to generate films with a thickness of approximately

10 nm.

PE-CVD (Performed by Hendrick Muller, Paderborn University, Paderborn, Germany)

The wafers were placed onto a grounded electrode. The base pressure was below 5 x 10”> mbar while
the working pressure ranged between 0.2 and 0.5 mbar. As mixture of argon, oxygen and
hexadimethylsiloxane (HMDSO, 98.5 % purity, Sigma Aldrich) was used in different ratios. For the
deposition of SiO, the partial pressure of argon and oxygen was set to 0.1 mbar and 0.3 mbar,
respectively. The monomer partial pressure was set to 0.05 mbar. The high partial pressure of oxygen
in a ratio of 3:1 promotes the formation of SiOx films. The plasma voltage was 430 V while the power
was 1 W. The plasma frequency was 3.5 kHz. For the SiOCH deposition, the partial pressure of argon
was increased to 0.2 mbar. The plasma voltage was 405 V and the plasma power was 0.9 W. The

plasma frequency was 3.5 kHz. The thickness of the deposited films was monitored with a QCM.

Ellipsometry (Performed by Chantal Theile-Rasche, Paderborn University, Paderborn, Germany)

To determine the thickness of the as-deposited oxide films, a nulling ellipsometer (Nanofilm EP3,
Accurion) was used. The spectroscopic measurements were performed over a range of wavelengths
from 363.7 nm to 882.5 nm with an angle of incidence of 75°. The applied optical layer model consisted
of Si(100), SiO, and air. The dispersions were obtained from the software database, which are based

on the public Sopra database (www.sspectra.com/sopra.html).

XPS (Performed by Chantal Theile-Rasche, Paderborn University, Paderborn, Germany)

The coated substrates were inserted into the XPS setup shortly after RCA1 treatment with exposure
times to air ranging from some tens of minutes to three hours for the different samples. XPS was
performed using a laboratory setup equipped with a Phoibos 150 NAP analyzer from SPECS. The X-ray
source employed monochromatized Ka radiation (1486.7 eV), generated by a p-FOCUS 600 NAP
source. This source produces a spot size of approximately 250 — 300 um in diameter and impinges on
the sample at an angle of 56.5° relative to the surface normal. The detection is done at 0° relative to
the surface normal. The power used for the measurements was 50 W. The nozzle used for the
experiments had an aperture of 300 um, with the nozzle-sample distance ranging between 230 and
250 um. The background pressure during the measurements was maintained at 10% mbar. All

measurements were conducted at room temperature. Survey spectra were acquired with a pass
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energy of 100 eV, while core level spectra were recorded at a pass energy of 40 eV. Under the latter
conditions, the FWHM of the Au4f;/, peak was 0.87 eV, at a binding energy of 84.2 eV.

The evaluation of the data was performed with the Unifit software using a Shirley-type background
and a convolution of Gauss and Lorentz line shapes. The Si2p peaks were fitted using doublets for the
Si2ps/; and Si2p1/; components. The intensity ratio was 2:1 and the separation between the peaks was
0.6 eV.

The O1s peaks were decomposed in two components. The most intense component was assigned to
O-Si bonds, and the smaller component, placed at a fixed 1.5 eV higher binding energy position, to -
OH groups. In the fit, both components were forced to have the same width. The FWHM of the Gauss

component was left free to fit, while the FWHM of the Lorentz component was fixed to 0.27 eV.

DNA Origami Lattice Assembly

DNA origami triangles were synthesized and purified as previously described(156) using the 7249 nt
M13mp18 scaffold (Tilibit) and 208 staple strands (Eurofins). For lattice assembly, we used the
protocol previously established for RCAl-treated silicon wafers with native surface oxide.(156) In
short, the freshly cleaned substrates were placed in a liquid cell placed inside a Petri dish with a small
water reservoir to avoid the evaporation of the sample. The liquid cell was filled with 500 pL of 1xTAE
(Carl Roth) with 400 mM NaCl, 12.5 mM CaCl, and 3 nM DNA origami triangles. The filled and covered
Petri dish was incubated for 3.5 h at 40 °C (INCU-Line, VWR). Afterwards, the liquid cell was placed on
ice for 15 min and 25 pL of 50 mM NiCl, solution was subsequently added to the sample. After
incubation for another 15 min, the substrate was removed, washed with 15 mL HPLC-grade water,

and dried with a stream of argon.

AFM

The different surfaces before and after DNA origami adsorption were imaged in air using a Bruker
Dimension ICON operated in ScanAsyst Peak-Force Tapping mode with ScanAsyst Air cantilevers
(Bruker). For each surface before and after DNA origami adsorption, four AFM images were recorded
at different positions with 1024 x 1024 pixels and a scan size of 3 x 3 um?>.

The AFM images were analyzed using Gwyddion.(254) The rms surface roughness of each image was
calculated using the Statistical Quantities tool. For surfaces N and T, DNA origami surface coverage
was determined by thresholding as previously described.(156) Since the other surfaces exhibited a
much lower surface coverage and a pronounced background topography originating from residual salt
and, in the case of the PE-CVD surfaces, a higher surface roughness, the thresholding approach
suffered from large artefacts. Therefore, the adsorbed DNA origami nanostructures for each image

were counted manually instead. The relative surface coverage and number of DNA origami
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nanostructures, respectively, of each image were then normalized to those of an ideal, densely packed
monolayer. The Rothemund triangle has an outer and inner edge length of about 120 and about 50
nm, respectively. A densely packed, hexagonally ordered monolayer will thus feature 160 triangles

per um?, corresponding to a relative surface coverage of 83 %.

Statistical Analysis

The rms roughness and surface coverage values are presented as the mean of four AFM images (n =

4) + standard deviation.
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Chapter 4: Interaction of Viruses with Cells and Surfaces Studied
by QCM-D

4.1 Monitoring Phage Infection and Lysis of Surface-immobilized Bacteria by
QCM-D

4.1.1 Introduction

Bacteriophages, also known as bacterial viruses, are minuscule particles that have the ability to infect
bacteria and replicate exponentially by hijacking the host cell’s genetic machinery.(255, 256) Phages
are omnipresent in nature, cohabiting with bacteria and sustaining their population through perpetual
cycles of eradication. Consequently, new phages are continuously discovered in diverse environments
ranging from the deep sea(257) to human wastewater.(258) While phages contribute to the spreading
of bacterial virulence(259) and antibiotic resistance genes,(260) they can also be utilized to treat
antibiotic-resistant bacterial infections in what is called phage therapy.(261) However, while there is
an increasing number of case studies reporting positive treatment outcomes under compassionate
use, clinical trials so far had mixed success.(261, 262) The latter is rooted in a number of challenges
that the clinical implementation of phage therapy faces. Chief among them is the high strain-specificity
of many phages, which requires the preparation of cocktails of different strain-specific phages that
can effectively treat a large number of clinical isolates of the target pathogen.(261-263) To achieve
this, large collections of hundreds of phages need to be screened.(262, 263) While several methods
have been developed or adapted for this purpose, ranging from well-established plaque assays(264)
to more sophisticated techniques such as qPCR,(265) surface plasmon resonance,(266) atomic force
microscopy,(267) and several fluorescence-based assays,(268, 269) all these approaches have their
own disadvantages and limitations, in particular regarding response time, universality, ease of use,
and throughput.(262) Furthermore, phage therapy is considered a promising strategy against biofilm-
related infections that are particularly difficult to treat.(270) Most high-throughput screening
techniques, however, are compatible only with planktonic cells. Consequently, there is a growing
demand for surface-sensitive analytical techniques that enable the efficient screening of phages

against bacterial biofilms.

Quartz crystal microbalance with dissipation monitoring (QCM-D) is a label-free technique that detects
changes in the mass and viscoelasticity of a thin adsorbate film on the surface of a piezoelectric quartz
sensor in situ and in real time. An AC voltage is applied across the sensor, which in response undergoes
a shear oscillation at its resonance frequency in the MHz range. Adsorption or desorption events on

the sensor surface result in shifts in the sensor’s resonance frequency Af and energy dissipation AD,
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which can be translated into changes in mass and viscoelastic properties, respectively, by the
application of appropriate models.(83) Because of its exceptional mass sensitivity(271) down to a few
ng/cm? and the commercial availability of highly automated multichannel systems,(272) QCM-D has
become a powerful method for the screening of biomolecular and cellular interactions. As such, it is
employed in various biomedical research fields such as drug discovery,(273, 274) drug delivery,(275,

276) amyloid aggregation,(277, 278) bacterial adhesion,(279, 280) and biofilm formation.(281, 282)

In this work, we evaluate the potential of QCM-D to monitor phage infections of bacteria in real time.
To this end, Escherichia coli cells are adsorbed on the gold surface of the QCM-D sensor and
subsequently exposed to infectious bacteriophage T7 or non-infectious phage phi29. T7 was
specifically selected because of its short lytic life cycle of only 17 min.(283) We demonstrate that this
approach is able to distinguish infectious from non-infectious phages within four hours. We also show
that phage-induced lysis can be detected using only a single measurement parameter, i.e., the spread
between the different overtones of the AD traces, which substantially reduces the complexity of the

evaluation of the sensor response and will aid future phage screening campaigns.

4.1.2 Results and Discussion

E. coli Adsorption, Adhesion, and Growth on the QCM-D Sensor Surface

Before investigating the effects of T7 infection by QCM-D, Figure 37a,b evaluates the QCM-D response
of E. coli adsorption and growth on the QCM-D sensor in the absence of any phages for the overtones
three to eleven. Injection of bacteria-containing LB medium results in a rapid decrease in Af for all
overtones, which corresponds to an increase in mass and thus is indicative of the adsorption of
bacteria and possible molecular components of the medium on the sensor surface. At the same time,
AD shows a rapid increase, indicating that the system becomes more viscoelastic due to adsorbing and
adhering to bacteria. Both Af and AD saturate rather quickly, at which point their overtones start
separating from each other. Flushing of the flow cell with bacteria-free medium results only to minor
changes in the Af and AD traces, indicating that the bacteria stably adhere to the sensor surface. After
flushing, the pump was stopped, and the behavior of the adhering bacteria was monitored under static
conditions. Over the following two hours, both Af and AD increase in value, which is accompanied by
increased spreading between the overtones of AD. The increase in AD as well as the large spread
between its individual overtones are consistent with bacteria growing on the surface. A larger number
of adhering bacteria leads to more efficient energy dissipation due to their intrinsic viscoelasticity and
the enhanced coupling to the liquid phase. At the same time, the effective thickness of the bacterial
film increases with the number of bacteria, which accounts for the increased spread between

overtones. This is because the penetration depth of the acoustic shear wave into the medium
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decreases with increasing overtone number.(90) For the third overtone, the penetration depth into
an aqueous medium is about 140 nm, which is considerably smaller than the diameter of an E. coli
cell.(284) The eleventh overtone, however, has an even smaller penetration depth of only about
70 nm.(90) Therefore, while the lower overtones sense a certain fraction of the more liquid-like
bacterial cytoplasm, the higher overtones are more sensitive toward the stiffer cell envelope close to
the sensor surface. Surprisingly, Af increases as well in this regime. At first glance, this indicates the
desorption of bacteria instead of bacterial growth. Nevertheless, such positive shifts of Af are
frequently observed during bacterial adhesion and biofilm formation on the sensor surface, which
follows a coupled resonance model instead of conventional Saurbrey theory.(281, 285, 286, 89) In this
context, it was shown Af is not a reliable measure of the number of bacterial cells adhering to the
sensor surface,(287) so that detailed analyses of their behavior should rather be based on AD.(288,
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Figure 37: Change in frequency Af (a) and dissipation AD (b) during E. coli adsorption and growth on the QCM-D
sensor surface. Shaded regions indicate the injection of different media: yellow — PBS, grey — bacteria in medium,
pink —medium. c) SEM images of the sensor surface after the experiment at two different magnifications. Dividing
bacteria are highlighted.

Flushing the flow cell once more with medium about 170 min after the start of the experiment leads
to a decrease in both Af and AD. This is indicative of the desorption of loosely bound bacteria from the
sensor surface and a simultaneous increase in the adhesion of the remaining bacteria. Immediately
after flushing, both Af and AD increase again until they saturate about 100 min later. In this phase, the
spread between the individual overtones increases as well. These behaviors of the Af and AD traces

are thus consistent with the resumed growth of bacteria firmly attached to the sensor surface, which
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continues until the medium in the flow cell (volume ~ 40 pl) is depleted of nutrients. Bacterial growth
was further verified by SEM imaging of the sensor surface after the end of the QCM-D measurement.
Several stages of dividing bacteria (see Figure 37c) can be identified, which proves that bacterial
growth is resumed after addition of fresh medium. The SEM images in Figure 38 further reveal several
long filamentous bacterial cells. MacConkey and EMB agar cultures (see Figure 39) indicate that these
cells are not the result of contamination but indeed filamentous E. coli cells. Filamentation of E. coli

and other bacteria is a common phenomenon.(290, 291)

10 pm

Figure 38: SEM image of the sensor surface after the experiment in Figure 1 without phages. Dividing bacteria
with and without notable cell separation are highlighted.

While occurring naturally at a low rate, filamentation is induced under stress conditions, including
starvation, temperature shock, and antibiotics exposure.(292) However, surface immobilization and
shear flows have also been identified as factors that may stimulate filamentation of E. coli.(293) In our
experiments, the bacteria are immobilized on the sensor surface, subjected repeatedly to shear flows,
and grown under static conditions with limited nutrient availability, all while being exposed to acoustic
surface waves of 5 MHz. The stress resulting from those conditions may induce filamentation of some
of the immobilized cells indeed. This filamentation may then further lead to an additional increase in

dissipation.
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Figure 39: a) E. coli quadrant streaked on MacConkey agar showing pink non-mucoid colonies of lactose-
fermenting E. coli. b) E. coli quadrant streaked on EMB agar showing colonies with green metallic sheen.

A general issue in QCM-D is the strong dependence of the measurement on the employed sensor, with
seemingly identical sensors often having rather different sensitivities and responses. In these
experiments, the strongest deviations between measurements are observed in the Af traces, which in
some cases show positive frequency shifts during bacterial adhesion and growth, while in other cases,
negative shifts are observed. The AD curves, however, follow rather similar trends, in further support
of AD being the more relevant parameter for evaluating bacterial adhesion and growth. Here, the
most notable differences are observed after the second injection of medium, i.e., in the second growth
stage. While flushing with medium leads in all experiments to a drop in AD that is followed by an

increase with subsequent saturation, the overall magnitude of the increase and the saturation level

vary.

a) 0 ——Af3 ——AD3

-10 4 Afs ADS5

Af7 AD7

ﬁ-zo- AP AD9

5-30— — Afl1 —ADI11
S 40
-50 4
-60 4

_70 T T T T T T T T | A | . T IR T wF ¥ | -
0 50 100 150 200 250 300 350 400 0 30 100 150 200 250 300 350 400
Time (min) Time (min)

c)

1 uym

Figure 40: Replicate of the data shown in Figure 37. Change in frequency Af (a) and dissipation AD (b) during E.
coli adsorption and growth on the QCM-D sensor surface. Shaded regions indicate the injection of different
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media: yellow — PBS, grey — bacteria in medium, pink — medium. c) SEM images of the sensor surface after the
experiment at two different magnifications. Dividing bacteria are highlighted.

The SEM images shown in Figure 37 and Figure 40 suggest that these differences result from different
numbers of bacteria and/or the formation of microcolonies on the sensor surface, which most likely
are caused by different surface properties of the gold electrodes. Even though AFM reveals rather
similar surface topographies (see Figure 41), surface inhomogeneities over larger length scales may

lead to locally different bacterial adhesion and growth.

Figure 41: AFM images of the gold electrode surfaces of three QCM-D sensors from different batches. Height
scales are 20 nm. The values of the root-mean-square (RMS) surface roughness Sq are given in the images.

T7 Phage Infection of E. coli on the QCM-D Sensor Surface

To follow phage infection by QCM-D, T7 phages in medium were injected during the second flushing
step after ca. 165 min (see Figure 42a,b). The phages at a concentration of ca. 8 x 10’ PFU/mL were
pumped through the flow cell for 30 min to facilitate their binding to the bacteria. Afterwards, the
flow cell was flushed again with phage-free medium to remove unbound phages. As soon as the flow
cell is flooded with phages, both Af and AD show a rapid decrease that exceeds that observed for
flushing with phage-free medium. For instance, for the third overtone, Af drops by about -60 Hz when
phages are injected, but by less than -5 Hz for flushing with phage-free medium in the bacterial control
without phages (see Figure 37a). This indicates the rapid adsorption of phages on the bacteria and the
free sensor surface. Bacteria-free control experiments with the sensors exposed to phages only reveal
a much larger drop in Af due to phage adsorption on the free gold surface. This drop in Af, however,
is accompanied by a large increase in AD, whereas in the presence of bacteria on the sensor surface,
AD decreases upon phage injection (see Figure 42b). In addition, this decrease is about twice as large
as the one observed in Figure 37b for flushing with phage-free buffer. This verifies that the behavior
observed in Figure 42a,b does not result from simple phage adsorption on the QCM-D sensor but
additionally involves specific interactions between phages and bacteria. After flushing with phage-free
medium, the Af and AD traces both rapidly saturate before entering an extended regime, in which Af

shows a slight but continuous decrease while AD increases correspondingly (see Figure 42a,b). The
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sensor response in this regime is very different from that observed in Figure 37a,b and does not show
any indication of bacterial growth. Notably, both the absolute AD values and the spreading of the
individual overtones at the end of this regime are much lower than those observed in Figure 37b,

indicating a more rigid adsorbate film.

a) 07 ——Af3 )40 —— AD3
AfS —— AD5
-20 1 30
ATT | AD7
R -40 1 Z
T AD 12 29- : AD9
< -60 ——Af11 3 —— ADI11
< <110 -
-80
-100 - 0 -
0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
Time (min) Time (min)

10 pm

Figure 42: Change in frequency Af (a) and dissipation AD (b) during E. coli adsorption, growth, and T7 infection
on the QCM-D sensor surface. Shaded regions indicate the injection of different media: yellow — PBS, grey —
bacteria in medium, pink — medium, green — T7 phages in medium (8 x 10’ PFU/mL). ¢) SEM images of the sensor
surface after the experiment at two different magnifications.

These observations are consistent with the phage-induced lysis of the bacterial cells on the sensor
surface. Upon lysis, the cell envelope ruptures, the cytoplasm is released into solution, and the empty
envelope collapses onto the surface. This leads to stiffer and thinner adsorbate film, which accounts
for the decrease in AD and the reduced spread of its overtones. While the large decrease in Af during
phage injection can be attributed to phage adsorption, the subsequent spread between overtones is
now consistent with the presence of a viscous adsorbate layer that consists mostly of cellular debris.
However, the slight, continuous increase in AD over the following three hours may indicate that also
some bacteria survived on the sensor surface and now resume to grow. Indeed, while the SEM images
in Figure 42c clearly show that the majority of bacteria on the sensor surface have been lysed, a few
intact cells can be identified among the dead ones. Furthermore, we would like to point out that cell
lysis produces more reproducible sensor responses than cell growth, which underscores the potential

of QCM-D to aid in the screening of phage libraries.
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Due to the short lytic cycle of T7 of less than 20 min and the comparably high phage concentration of
8 x 107 PFU/mL used in the above experiments, lysis of most bacteria will be completed before the
flushing with phage-free medium is finished. In order to assess the robustness of the detection
scheme, we next lowered the phage concentration to 2 x 10° PFU/mL. This will lead to more bacteria
surviving the initial phage exposure, while the subsequent flushing will remove free phages from the
flow cell so that the surviving cells have a much smaller chance of getting infected. As can be seen in
Figure 43a,b, the overall behavior of the Af and AD traces up until the final flushing step after phage
injection is very similar to that observed at the higher concentration in Figure 42a,b. Only the dynamics
of both traces during phage injection appear somewhat slowed down or even delayed, while the
overall magnitudes of the observed decrease in Af and AD are rather similar to the previous
experiment. This is particularly interesting as phage adsorption on the sensor surface in the absence
of bacteria is considerably reduced at the lower concentration. This is a clear indication that the

observed changes are indeed related to phage infection and lysis of the adhering bacteria.
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Figure 43: Change in frequency Af (a) and dissipation AD (b) during E. coli adsorption, growth, and T7 infection
on the QCM-D sensor surface. Shaded regions indicate the injection of different media: yellow — PBS, grey —
bacteria in medium, pink — medium, green — T7 phages in medium (2 x 10° PFU/mL). ¢) SEM images of the sensor
surface after the experiment at two different magnifications. Dividing bacteria are highlighted.

The most obvious differences in the Af and AD traces of the two concentrations are visible in the final
regime after flushing. At the lower phage concentration, Af and AD immediately start to decrease and
increase, respectively, and continue to do so at a much higher rate as for the higher phage
concentration. This indicates that as expected, more bacteria survived the phage exposure at this

lower concentration and resumed growth afterwards. The larger number of surviving bacteria is also
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supported by the SEM images, which revealed many intact bacteria on the sensor surface (see Figure
43c). Furthermore, dividing bacteria are observed as well (see Figure 43c), supporting our assumption
of resumed growth. It should be stressed here that these experiments were conducted under static
conditions in ~ 40 pL of medium, i.e., under limited nutrient availability. Lysis of a large number of
bacterial cells releases a lot of additional nutrients into the environment, which in the absence of a

flow remain available to the surviving cells and can promote their growth.

At an even lower T7 concentration of 4 x 10° PFU/mL, a rather similar behavior is observed as at a
concentration of 2 x 106 PFU/mL. In particular, the AD traces in both cases exhibit a slow yet notable
increase about 100 min after the second flushing step, indicative of the resumed growth of the
surviving bacteria on the sensor surface. This demonstrates that bacterial lysis can be detected reliably

also at comparably low phage concentrations.
Exposure to B. subtilis Phage Phi29

Finally, we evaluated the QCM-D response to the exposure of the immobilized E. coli cells to a non-
infecting phage. We chose bacteriophage phi29, which has similar dimensions as T7 but only infects
Bacillus subtilis.(294) Figure 44 shows that injection of phi29 at 2 x 108 PFU/mL results in a rapid drop
in both Af and AD. After flushing with medium, however, both traces quickly recover and increase
again until they saturate at about 250 min. The behavior in this regime thus resembles the late-stage
growth phase observed in the absence of any phages in Figure 37, Figure 40 and indicates the resumed
growth of the bacteria after phi29 injection. This is further verified by SEM (see Figure 44c), which

reveals live and dividing bacteria on the sensor surface.
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Figure 44: Change in frequency Af (a) and dissipation AD (b) during E. coli adsorption, growth, and phi29 exposure
on the QCM-D sensor surface. Shaded regions indicate the injection of different media: yellow — PBS, grey —
bacteria in medium, pink — medium, green — phi29 phages in medium (2 x 10% PFU/mL). c) SEM images of the
sensor surface after the experiment at two different magnifications. Dividing bacteria are highlighted.

Detecting Phage-induced Lysis by a Single Measurement Parameter

Our experiments demonstrate the ability of QCM-D to monitor phage infections of bacteria
immobilized on the sensor surface in real time. However, the associated changes in the different
overtones of Af and AD are rather complex and depend on the individual sensor. This may render the
verification of a successful infection and lysis of the target bacterium in a screening campaign with a
large phage collection a difficult task. Therefore, we sought to identify a single measurement
parameter whose time dependence during the experiments provides a clear and reliable indication
whether phage-induced lysis of the target bacterium occurs. Based on the measurements shown in
Figures 37, 42, 43 and 44, the spread of the AD overtones appeared to be the most promising
candidate for this purpose. To quantify the total spread, we simply calculated the difference between
the absolute values of the third and the eleventh overtone, i.e., 6D = AD3 - AD11, for the different
measurements. To account for the sensor-specific differences in the AD traces during the initial growth
regime, the 6D parameter was then normalized to its maximum value before the second injection.
Figure 45 verifies that the time course of normalized &D is similar for all measurements until the
second injection at ca. 180 min, showing only minor variations in the time dependence due to the
differences observed in initial bacterial adhesion and growth dynamics. Upon injection of phage-free
medium (E. coli only control), 8D drops slightly in all traces but quickly starts to increase again,

indicating resumed growth. At longer times, 6D saturates when growth is arrested. Here, the
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saturation value varies considerably between repeated measurements due to the different numbers
of growing bacteria and microcolonies on the sensor surfaces. If the Bacillus phage phi29 is present in
the injected medium, 8D shows a similar behavior with the saturation level within the range of
variation observed for the phage-free measurements. In contrast, injection of E. coli phage T7 results
in a larger drop in 6D by about 80%, which remarkably is independent of the T7 concentration
(compare red, green, blue, and black curves in Figure 5a). For the high T7 concentration (red curves),
6D remains at this low value for the rest of the experiments. For the lower concentrations (green and
blue curves), however, it slowly increases again due to the resumed growth of the surviving bacteria.
At a selected timepoint of 240 min, this parameter thus yields a significantly smaller value in the
presence (+T7) than in the absence (-T7) of infectious phages (Figure 45b). Nevertheless, the addition

of phi29 (violet curve) shows a similar behavior as E. coli in the absence of any phages (black curves).
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Figure 45: a) Normalized 6D for the experiments shown in Figures 34, 35, 36, 37, 38, and 39, the respective
replicates. Shaded regions indicate the injection of different media: yellow — PBS, grey — bacteria in medium, pink
— medium, green — phages or medium (E. coli only). b) Comparison of the normalized 6D at 240 min (indicated
by the broken vertical line in a) averaged over all E. coli only experiments (-T7) and T7 experiments (all
concentrations, +T7). Values are given as the mean + standard deviation. Statistical significance was determined
by two-tailed t-test and is indicated as *** (p < 0.001).

To further illustrate and quantify the differences between the normalized 6D curves with and without
T7 phages, we have calculated the second derivative of each curve for the period after the final
flushing with phage-free medium. The resulting derivative curves allow a clear distinction between
the two conditions, as the experiments with phages produce curves with mostly positive values,
whereas the phage-free curves have mostly negative values (see Figure 46a). Therefore, the values of
both the sum and the mean of each derivative curve can be used to discern phage infection and lysis
(see Figure 46b,c). As a more direct measure, however, the 6D value at a selected timepoint after the
final flushing can be utilized as well. At timepoint 240 min, i.e., after the drop in signal due to phage
injection has saturated, 8D has a significantly smaller value in the presence (+T7) than in the absence

(-T7) of infectious phages (Figure 45b).
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Figure 46: a) Second derivative of the normalized 6D traces shown in Figure 44a after the final flushing with
phage-free medium. b,c) Comparison of the sum (b) and the mean values (c) of the curves shown in a) averaged
over all E. coli only experiments (-T7) and T7 experiments (all concentrations, +T7). Values are given as the mean
+ standard deviation. Statistical significance was determined by two-tailed t-test and is indicated as *** (p <
0.001).

4.1.3 Conclusion

In summary, we have verified the potential of QCM-D to detect bacteriophage infections of surface-
adhering bacteria in real-time using T7 infection of E. coli as a model system. For ease of use in practical
screening campaigns, we have not employed any chemical modifications of the sensors but
immobilized the E. coli cells directly on the bare gold surface. The absence of any surface modifications
also promotes reuse of the sensors in multiple experiments, as organic residues and cell debris can be
removed using the standard cleaning procedure described in the Materials and Methods section.
Bacterial adsorption, adhesion, and growth at the sensor surface results in complex and overtone-
dependent behaviors of the Af and AD traces. Various alterations in these behaviors are observed
during phage infection and especially upon subsequent lysis of the infected bacterial cells, which are
distinctly different from purely non-specific adsorption of non-infectious phages on the exposed
sensor surface. This clearly demonstrates the ability of QCM-D to detect and monitor phage infection

and lysis of bacterial cells.

By comparing sensor responses to infectious and non-infectious phages, we identified a single
measurement parameter, i.e., the difference between the third and the eleventh overtone of the AD
trace, 6D = AD3 - AD11, which enables a clear distinction between lytic phage infection and non-
specific phage adsorption. Most importantly, when normalized to the maximum value observed in the
first bacterial growth phase, this parameter appears less sensitive toward sensor-specific differences
than the original AD traces, enabling a more reliable identification of phage-induced bacterial lysis.
Using this parameter 6D, the complete T7 phage infection process could be followed within four hours,
which includes the formation of the E. coli films on the sensor surfaces. However, it should be stressed

that T7 represents an ideal case with a very short lytic cycle of only 17 min. For other phages with
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longer lytic cycles, unambiguous detection of cell lysis will take considerably longer. Future
experiments may optimize the experimental conditions and minimize the time to detection for each
phage-host combination individually. Nevertheless, the combination of multichannel QCM-D setups
with automated liquid-handling systems may nevertheless enable the efficient screening of medium-
sized phage collections against target pathogens. Finally, since QCM-D is also able to monitor the
removal of biofilms from the sensor surface in real time,(295, 296) the presented approach may be

further employed to screen phages against bacterial biofilms.

4.1.4 Materials and Methods

Bacteria and Phage Culture

E. coli B (DSM 613) was cultured in LB medium (MP Biomedicals, Germany) at 37°C with constant
shaking (222DS, Labnet, USA) overnight. The next day, 3 mL of fresh LB medium was inoculated with
100 pL of the overnight culture of bacteria and was grown ftill it reached an OD600 value of 0.6-0.7.
The bacterial culture at this point was infected with 100 pyL of T7 (provided by University of
Hohenheim) phage solution and incubated at 37°C with constant shaking. The bacterial cell lysis and
subsequent cell death was verified by a drop in the OD value to 0.05 or less. After this, 150 uL of
chloroform (Macron Fine Chemicals, USA) was added to the medium and the solution was vortexed
briefly for 10 sec, after which it was incubated on ice for 5 min. Then, the supernatant was transferred
to a new 15 mL centrifuge tube and centrifuged at 8800 rcf for 5 min. The supernatant containing the
phages was transferred to a fresh tube. The phage concentration was quantified using a Water blue
double overlay plaque assay as previously described.(297) To this end, agar plates were prepared by
dissolving 4 g of peptone extract (PanReac AppliChem, Germany), 0.7 g of NaCl (Merck, Germany), and
3 g of agar (PanReac AppliChem, Germany) in 183 mL of molecular biology grade water (VWR,
Germany). This mixture was autoclaved at a temperature of 121°C for 15 minutes. After letting the
solution cool to 80°C, 12 mL of a 25% glucose (Sigma-Aldrich, Germany) solution was introduced,
followed by the addition of 2.7 mL of 0.5 M Na,HPO,4 and 1.6 mL of aniline blue dye (Thermo Scientific,
Germany). Subsequently, the solution was poured into petri dishes and allowed to solidify. In parallel,
a 0.7% water agar was prepared and maintained at a temperature of 47°C until further use. The phages
were serially diluted 10-fold in phosphate buffer (38.3 mM Na;HPO, - 2 H;0, 68.4 mM NaCl, 22 mM
KH,PQ,), supplemented with 1 mM MgSO4. A mixture of 300 L of a bacterial liquid culture of OD ~
1.0 and 100 pL of phage solution was combined with 4 mL of the water agar and briefly vortexed. The
resulting mixture was then poured onto the previously prepared agar plates. The agar was left to
solidify, and the plates were incubated at a temperature of 37°C overnight. The following day, the

plagues were counted to determine the concentration of the phages.
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To test for contaminations in the E. coli culture, the bacteria were quadrant streaked on MacConkey
(Sigma-Aldrich, Germany) and EMB agar (Oxoid, ThermoFischer Scientific, UK), which are selective
media for enteric bacteria. MacConkey agar was prepared by dissolving 5 g of powder in 100 mL of
molecular biology grade water. EMB agar was prepared by dissolving 3.75 g powder in 100 mL of

molecular biology grade water. Both agars were autoclaved at 121°C for 15 min.

B. subtilis (DSM 5547) was cultivated and grown to exponential phase as described for E. coli. For the
confirmation of phage solution purity, B. subtilis cells were centrifuged for 10 min at 4100 rcf and
resuspended in low salt LB (1 % Bacto-Tryptone, 0.5 % yeast extract, 0.5 % NaCl) to an OD of ~10.
Subsequently, 40 pL of this culture were transferred to 5 mL tubes and infected with 5 uL of four
different phage (Bacillus phage phi29 HER 243-DSM 5546) dilutions (100-fold). To the mixture, 4 mL
top agar was added (low salt LB with 0.7% agar food grade, pre-warmed at 50°C), inverted several
times and poured onto bottom plates (low salt LB with 1.5% agar, pre-warmed at 37°C). After
overnight incubation at 37°C, distinct plagues should be visible with at least one phage dilution. When
uniform morphology and purity was confirmed, plagues were used to infect an overnight culture
diluted to an OD ~0.2 (1 plague per 100 ml) and kept for phage propagation at 37°C with shaking
overnight. Next day, the culture was centrifuged for 15 min at 4800 rcf to separate the supernatant
containing the phages from the bacteria pellet. Additionally, a PES 0.22 um membrane filter unit
(Merck, Germany) was used to remove residual debris and bacterial cells. Finally, the titer was
determined via layer plating as described above using a 10-fold phage dilution series. (Produced by
Verena Dobretzberger, Molecular Diagnostics, Center for Health and Bioresources, AIT Austrian

Institute of Technology GmbH, Vienna, Austria)
Atomic Force Microscopy

Gold-coated QCM-D sensors (5 MHz 14 mm Cr/Au, Quartz Pro, Sweden) from three different batches
were rinsed with ethanol (Berkel AHK GmbH & Co. KG, Germany) and HPLC grade water (Roth,
Germany) and dried with argon. The cleaned samples were imaged in air using a Bruker Dimension
Icon in ScanAsyst Peak-Force tapping mode with ScanAsyst air cantilevers (Bruker, Germany). Images
were recorded at 1024 x 1024 pixels with a scan size of 5 um?2. Gwyddion(298) was used to process

the images and calculate the rms surface roughness Sq,.
Preparation of QCM-D Flow Cells and Sensors

The flow cells and the inlet pipes of the QCM-D system (E4, Biolin Scientific, Sweden) were incubated
in 2 % Hellmanex (Hellma GmbH, Germany) for 2 h. Afterwards, the flow cells were rinsed with 99 %

ethanol and HPLC grade water and dried with ultrapure argon. The gold-coated QCM-D sensors were
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cleaned in RCA-1 solution (1:1:5 in volume 35% NH4OH, 25% H,0,, H,0O- Stockmeier Chemie, Germany)

at 75°C for 1 min. After cleaning, the sensors were rinsed with HPLC grade water and dried with argon.
QCM-D Experiments

All buffers and solutions were autoclaved prior to the experiments. E. coli B was cultured overnight in
LB medium at 37°C with constant shaking. The next day, 20 mL of fresh LB medium was inoculated
with 500 pL of the overnight E. coli B culture. The bacteria were grown to an OD600 value of 0.6 (mid
log phase culture). The T7 phages were diluted in LB medium to three different concentrations of 8 x
107 PFU/mL, 2 x 10° PFU/mL, and 4 x 10° PFU/mL, respectively. QCM-D measurements were conducted
at 37°C, either in static mode or with a constant flow rate of 30 pL/min. For the sample flow cell, PBS
was pumped in for 20 min to obtain a constant baseline, after which bacteria in LB medium were
pumped in for 30 min to adsorb to the sensor surface. Afterwards, the flow cell was flushed for 15
mins with bacteria-free medium to remove unattached bacteria. Then the flow was stopped, and the
bacteria were left to grow under static conditions for 2 h. Phages in LB medium were then pumped in
for 20 min, followed by another medium flush for 15 min to remove excess phages not attached to
the bacteria. The flow was then stopped again, and the sample incubated for 3 h under static
conditions. In order to evaluate the behavior of the adsorbed bacteria in the absence of phages, one
control used phage-free LB medium instead of phage-containing medium. To evaluate phage
adsorption on the gold surface of the sensor, an additional control used bacteria-free medium instead

of bacteria-containing medium.

The QCM-D data was processed using D-find software (Biolin Scientific, Sweden) and plotted using
Origin Pro 2021 (OriginLab, USA).

Scanning Electron Microscopy

After the QCM-D experiments, the sensors were incubated in 2.5 % glutaraldehyde in PBS overnight.
Subsequently, the sensors were dehydrated by incubating them sequentially in ethanol dilutions of 20
%, 40 %, 60 %, 80 % and 100 % each for 10 min. After the last incubation step, the sensors were dried
in air their surfaces sputter-coated (SCD 500, Leica Microsystems, Germany) with a 3 nm thick gold
alloy (80 % Au + 20 % Pd). Finally, the sensors were examined using a NEON 40 SEM (Zeiss, Germany)
at various magnifications (1k, 3k, 10k, 15k, 25k and 40k) with a 5 kV electron beam.

90



Dynamics of Natural and Artificial Biological Systems at Solid-Liquid Interfaces

4.2 Effect of Inactivation Methods on Zika virus Adsorption on Different Model
Surfaces

4.2.1 Introduction

In research, biologically inactivating pathogenic viruses is often a necessary and important precursor
for being able to work with virus particles in laboratories lacking the appropriate biosafety certification
for potentially dangerous organisms.(299) Inactivation of viruses can be performed using various
chemical and physical methods or a combination of both. The most common methods of inactivation
used in the laboratory setting and in vaccine manufacturing include exposure to high temperatures,
chemicals or radiation. For vaccine production in particular, heat-based inactivation(300) and chemical
treatment with either beta-Propiolactone (BPL)(301) or formaldehyde(302) are the most widely used
methods, however newer methods involving hydrogen peroxide (H.0,)(303) treatment or irradiation
with low-energy electrons(304) are also seen as emerging technologies with the potential for being
less disruptive to the virus structure. For chemical and radiation inactivation methods, the respective
treatments are specifically targeted towards the pathogen genome, which are either fragmented or
otherwise modified to render it incapable of replicating within the host cell. In the case of BPL,
genomic damage is proposed to occur through alkylation of different nucleobases, specifically the
purines, with guanine being the most affected at low concentrations of BPL. This alkylation renders
the molecules acidic following subsequent hydrolysis. At higher concentration of BPL, cleavage of
imidazole rings and pyrimidines also occurs.(305, 306) In contrast, in the case of more recently
introduced H,0, treatment, the genomic damage is caused due to hydroxyl radicals. These radicals
attack the carbon double bonds in the nucleosides, generating carbon radicals. This oxidation process
ultimately leads to single or double strands breaks in the genome.(307) Similarly, UV-, gamma- and
electron irradiation are known to induce crosslinking and/or cleavage of bonds in RNA and DNA, thus
interfering with the function of enzymes such as polymerases or reverse transcriptase’s, used in the
process of genomic replication.(308-310) A study conducted on influenza demonstrated that BPL
specifically affects amino acids in viral surface and other proteins through acylation or alkylation,
resulting in a mass increase of 72 Da or 144 Da for each modified amino acid. Comparatively, proteins
undergo more extensive modifications than DNA. However, these modifications are highly dependent
on factors such as BPL concentration, the pH of the mixture, and the type of buffer used.(305) Notably,
at pH 7 and 22°C, methionine, cystine, and histidine react completely with BPL, whereas proline and

lysine exhibit significantly lower reactivity with respect to individual amino acids.(311)

These inactivation methods can induce structural and physiochemical changes to viral particles as

explained above, which may significantly affect their interactions and behavior with cells or inorganic
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surfaces. Understanding these alterations is critical for designing effective vaccines and antiviral
materials. Surface interactions of viruses are largely governed by the interplay of electrostatic,
hydrophobic, van der Waals and hydrogen bonding. The Zika virus (ZIKV), for instance, exhibits
predominantly hydrophilic regions and few hydrophobic regions on its surface with a distribution of

positive and negative charges.(312—-314)

In this study, we investigated the impact of two widely used inactivation methods, B-propiolactone
(BPL) and hydrogen peroxide (H,0,), on the surface properties and adsorption behavior of Zika virus
(ZIKV) using QCM-D and AFM. We analyzed how active and inactivated ZIKV particles interact with
self-assembled monolayers (SAMs) of varying surface chemistries. While H,0,-inactivated ZIKV
retained adsorption behavior similar to active virus, suggesting minimal alterations to surface
properties, BPL-inactivated ZIKV exhibited significant structural changes, increased aggregation on
hydrophilic surfaces, and enhanced interaction with hydrophobic surfaces, indicating reduced

colloidal stability.

4.2.2 Results and Discussion

QCM-D and AFM

To analyze the effect of the different inactivating treatments on the surface properties, we quantified
the adsorption of ZIKV before and after inactivation at organic self-assembled monolayers (SAMs) with
different surface properties. This was done in situ and in real-time using quartz crystal microbalance
with dissipation monitoring (QCM-D). Figure 47a shows the time course of adsorption of active ZIKV
at four different SAMs. In all four cases, a rapid increase in adsorbed mass is observed upon ZIKV
injection, followed by slow saturation until a more or less static plateau is reached. The absolute value
of adsorbed mass in this plateau phase differs notably for the four SAMs. The lowest value is observed
for the hydrophobic CHs-terminated SAM, whereas the three hydrophilic SAMs generate larger values.
This is not too surprising considering that the ZIKV surface is predominantly hydrophilic. However,
there are also differences between the hydrophilic SAMs. Among the three, the negatively charged
COO -terminated SAM shows the lowest value of adsorbed mass, which was to be expected based on
the negative zeta potential of ZIKV. Surprisingly, however, ZIKV adsorption at the positively charged
NHs*-terminated SAM is only marginally stronger than at this negatively charged SAM, even though
electrostatic repulsion is now replaced by electrostatic attraction. This can be rationalized by
considering two factors. First, the zeta potential only provides net charge but neglects that the ZIKV
surface exhibits both negative as well as positive charges, so that there will always be an interplay
between electrostatic repulsion and electrostatic attraction. A change in the SAM’s charge state will

thus result only in small variations in the relative contributions of attractive and repulsive interactions.
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Second, electrostatic interactions will be relatively weak under the employed ionic conditions as the
Debye length in PBS is only about 0.7 nm(271) and thus about 50 times smaller than a ZIKV particle.
Nevertheless, electrostatic interactions cannot be neglected completely, as strongest ZIKV adsorption
is observed on the uncharged hydrophilic OH-terminated SAM. Here, adsorption is not hindered by

electrostatic repulsion at all and purely driven by hydrophilic interactions.

We have complemented the QCM-D experiments with atomic force microscopy (AFM) investigations
of the adsorbate structures. For this, template-stripped gold was used as the substrate, as this
provides a smoother surface better suited for AFM investigations of adsorbed nanostructures with
sizes below 100 nm.(187) As can be seen in Figure 47b, adsorption at the three hydrophilic SAMs
occurs mostly in the form of aggregates and not of single ZIKV particles. For the hydrophobic CHs-
terminated SAM, however, adsorbate morphology is markedly different and appears more
homogeneous, while at the same time displaying some meandering structures reminiscent of phase
separation. Since no individual particles can be identified in these adsorbate films, we believe that
they are the result of ZIKV disintegration. Strong hydrophobic interactions with the SAM surface may
stimulate the E and M proteins to expose their hydrophobic transmembrane domains, which may
trigger the complete disassembly of the particle and the release of lipids from the membrane that can

then form monolayer patches on the SAM surface.

As can be seen in Figure 47c, ZIKV inactivation with H,0, does not result in strong changes in the
interaction with the different SAMs. It is important to note that after virus production and titer
estimation, the inactivation procedure was performed, followed by dialysis of the sample (see
Materials and Methods). Since the inactivated virus particles are no longer infectious, it is not possible
to determine the viral titer. For this reason, the absolute adsorption values in terms of mass can’t be
compared as the titer of the inactivated samples is unknown in comparison to active viral samples (2
x 10° PFU/mL). Strongest and weakest adsorption is still observed for the OH- and the CHs-terminated
SAM, while the charged SAMs show intermediate and very similar performance. Only the AFM images
in Figure 47d show some moderate differences in adsorbate morphology compared to the active virus,
i.e., more pronounced aggregation on the hydrophilic SAMs and stronger phase separation on the
hydrophobic SAM, with the resulting meanders having smaller heights. While the latter might hint at
a reduced ZIKV stability, the differences are not pronounced enough to exclude sample-to-sample

variation as the ultimate cause.

In contrast, BPL inactivation results in pronounced changes in ZIKV adsorption behavior. The QCM-D
data in Figure 47e reveals strongest adsorption at the hydrophobic SAM while weakest adsorption is

observed on positively charged NHs*-terminated SAM, with the negatively charged COO-terminated
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SAM being second to the hydrophobic SAM. At first glance, the latter observations would indicate an
increase in positive surface charges. AFM, on the other hand, reveals the presence of very large
aggregates on the three hydrophilic surfaces while the hydrophobic surface again shows a pronounced
phase separation. Therefore, we assume that the observed alterations in ZIKV adsorption behavior

rather result from BPL-induced differences in the structural and colloidal stability of the ZIKV particles.

3600
a) —— Active CH,
3200 {—— Active COOH
Active NH,
2800 + Active OH
2400
&
& 2000
9o
g 1600
€ 1200
800
400
0 -
T T T T T T T
0 1500 3000 4500 6000 7500 9000
Time (s)
C) 4400 4——H,0, CH,
4000 J——H20, COOH
—— H,0, NH,
3600 4—— H,0, OH
3200
2800
E
§ 2400 -
22000 A
£ 1600
1200 -
800
400 -
04
T T T T T T T T
0 1500 3000 4500 6000 7500 9000 10500
Time (s)
€)2400 {——BPLCH,
—— BPL COOH
—— BPL NH,
20009 gpy o
1600 -
O
IS
S 1200
()]
£
€ 800
400 -
04

T T T T T T T
0 1500 3000 4500 6000 7500 9000
Time (s)

Figure 47: a) Kinetics of mass adsorption as a function of time for surface functionalized with different SAM for
active viruses. b) AFM images of the functionalized surface, showing morphological differences in adsorption
behavior based on the SAM for active viruses. c) Kinetics of mass adsorption as a function of time for surface
functionalized with different SAM for H20: inactivated viruses. d) AFM images of the functionalized surface,
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showing morphological differences in adsorption behavior based on the SAM for H20: inactivated viruses. e)
Kinetics of mass adsorption as a function of time for surface functionalized with different SAM for BPL inactivated
viruses. f) AFM images of the functionalized surface, showing morphological differences in adsorption behavior
based on the SAM for the BPL inactivated viruses.

4.2.3 Conclusion

In summary, we investigated the effect of two widely used viral inactivation methods, i.e., BPL and
H,0, on the adsorption behavior of ZIKV at soli-liquid interfaces. Using QCM-D and AFM, the
interaction of active and inactivated ZIKV particles with SAMs featuring different functionalities was

analyzed.

It was found that viral inactivation can significantly alter the absorption properties of the ZIKV due to
structural and physiochemical changes induced by the inactivation treatments. The H,0, inactivated
ZIKV exhibited adsorption behavior similar to that of the active virus, suggesting that the surface
properties of the virus remained largely intact after treatment. However, the BPL inactivated ZIKV
displayed markedly different adsorption trends, including increased aggregation on hydrophilic
surfaces and enhanced interaction with hydrophobic surface, suggesting significant structural
alterations and reduced colloidal stability. Furthermore, studying the impact of various inactivation
methods at the molecular level is crucial for understanding their mechanisms of action. Our ongoing
research focuses on investigating these molecular changes, including alterations in the zeta potential
and size (using DLS) of whole viruses following inactivation. Additionally, we aim to examine the
unfolding of viral proteins, both at the whole-virus level and for individual surface proteins, such as
the E-protein in the case of ZIKV, using nano-Differential Scanning Fluorimetry (nano-DSF). We will
further employ infrared (IR) spectroscopy to analyze changes in functional groups that play a key role
in virus interactions with target surfaces or cells post-inactivation. These observations underscore the
importance of understanding how different inactivation methods impact viral surface properties,
particularly in applications involving virus-material interactions such as vaccines, antiviral coatings and

biosensors

4.2.4 Materials and Methods

Virus inactivation

To inactivate ZIKV (Performed by research group of PD Dr. Sebastian Ulbert, Fraunhofer 1ZI, Leipzig,
Germany) two different chemicals, in particular beta-propiolactone (BPL) and hydrogen peroxide
(H20,), were used. The inactivation of ZIKV (2 x 10° PFU/mL) by 0.3% BPL was done at 22°C overnight
followed by a hydrolysis for 2 h at 37°C and for the other method overnight incubation with 0.3% H,0,
at 37°C was applied to inactivate ZIKV. After inactivation experiments, dialyses against PBS were

performed and samples were stored in aliquots at -80°C until use.
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Cleaning of Flow cells

QCM-D flow cells were cleaned in 2% Hellmanx (Hellma GmbH, Germany), by incubating for 1 h in the
solution. Post incubation the cells were cleaned with ethanol and HPLC grade water (Carl Roth,

Germany) and air dried with argon.
SAM assembly

The gold coated QCM sensors - 5MHz 14 mm Cr/Au (Quartzpro, Sweden) were cleaned in RCA-1
solution (1:1:5 in volume 35% NH,OH/25% H,0,/H,0) at 75 °C for 1 min. Post cleaning the crystal were
rinsed with HPLC grade water and air dried with argon. The self-assembled monolayers NH,, OH, COOH
and CHs were prepared using 11-amino-1-undecanethiol hydrochloride, 11-mercapto-1-undecanol,
11-mercaptoundecanoic acid and 1- octadecanethiol respectively in ethanol at a concentration of 1
mM. The pre- cleaned crystals were incubated in this solution by immersion for 24 h. Post incubation

the crystals were rinsed with HPLC grade water and air dried with argon.(278)
Adsorption studies by QCM-D

The inactivated and active virus adsorption was monitored using Q-sense E4 (Biolin scientific, Sweden).
The measurements were carried out at room temperature with flow rate of 10 uL/min using a
peristaltic pump (IPC4, Ismatech, Germany). Initial baseline was established by flushing PBS for 30 min,
following which the virus samples were pumped for 40 min, post which the pump was stopped, and
the measurement was conducted in static conditions up to the point where the frequency and
dissipation curves were stabilized. The obtained data was processed in D-find software (Biolin
Scientific, Sweden) and was modelled using D-find Smart fit model. After modelling, the data points

were extracted out of the software and were plotted using Origin Pro 2021.
Atomic Force Microscopy

Template stripped gold substrates were rinsed using ethanol prior to use. The virus sample (2 x 10°
PFU/mL- provided by Fraunhofer IZI, Leipzig, Germany) were diluted in a ratio of 1:1 with PBS (Sigma
Aldrich, Germany). 200 pL of the prepared virus solution was carefully dropped on top of sample and
was incubated for 150 min at room temperature. Post incubation the sample was washed with HPLC
grade water and dried using ultrapure argon. JPK 2 AFM (Bruker Nano GmbH, Germany) was used to
image the substrate using NSC18/Al Bs (MikroMasch, Germany) cantilevers in tapping mode. The
images were recorded at 10 um? in 1024 pixels for inactivated samples and 512 pixels for the active
samples. The images obtained were processed with Gwyddion for adjusting the respective height

scales.
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Chapter 5: Conclusion and Outlook

The whole research sets out to explore how biological entities interact with surfaces at the nanoscale,
combining the fields of DNA nanotechnology, microbiology, and interface science. By using advanced
imaging techniques such as AFM, it was uncovered that DNA structures self-organize based on specific
molecular stacking interactions. Additionally, sensing methods like Quartz Crystal Microbalance with
Dissipation monitoring (QCM-D) was utilized and it was uncovered that dissipation as a parameter can
be used to study bacterial adhesion and the dynamics of subsequent phage infections, and it was also
uncovered that viruses exhibit unique adsorption behavior depending on the inactivation procedure

and surface chemistry.

One of the key discoveries in this work was the controlled formation of DNA origami lattices on
different surfaces, particularly mica and SiO,. By fine-tuning ionic conditions like cation and
monovalent ion concentrations and surface chemistry, it was demonstrated that highly ordered
nanostructures could be achieved, revealing the delicate balance between electrostatic forces and
molecular mobility. These findings added in the groundwork for utilizing DNA as a fundamental
building block for nanoscale patterning and self-assembly into functional devices or molecular

scaffolds for precision medicine.

Another major focus was on bacterial adhesion and phage infection dynamics, where QCM-D was used
to monitor in real time how phages attack bacteria on surfaces. It was found that dissipation shifts
(AD), rather than frequency (Af), provided the most reliable signal for tracking the lysis process of
bacteria. This breakthrough has direct applications in phage therapy. The ability to track phage
infection dynamics in real-time holds a future in screening most effective phages against resistant

bacteria and help in developing personalized antimicrobial treatments.

In the final part of this research, it was examined how the Zika virus interacts with SAMs, uncovering
how different inactivation methods impact viral adhesion. Understanding how viruses behave with
modifications and its interactions with various surfaces help in vaccine development strategies also

with implications in developing future antiviral coatings.

At the very core of this thesis, the research highlights the power of interdisciplinary science. By
bringing together various scientific fields, it was established that biological molecules and organisms
interact with surfaces in complex and dynamic ways, leading to a deeper understanding of these
interactions. Scientific research is often about making small discoveries that, over time, contribute to
big changes. This work is one step in a long journey- one that leads to smarter materials, better

diagnostics and innovative solutions to pressing biological challenges.
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