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Kurzfassung

Asynchronmotorantriebe sind ein wesentlicher Bestandteil der modernen Industrie
sowie des privaten Alltags und werden in zahlreichen Anwendungen drehmomentge-
steuert eingesetzt. Diese Arbeit adressiert die hochgenaue Schéitzung und Steuerung
des Drehmoments von Asynchronmotorantrieben. Zur Erreichung dieser Zielsetzung
wird das klassische Asynchronmotormodell um nichtlineare elektrische Einfliisse
erweitert und fiir die Zustandsbeobachtung in ein adaptives Kalman-Filter integriert.
Durch Hinzunahme eines thermischen Netzwerks wird der Beobachter anschlieend
zu einem elektrisch-thermischen Beobachter vervollsténdigt. Im Unterschied zum
Stand der Technik werden alle relevanten nichtlinearen Motoreffekte aus der elek-
trischen sowie der thermischen Doméne beriicksichtigt und sdmtliche unsicheren
Beobachterparameter mit einer gemeinsamen Offline-Optimierung basierend auf
einem umfassenden Messdatensatz bestimmt. Der Beobachter erzielt mit einem ge-
ringen Online-Rechenaufwand eine hohe Performanz sowohl bei der Schétzung als
auch bei der Steuerung des Drehmoments in der feldorientierten Regelung. Die qua-
dratischen Mittelwerte der Abweichungen liegen unter 0,8 % des Nenndrehmoments.
Zusétzlich stehen vom Beobachter geschéatzte Motortemperaturen und Verlustleistun-
gen im Online-Betrieb zur Verfiigung. Fiir die Beobachtung mithilfe des adaptiven
Kalman-Filters wird eine genaue Information iiber die vom Umrichter gestellte Span-
nung benotigt. Deshalb werden zunéchst prazise datenbasierte Umrichtermodelle
und Umrichterkompensationsverfahren erarbeitet. Gegentiber dem Stand der Technik
werden hierin alle wesentlichen nichtlinearen Effekte des Umrichters, insbesondere
auch diejenigen bei sehr hohen oder sehr niedrigen Tastverhéltnissen, beriicksichtigt
und gemeinsam offline mithilfe umfangreicher Messdaten bestimmt.
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Abstract

Induction motor drives are an essential part of modern industry as well as everyday
private life and are used torque-controlled in numerous applications. This work
addresses the highly accurate estimation and control of the torque of induction motor
drives. To achieve this objective, the classical induction motor model is extended
by non-linear electrical influences and integrated into an adaptive Kalman filter for
state observation. By incorporating a thermal network, the observer is subsequently
completed to an electrical-thermal observer. In contrast to the state of the art, all
relevant non-linear motor effects from the electrical as well as the thermal domain
are taken into account and all uncertain observer parameters are determined with
a joint offline optimization based on a comprehensive measurement data set. The
observer achieves high performance in both estimating and controlling the torque
in the field-oriented control while requiring low online computing power. The root
mean square deviations are below 0.8 % of the nominal torque. Additionally, motor
temperatures and power losses estimated by the observer are available in online
operation. Precise information on the voltage set by the inverter is needed for the
observation using the adaptive Kalman filter. For this reason, accurate data-based
inverter models and inverter compensation methods are first developed. Compared
to the state of the art, all significant non-linear effects of the inverter, in particular
also those at very high or very low duty cycles, are considered and jointly determined
offline based on comprehensive measurement data.
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1 Einleitung und wissenschaftliche
Motivation

Elektrische Antriebe sind ein wesentlicher Bestandteil der modernen Industrie und
des privaten Alltags. Hierbei werden héufig Asynchronmotoren (ASM) aufgrund
ihrer Kostenvorteile und ihrer Robustheit eingesetzt. Grundsétzlich ist zudem zu
erwarten, dass durch aktuelle Markttrends, wie beispielsweise die Elektrifizierung
des Mobilitats- und Transportsektors oder der angestrebte Ausbau regenerativer
Energiequellen, ihr Finsatz weiter zunehmen wird. Insbesondere vor dem Hintergrund
der Materialverfiigbarkeit, der giinstigen Herstellungskosten und der Recyclingfédhig-
keit bieten Kafiglaufer-ASM zahlreiche Vorteile gegeniiber anderen Motortypen, da
ASM im Wesentlichen aus Eisenlegierungen und Kupfer bestehen. Héufig alternativ
eingesetzte Synchronmotoren bendtigen hingegen entweder Seltene-Erden-Magnete
oder eine zusatzliche elektromagnetische Fremderregung. Dementsprechend werden
ASM auch zukinftig fir die Gesellschaft von grofler Bedeutung sein.

Heutzutage werden ASM-Antriebe in zahlreichen Anwendungen unter Verwen-
dung einer Drehmomentsteuerung eingesetzt, zum Beispiel in Elektrofahrzeugen
oder Mehrmotoren-Antriebssystemen (MMAS). Die letztgenannten MMAS waren
Schwerpunkt des DFG-Forschungsprojekts, in dem die wesentlichen Forschungsergeb-
nisse dieser Arbeit erzielt wurden. Bei einem MMAS wird eine mechanische Leistung
durch mehrere (gegebenenfalls mechanisch miteinander verkoppelte) Einzelmotor-
Antriebssysteme (EMAS) bereitgestellt. Im Kontext der Elektromobilitdt werden
haufig bei hohen Leistungsanforderungen mehrere Traktionsmotoren in einem Fahr-
zeug verwendet, zum Beispiel durch Kombination eines hocheffizienten Motors mit
einem weniger effizienten, aber deutlich preiswerteren ASM. Dariiber hinaus fiihren
aktuelle Forschungsvorhaben im Kontext elektrifizierter Luftfahrt moglicherweise
zu einem weiteren bedeutenden Anwendungsbereich von MMAS-Antrieben in der
Zukunft. Zur effektiven Nutzung von MMAS, das heifit mit einer hohen Effizienz
und Performanz, ist meist eine hochgenaue Schatzung und Steuerung des von jedem
enthaltenen EMAS erzeugten Drehmoments erforderlich. Die identischen Anfor-
derungen liegen jedoch auch bei zahlreichen Anwendungen vor, die lediglich ein
drehmomentgesteuertes EMAS nutzen. In dieser Arbeit werden Methoden zur Er-
reichung einer hochgenauen Schétzung und Steuerung des Drehmoments mit einem
EMAS, bestehend aus einem ASM und einem Umrichter, betrachtet.
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Klassische Ansétze zur ASM-Drehmomentsteuerung weisen meist eine relativ gerin-
ge Genauigkeit auf. Die Hauptursache dafiir liegt in einer unpréazisen Information
iiber den Rotorfluss. Da eine Messung des Rotorflusses aufwendig ist und zu hohen
zusétzlichen Kosten fiihrt, wird der Rotorfluss im Allgemeinen zur Laufzeit beob-
achtet bzw. geschéatzt. Tendenziell ist diese Schatzung deutlich komplexer als bei
Synchronmotoren, weil sich beispielsweise die Drehfrequenz des Rotorflusses nicht
direkt durch eine Messung der mechanischen Wellendrehfrequenz bestimmen lasst,
sondern unter anderem auch von dem zur Laufzeit nicht gemessenen induzierten
Strom im Rotor abhéngt.

In der Literatur gehen die meisten Ansétze von vereinfachten ASM-Modellen
mit konstanten Motorparametern aus und bestimmen diese Parameter mithilfe von
Standardtestverfahren, Datenblattangaben oder manuell. Fiir eine prézise Fluss- und
Drehmomentschatzung muss allerdings einerseits die angenommene Modellstruktur
des Systems alle relevanten physikalischen Effekte beriicksichtigen und andererseits
mussen die Modellparameter genau bekannt sein. Insbesondere kann eine Annahme
konstanter Motorparameter sogar bei Verwendung einer komplexen Beobachterstruk-
tur zu einer geringen Performanz der Drehmomentsteuerung fithren, die signifikant
vom spezifischen Arbeitspunkt abhédngt und nicht im gesamten Betriebsbereich
des Antriebs optimal ist. Auch in der Vergangenheit vorgestellte Flussbeobachter,
die Motorparameter online schéitzen, erreichen im Allgemeinen keine hochgenaue
Schétzung, da sie nur einige ausgewahlte und nicht simultan alle Motorparameter
mit akzeptabler Genauigkeit zur Laufzeit bestimmen kénnen. Trotz zahlreicher in
der Literatur verfiigharer Flussbeobachter- und Drehmomentsteuerungs-Strukturen
besteht somit ein Bedarf an adaptiven modellbasierten Beobachtern, mit denen unter
geringem Online-Rechenaufwand eine prézise Rotorfluss- und Drehmomentschéatzung
im gesamten Betriebsbereich des Antriebs moglich ist. In der vorliegenden Arbeit
werden dazu datenbasierte Modelle erarbeitet. Die Zielsetzung besteht dabei darin,
eine hochstmogliche ASM-Modellgenauigkeit zu erreichen und trotzdem weiterhin die
Integrierbarkeit in die iiber Jahrzehnte bewéhrte klassische feldorientierte Regelungs-
struktur zu gewahrleisten. Der sich ergebende Rechenaufwand im Online-Betrieb
des Verfahrens soll hierbei gegeniiber klassischen Ansétzen nicht wesentlich hoher
sein, wobei die resultierende Performanz der Schétzung und Steuerung allerdings
signifikant gesteigert werden soll.

Zur Erreichung dieser Zielsetzung wird die klassische ASM-Modellierung um
nichtlineare elektrische Einfliisse erweitert und das resultierende Modell fiir die
Zustandsbeobachtung in ein adaptives Kalman-Filter integriert (Kapitel 4). Im An-
schluss wird dieses Modell durch Hinzunahme eines thermischen Netzwerks zu einem
elektrisch-thermischen Modell vervollstédndigt (Kapitel 5), um auch die Auswirkungen
von thermischen Veranderungen abbilden zu kénnen und somit eine préazise Schéat-
zung im gesamten Betriebsbereich des elektrischen Antriebs zu ermoglichen. Fiir
die Beobachtung mithilfe des Kalman-Filters ist eine moglichst genaue Information
iiber die vom Umrichter am Motor angelegte Spannung erforderlich. Deshalb wird
zunéchst (in Kapitel 3) das nichtlineare Schaltverhalten des Umrichters modelliert
und datenbasiert offline bestimmt. Auflerdem werden an dieser Stelle Verfahren zur
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Kompensation der nichtlinearen Einfliisse durch den Umrichter vorgestellt, damit
dieses Stellglied einer optimalen Regel- bzw. Steuerperformanz des Antriebssystems
nicht entgegensteht.

Die vorgestellten datenbasierten Modelle sind iiberwiegend Greybox-Ansétze,
deren Modellparameter auf Grundlage umfangreicher am Priifstand aufgenommener
Messdaten und einer Partikelschwarmoptimierung identifiziert werden. Die Modell-
tiefe wird bei den Greybox-Anséatzen so gewahlt, dass einerseits rational sinnvolle
Zusammenhédnge der Realitdt abbildbar sind und andererseits die Anzahl der Mo-
dellparameter einen fiir die Identifikation geeigneten Umfang nicht tibersteigt. Zum
Teil werden auch Blackbox-Ansétze unter Verwendung kiinstlicher neuronaler Net-
ze (KNN) fiir die Modellbildung présentiert, die weniger Modellwissen erfordern und
eine einfachere Ubertragbarkeit auf andere Systeme ermdglichen.

Da die Hauptkapitel 3 bis 5 verschiedene Komponenten und Aspekte betrachten,
wird jeweils zu Kapitelbeginn ein spezifischer Literaturiiberblick und eine Abgrenzung
zu bereits in der Literatur vorhandenen Verfahren dargestellt. Sowohl zur Minimierung
der zeitlichen Verzogerung zwischen Forschung und Veroffentlichung der erarbeiteten
Ergebnisse als auch zur Erhohung der Transparenz im offentlich geférderten DFG-
Projekt wurden die wesentlichen Inhalte dieser Arbeit bereits in separaten eigenen
Beitriagen [1]-[13] veroffentlicht. Anzumerken ist hierbei, dass die eigenen Anteile
in den Beitragen zu Beginn der einzelnen Kapitel erldutert werden und der Autor
dieser Arbeit der Hauptautor der Veréffentlichungen [1]-[12] ist.
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2 Grundlagen

Es gibt zahlreiche Literaturquellen beziiglich des Aufbaus, der Funktionsweise und
der standardmafligen analytischen Modellbildung des ASM — dasselbe gilt fiir die
klassische feldorientierte Regelung von ASM-Antrieben. In den folgenden Abschnit-
ten 2.1 - 2.2 werden die wesentlichen Aspekte basierend auf den Darstellungen in [14],
[15] aufgefiihrt und es wird auf eine detaillierte Herleitung dieser Zusammenhénge
verzichtet.

2.1 Aufbau und Funktionsweise eines Asynchron-
motors

Die in dieser Arbeit betrachteten ASM-Antriebe bestehen aus den in Abbildung 2.1
dargestellten Komponenten, wobei der Zweistufen-Umrichter aus dem dreiphasigen
elektrischen Netz gespeist wird. Betrachtet werden hierbei luftgekiihlte ASM, deren
Aufbau sich approximativ durch Abbildung 2.2 darstellen lasst. Dabei sind diese
Motoren mit einem externen Lifter (Kapitel 5) oder ohne externe Liiftung (Kapitel 3-
4) ausgefiihrt. Der Stator und der Rotor sind jeweils als Blechpakete gefertigt.
Diese Blechpakete bestehen aus diinnen und gegeneinander isolierten Blechen einer
Eisenlegierung. Die dreiphasige Wicklung im Stator ist in einer Sternschaltung
verschaltet und es handelt sich um Kafiglaufer-ASM, die einen Rotorkéfig bestehend
aus Rotorstdben und Endringen besitzen — die Rotorstabe sind somit kurzgeschlossen.
Des Weiteren werden ausschliellich Motoren mit Drehzahlsensoren betrachtet, so
dass die Drehzahlinformation bei den vorgestellten Verfahren als bekannt angesehen

)

A

Regelung

abc

) u,
Elektrisches n Umrichter
Netz
—

Abbildung 2.1: Struktur der betrachteten ASM-Antriebe
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Lager- Gehause mit Stator- Statorblech-  Rotor mit Lager- Dreh-
schild Schaltkasten  wicklung  paket Motorwelle schild geber

Lager Lager

Abbildung 2.2: Explosivdarstellung eines standardméfigen industriellen ASM-
Motors mit Drehgeber — erstellt unter Nutzung eines bereitgestellten rechnerunter-
stiitzten Konstruktionsmodells (englischer Fachbegriff: computer-aided design model,
CAD-Modells) [16]: Es ist kein Liifter dargestellt, allerdings konnte dieser auf der
rechten Seite hinter dem Drehgeber mit einer zusétzlichen Liifterhaube montiert wer-
den — Komponenten sind zum Teil vereinfacht dargestellt, zum Beispiel die Wicklung
oder die Lager.

werden kann. Der Rotor und der Stator sind entsprechend gelagert, wodurch sich
zwischen dem Stator und dem Rotor ein kleiner Luftspalt ergibt.

Prinzipiell ldsst sich das Entstehen eines Drehmoments beim ASM in kompakter
Form qualitativ und idealisiert wie folgt beschreiben: Sofern sich der Rotor mit
derselben Geschwindigkeit wie das Statormagnetfeld, welches durch die Strome in
den Statorwicklungen erzeugt wird, dreht, dndert sich das Magnetfeld innerhalb
des Rotorkéfigs zeitlich nicht und es wird kein Strom in den Rotorstédben induziert.
Es liegt ein synchroner Betrieb bzw. ein idealer Leerlauf vor und dabei wird kein
Drehmoment erzeugt. Ist die Drehgeschwindigkeit des Rotors jedoch geringer als
die Drehgeschwindigkeit des Statormagnetfelds, so liegt aus Sicht des Rotorkéfigs
ein sich zeitlich &nderndes Magnetfeld vor. Hierdurch werden Spannungen in den
Rotorstédben induziert, die zu Stréomen und dementsprechend Lorentzkraften fithren.
Der Rotor erfahrt in diesem Fall insgesamt ein Drehmoment, das den Rotor versucht
zu beschleunigen, um somit der Anderung des Magnetfelds entgegenzuwirken. Wird
der Rotor fest gebremst, ist das elektrische Verhalten des ASM vergleichbar zu dem
eines dreiphasigen Transformators mit kurzgeschlossenen Sekundérwicklungen.

Formal betrachtet speisen in dem betrachteten elektrischen Antrieb die drei
Phasenspannungen u,,, uy,, u. den ASM und hierdurch stellen sich die Phasenstrome ,,
in, ic ein. Dieses dreiphasige System lasst sich mithilfe der Clarke-Transformation [17]
in ein entsprechendes zweiphasiges System transformieren — in dieser Arbeit wird
dabei ausschliefllich die amplitudeninvariante Transformation betrachtet:

Ty 2 1 1
r = [ia‘| = T23 | Tp| mit T23 = [3 13 i) ] . (21)
B Te 3B

Za, Tp und x. stehen hierbei reprasentativ fiir die drei Phasengrofien, zum Bei-
spiel die Phasenspannungen oder die Phasenstrome. Mit der zugehorigen inversen
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Abbildung 2.3: Beziechung relevanter Koordinatensysteme bei der ASM-
Modellierung: Abgebildet ist das statorfeste o-f-Koordinatensystem (blau),
das lauferfeste vy-5-Koordinatensystem (rot), das rotorflussorientierte d-q-
Koordinatensystem (griin), der Rotorfluss, sowie die relevanten Kreisfrequenzen
und Verschiebungswinkel.

Transformation erfolgt die Riickrechnung auf die Phasengrofien:

1 0
Ty 2
Tabe = |Tp| = T3y - LEJ , mit Ty = |—3 § (2.2)
Ze _1 _V3
2 2

Eine Grofle & kann in unterschiedlichen Koordinatensystemen geméfi Abbildung 2.3
betrachtet werden, wobei im Folgenden insbesondere zwei Koordinatensysteme re-
levant sind: Das statorfeste Koordinatensystem (a-B-Koordinatensystem) und das
rotorflussorientierte Koordinatensystem (d-g-Koordinatensystem). Zur Kennzeich-
nung des Koordinatensystems bei einer Grofle wird in statorfesten Koordinaten
kein oberer Index, das heif3t x, und in rotorflussorientierten Koordinaten der obere
Index ,p“, das heiBt ¥, verwendet. Der Winkel ¢, stellt dabei die Orientierung
des Rotorflusses bezogen auf die a-Achse des statorfesten Koordinatensystems dar.
Als Rotorfluss wird dabei der magnetische Fluss im Rotor bezeichnet. Im Betrieb
des ASM rotiert das lauferfeste Koordinatensystem gegeniiber dem statorfesten
«-f3-Koordinatensystem mit der Kreisfrequenz w,s und das d-q-Koordinatensystem
bezogen auf das o-p-Koordinatensystem mit der Kreisfrequenz des Rotorflusses ws.

Mithilfe der Park-Transformation [18] kann eine Grofle @,p. in die entsprechende
GroBe des rotorflussorientierten Koordinatensystems tiberfiihrt werden, wobei sich
dies unter Nutzung von Gleichung (2.1) darstellen lasst als
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Jwh, Jw, Y

Abbildung 2.4: Standardmafiges ESB eines ASM unter Betrachtung der Grofien
in rotorflussorientierten Koordinaten

st 1 Il s o RS TS

Lq T

Ty (€s)

Die standardmaéflige zeitkontinuierliche Modellierung des ASM ist kompakt als
Ersatzschaltbild (ESB) geméf8 Abbildung 2.4 darstellbar. Aus den Maschengleichun-
gen lassen sich die dynamischen Gleichungen fiir den Stator- und Rotorfluss im
rotorflussorientierten Koordinatensystem ableiten — auf eine Kennzeichnung der
Zeitabhéngigkeit wird bei den Gréflen im Folgenden verzichtet:

d
¥ s R =T e (2.4)
d

mit der Drehmatrix

J_ lCQS( )—sin(’;)] _ l(l) —01] , (2.6)

sowie den Beziehungen der Stator- und Rotorkreisfrequenz

Ws = Wys + Wr (2.7)
Ly Ryvisgq L Ry -igg
Wy = == ’ (2.8)
L - [l Ly -ty

Dabei geben Ry den Statorwiderstand und R, den Rotorwiderstand an. Zusétzlich
lassen sich die Gleichungen zur Flussverkettung wie folgt aufstellen:

¥ =LY 4+ Ly, - 1Y, (2.9)

T
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wobei L., L., Ly die Haupt-, Rotor-, Statorinduktivitit repréasentieren:

L= L+ Lo (2.11)
Ly = Ly + Les - (2.12)

Analog lassen sich auch der Rotor- und Statorstreufluss im ASM einzeln angeben:
PY¥ = Lo -3¥ P = Lo -0 . (2.13)

Diese treten aufgrund der Rotor- Ly, und Statorstreuinduktivitidt Ly, des ASM auf.
Da die Modellierung in rotorflussorientierten Koordinaten durchgefithrt wird, ist die
q-Komponente 1, , des Rotorflusses ¥ null und die d-Komponente 1, 4 entspricht
dem Betrag des Rotorflusses, also dessen euklidischer Norm:

e = ¥ = = [1 0] - (2.14)
Aus der Leistungsbilanz kann unter Nutzung der Polpaarzahl p folgende Beziehung
fiir das elektromagnetische Drehmoment 7" des ASM im Luftspalt ermittelt werden:

3
T==2.
5P

Zur Bestimmung des Drehmoments an der Rotorwelle ist zusétzlich die Reibung
aufgrund der Lagerung zu beriicksichtigen.
Formal lassen sich die Stromdifferentialgleichung

(2.15)

d LyR Lyw 1 R.L? 1
1|) _ milr I, — mWrs (U i T~m I 1) ) 21
dt (X (L?LSO' 2 LrLso_J>¢r (st 2+L2L ) [ +ULSU ) ( 6)
und die Differentialgleichungen der Rotorﬂusskomponenten ableiten:
d d d
—h g = — X sd — 1 q=0. 2.17
dtq/Jad dtd} 1/] 7_r Z d dt,[?bvq ( )

Hierbei werden die Emheltsmatrlx I, der Grofle 2 x 2, die Streuziffer o, die Rotor- 7,

und die Statorzeitkonstante 7, zur kompakteren Notation verwendet:

L,-Ly— L? L, Ly

—_ = — Ts = — . 2.18
L, Ly ® (2.18)

Sofern die Kreisfrequenz des Statorflusses ws und die Kreisfrequenz der Rotor-

rotation w,s konstant sind, liegt ein stationidres Betriebsverhalten des ASM vor.
Insbesondere gilt dann, dass der Betrag des Rotorflusses 1, konstant bleibt und

durch
Yy = ||"1b11rp|| Y, 3,d + wr%q = Ly - Is,d (2-19)

bestimmt ist. Dabei resultiert das Drehmoment im stationaren Betrieb als proportio-
nal abhangig vom Produkt beider Stromkomponenten:

g =

3 L3 .
T = 5P I “lgd lsq - (2.20)

Das dynamische Verhalten des ASM kann mit den Gleichungen (2.16) - (2.17) kompakt
ausgedriickt werden. Darauf aufbauend lasst sich eine kaskadierte feldorientierte
Regelung (FOR) des ASM entwerfen. Im folgenden Abschnitt wird diese FOR, die
auf einem Mikrocontroller implementierbar ist, vorgestellt.
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2.2 Standardmaflige feldorientierte Regelung eines
Asynchronmotorantriebs

Die betrachtete standardméfBige FOR soll kaskadiert geméafi Abbildung 2.5 aufgebaut
werden und mit einer Frequenz f; auf einem Mikrocontroller ausfithrbar sein. Hierbei
werden die in der FOR bestimmten Tastverhéaltnisse d,, dy,, d. von einer zentrierten
Pulsweitenmodulation (PWM) unter Nutzung der Dreiecksmodulation in Schaltfunk-
tionen fir die Leistungshalbleiter umgesetzt. Das bedeutet, dass die resultierenden
Schaltfunktionen der Transistoren innerhalb einer PWM-Periode symmetrisch zum
zeitlichen Mittelpunkt der PWM-Periode sind. Dabei entspricht das Tastverhéltnis d,
einer Phase x € {a,b,c} dem relativen Anteil der PWM-Periodendauer, zu dem
der obere Transistor der entsprechenden Halbbriicke eingeschaltet werden soll. Im
eingeschalteten Zustand stellt der obere Transistor einer Halbbriicke eine elektrisch
leitende Verbindung zum positiven Zwischenkreis-Potential des Umrichters her —
weitere Details zum Umrichteraufbau werden in Kapitel 3 erlautert.

Am Anfang jeder PWM-Periode werden die Phasenstrome i, m, %sbm, %scm und
die Zwischenkreisspannung 4., messtechnisch erfasst. Des Weiteren wird mithilfe
eines Drehzahlsensors, genauer eines Sinus-Kosinus-Gebers, und einer Phasenregel-
schleife die Kreisfrequenz wys,, zu Beginn jeder PWM-Periode ermittelt. Bei der
Regelung wird das Regular-Sampling-Prinzip angewendet, das heifit, die Strommes-
sung ist mit dem Trégersignal der PWM synchronisiert. Dabei wird die Frequenz
der Messungen und dementsprechend die Frequenz der Ausfithrungen der FOR
identisch zu der PWM-Schaltfrequenz f; gewahlt. In der Implementierung der FOR
am Priifstand werden die Tastverhaltnisse basierend auf den gemessenen Phasen-
stromen zu PWM-Periodenbeginn berechnet und im nachsten Takt vom Umrichter
umgesetzt. Dadurch lasst sich eine Totzeit von 1,5 PWM-Periodendauern in dem
Regelkreis approximieren. Diese wird durch eine entsprechende Vordrehung bzw.
einen entsprechenden Winkelvorhalt

3

Ae = 3 T, - ws , (2.21)

e, \ @ s,

g Betriebsstrategie | Ty Rotorfluss- o s
—p| (Mit Aussteu- regler Y ELLENS

erungsregler T PWM | ¢
m gsregler) J < c

udc,m
_)—I

Abbildung 2.5: Struktur einer standardméfligen FOR zur Drehmomentsteuerung:
Sofern in der Betriebsstrategie ein Aussteuerungsregler enthalten ist, wird der Modu-
lationsindex m bendtigt, ansonsten die Kreisfrequenz wys .
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bei der Riickrechnung der rotorflussorientierten Groflen in das statorfeste Koordi-
natensystem berticksichtigt. Dadurch ergibt sich fiir die Riicktransformation der
Winkel

€spt = € + Ae = €5+ 2 Ty wy . (2.22)

Bei der kaskadierten FOR-Struktur des ASM zur Steuerung des Solldrehmo-

ments T liefert ein tiberlagerter Rotorflussregler die d-Sollstromkomponente 47 .

Der Sollrotorfluss ¢y und die g-Sollstromkomponente if , werden von einer Betriebs-

strategie vorgegeben. Hierbei kann einerseits zur Effizienzsteigerung im Spannungs-
stellbereich der verlustminimale Rotorfluss vorgegeben werden:

2-L, R, - L2
| T+ :
3-p R, - L?

g = |1 (2.23)

Andererseits kann zur Erreichung einer hoheren Drehmomentdynamik, zum Beispiel
in Servoantrieben, im Spannungsstellbereich der komplette Nennrotorfluss kontinu-
ierlich eingepragt werden, wodurch allerdings eine signifikant geringe Effizienz des
elektrischen Antriebs im Teillastbetrieb resultieren kann. Im Feldschwéchbetrieb ist
der Sollrotorfluss v} zu limitieren, da der Umrichter lediglich eine definierte maximale
Spannung zur Verfligung stellen kann. Diese Begrenzung lasst sich zum Beispiel
drehzahlabhéngig mithilfe einer Umsetzungstabelle oder mithilfe eines zusétzlichen
Aussteuerungsreglers [19], der den Modulationsgrad m auf einen definierten maxima-
len Wert regelt, implementieren. Vereinfachend werden diese letztgenannten Aspekte
in Abbildung 2.5 als Betriebsstrategie zusammengefasst.

Sowohl bei dem Rotorflussregler als auch bei den Stromreglern empfiehlt sich auf-
grund der vorliegenden Zeitkonstantenverhéltnisse die Verwendung von Proportional-
Integral-Reglern (PI-Reglern) und deren Auslegung erfolgt klassischerweise im Fre-
quenzbereich. Fir den Rotorflussregler ist dabei die zugehorige Differentialglei-
chung (2.16) ausschlaggebend und fir die Stromregler die Stromdifferentialglei-
chung (2.16). Bei der Stromregelung fiir i5 4 und 45 — visualisiert in Abbildung 2.6 —
wird jeweils von einem nichtverkoppelten System ausgegangen:

d 1 R, -L? 1
S = — mm ) g N 2.24
a4 <75-0+L3~LS-0> Z’d+a~Ls Hed (224)
d 1 R, - L? 1
S = — mom o) o A, 2.25
> (TS-U Lf-LS-0> Z’q+J-LS Us.a (2:25)

Hierbei werden die folgenden Verkoppelungsterme ug 40 und g0 als Storgrofien
betrachtet:

Ly,
Us,d,0 g S (ws Is,q + Lr . Ls IO wr> 9 ( 6)
. Lm
Usq0 = 0 Ls - (ws “lsd T L L.-o Wrs,m - wr) : (2.27)
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( 3\
Stromregler
—
-3k * * * —x
i Au? u uk uy u,
s,d s,d s,d S, Nullpunkt- a
—po—|| T —pe————(dq 105 P! oy
i A —) . i Ug 1, | verschiebung [| uy,
Zq u, ., Uu, * g —x 7
8,4 5,4 8,4 5,0 U und U
'S >/ B »/abcfj—C p <
- L~ Limitierung >
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6s,bt
Vorsteuerung
FFTTt
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Abbildung 2.6: Aufbau der inneren Stromregelung der FOR

Diese Verkoppelungsterme werden vorgesteuert und somit auf die von den Stromreg-
lern ermittelten Sollspannungen Aug 4 und Aug, addiert:

* —_—

* *
us,d - Aus,d + Us,d,o 3 us’q

Aug , + Usq0 - (2.28)

Daraus lésst sich der Aussteuerungs- bzw. Modulationsgrad bestimmen als

1 2 2 1 2 2
m = V(u;d) + (us,) :V(u;ﬂ,a) () (2.29)

Ude,m Ude,m

Nach Transformation in das statorfeste Koordinatensystem liegen die Sollphasen-

spannungen u; ., us,, u: . vor, wobei das untere Zwischenkreispotential deren Be-

zugspotential bildet. Diese Sollphasenspannungen werden um die Nullkomponente

u
Uy = ~ - {max(u* gy, Ug )+ min(ug,, ugy, ug )} _ Zdem (2.30)

s,a) s,a’ s,C )

N | —

verschoben, so dass sich die aufzuschaltenden Sollphasenspannungen ergeben als

U, = ug, — Uo, Uy, = ugy, — Uo, U, = ul . — Up. (2.31)
Diese sogenannte Nullpunktverschiebung wird durchgefiihrt, damit im stationdren
Zustand die maximalen Spannungen im dquivalenten zweiphasigen System erreicht
werden konnen. Auflerdem wird an dieser Stelle zuséatzlich jede Sollspannung auf den
Wertebereich [0; tgem] limitiert. Zur Kennzeichnung, dass die Umsetzung mithilfe
einer PWM erfolgt und somit Spannungsmittelwerte innerhalb einer PWM-Periode
gestellt werden sollen, wird ein Uberstrich bei den Sollphasenspannungen am Ausgang
des Stromreglers verwendet, also @}. Unter idealisierten Annahmen (zum Beispiel
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keine Wechselsperrzeiten) sind am ASM Statorspannungen mit einem Aussteuerungs-
grad kleiner als

1
Momax = —= ~ 0,577 2.32
7 (2.32)

unabhéngig von deren Orientierung, durch den Umrichter realisierbar. Der ent-
sprechende Aussteuerbereich [0; myay] wird linearer Bereich genannt. Sofern die
Sollstatorspannung einen héheren Modulationsgrad aufweist, handelt es sich um
Ubermodulation. Eine solche Sollstatorspannung kann nur noch abhingig von dessen
Orientierung (und gegebenenfalls zum Teil) vom Umrichter bereitgestellt werden.
Die nach dem Stromregler folgende PWM setzt die Sollphasenspannungen un-
ter Berticksichtigung der Zwischenkreisspannung ugc, und eines dreieckféormigen
Modulationstrégers in die Schaltfunktionen s, , der oberen Halbleiter um. Das Soll-
tastverhéltnis jeder Phase, das heifit das relative Zeitintervall, fiir das der obere
Transistor der jeweiligen Halbbriicke eingeschaltet werden soll, ergibt sich dabei als

a b c
d, = : dy, = , d, = . (2.33)
Udc,m Udc,m Udc,m

Die Schaltfunktion s;, des unteren Halbleiters einer Halbbriicke ergibt sich aus der
Invertierung der Schaltfunktion s, , des zugehdrigen oberen Halbleiters.

Allgemein ist zur Nutzung der vorgestellten klassischen FOR ein Rotorflussbe-
obachter erforderlich, der die Information iiber den Betrag ), und die Orientierung
des Rotorflusses ¢ liefert. Klassischerweise eignet sich hierfiir ein standardméafiger
Strommodell-Beobachter, dessen geschétzte Grofien im Folgenden mit dem Index
OB gekennzeichnet werden. Hierbei werden die Groflen zeitdiskret verwendet und
dafiir wird der Abtastindex k eingefiihrt:

1
k=t -—=1-fs, 2.34
T [ (2.34)

wobei Ty die PWM-Periodendauer darstellt. Der Strommodell-Beobachter betrachtet
die Groflen im rotorflussorientierten Koordinatensystem, so dass die gemessenen
Statorstrome mithilfe des geschitzten Rotorflusswinkels €5 sg geméfl Gleichungen (2.1)
und (2.3) in dieses Koordinatensystem zu transformieren sind:

is,a,m| K]
] = ,-rstl) (ES,SB) . T23 . is,b,m[k] . (235)
Z-s,c,m[k]

is.a.sB|K]
Z's,q,SB [k]

Durch die Transformation und die Diskretisierung der relevanten dynamischen
Gleichungen aus Abschnitt 4.3 lassen sich die Schétzgleichungen des Strommodell-
Beobachters fiir die Amplitude 1., die Orientierung ¢, und die Kreisfrequenz w, des
Rotorflusses aufstellen:
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éssplk] = essplk — 1) + Ty - wssplk — 1] , (2.36)
R, a5 - T, Losp-Resg Ty .
Ursplk] = (1 - 7,;3 ) tpsplk — 1] + =258 - SBS asslk] . (2.37)
r,SB r,SB
Ry sB - LimsB - Is,q,38K]
wssplk] = — : = + Wrsm| k] - 2.38
,SB[ ] Lr,SB . 77Z}r,SB [k}] ) [ ] ( )

Dabei wird die Kreisfrequenz wys,, aus der gemessenen Drehzahl n,, und der Pol-
paarzahl p des ASM bestimmt:

Wism k] =2-7-p-nmlk] . (2.39)

Mithilfe von Standardtests [20] konnen unter Annahme identischer Rotor- und
Statorstreuinduktivitaten, das heifit Ls, s = LgssB, alle relevanten Motorparameter
des ESB bestimmt werden. Mithilfe des Strommodell-Beobachters lasst sich das
elektromagnetische Drehmoment des Motors schatzen als

3 Lmgs

Tsplk] = = -
=

: wr,SB [k] : is,q,SB[k] . (240)



3 Umrichtermodell und
Umrichterkompensationsverfahren

Hinweis zu Quellen und Vorverosffentlichungen:

Dieses Kapitel basiert auf den eigenen Veréffentlichungen [1]-[4]. Der Autor die-
ser Arbeit erarbeitete die wesentlichen Teile der Beitrége [1]-[4], insbesondere die
Konzepte der vorgeschlagenen Modelle bzw. Verfahren sowie die simulativen und
experimentellen Untersuchungen. Er arbeitete die Veroffentlichungen zum tiberwie-
genden Teil selbstdndig aus. Die anderen Mitautoren waren durch kleinere Hinweise
und Diskussionen beteiligt. Sowohl zur Minimierung der zeitlichen Verzégerung
zwischen Forschung und Veroffentlichung der erarbeiteten Ergebnisse als auch zur
Erhéhung der Transparenz im o6ffentlich geférderten DFG-Projekt wurden die we-
sentlichen Inhalte dieses Kapitels bereits in den separaten eigenen Beitridgen [1]-[4]
veroffentlicht. Teile dieses Kapitels wurden daher in gednderter oder unverédnderter
Form aus den genannten Publikationen tibernommen. Aus Griinden der Lesbarkeit
werden die entsprechenden Selbstzitate im Folgenden nicht explizit angefiithrt. Bei
der Ubersetzung der urspriinglich in englischer Sprache verfassten eigenen Beitrige
wurden Online-Ubersetzer [21], [22] und ein Online-Wérterbuch [23] verwendet.
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3.1 Umrichterstruktur und Literaturiiberblick

Bei vielen elektrischen Antrieben ist es von hoher Bedeutung, dass die Abweichungen
zwischen den am Motor anliegenden Phasenspannungen und den in der Regelung
angenommenen Referenzwerten moglichst gering sind. Zum einen bilden die Phasen-
spannungen meist die Stellgrofie des Antriebssystems. Dadurch kann eine ungenaue
Kenntnis der Umrichterausgangsspannung oder eine unprazise Umsetzung der Span-
nungsvorgabe der Regelung zu hoheren harmonischen Oberschwingungsanteilen und
somit zu einem schlechteren Wirkungsgrad fithren. Zum anderen ist die am Motor
anliegende Spannung haufig eine Eingangsgrofle von Beobachterstrukturen, die in
der Regelungsstruktur integriert sind, und beeinflusst dementsprechend indirekt die
Regelgiite. Im Kontext des betrachteten ASM-Antriebs ist an dieser Stelle vor allem
der (in Kapitel 4 und 5 betrachtete) Rotorflussbeobachter fiir die FOR zu nennen.

In dieser Arbeit wird ein dreiphasiger Zweistufen-IGBT-Umrichter mit unidirek-
tionalem Gleichrichter zur Zwischenkreisspeisung geméfi den Abbildungen 3.1 und 3.2
betrachtet — als Leistungshalbleiter werden hierbei Bipolartransistoren mit isolier-
ter Gate-Elektrode (englischer Fachbegriff: insulated-gate bipolar transistor, IGBT)
verwendet. Der unidirektionale Gleichrichter macht einen Bremswiderstand (BW)
erforderlich, damit im generatorischen Betrieb des ASM die Kondensatoren des
Zwischenkreises nicht iiber eine definierte Maximalspannung aufgeladen und dadurch

Zwischenkreiskondensator

IGBT-
Treiber-
schaltung
IGBT
Netzgespeister
Gleichrichter

Abbildung 3.1: Schematischer Aufbau des betrachteten dreiphasigen Zweistufen-
IGBT-Umrichters mit integriertem unidirektionalem Gleichrichter zur Zwischen-
kreisspeisung: Die Anschliisse der Steuersignale (orange), des Motors (griin), des
externen BW (gestrichelt), der Zwischenkreisspannung (rot/schwarz) sowie der Netz-
speisung (hellblau) sind hervorgehoben.
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Netzgespeister BW- Zwischen- Phasea  Phaseb  Phasec
Gleichrichter Schaltung kreis Modellgrenze

Abbildung 3.2: Elektrisches Ersatzschaltbild des betrachteten Umrichters mit
unidirektionalem Gleichrichter zur Zwischenkreisspeisung — angelehnt an [24]

beschéadigt werden. Die Unidirektionalitiat des Gleichrichters fiir die Zwischenkreis-
speisung ist an dieser Stelle rein exemplarisch aufgrund der am Priifstand verfiigharen
Komponenten (vergleiche Abschnitt 3.7) zu sehen. Grundsétzlich sind die in diesem
Kapitel vorgestellten Verfahren auch fiir Umrichter mit einem bidirektionalen Gleich-
richter anwendbar. Die Komponenten zur Bereitstellung einer relativ konstanten
Zwischenkreisspannung, das heifit der netzgespeiste Gleichrichter, die BW-Schaltung
und der Zwischenkreis, werden in dieser Arbeit geméfl Abbildung 3.2 nicht modelliert.
Stattdessen werden relevante Effekte, die aulerhalb der Modellgrenze auftreten, wie
beispielsweise die Verdnderung der Zwischenkreisspannung, als externe Einfliisse
betrachtet und mittels gemessener Eingangsgrofien im Umrichtermodell berticksich-
tigt. Die entwickelten Modelle kénnen somit direkt auf andere Anwendungsbereiche
iibertragen werden, zum Beispiel auf Umrichter von batterieelektrischen Fahrzeugen,
bei denen der Zwischenkreis im Fahrbetrieb aus einer Batterie gespeist wird.

Prinzipiell ist es moglich, die drei Phasenspannungen im Online-Betrieb zu mes-
sen, allerdings fithrt dieses Vorgehen zu einem hohen Aufwand. Da in der gegebenen
Anwendung die Schaltfunktionen der IGBT in den drei Phasen mittels PWM erzeugt
werden, miissen die pulsierenden Ausgangsspannungen fiir eine prizise Spannungser-
mittlung mit einer hohen Rate abgetastet werden und die verwendeten Komponenten
in der Messschaltung eine ausreichende Samplingtiefe sowie Bandbreite aufweisen [25],
[26]. AuBerdem muss bei dem Einsatz von solchen zusétzlichen Messkomponenten be-
riicksichtigt werden, dass diese die Komplexitat, die Herstellungskosten des Systems
und das Risiko fir Hardwarefehler (zum Beispiel durch Sensorfehler oder gebrochene
bzw. schadhafte Kontakte [27]) erhohen. Deshalb werden im elektrischen ASM-
Antriebssystem die Phasenspannungen meistens nicht gemessen, sondern lediglich
die Phasenstrome und die Zwischenkreisspannung des Umrichters [27]. Anstelle der
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Abbildung 3.3: Schematische Integration eines Umrichtermodells und eines Um-
richterkompensationsverfahrens in die standardméfiige FOR

Phasenspannungsmessung wird mithilfe eines Modells des Umrichters versucht, des-
sen Schaltverhalten nachzubilden und dadurch eine Spannungsinformation innerhalb
der Regelung zu erhalten. Eine hohe absolute Genauigkeit dieser Umrichtermodelle
ist insbesondere fiir die Regelung bei niedrigen Motordrehzahlen notwendig, da
in diesem Fall im stationdren Betrieb ausschliellich geringe Spannungsamplituden
am Motor vorliegen und das Verwenden einer Spannungsinformation, die lediglich
geringfiigig vom tatséchlichen Spannungswert abweicht, bereits zu signifikant hohen
Beobachtungsfehlern fihren kann [28], [29].

Zur Erhohung der Regelgiite sind zum einen Umrichtermodelle und zum anderen
Umrichterkompensationsverfahren erforderlich. Letztgenannte zielen darauf ab, die
nichtlinearen Effekte des Umrichters zu eliminieren, so dass die von der Stromreglung
geforderte Spannung moglichst priazise mit der am Motor anliegenden Spannung
iibereinstimmt. Da bei den Kompensationsverfahren eine Anpassung der Tastver-
héltnisse fiir zukiinftige PWM-Perioden erfolgt, besteht eine gewisse Unsicherheit
iiber relevante Zustandsgroflen wahrend der Schaltvorgange und dementsprechend
ist die Kompensation lediglich als eine Art Vorsteuerung zu interpretieren. Mit
den Umrichtermodellen hingegen lésst sich die Spannung wéhrend der vergangenen
PWM-Perioden auf Basis von gemessenen Zustandsgrofien schéitzen und dies fithrt im
Allgemeinen zu einer geringeren Unsicherheit in der Schétzung. Deshalb ist es sinnvoll,
beide Verfahren in die Regelung zu integrieren. Die Integration des Umrichtermodells
und des Umrichterkompensationsverfahrens in die Standardstruktur der FOR ist in
Abbildung 3.3 visualisiert. Nach dem Umrichterkompensationsverfahren sind die Tast-
verhéltnisse pro Phase auf den Wertebereich [0; 1] zu limitieren, um die physikalischen
Spannungsgrenzen des Umrichters im PWM-Betrieb zu berticksichtigen.
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Die prinzipielle Vorgehensweise besteht darin, zunachst ein geeignetes Umrichter-
modell aufzustellen und aus diesem durch Modellinvertierung das Umrichterkom-
pensationsverfahren abzuleiten [30]. Das Ziel einer Umrichtermodellierung lasst sich
formal beschreiben als das Auffinden einer Funktion, die basierend auf dem Vek-
tor der Tastverhéltnisse d,,. und weiteren Eingangsvektoren (x, @, ---) fir eine
PWM-Periode den Vektor der mittleren Phasenspannungen liefert:

T
ﬁabc - [ﬂa Up Hc} - fm (dabmwlam%"') . (31)

Zur Vereinfachung wird an dieser Stelle auf die Darstellung der zeitlichen Abhéngigkeit
zwischen den Grofien verzichtet. Analog kann ein Umrichterkompensationsverfahren
als Funktion dargestellt werden:

abc

T
d.pe = [dz dy, d:} = Jes (ﬁZbcvwthv"') ) (32)

welche fiir eine PWM-Periode den Vektor der aufzuschaltenden Solltastverhéltnis-
se d, . liefert, damit die resultierenden Phasenspannungen am Umrichter moglichst
prazise mit den Sollwerten der Phasenspannungen w,. iibereinstimmen. Bisher
wurden in der Literatur verschiedene Umrichtermodelle vorgestellt, die sich im

Wesentlichen wie folgt gruppieren lassen:

1. Simple Modelle, die ausschlielich die Wechselsperrzeit beriicksichtigen [31]—
[33];

2. Physikalisch motivierte Ansétze, die das Schaltverhalten approximieren und
von mittleren Stromwerten wahrend der PWM-Periode ausgehen [34], [35];

3. Komplexe Verfahren, die versuchen, den Umrichter technisch-physikalisch prézi-
se zu modellieren, unter Beriicksichtigung von Exemplarstreuungen der verwen-
deten Bauteile in den drei Phasen [26], parasitéren Effekten [36], [37], Stromtran-
sienten wihrend der Schaltvorgénge [26], [35], [38] oder Liick-Effekten (das heifit
ein Phasenstrom erreicht den Wert null innerhalb der Wechselsperrzeit) [39],
[40].

Die Nachteile dieser existierenden Whitebox-Modelle liegen darin, dass die Modell-
parameter aufgrund unzureichender Informationen in Datenbléttern schwierig zu
bestimmen sind und dass parasitare Effekte nur zu einem gewissen Grad beriick-
sichtigt werden konnen. Deshalb sind zur Identifikation der Modellparameter haufig
manuelle Experimente [34], [35] oder automatisierte Experimente im Stillstand [26],
[30], [41] notwendig. Dabei besteht allerdings das Risiko, Parameter zu identifizieren,
die das Verhalten des Umrichters lediglich in bestimmten Arbeitspunkten (ver-
gleichbar zu den Arbeitspunkten aus den Experimenten) geeignet abbilden. Es wird
hierdurch nicht gewéhrleistet, dass die bestimmten Parameter das Verhalten des
Umrichters im gesamten Betriebsbereich des elektrischen Antriebs adaquat darstellen.
Zusétzlich hangen einige Umrichtermodelle auch von Motorparametern ab, wodurch
sich eine weitere Identifikationsaufgabe und Problematik beziiglich suboptimaler
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Parametrierung ergeben kann. Unabhéngig von der Parametrierung wird bei den
in der Literatur vorhandenen Whitebox-Modellen im Allgemeinen das nichtlineare
Schaltverhalten des Umrichters bei sehr hohen und sehr niedrigen Tastverhéltnissen
zudem nicht berticksichtigt.

Zum Uberwinden dieser Problematiken wird in Abschnitt 3.3 ein Greybox-Modell
vorgestellt, dessen Modellstruktur sich grundsétzlich der oben genannten 2. Kategorie
zuordnen léasst, allerdings wesentliche Modellerweiterungen hinsichtlich eines Betriebs
bei hohen Aussteuerungsgraden aufweist. Besonders an diesem Ansatz ist, dass alle
Parameter der erweiterten Modellstruktur unter Nutzung eines umfassenden Daten-
satzes und eines globalen Optimierungsverfahrens identifiziert werden. Hierdurch
kann eine optimale Parametrierung im gesamten Betriebsbereich des elektrischen
Antriebs sichergestellt werden. Dies ist bei der Durchfithrung spezieller Experimente
zur Parametrierung eines Umrichtermodells im Allgemeinen nicht gewéhrleistet.

Im Gegensatz zu diesem Greybox- und bestehenden Whitebox-Modellen, die
jeweils auf technisch-physikalischem Expertenwissen basieren, wird in Abschnitt 3.5
ein Blackbox-Umrichtermodell vorgestellt. Mithilfe von Methoden des maschinellen
Lernens, nédmlich unter Verwendung von KNN, wird hierbei eine mathematische
Beschreibung fiir die Funktion geméf den Gleichungen (3.1) und (3.2) abgeleitet.
Motiviert werden kann der letztgenannte Ansatz durch die Tatsache, dass bereits
in der Vergangenheit Blackbox-Polytopmodelle zur Beschreibung des Grof3- und
Kleinsignalverhaltens komplexer leistungselektronischer Anwendungen, zum Beispiel
von Gleichspannungswandlern oder Wechselrichtern in Inselnetzen [42], vorgestellt
wurden. Dartiber hinaus kénnen KNN im Allgemeinen nichtlineare Funktionen
préizise approximieren [43] und ihre Leistungsfahigkeit zeigt sich in einem breiten
Spektrum von Anwendungen [44]. Das Blackbox-Umrichtermodell wird fiir die Funk-
tionsapproximation als ein vorwartsgerichtetes KNN geringer Komplexitéit aufgebaut,
damit dieses problemlos auf einer Regelungshardware zur Laufzeit im normalen
Regeltakt berechnet werden kann. Hierbei werden relevante Eingangsgrofien aus dem
Greybox-Modell abgeleitet und sogenannte Hyperparameter, die strukturelle und
iibergeordnete Eigenschaften festlegen, optimiert.

Die Leistungsfahigkeit des Blackbox-Modells wird mit der des physikalisch
motivierten Greybox-Modells in Abschnitt 3.8 verglichen. Insbesondere wird
hierbei analysiert, ob und inwiefern das iiberwachte Lernen die Giite bestehender
Umrichtermodelle iibersteigen kann und ob sich aus diesem Vergleich Empfehlungen
fir zukinftige Anwendungen ableiten lassen. Beide Ansétze werden auf der
Grundlage eines umfangreichen am Prifstand aufgenommenen Datensatzes mit
mehr als 230000 Datenpunkten identifiziert und validiert. Zusétzlich wird ein
Greybox-Umrichterkompensationsverfahren abgeleitet (Abschnitt 3.4) und ein
Blackbox-Umrichterkompensationsverfahren (Abschnitt 3.6) vorgestellt — in
Abschnitt 3.9 werden beide Kompensationsverfahren experimentell evaluiert.
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3.2 Basis-Umrichtermodell

Zunéchst wird ein grundlegendes Umrichtermodell angelehnt an [34], [35] dargestellt,
welches fiir jede Phase = € {a, b, c} die mittlere Phasenspannung

) (k+1)-Ts
AT RO (33)
5 kT,

wéhrend einer PWM-Periode k separat bestimmt — T; beschreibt weiterhin die
PWDM-Periodendauer. Dabei wird angenommen, dass die Schaltfunktionen durch
eine zentrierte PWM generiert werden und jede Phase x des Umrichters symme-
trisch ist, das heifit die oberen und unteren Leistungselektronikkomponenten einer
Phase dasselbe Schaltverhalten aufweisen (inklusive parasitarer Effekte). Zusétzlich
wird unterstellt, dass die Auswirkung der pulsierenden Phasenspannung auf den
zugehorigen Phasenstrom, also die Stromschwankung, gering ist und die Frequenz
des Phasenstroms deutlich kleiner als die PWM-Frequenz ist, das heifit eine geringe
Phasenstroménderung zwischen zwei PWM-Perioden vorliegt. In diesem Fall lasst
sich der mittlere Phasenstrom innerhalb der PWM-Periode k in guter Naherung aus
den Strommesswerten zu Beginn der k-ten und (k + 1)-ten PWM-Periode ermitteln:
Folk] = Gwm|k] + iz m[k + 1] ‘
’ 2
Analog kann auch die mittlere Zwischenkreisspannung als Nédherung fiir die Zwi-
schenkreisspannung innerhalb der PWM-Periode verwendet werden:

Ude,m K] + Udem [k + 1]

(3.4)

ﬂdc,m[k] - 9 (35)
o
v
J' J' Tua I'\} Dy . l—'ll uy (i)
1, ?
u,r r— 0
Uqe > 0
> O .
?
v Uz ‘
| | T . ',‘} D, 1-.]' g (1)
S,
v v v
o : : o
Phase z
(a) Betrachtung einer einzelnen Umrichterphase = € {a,b,c} (b) Vorwiartsspan-

nungen fiir ¢ > 0

Abbildung 3.4: Darstellung einer Umrichterphase z und der Vorwartsspannungen
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(@) suz =1ANiz >0 (b) sy, =1AN3 <0 (c)s1,=1 A0 >0 (d) s1,=1A1i;<0

Abbildung 3.5: Strompfad abhéngig von Schaltfunktion s, und Phasenstrom i,

Um die Komplexitat des Umrichtermodells iiberschaubar zu halten, sollen lediglich
die Vorwartsspannungen des Transistors und der Diode, die Wechselsperrzeit, die
Signalausbreitungsverzogerung und die nichtlinearen Spannungsverlaufe wahrend der
Kommutierung berticksichtigt werden.

Es konnen zwei stationire Spannungswerte fiir die Phasenspannung u,(t) definiert
werden, namlich abhdngig davon, ob der obere Transistor T\, , (das heiit u,(t) = uy,)
oder der untere Transistor T, (das heifit u,(t) = u;) eingeschaltet ist. Diese statio-
naren Spannungswerte hangen vom mittleren Phasenstrom ab und lassen sich durch
das Anwenden des Kirchhoffschen Spannungsgesetzes auf die Umrichterschaltung
gemaf Abbildung 3.4a bestimmen:

Un[K] = Tacm[K] = v ([izm[K]|) - Ho(izm[k]) + va(lizm[k]]) - Ho(—izm[k]) ,  (3.6)
ulk] = 0 = uq(|izm[k]]) - Holizm[k]) + w(lizm[K]]) - Ho(—tom[k]) - (3.7)

Hierbei werden die Vorwéartsspannungen der Transistoren u; bzw. der Dioden ugq
abhéngig vom Betrag des mittleren Phasenstroms i, [k] modelliert und ihre Zahl-
pfeilrichtungen sind Abbildung 3.4b zu entnehmen. Zusétzlich wird eine alternative
Heaviside-Funktion [45]

1, fiir iym]k] > 0

3.8
0 , sonst (3:8)

Ho(i:v,m[kb = {
zur Unterscheidung zwischen einem positiven und einem negativen mittleren Phasen-
strom i, [k] genutzt.

Die Treiberschaltungen steuern die Leistungshalbleiter an und laden bei den
durch die Schaltfunktionen definierten Schaltvorgangen die Eingangskapazititen
der Leistungshalbleiter um [46]. An dieser Stelle wird angenommen, dass diese
Treiberschaltungen jeden Einschaltimpuls fiir einen IGBT geméfl der Schaltfunktion
automatisch um eine Wechselsperrzeit T}, verzégern [47], damit der andere IGBT
in der entsprechenden Phase zuvor stets vollstandig ausgeschaltet und somit ein
Kurzschluss verhindert werden kann.

Wiéhrend eines Schaltvorgangs kommutiert ein positiver Strom ¢, > 0 zwischen
dem oberen Transistor und der unteren Diode (vergleiche Abbildung 3.5a und 3.5¢)
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Uy, - Uy, : - >
Ideal Idealf
U ‘ U f ,
t t
t, T ty, 1o T, T,
(a) Schaltverhalten fiir i, > 0 (b) Schaltverhalten fiir i, <0

Abbildung 3.6: Qualitative Darstellung des idealen und realen Schaltverhaltens

und ein negativer Strom ¢, < 0 zwischen der oberen Diode und dem unteren Transis-
tor (vergleiche Abbildung 3.5b und 3.5d). Diese Kommutierungen verursachen nichtli-
neare Spannungsiibergdnge zwischen den beiden stationdren Spannungswerten u, und
uy. Die Auswirkungen der nichtlinearen Schalttransienten, der Wechselsperrzeit und
der Signalausbreitungsverzogerungen auf die mittlere Phasenspannung @, [k] in der
PWDM-Periode k werden gemeinsam modelliert. Dabei wird fiir die Schaltvorginge die
Differenz aus der realen Phasenspannung u,(t) und der Phasenspannung bei Bertick-
sichtigung von idealisiertem Schaltverhalten integriert und als zwei stromabhéngige
GroBen di(|iz m[k]]) und dq(|izm[k]]) dargestellt (vergleiche Abbildung 3.6a):

t1+T1

At[k] = / (uu[k] - uz(t)) dt = dt (Ex,m[k‘]‘) ’ Ts ’ (uu[k] - ul[k]) ) (39)
Ak = [ (ualt) — ] dt = do ([Tl T (k] — k) . (3.20)

to

Die Integrale A; und Aq sind jeweils fiir einen positiven (vergleiche Abbildung 3.6a)
und einen betragsméafBig gleichgrofien negativen Strom (vergleiche Abbildung 3.6b)
aufgrund von Symmetrieannahmen identisch. Die mittlere Phasenspannung lasst sich
hiermit fiir einen positiven mittleren Phasenstrom i, ,,[k] > 0 angeben als

_ AlK] n Aqlk]

U k] = (1 — d[k]) - wlk] + d[k] - uy[K] T, T (3.11)
und fiir einen negativen mittleren Phasenstrom i, ,[k] < 0 als
Aalk]  Ailk
U k] = (1 — d[k]) - wlk] + di[k] - uu k] — 3,[ ] + tT[ ] . (3.12)

Diese beiden Gleichungen konnen unter Verwendung der Vorzeichenfunktion

1, far iy m[k] >0
sgi(ipmlk]) =90 , fir iz mlk] =0 , (3.13)
—1 |, fir iz mlk] <O
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und der eingefithrten Variablen geméafi den Gleichungen (3.6) - (3.10) durch eine
gemeinsame Gleichung fiir das Basis-Umrichtermodell dargestellt werden als

Ualk] =[dalk] + sgn(0) - (da(| o |) = di(| o |)) | - [Facm[k] + uall o |) = ue(| o ])]
— ua(| o) - Ho(o) +wi(| o) - Ho(—0) . (3.14)

An dieser Stelle wird zur besseren Lesbarkeit die Abkiirzung o fiir den mittleren
Phasenstrom i, ,,[k] genutzt. Im dreiphasigen Fall ldsst sich somit fiir das Basis-
Umrichtermodell der Vektor mit den mittleren Phasenspannungen einer PWM-
Periode kompakt angeben als

ﬂa[k - 1] fbm,a (da[k - 1]7 Udc,m[k]a udc,m[k - 1]7 ia,m[k]a Z'aL,m[k - 1])
ﬂb[k - 1] = fbm,b (db[lC - 1]7 udc,m[k]v udc,m[k - 1]7 Z.b,m[k;L Z.b,m[k - 1]) . (315)
Uk — 1] Jome (de[k — 1], wdem K], Ude,m [k — 1], Gem[E], Gem [k — 1])

Hierbei wird die Funktion foms () = U, [k] geméB der Gleichung (3.14) zur kom-
pakteren Notation eingefiihrt.

Die dargestellte Modellierung des Umrichters wurde in [34], [35] in d&hnlicher Form
hergeleitet und anschlieSfend mithilfe spezieller Experimente sowie Messaufbauten
identifiziert. Im Gegensatz dazu wird das Basis-Umrichtermodell im folgenden Ab-
schnitt signifikant modifiziert bzw. erweitert und im Anschluss daran auf Basis von
umfangreichen im vollstdndigen ASM-Antriebssystem aufgenommenen Messdaten
identifiziert.

3.3 Greybox-Umrichtermodell

Das im vorangehenden Abschnitt erlauterte Basis-Umrichtermodell ist fiir sehr hohe
und sehr niedrige Tastverhaltnisse, die vor allem haufig bei hohen Aussteuerungs-
graden m auftreten, nicht geeignet. Zum einen liegt dies an der Unterdriickung
kurzer Einschaltimpulse, die in der Treiberschaltung automatisch durchgefithrt wird
und mit der vermieden werden soll, dass hochfrequente Stérungen am Treiberein-
gang zu Schaltvorgangen der Leistungshalbleiter fiihren [47]. Zum anderen wird
in dem Basis-Umrichtermodell davon ausgegangen, dass das Zeitintervall fiir den
Ausschaltvorgang des oberen Transistors T, , vollstdndig innerhalb der betrachteten
PWM-Periode liegt. Dies ist allerdings nicht zwangslaufig der Fall, beispielsweise
nicht bei einem sehr hohen Tastverhéltnis d,[k] ~ 1 und einem negativen mittleren
Phasenstrom i, ,[k] < 0 — vergleiche hierzu Abbildung 3.6b. Besonders bei einem
Betrieb nahe der Spannungsgrenze, das heif3t im Flussschwachbetrieb, wird dem-
entsprechend das Basis-Umrichtermodell signifikante Schétzfehler aufweisen. Neben
notwendigen Erweiterungen des Modells konnen zum Teil auch Vereinfachungen
im Modell vorgenommen werden, weil die Modellparameter nicht separat mittels
spezieller Experimente identifiziert werden sollen, sondern gemeinsam mittels einer
globalen Offline-Identifikation.
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dsig dit — dsig dit dsig dit —
S S
(a) Modellierung fiir i > 0 (b) Modellierung fiir 7, < 0

Abbildung 3.7: Modellierung des Schaltverhaltens und der Spannungstransienten

Nachfolgend wird ausschliefSlich die Modellierung der mittleren Phasenspannung
einer Phase = innerhalb einer PWM-Periode k betrachtet. Dabei wird auf die Kenn-
zeichnung der Phase z, der PWM-Periode k£ und der Messung (durch den unteren
Index ,m“ bei den Phasenstromen sowie der Zwischenkreisspannung) zur Erhéhung
der Lesbarkeit vorerst verzichtet.

Zunéchst bietet es sich an, die GroBen di(|i]) und d4(|7|) in dem Umrichtermodell
gemafy Gleichung (3.14) zu einer Groe

Ad(|i[) = da([il) — dx(l4]) (3.16)

zusammenzufassen, da die Bestimmung der unsicheren Modellparameter letztendlich
gemeinsam erfolgen soll und dies die Anzahl der zu bestimmenden Parameter reduziert.
Mit Ad(]é]) lasst sich die Gleichung (3.14) vereinfachen zu

@ = [d+sgn(i) - Ad([i])] - [@ac + ua([i]) — e ([i)] = ua((il) - Ho(3)
_ _ (3.17)
+ue([i]) - Ho(=1) -

Es sind somit in diesem Umrichtermodell lediglich drei stromabhéngige Grofien

enthalten, namlich Ad(|é]), u(]é]) und uq(|i]), deren funktionale Zusammenhénge

offline identifiziert werden sollen. Im Weiteren wird dieses Modell als Basis-Greybox-

Umrichtermodell (BGU) bezeichnet.

Nachfolgend beschreibt ein Schaltvorgang den gesamten Prozess vom Ausschalt-
impuls eines Transistors (und somit Einschaltimpuls des anderen Transistors) in
der Schaltfunktion am Eingang der Treiberschaltung bis zum Erreichen des neuen
stationdren Phasenspannungswertes. In den Abbildungen 3.6 und 3.7 (oben) sind
diese Zeitintervalle mit T} sowie Ty angegeben. Im Folgenden sei die maximale Zeit,
die ein Schaltvorgang dauern kann, angenommen als
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Ti = Tis + Tsig (3.18)

mit der Signallaufzeit bzw. Signalverzégerung Ty, und der Wechselsperrzeit 7.
Die reine Einschaltzeit T, der IGBT ist im Allgemeinen sehr gering im Vergleich
zur Wechselsperrzeit Tj; und der Signallaufzeit Ty, — vergleiche dazu die Daten-
blattangaben [47]-[49] des betrachteten Umrichters: Ty, = 127 ns, T}y = 4,3 us,
Tsig = 1 ps. Deshalb ist es gerechtfertigt, die Einschaltzeit T, nicht separat aufzu-
fithren, sondern direkt der Wechselsperrzeit T} zuzuordnen. Die reine Einschaltzeit
bedeutet in diesem Kontext die Dauer, die ein Transistor zum Einschalten benotigt
unter der Voraussetzung, dass der andere Transistor in derselben Phase bereits
vollsténdig ausgeschaltet ist. Bezogen auf die PWM-Periodendauer T} ergibt sich aus
Gleichung (3.18) der (konstante) relative Ausdruck
ﬂt + Tsig ﬂt Tsig

_ _ tit — d : 1
dt TS TS + TS d1t + d51g ) (3 9)

unter Verwendung der relativen Wechselsperrzeit di; und der relativen Signallauf-
zeit dge. Dementsprechend wird d; nicht mehr als abhangig vom Phasenstrom be-
trachtet:

dy(]i]) = di = dit + dsig - (3.20)

Dadurch lasst sich auflerdem die zuvor verwendete relative Grofe dq(]i]) direkt
ausdriicken als

da(|i]) = Ad([i]) + di([i]) = Ad([i]) + di = Ad([i]) + die + dsg - (3.21)

Mithilfe von d; konnen anschlieBend unterschiedliche Szenarien voneinander
abgegrenzt werden: Sofern das Tastverhéltnis d im mittleren Bereich liegt, das heif3t

dy <d<1—-2-dy, (3.22)

werden der obere und der untere Transistor wahrend der PWM-Periode jeweils sowohl
einmal ein- als auch einmal ausgeschaltet und alle Schaltvorgénge innerhalb der
PWM-Periode abgeschlossen. Weist zusatzlich das Tastverhaltnis der vorherigen
PWM-Periode

d_y = d[k — 1] (3.23)

kein sehr hohes Tastverhéltnis auf, das heift

1—d_
2

> dy | (3.24)

ist gewahrleistet, dass die mittlere Phasenspannung @ nicht durch einen Einschaltvor-
gang des unteren Transistors am Ende der vorherigen PWM-Periode beeinflusst wird.
In diesem Fall kann das Modell der mittleren Phasenspannung nach Gleichung (3.17)
zur Spannungsschitzung weiterverwendet werden.
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Im Gegensatz dazu ist die Annahme, dass immer beide Transistoren wiahrend der
PWM-Periode jeweils einmal ein- und einmal ausgeschaltet werden, genau dann nicht
mehr erfiillt, wenn das Tastverhéltnis im niedrigen Bereich, also

d<d;, (3.25)
oder im hohen Bereich, also
d>1—-2-d, (3.26)

liegt. In diesen Fallen treten stattdessen kein, ein, oder zwei Schaltvorginge innerhalb
der PWM-Periode auf. Auflerdem kann ein Tastverhéaltnis der vorherigen PWM-
Periode, sofern es im hohen Bereich liegt, das heif3t

! —2d_1 <d, , (3.27)

ebenfalls die mittlere Phasenspannung @ beeinflussen, da der Einschaltvorgang des
unteren Transistors T gegebenenfalls nicht komplett in der vorherigen PWM-Periode
stattgefunden hat. Anschaulich formuliert bedeutet dies, dass falls ein Ausschaltimpuls
fiir den obere Transistor T, kurz vor Ende des vorherigen PWM-Intervalls vorliegt,
eine Teilflache von A; oder A4 in die aktuelle PWM-Periode hineinreichen kann —
vergleiche Abbildung 3.7. Falls somit mindestens eine der Bedingungen (3.25), (3.26),
(3.27) erfiillt ist, kann die Spannungsmodellierung gemaf (3.17) zu systematischen
Fehlern fithren und es wird eine komplexere Modellierung benotigt.

Zur Abgrenzung der verschiedenen Szenarien, die eintreten kénnen und unter-
schiedlich zu modellieren sind, wird eine Fallunterscheidung geméafl Abbildung 3.8
vorgeschlagen. Hierbei werden zwei HilfsgrofSen

1—d v 1—d

d=—=. d_, =

(3.28)

fiir eine kompakte Notation eingefiithrt, die jeweils den relativen Anteil des Ein-
schaltimpulses des unteren Transistors am Anfang (und dementsprechend auch am
Ende) der aktuellen bzw. der vorherigen PWM-Periode angeben — vergleiche oberes
Diagramm in Abbildung 3.8.

Nachfolgend wird qualitativ auf die Modellierung der mittleren Phasenspannung
in den einzelnen Fallen eingegangen. Dafiir wird ein (niedriger) Schwellenwert dgyp
eingefiithrt. Bei einem sehr kleinen Tastverhéltnis

d < dsyp (3.29)

wird der kurze Einschaltimpuls fiir den oberen Transistor T\, von der Treiberschaltung
unterdriickt, das heiit, das Tastverhéltnis kann als d = 0 betrachtet werden (Fall B2).
In analoger Weise wird ein sehr kleiner Einschaltimpuls fiir den unteren Transistor T,
am Anfang der PWM-Periode (Fall A3), also

d+d_y < dgyp (3.30)
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SU.
Vorherige PWM-Periode Aktuelle PWM-Periode
1
4
d_, d ., d d d T

Nein

Fall A2 @ Fall A3 Fall B1 Fall C1 @ Fall C2

Abbildung 3.8: Fallunterscheidung im erweiterten Greybox-Umrichtermodell: Das
Diagramm (oben) stellt die Schaltfunktion s, fiir die Treiberschaltung des oberen
Transistors T,, dar und das Blockdiagramm (unten) visualisiert die verschiedenen
Falle [, die innerhalb des Umrichtermodells beriicksichtigt werden.

oder am Ende der PWM-Periode (Fall C2), ndmlich
d < dyy , (3.31)

ebenfalls unterdriickt. Sofern der Einschaltimpuls fiir den unteren Transistor T zu
Beginn des PWM-Intervalls kleiner als die Wechselsperrzeit ist, das heift

d+d_y < dy , (3.32)

wird der untere Transistor nicht eingeschaltet (Fall A2). Analog dazu wird der obere
Transistor nicht eingeschaltet (Fall B1), falls der Einschaltimpuls fiir den oberen
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Transistor kleiner als die Wechselsperrzeit ist, also
d < dy . (3.33)

Dartiber hinaus miissen bei einem nicht unterdriickten Einschaltimpuls des unteren
Transistors T} kurz vor dem Ende der aktuellen PWM-Periode (Fall C1), das heifit

dowp < d < dy = dig + dgig (3.34)

die relevanten Anteile der modellierten Schalttransienten, die innerhalb der aktuellen
PWM-Periode liegen, bei der Bestimmung der mittleren Phasenspannung in der
PWM-Periode beriicksichtigt werden. Dasselbe gilt bei einem die Wechselsperrzeit
iibersteigenden Einschaltimpuls des unteren Transistors T}, der kurz vor der aktuellen
PWM-Periode — gemafl Bedingung (3.27) — beginnt (Fall A1l). Fir diese Modellierung
werden Anteile von dgq benétigt und durch die Hilfsgrofie

Aae(da(li]), ar, a3)

Uy — W

dd7f(|g|, ay, a3) = (335)
dargestellt. Diese Hilfsgrofe hangt von der Flache Aq¢(da(|i|), a1, as) gemaf Abbil-
dung 3.9 ab. In Abbildung 3.9 ist der Verlauf der modellierten Spannung fiir den Fall
dargestellt, dass bei positivem Phasenstrom ¢ > 0 der obere Transistor T, ausgeschal-
tet wird und anschliefend auch nach der Wechselsperrzeit beide Transistoren T\, T}
ausgeschaltet bleiben. Hierbei wird der Spannungsverlauf nach der Signalverzogerung
geradenformig modelliert, wie es sich in der Literatur [38] bewédhrt hat. Da der
Zusammenhang bzw. der Sonderfall

ddf(lﬂ? 07 dit + dsig) = dd(m) (336)

gelten muss, bestimmt sich die Steigung dieser Spannungstransienten mit dg4(|z|)
durch:

- —1 —
~0,5+ [da([i]) = deig] - (a — w) , da([i]) 0,5 - dis + dyg
mqrs =

~2 - [duig + iy — da([i)] - dic - (ww — ), da([i]) > 0,5 diy + g
(3.37)

Mithilfe dieser Steigung mq ¢ konnen die eingeschlossene Flache Aq¢(da(]7]), a1, a3) im
Intervall [a, a3] und die HilfsgroBe dq¢(|i|, a1, a3) berechnet werden. Auf die formale
Beschreibung der Flache Aq¢(da(]i|), a1, az) wird verzichtet, da diese aufgrund der
Annahmen in simple geometrische Teilflichen (Rechteck, Trapez und Dreieck) zerlegt
werden kann.

Die Auswirkung jedes einzelnen Falls [ auf die mittlere Phasenspannung u kann
durch eine zuséatzliche Variable §; modelliert werden, die zum Tastverhéltnis d
in Gleichung (3.17) addiert wird. Insgesamt ldsst sich das erweiterte Greybox-
Umrichtermodell (EGU) damit fir alle Betriebsbereiche, das heifit fiir Tastverhéltnisse
im mittleren Bereich und auflerhalb des mittleren Bereichs, darstellen:
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7= |d+ san@) - Ad((i) + 16| - [T+ ual(il) — (7))
leL (3.38)
— ua([i]) - Ho(i) + ue(]2]) - Ho(—1) -

Dabei gibt L die Menge aller moglichen Féalle an und die binére Variable ¢; indiziert,
ob die Bedingung fiir den Fall [ gemafl Abbildung 3.8 fir die aktuelle PWM-Periode
erfilllt (¢; = 1) oder nicht erfiillt (¢; = 0) ist. Da die Spannungstransienten stark vom
Phasenstrom-Vorzeichen zum Schaltzeitpunkt abhéngen, beriicksichtigt das Modell
fiir die Félle A1 bis A3 den Phasenstrom iy zu Beginn der aktuellen PWM-Periode
und fiir die Félle C1 sowie C2 den Phasenstrom ¢; zu Beginn der néchsten PWM-
Periode ebenfalls. Die verschiedenen Félle werden mit den Variablen §; wie folgt
formal modelliert:

5 . dd’f(|i0|,cz_1,dt) ) iO Z 0
Al — v . )
dt — d—l , 10 < 0
B dat(|iol, d_1,d_y + d + dy) ;00 >0
27 d+ Ad(fi) + dy ig <0
. d"‘ dt ) Z.O Z 0
M) d+ Ad(fi) + dy Lig <0
[ —d—sen(i) - Ad(]i]) >0 (339
P e — Ad(i]) sgn(d) — dag([i],0,d + dy) i <0
5]32 = —d — Sgn(i) . Ad(ﬁ ) s

o {dd,f(m,o,d) — Ad([i]) — d — Ho(—io) - sgn(@) - Ad([i)) i1 >0

d — dy — Hy(ig) - sgn(i) - Ad([7]) Jip <0
S — d — Ad([i]) — d, — Hy(—io) - sgn(7) - Ad(]i]) ;0120
7V d - dy — Holio) - sgn(@) - Ad([i]) i <0
u dsig dit
Modell

Ideal :Stelgung My ¢

U ] ‘

ay as T

Abbildung 3.9: Spezieller Ausschaltvorgang des oberen Transistors: Darge-
stellt ist die modellierte Spannung u (orange) und die (blau schraffierte) FI&-
che Aqg(da(i]),a1,a3) fir den Fall, dass bei positivem Phasenstrom ¢ > 0 der
obere Transistor T, ausgeschaltet wird und der untere Transistor T} (auch nach der
Wechselsperrzeit) ausgeschaltet bleibt.
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Abbildung 3.10: Exemplarischer Funktionsverlauf f(|¢|) fir ky3 > 0 und kpo > kyy

Es ist anzumerken, dass jeweils der letzte Term bei den Komponenten d¢; und
0ce verwendet wird, um bei den Féllen A2, A3, C1 und C2 das Vorzeichen der
Phasenstrome iy und i, berticksichtigen zu kénnen, auch sofern sich das Phasenstrom-
Vorzeichen innerhalb der PWM-Periode dndern sollte. Das Ziel hierbei besteht
darin, eine gute Approximation des Schaltverhaltens zu erhalten, ohne eine prézise
Modellierung des Phasenstroms innerhalb der PWM-Periode zu benotigen.

Obwohl die formale Beschreibung der Fallunterscheidung auf den ersten Blick
relativ komplex erscheinen mag, weist die Implementierung in einem onlineféhi-
gen Algorithmus keinen hohen Rechenaufwand auf (vergleiche Abschnitt 3.8), da
lediglich bedingte Anweisungen und simple Rechenoperationen vorliegen. Fiir die
Identifikation des Modells miissen drei Funktionen und drei konstante Parameter
pro Phase offline identifiziert werden, namlich Ad(|7]), ua(|7]), u(|2]), dit, deup und
dgg. Es ist zu betonen, dass die Identifikation der drei letztgenannten Parameter
von Betriebspunkten mit sehr hohen oder sehr niedrigen Tastverhaltnissen abhéangt
und sie generell nicht identifiziert werden konnen, sofern die zugrundeliegenden
Trainingsdaten nur Tastverhéaltnisse aus dem mittleren Bereich enthalten.

Fiir alle drei zu identifizierenden Funktionen bietet sich jeweils das Verwenden
einer Exponentialfunktion der folgenden Form an:

_ _
Fli]) = k1 + (kpo — Kpp) - e max 773 (3.40)

Hierin treten drei Koeffizienten kyf1, kfo, kfs auf, deren Werte in der Offline-
Identifikation zu bestimmen sind. Der maximale Phasenstrom i,,,, bestimmt sich
grundsétzlich durch die maximal betrachteten Phasenstrome und wird fiir die An-
wendung im Voraus auf i,,,, = 8 A festgelegt. Der Vorteil dieser Funktion ist, dass
obere und untere Grenzen — wie in Abbildung 3.10 zu erkennen — direkt durch die
Koeffizienten ky; und ko vorgegeben werden konnen. Neben den drei Koeffizienten
sind die Einzelwerte fir di, ds,, und dgg im Rahmen der Optimierung zu bestim-
men. Aufgrund von gegebenenfalls kleineren Unterschieden zwischen den einzelnen
Phasen des Umrichters, zum Beispiel Bauteilschwankungen oder Linearitédtsfehler
der Stromsensoren, werden diese zwolf Parameter fiir jede Phase separat ermittelt,
so dass insgesamt 36 Parameter zu identifizieren sind.
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Die Modellierung der mittleren Spannung der aktuellen PWM-Periode k£ benotigt
den Messwert des Phasenstroms der (k + 1)-ten PWM-Periode und somit kann in
der k-ten PWM-Periode mit den vorliegenden Messdaten lediglich die Spannung der
vorherigen PWM-Periode (k — 1) geschétzt werden. Es ldsst sich deshalb mit dem
EGU die mittlere Phasenspannung einer Phase x schétzen:

Uy gb[ ] fgb x( a:[ - 1]7dx[k - Q]audc,m[k}audc,m[k - 1]7ix,m[k]7ix,m[k - 1]) :
(3.41)

Analog kann fiir den dreiphasigen Fall der Vektor mit den vom EGU geschétzten
mittleren Phasenspannungen angegeben werden:

Uagnlk = 1]| [ fab.a(da[k — 1), da[k = 2], uacm[K], taem[F = 1], da.m K], dam[F = 1])

T gn [k — 1] | =| fab(dp[k — 1], dy[k — 2], tacm[k], tacm[k — 1], ibm[E], ibm[k — 1])| -
ﬂc,gb[k 1] fgb,c( c[ ]7 dc[k 2] udc,m[k]; udc,m[k - 1]7 ic,m[k]v ic,m[k - 1])
Tabe,gblk—1] (3.42)

Hierbei stellt die abschnittsweise lineare Funktion f,, , die Modellierung geméf der
Gleichung (3.38) dar.

Die Offline-Identifikation der Parameter bildet ein nichtlineares Optimierungspro-
blem, dessen Kostenfunktion im Parameterraum verschiedene lokale Optima aufwei-
sen kann. Zur Losung dieses Optimierungsproblems wird mithilfe von MATLAB [50]
separat fir jede Phase eine Partikelschwarmoptimierung (PSO) [51] und ein sich
anschliefendes lokales Optimierungsverfahren durchgefithrt. Das zu minimierende
Kostenfunktional fiir jede Phase x bildet dabei der gewichtete quadrierte Fehler
zwischen den geschatzten @, und den gemessenen mittleren Phasenspannungen @ y,:

1 Nl,tr,gb

(Tygb|k] — Hrm[k:])2 ~w k] . (3.43)

ng,tr,z - N
Ltrgb r—q

Hierbei wird ein Trainingsdatensatz Dj 4 b mit Ny treb = |D1 tren| Datenpunkten
genutzt und ein Gewichtungsfaktor wy [k] eingefiihrt, da die Datenpunkte in der i,-,-
Ebene ungleichméfig verteilt sind — Details zur Datengrundlage sind Abschnitt 3.7
zu entnehmen. Es lassen sich untere und obere Grenzen fiir die Parameter definieren,
um bereits vor der Identifikation Parameterbereiche, die nicht physikalisch sinnvoll
zu interpretieren sind, auszuschlieflen.

Die festgelegten Parameterbereiche und die durch die Optimierung identifizier-
ten Parameter sind in Tabelle 3.1 aufgefiihrt: Fiir die Spannungsabfélle an den
Dioden wug(|7|) und Transistoren u(|i|) werden ansteigende und fiir Ad(]:|) abfallende
Verlaufe geschatzt — dies lasst sich auch mit den Erwartungen und physikalischen
Grundlagen begriinden. Aus der Betrachtung der ky ;- und kyo-Werte fiir die Span-
nungsabfille ist zu vermuten, dass in dieser Anwendung ohne signifikante Verringe-
rung der Modellgtite auf die Identifikation eines Parameters (oder beider Parameter)
verzichtet werden kann. Da das Modell Anspruch auf Allgemeingtltigkeit besitzt,
wird diese Modellreduktion an dieser Stelle allerdings nicht durchgefiihrt, sondern
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Tabelle 3.1: Parameter des EGU: Aufgefiihrt sind die festgelegten Bereiche der
Parameter und die in der Optimierung ermittelten Werte.

Parameter kAd,l - 10 kAd,2 - 10 kJAd73 dit - 100 dsup - 100 dsig - 100

Bereich [—10;10] [-10;10] [-10%10°] [2,5;4,5] [0,05;0,50] [0;1,25]
Phase a -0,2656  -0,0074 14,5097 3,8710 0,0547 0,6154
Phase b -0,2603  -0,0019 20,3648 3,8695 0,0501 0,6608
Phase ¢ -0,2541 0,0030 17,9813 3,8445 0,0594 0,7528
Parameter k,,;inV £k, »inV Fu, 3 kuyain Vo kyoinV kuy, 3
Bereich [0; 5] [0;5]  [-10%10°]  [0;5] [0; 5] [—10%;10%]
Phase a 1,0731 0,0000 73,2152 1,4151 0,0000 45,1271
Phase b 5,0000 0,0000 0,9650 5,0000 0,0000 1,3639
Phase c 0,9442 0,0005 52902 5,0000 0,0000 1,1650
d

abc

Udc m Umrichtermodell

Labe ,m
s,gb

Modell des Motor- )
anschlusskabels U

mc ,abc

Abbildung 3.11: Berticksichtigung des Motoranschlusskabel-Modells (hellblau) bei
der Statorspannungsschatzung

das vollstandige Modell weiter betrachtet. Die identifizierten konstanten Parame-
ter dit, dsyp und dg, sind ebenfalls mit der Modellvorstellung vereinbar und liegen
nicht unmittelbar an den Grenzen der Wertebereiche. Das Umrichterverhalten wird
somit scheinbar durch die Greybox-Modellierung geeignet abgebildet. Zur genaueren
Beurteilung der Performanz wird in Abschnitt 3.8 die erreichte Schitzgenauigkeit
dieses Modells detailliert auf Grundlage eines Testdatensatzes evaluiert.

Bei der Integration des EGU in die FOR kann fiir eine prézise Schatzung der
Spannungen an den Motorklemmen zusétzlich der mittlere ohmsche Spannungsabfall
vom Verbindungskabel zwischen Motor und Umrichter berticksichtigt werden. Dieser
lasst sich fiir eine Phase x approximieren als

Emc@ [k - 1] = Rmc : gac,rn[k - 1] . (344)

Gemaf Abbildung 3.11 wird diese mittlere Spannung von der geschatzten Ausgangs-
spannung am Umrichter subtrahiert, also

Uszgblk — 1] = Uy gnk — 1] — Ume [k — 1], (3.45)

um die mittleren Phasenspannungen am Motor %, ¢, oder den in das zweistrangi-
ge o-B-Koordinatensystem transformierten mittleren Statorspannungsvektor @ g,
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zu erhalten. Der Kabelwiderstand kann durch Gleichspannungsmessungen bei unter-
schiedlichen Gleichstromen experimentell bestimmt werden. In Kapitel 4 und in Kapi-
tel 5 wird bei der Nutzung des EGU zur Spannungsschétzung dieser Widerstand des
Motoranschlusskabels allerdings nicht separat beriicksichtigt, das heifit R, = 0 Q.
Dadurch soll in den genannten Kapiteln ein moglicherweise sensitiver Einfluss von
diesem im Voraus messtechnisch zu ermittelnden Widerstand ausgeschlossen werden.
Die geschatzte mittlere Statorspannung ergibt sich dabei dementsprechend direkt
durch das Transformieren der geschétzten mittleren Umrichterspannungen in das
zweistrangige o-3-Koordinatensystem:

ﬁsagb[k: - 1] = T23 : ﬁabc,gb[k - 1] . (346)

3.4 Greybox-Umrichterkompensationsverfahren

In der Literatur wird ein Kompensationsschema fiir den Umrichter meist durch
Umkehrung eines zuvor aufgestellten Umrichtermodells abgeleitet [34]. Das erwei-
terte Greybox-Umrichtermodell, das EGU, gemaf Gleichung (3.41) besitzt einen
abschnittsweise linearen Charakter und somit kann dafiir eine Umkehrfunktion ermit-
telt werden. In diesem ermittelten Kompensationsschema koénnen die identifizierten
Modellparameter des Umrichtermodells verwendet werden und dementsprechend ist
kein zusétzlicher Identifikationsprozess notwendig. Allerdings hangt das Umrichter-
modell nach Gleichung (3.41) mit den Erweiterungen fiir sehr hohe und sehr niedrige
Tastverhéaltnisse signifikant von den Phasenstromwerten und -vorzeichen zu Beginn
der PWM-Perioden ab. Deshalb ist fiir ein prazises Kompensationsschema eine ge-
naue Phasenstrompradiktion fiir die zwei folgenden Abtastzeitpunkte erforderlich.
Eine solche Strompréadiktion hingegen ist sowohl von der Spannungsinformation als
auch von den Lastparametern — in diesem Fall den Motorparametern — abhéngig,
wodurch sich eine algebraische Schleife und die Notwendigkeit der genauen Kenntnis
der angeschlossenen Last ergibt. Die algebraische Schleife kann prinzipiell durch
das Newtonverfahren oder Modellvereinfachungen gelost werden, zum Beispiel unter
Verwendung der Referenzspannungswerte fiir die Strompradiktion oder unter An-
nahme eines stationdren Betriebs. Generell ist dementsprechend das Ableiten eines
Kompensationsschemas auf Grundlage des im vorherigen Abschnitt vorgestellten
EGU moglich.

Die in Kapitel 4 und Kapitel 5 betrachteten Modelle zur Rotorfluss- und Drehmo-
mentschatzung erfordern zwar eine genaue Spannungsschiatzung durch das Umrichter-
modell, sind allerdings nicht auf eine vollsténdige Kompensation der Umrichtereffekte
angewiesen. Deshalb wird im Folgenden der Fokus auf ein simples und robustes Um-
richterkompensationsverfahren gelegt. Insbesondere soll dieses Kompensationsschema
nicht sensitiv von der angeschlossenen Last abhédngen, das heifit kein hochprézises
Motormodell zur Strompradiktion erfordern. Dadurch lasst sich das Kompensations-
schema auch bei der Aufnahme eines Datensatzes zur Identifikation eines noch nicht
préizise analysierten Motors verwenden. Auflerdem soll auf diese Weise verhindert wer-
den, dass bei der letztendlichen Validierung der Modelle zur Drehmomentsteuerung
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Abbildung 3.12: Erweiterung des Stromreglers aus Abbildung 2.6 um das
Motoranschlusskabel-Modell (hellblau)

die Kompensationsverfahren durch eine veranderte Strompréadiktion die Performanz
der Regelung indirekt signifikant beeinflussen kénnen. Deshalb wird im Weiteren
lediglich das BGU geméafl Gleichung (3.17) invertiert, wodurch sich fir eine Pha-~
se z aus der Sollphasenspannung am Umrichter u; das Solltastverhaltnis fiir die
PWM-Periode k + 1 ergibt:

b+ 1)+ wall 0 [ Ho(0) — wi(| o [y Ho(—o)

S
L W E | EAH (X B ()

—sgn(o)Ad(| o). (3.47)

An dieser Stelle wird auf die Kennzeichnung der Phase z erneut in den Groflien ver-
zichtet und die Abkiirzung o gibt den pradizierten mittleren Phasenstrom i, ,[k + 1]
am Motor in der (k + 1)-ten PWM-Periode an. Die pradizierte mittlere Zwischen-
kreisspannung Ugcp[k + 1] wird als unveréndert gegeniiber der aktuellen Messung
angenommen:

Udgp[k’ + 1] = udc’m[k] . (348)

Die Pradiktion der mittleren Phasenstrome fabgp[k + 1] erfolgt als eine einfache
Approximation mithilfe der aktuellen gemessenen Phasenstréme ¢,pem[k] und der im
Rotorflussbeobachter geschatzten Statorkreisfrequenz wg[k]:

laplk + 1] :

= = cos(Ae) —sin(Ae .

Taneolhi +1] = | Toplh+1] | = T - sin(( AE)) o ((Ae)) Ty iwenlk] . (3.49)
Geplk + 1]

Hierbei wird eine Winkelvordrehung Ae = 3 - T, - wy[k] beriicksichtigt — analog zu
dem allgemeinen Vorgehen in der FOR geméfl Gleichung (2.21) aus Abschnitt 2.2.
Grundsatzlich ist diese Pradiktion auch von den im Rotorflussbeobachter angenom-
menen Motorparametern abhéngig, allerdings ware eine Umkehrung des vollstandi-
gen EGU geméf Gleichung (3.38) mit der inharenten Fallunterscheidung deutlich
sensitiver gegeniiber den pradizierten Stromwerten am Beginn und am Ende der
PWM-Periode k + 1.

Der ohmsche Spannungsabfall am Motoranschlusskabel kann analog zu Glei-
chung (3.45) bei der Umrichterkompensation berticksichtigt werden, und zwar in
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der Stromregelung — vergleiche Abbildung 3.12. Dadurch ergibt sich die mittle-
re Sollphasenspannung am Umrichter @} in Gleichung (3.47) als Summe aus der
mittleren Sollphasenspannung am Motor @}, (bereitgestellt aus der Stromregelung
geméaf Abbildung 2.6) und dem préadizierten mittleren ohmschen Spannungsabfall
am Motoranschlusskabel uy,. ,

urlk+1] = uy, [k +1] + u;‘m’x,p[k + 1]
=T,k + 1]+ sen(izp[k + 1))+ Rune - taplk + 1] . (3.50)

Fir die Nutzung des Greybox-Umrichterkompensationsverfahrens in Kapi-
tel 4 (und in Kapitel 5) wird hierbei der messtechnisch ermittelte Widerstand
von Ry =~ 109 mQ (bzw. Ry ~ 128 mQ) verwendet.

In dieser Arbeit liegt der Fokus bei der gemeinsamen Einbindung des Umrich-
termodells und des Kompensationsschemas in erster Linie darin, die umgesetzten
Phasenspannungen im Anschluss, das heifit in der darauffolgenden PWM-Periode,
prizise mithilfe des EGU schéitzen und anschlieend in Beobachtern als Eingangsgrofie
nutzen zu konnen. Aus diesem Grund ist insbesondere zu berticksichtigen, dass ein von
der PWM erzeugter Schaltimpuls aufgrund individueller und nichtsynchronisierter
Abtastraten der enthaltenen Ubertragungseinheiten, namlich der Regelungshardware
und der Treiberschaltung, geringfiigig langer oder kiirzer von der Treiberschaltung
interpretiert werden kann. Kritisch ist dies insbesondere, sofern die Dauer eines
Schaltimpulses in der Nahe der Wechselsperrzeit liegt, wodurch sich die resultieren-
de Schitzung mit dem EGU und die tatsdchlich umgesetzte Spannung durch die
Treiberschaltung signifikant unterscheiden kénnen. Deshalb bietet es sich fur sehr
hohe und sehr niedrige Tastverhéltnisse an, ein Klemmen des Tastverhéaltnisses zum
Minimal- bzw. Maximalwert durchzufithren:

fir d* < d.
I (3.51)
1 ,fird >1—dgy
Hierbei sollte fiir die Wahl des Wertes der Variablen d.; gelten
de > dy . (3.52)

Dieses Vorgehen beschreibt somit eine Art diskontinuierlicher PWM [52], wobei
eine Modifikation der Tastverhéltnisse der anderen Phasen aufgrund des Klemmens
einer Phase aus Vereinfachungsgriinden vernachlassigt wird, allerdings prinzipiell
umsetzbar wére. Motivieren lasst sich diese Klemmstrategie zusétzlich aufgrund einer
Verringerung der Umschaltverluste in der entsprechenden Phase [52] und dadurch,
dass in einigen Féllen, zum Beispiel bei einem sehr niedrigen Tastverhéltnis (d < dgg)
und einem positiven oder betragsméaflig kleinen negativen Phasenstrom ein kurzer
Schaltimpuls fiir einen Transistor ohnehin keine bzw. lediglich eine geringfiigige
Auswirkung auf die Phasenspannung hat. In dieser Arbeit wird ausschliefllich in
Abschnitt 4.7 und in Kapitel 5 ein Klemmen der Tastverhéltnisse mit d, = 0,04 im
Greybox-Umrichterkompensationsverfahren berticksichtigt.
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Hervorzuheben ist, dass das Kompensationsverfahren geméf Gleichung (3.47) fir
Tastverhéltnisse im mittleren Bereich direkt konform mit dem EGU ist und eine relativ
prazise Spannungseinpragung gewahrleistet. Lediglich fiir sehr hohe und sehr niedrige
Tastverhéaltnisse konnen die Modellvereinfachungen zu einer Spannungseinpragung
mit leichten Abweichungen vom Sollwert fithren — allerdings sind diese Abweichungen
im Nachgang mit dem Umrichtermodell prézise zu identifizieren und in der weiteren
Regelung zu beriticksichtigen.

3.5 Blackbox-Umrichtermodell

Anstelle des in Abschnitt 3.3 beschriebenen Greybox-Ansatzes liasst sich zur Umrich-
termodellierung auch ein Blackbox-Ansatz unter Verwendung von KNN motivieren.
Da ein solcher Ansatz keine formale technisch-physikalische Modellbildung erfordert,
konnen in den KNN nichtlineare Effekte gelernt bzw. abgebildet werden, die analy-
tisch lediglich komplex oder kaum vollstdndig zu beschreiben sind. Diese Art von
Effekten werden daher im Greybox-Modell vernachlassigt, zum Beispiel Liick-Effekte
des Phasenstroms wahrend der Wechselsperrzeit. Die Verwendung von KNN hat
dementsprechend theoretisch das Potenzial, eine hohere Genauigkeit bei der Span-
nungsschitzung zu erreichen, zumindest sofern die Komplexitit bzw. die Gréfle der
KNN nicht zu gering gewéhlt wird.

Bei der physikalisch basierten Greybox-Modellierung wird jede Phase separat
betrachtet und darauf aufbauend der gesamte Phasenspannungsvektor geschatzt —
vergleiche Gleichung (3.42). Dieselbe phasenweise Aufteilung kann grundsétzlich
auch bei dem Blackbox-Umrichtermodell beibehalten werden. Dadurch wird pro
Phase ein separates KNN verwendet, das als Abbildung fy.(-) von den verwendeten
Eingangsgrofien zu der mittleren Phasenspannung interpretiert werden kann. Mit
den drei KNN lassen sich somit die mittleren Phasenspannungen approximieren:

Tl — 1] Fowaldalk — 1], 2ar[K], 2anlk — 1], ...)
Habc,pw[k — 1] = ﬂb[k — 1] = fpwyb(db[k — 1], xbyl[k/’], $b72[k — 1], ) . (353)
Tolk — 1] Fowe(dolk — 1], 2o [k], ool — 1], ...)

In erstmaligen (vom Autor dieser Arbeit durchgefithrten) Analysen [1], die sich
mit Blackbox-Umrichterkompensationsverfahren gemafi Abschnitt 3.6 beschaftigten,

T p,CE

Abbildung 3.13: Ersatzschaltbild eines IGBT mit parasitarer Kapazitdt und para-
sitdren Induktivitdten im Leistungspfad — angelehnt an [53]



38 3 Umrichtermodell und Umrichterkompensationsverfahren

erwies sich allerdings eine gemeinsame Modellierung des Schaltverhaltens fiir alle drei
Phasen in einem KNN als effektiver. Auch aus theoretischer Sicht ist zumindest eine
geringfligige Beeinflussung des Schaltverhaltens einer Phase durch das Schaltverhalten
und die Zustandsgroflen der anderen Phasen gegeben. Einerseits hangt beispielsweise
der Verlauf der Zwischenkreisspannung innerhalb der PWM-Periode von dem Verlauf
aller drei Phasenstrome ab. Andererseits konnen parasitare Kapazitaten und Induk-
tivitdten der Leistungshalbleiter — vergleiche Abbildung 3.13 — parasitire Strome
auch zwischen den Phasen zur Folge haben. Im Weiteren wird fiir die Blackbox-
Umrichtermodellierung somit ausschliellich eine gemeinsame Spannungsschitzung
aller drei Phasen mit einem einzigen KNN adressiert:

ﬂabc,bb[k — 1} = fbb(dabc[k — 1], a:l[k], .’Bg[k — 1], . ) . (354)

Die zusétzlichen EingangsgroSen (x4 [k], &a2[k — 1], ---) missen die Zustande des
Umrichters geeignet darstellen, damit das KNN die relevanten Zusammenhange
erlernen und deren Einfliisse auf die mittleren Phasenspannungen abbilden kann.
Zur Auswahl der weiteren Eingangsgrofien wird die Greybox-Umrichtermodellierung
geméafl Abschnitt 3.3 zugrunde gelegt. Zum einen soll die Phasenstrominformation
als Eingangsgrofie dienen. Hingegen werden anstelle der Phasenstrommittelwerte
die gemessenen Phasenstromvektoren zu Beginn der vorherigen 2,pcm[k — 1] und
der aktuellen PWM-Periode 2,pem[k] verwendet. Hierdurch sollen im KNN besser
diejenigen Effekte erlernbar sein, fiir deren Modellierung ein physikalisch basierter
Ansatz eine Strompradiktion bendtigen wiirde, wie beispielsweise die genannten
Lick-Effekte. Analog zu dem Vorgehen bei den Phasenstréomen werden auch fiir die
Zwischenkreisspannung die einzelnen Messwerte tge [k — 1] und uge m[k| anstatt des
gebildeten Mittelwertes an das KNN iibergeben. Da das EGU gemaf Gleichung (3.42)
zum Teil vom Tastverhaltnis der vorherigen PWM-Periode abhangt, werden diese
Tastverhaltnisse d.p,.[k — 2] als weitere EingangsgroBen ausgewdhlt. Insgesamt lasst
sich die Schétzung des KNN somit durch die folgende Abbildung représentieren:

ﬂabc,bb[k — 1] = fbb(dabC[k — 1]’ dabc[k — 2]’
iabc,m[k]y iabc,m[k - 1]7 udc,m[k], Udgm[k — 1]) .

Fiir die Approximation dieses funktionalen Zusammenhangs wird ein standard-
méaBiges vorwértsgerichtetes KNN verwendet, dessen Struktur in Abbildung 3.14
visualisiert ist. Hierbei werden in einer Vor- und Nachverarbeitungsstufe die Ein-
gangsgrofen normiert bzw. die Ausgangsgroflen wieder auf ihren urspriinglichen
Wertebereich umgerechnet. Im Allgemeinen sollen die Eingangsgrofien innerhalb
des KNN durch die Normierung Mittelwerte nahe null und &hnliche Kovarianzen
aufweisen oder, sofern moglich, unkorreliert sein, damit der Trainingsprozess mog-
lichst effizient ist [55]. Im vorliegenden Fall wird (in der Eingabeschicht) eine lineare
Normierung durchgefiihrt: Jeder Wert xz;[k] der Eingangsgrofie x; wird beziiglich
dessen Minimal- 2; i, und Maximalwertes 2 max angepasst durch

2 - (ZE[ [k‘] — xl7min)

T max — Ll,min

(3.55)

k] = 1, (3.56)
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( Eingangsgrofien ) ( Ausgangsgrofien )
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[ Vorver;;beitung ] Eingabeschicht [Nachverarbeitung]
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Gewichte Aktivierungs- Gewichte Aktivierungs-
funktion funktion
1
0
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—— ——
Verdeckte Schicht (ein-/mehrfach) Ausgabeschicht

Abbildung 3.14: Struktur des vorwértsgerichteten KNN fiir das Blackbox-
Umrichtermodell — angelehnt an [54]

so dass jede normierte Eingangsgrofe lediglich Werte im Intervall [—1, 1] aufweist [54].
Die Ermittlung des Ausgabewert eines kiinstlichen Neurons in einer verdeckten Schicht
oder der Ausgabeschicht lasst sich kompakt beschreiben: Zur gewichteten Summe
der Ausgabewerte aller kiinstlicher Neuronen der vorausgehenden Schicht (oder aller
normierter EingangsgroBen) wird ein Bias addiert und anschliefend die Aktivierungs-
funktion an dieser Stelle ausgewertet — der resultierende Wert der Aktivierungsfunk-
tion bildet den Ausgabewert des kiinstlichen Neurons. Der Bias beschreibt in diesem
Kontext eine Konstante. Fiir weitere Details zu der grundsatzlichen Funktionsweise
von KNN wird auf die zahlreich vorhandene Literatur verwiesen, zum Beispiel [56].

Mithilfe eines Lernalgorithmus werden die Gewichte und die Bias des KNN so
optimiert, dass ein definiertes Kostenfunktional Jpp ¢, minimiert wird. In diesem
Fall bildet die Summe der gewichteten quadratischen Abweichungen zwischen den
geschatzten Wapepp, und den gemessenen mittleren Phasenspannungen @apem das
Kostenfunktional:

1

- | @abeb [k — 1] = Wabem[k — 1| -wnr[k — 1] . (3.57)
3+ Nibbr FEDr e

Job,tr =

Hierbei besteht der Trainingsdatensatz Dy pbtr aus Nipbir = |D1pbtr| Datenpunk-
ten und die Gewichtung erfolgt mithilfe des Gewichtungsfaktors w;. Als Lernal-
gorithmus des KNN wird der Levenberg-Marquardt-Backpropagations-Alogrith-
mus (LMBA) [56], [57] verwendet, da dieser aufgrund seines geringen Rechenaufwands
fiir das Trainieren mit einem grofien Trainingsdatensatz empfohlen wird [54], [55].
Im Lernalgorithmus muss sowohl auf den Trainings- als auch den Validierungsda-
tensatz D pb,v zurtickgegriffen werden. Des Weiteren soll die Performanzanalyse im
Anschluss basierend auf dem separaten Testdatensatz D y, 1o erfolgen, dessen Daten-
punkte in dem kompletten Trainingsprozess nicht berticksichtigt werden. Deshalb
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Tabelle 3.2: Konfigurationsparameter des Trainingsprozesses und Aufteilung des
Datensatzes

Grofle Wert
N1 vb tr| N1,bb v | V1 bb te 117263 | 58632 | 58 632
Maximale Anzahl an Iterationen 1000

Unterer Grenzwert fir den Gradienten 10713

Tabelle 3.3: Hyperparameteroptimierung: Aufgefithrt sind die definierten Hyperpa-
rameter, deren Attribute und die ermittelten Optima.

Hyperparameter Attribute Optimum

Aktivierungsfunktion in den  Sigmoidfunktion sig(z), Tangens hy-  tanh(z)
verdeckten Schichten perbolicus tanh(z), radiale Basis-

bzw. gauische Kernfunktion g(z)
Aktivierungsfunktion in der  Identische Abbildung I(z), Sigmoid-  I(z)

Ausgabeschicht funktion sig(x)
Anzahl verdeckter Schichten 1,2, 3,4, 5 2
Gesamtzahl der Neuronen in 1,2,3,---,60 58

allen verdeckten Schichten

werden nach den in Tabelle 3.2 festgelegten relativen Haufigkeiten die Trainings-,
Validierungs- und Testdatenpunkte zufillig aus dem gesamten Messdatensatz aus-
gewahlt — ndhere Details zu dem Messdatensatz und zur Festlegung des Gewich-
tungsfaktors w; sind in Abschnitt 3.7 zu finden. Das Kostenfunktional (3.57) lasst
sich analog fiir den Validierungsdatensatz Dj 1, (oder den Testdatensatz Dj pp, te)
berechnen und als Jyy (bzw. Jppte) angeben. Unter anderem wird das Trainieren
des KNN beendet, sofern eine maximale Anzahl an Iterationen erreicht ist, sich das
Kostenfunktional Jy,;, , nacheinander iiber eine Anzahl an Iterationen erhéht hat oder
der Gradient des Kostenfunktionals einen Grenzwert unterschritten hat — vergleiche
hierfiir die festgelegten Werte in Tabelle 3.2. An dieser Stelle sei erwdhnt, dass die
Betrachtungen und Implementierungen mithilfe von MATLAB, insbesondere unter
Verwendung einer Toolbox [54], erfolgen, und dabei neben den in diesem Abschnitt
explizit angegebenen Spezifikationen die standardméafligen Einstellungen der Software
verwendet werden. Die Initialisierung der Gewichte und der Bias erfolgt innerhalb
der Software zu einem gewissen Anteil zuféllig [54], [58]. Deshalb wird allgemein
jeder Trainingsprozess fiinf Mal wiederholt und davon lediglich das KNN mit dem
geringsten Wert fiir das Kostenfunktional Jy, 1, ausgewahlt bzw. weiter betrachtet.

Neben den Gewichten und den Bias gibt es sogenannte Hyperparameter, die struktu-
relle sowie iibergeordnete Eigenschaften betreffen und im Lernprozess selbst nicht
optimiert werden, aber trotzdem einen signifikanten Einfluss auf die erreichbare
Leistungsfahigkeit der KNN haben [59]. Eine automatisierte Optimierung dieser Hy-
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Abbildung 3.15: Aktivierungsfunktionen in der Hyperparameteroptimierung: Be-
trachtet werden die identische Abbildung I(z) = z, die Sigmoidfunktion sig(z) =
[14 e )", der Tangens hyperbolicus tanh(z) = [e* — e ] - [e* + ] und die
radiale Basis- bzw. gaufsche Kernfunktion g(z) = %",

perparameter ist sinnvoll, einerseits um die erreichbare finale Performanz des KNN
zu steigern und andererseits um diese Umrichtermodellierung sowohl reproduzierbar
als auch nachvollziehbar fiir Interessierte darstellen zu kénnen [59], [60]. An dieser
Stelle werden als zu optimierende Hyperparameter die Art der Aktivierungsfunk-
tion innerhalb der verdeckten Schichten, die Art der Aktivierungsfunktion in der
Ausgabeschicht, die Anzahl der verdeckten Schichten ng und die Gesamtzahl der Neu-
ronen n, in allen verdeckten Schichten ausgewéahlt. Aus den beiden letztgenannten
Groflen resultiert unter Annahme einer gleichméfiigen Verteilung der Neuronen auf
alle verdeckten Schichten die Anzahl an Neuronen pro verdeckter Schicht als

Mps = {"“J . (3.58)

s

Hierbei stellt der Operator ,| |“ die Abrundungsfunktion dar, zum Beispiel |2,1] = 2.
Fir die einzelnen Hyperparameter werden die relevanten Auspragungen und Intervalle
gemaf} Tabelle 3.3 festgelegt, um den Rechenaufwand der Hyperparameteroptimierung
und der Online-Berechnung des finalen Blackbox-Umrichtermodells zu limitieren.
Als Aktivierungsfunktionen in den verdeckten Schichten dienen dabei drei haufig
verwendete Aktivierungsfunktionen [61], welche in Abbildung 3.15 dargestellt sind.

Zunéchst erfolgt die Hyperparameteroptimierung, wie in [59], [62] vorgeschlagen,
unter Verwendung der Bayes’schen Optimierung. Bei der Bayes’schen Optimierung
wird iterativ mit allen bisher evaluierten Testpunkten ein probabilistisches Ersatz-
modell — meist ein Gausscher Prozess — fiir das betrachtete Kostenfunktional Jj pp r
angepasst und dieses in einer Akquisitionsfunktion genutzt, um den néchsten zu
evaluierenden Testpunkt zu bestimmen [59]. In diesem Kontext bedeutet ein zu
evaluierender Testpunkt eine Hyperparameter-Kombination, fiir die das zugehorige
KNN trainiert und anschlieend damit das Kostenfunktional J; pp, ¢ berechnet wird.
Mithilfe der Akquisitionsfunktion lasst sich unter geringem Rechenaufwand ein op-
timaler Kompromiss zwischen Verringerung der Unsicherheit im Ersatzmodell und
Minimierung des Erwartungswertes des Ersatzmodells finden, so dass letztendlich
mit der Bayes’schen Optimierung ein globales Optimum resultieren kann [59].
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(a) Performanz der KNN in der Bayes’schen Optimierung: Alle abgebildeten Konfigura-
tionen besitzen die identische Abbildung als Aktivierungsfunktion in der Ausgabeschicht.
Die Aktivierungsfunktion der verdeckten Schichten (Farbe) und die Anzahl verdeckter
Schichten (Index) sind hervorgehoben.
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(b) Performanz der KNN in der lokalen Optimierung

Abbildung 3.16: Ergebnisse der Hyperparameteroptimierung und der lokalen Op-
timierung basierend jeweils auf dem entsprechenden Trainingsdatensatz

Die Bayes’sche Optimierung evaluiert wiahrend der Hyperparameteroptimierung 46
KNN-Strukturen und diejenigen darunter, die einen Kostenfunktionswert Jyy, ¢, gerin-
ger als 2,5 V2 aufweisen, sind in Abbildung 3.16a visualisiert. Dabei ist anzumerken,
dass die Strukturen mit einer Sigmoidfunktion in der Ausgabeschicht allgemein
deutlich hohere Kostenfunktionswerte aufweisen (Jyp ¢ > 2,5 V?) und dementspre-
chend nicht abgebildet sind. Geméafl dieser Hyperparameteroptimierung sollte das
KNN aus zwei verdeckten Schichten und insgesamt 58 Neuronen bestehen, wobei in
der Ausgabeschicht die identische Abbildung und in den verdeckten Schichten der
Tangens hyperbolicus als Aktivierungsfunktion verwendet wird.

Zur genaueren Analyse des Zusammenhangs zwischen der Schatzperformanz und
der Anzahl an Neuronen n, in allen verdeckten Schichten, das heifit dem resul-
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tierenden Online-Rechenaufwand fiir das KNN, lédsst sich eine lokale Optimierung
anschliefen. Hierbei werden grundsatzlich die mit der Hyperparameteroptimierung
ermittelten Parameter verwendet, allerdings wird die Anzahl an Neuronen n,, variiert.
Bei dieser lokalen Optimierung erfolgt der Trainingsprozess (und die Validierung)
prinzipiell weiterhin mit demselben Kostenfunktional (3.57). Hingegen wird fur die
lokale Optimierung der gesamte Datensatz nochmals zuféllig geméfl den in Tabelle 3.2
angegebenen relativen Haufigkeiten in Trainings-, Test- und Validierungsdatensatze
unterteilt. Das heifit, die Zuordnung der Datenpunkte zu den einzelnen Teildatensat-
zen ist bei der Hyperparametrierung und der lokalen Optimierung unterschiedlich.
Jedes KNN wird weiterhin fiinf Mal trainiert und die resultierenden Werte des Kos-
tenfunktionals Jyp, ¢, sind in Abbildung 3.16b separat visualisiert. Auf Grundlage der
Hyperparameteroptimierung und der angeschlossenen lokalen Optimierung wird die
optimale Netzstruktur geméfl Tabelle 3.3 ausgewéhlt. In der lokalen Optimierung
basiert die Auswahl des besten KNN auf dem Kostenfunktional Jy, ¢, und dabei
resultiert ein KNN mit insgesamt 56 Neuronen, welches zu Jyp, 4 ~ 0,39 V2 fiihrt.

Dieses KNN wird im Folgenden als Blackbox-Umrichtermodell (BBU) bezeichnet.
Die Performanz dieses KNN wird in Kapitel 3.8 genauer analysiert und mit der des
Greybox-Umrichtermodells verglichen.

3.6 Blackbox-Umrichterkompensationsverfahren

Grundsétzlich sind die im vorangehenden Abschnitt betrachteten KNN wegen der
enthaltenen Aktivierungsfunktionen nichtlineare Abbildungen, die im Allgemeinen
nicht in geschlossener Form invertiert werden konnen [63], [64]. Allerdings lasst sich
durch Umordnen der Eingangsgréfien, Ausgangsgrofien und der zeitlichen Beziehungen
in Gleichung (3.55) direkt der gesuchte funktionale Zusammenhang

e pvelk + 1] = Fove (W [k + 1], dape[k],

_ _ 3.59
zabc,m[k]a Zabc,m[k - 1]) udc,m[k]a udqm[k - 1])7 ( )

ableiten. Dieser kann anschliefend analog zu dem BBU mithilfe eines KNN approxi-
miert werden. Dabei geben ;. die mittleren Sollphasenspannungen und d;y,. . die
durch das KNN bestimmten Solltastverhéltnisse an.

In erstmaligen (vom Autor dieser Arbeit durchgefithrten) Untersuchungen [1]
wurden alternative Strukturen fiir das Blackbox-Kompensationsschema analysiert:

1. separate Modellierungen pro Phase, das heifit pro Phase wird ein einzelnes
KNN trainiert,

2. Einbeziehung der Drehzahlinformation als zusétzliche Eingangsgrofie in fipe
aus Gleichung (3.59),

3. Einbeziehung der Drehzahlinformation als zusatzliche Eingangsgrofie in der
separaten Modellierung pro Phase (geméaf 1.).
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Abbildung 3.17: Visualisierung der im Trainingsprozess verwendeten Gréfien und
deren zeitlicher Beziehungen: Das KNNy; und das KNN¢ stellen das KNN des
BBU bzw. des Blackbox-Umrichterkompensationsverfahrens dar. Fiir eine Phase x
sind zusétzlich qualitativ die Schaltfunktion des oberen Transistors s, ,(¢) und die
Phasenspannung u, () visualisiert. Bei der Identifikation des EGU werden prinzipiell
dieselben Grofien verwendet wie bei dem Trainingsprozess fiir das KNNy;.

Dabei wurde die Struktur gemafl Gleichung (3.59) als am effektivsten beurteilt und
deshalb wird sich in der vorliegenden Arbeit auf diese beschrankt.

Zur besseren Nachvollziehbarkeit der Eingangssignale und Schétzgroffen des
Blackbox-Umrichtermodells und des Blackbox-Kompensationsschemas sind diese
in Abbildung 3.17 visualisiert. Besonders hervorzuheben ist, dass der identische
Datensatz (beschrieben in Abschnitt 3.7) fiir beide Trainingsprozesse verwendet
werden kann. Im Trainingsprozess des Umrichterkompensationsverfahrens werden
die Vektoren der gemessenen mittleren Phasenspannungen als die Sollphasenspan-
nungsvektoren interpretiert, also @}, [k] = Wapem|k], und der aufgeschaltete Tastver-
héltnisvektor dap.[k| als die zu schitzende Zielgrofe des KNN.

Das Ziel im Trainingsprozess besteht darin, das folgende Kostenfunktional zu
minimieren:

Jbbc,trzé > (‘

2
% ebbel k] — dabelK]|| - wi[k]) . 3.60
5 N e vevelk] — dane[K]|| - w1 [K]) (3.60)

Hierbei stellt d,1,. den Vektor der aufgeschalteten Tastverhaltnisse dar, Dy, ¢, den
Trainingssatz der lokalen Optimierung des BBU und Vi pbtr = |D1pb 1| die Anzahl an
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Datenpunkten. Fiir das KNN werden dieselben Hyperparameter des BBU und diesel-
ben Trainingskonfigurationen verwendet, wobei eine separate Optimierung der Hyper-
parameter oder eine Veranderung anderer Trainingsparameter ebenfalls problemlos
fiir das Kompensationsschema umsetzbar wéren. In Abschnitt 3.9 wird die Performanz
des trainierten KNN analysiert und mit der des Greybox-Kompensationsschemas
verglichen.

3.7 Datensatz fur die Identifikation und die Validie-
rung

In der betrachteten Anwendung wird ein umrichtergespeister Priiflings-ASM unter
Verwendung eines Rapid-Control-Prototyping-Systems (RCPS) bei einer PWM-
Schaltfrequenz f; = 10 kHz geregelt. Mit einem Oszilloskop und drei Differenztast-
kopfen werden die pulsierenden Phasenspannungen u,, up, u. gemafl der Struktur
in Abbildung 3.18 gemessen. Hierbei wird im Oszilloskop ein Spannungsbereich
von 800 V und eine Abtastrate von 25 - 10° /s eingestellt, wodurch 2500 Werte pro
PWM-Periodendauer Ty = 100 us und eine Quantisierungsgenauigkeit von unge-
fahr 0,2 V resultieren. Zum Starten einer simultanen Messung im Oszilloskop und
RCPS wird ein Triggersignal verwendet. Um die mittlere Phasenspannung , , wéh-
rend einer PWM-Periode bestimmen zu kénnen, wird an das Oszilloskop zusétzlich
ein Signal tibertragen, das den Start jeder neuen PWM-Periode angibt, und somit
das Oszilloskop mit dem RCPS synchronisiert. Die Berechnung der Mittelwerte @y ,
aus den abgetasteten Phasenspannungen erfolgt in einer nachgelagerten Datenver-

. Uge ,m
Umrichter coon

. RCPS

ASM z‘d.bC ,m mlt "
|
v

. I n,| Regelung |%abc
s © -

| o

dc

Ostzilloskop

u,uy|u.| 1. Triggersignal |

PWM-Start-Signal

Abbildung 3.18: Struktur des Messaufbaus
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Tabelle 3.4: Relevante Komponenten des Priifstands und des Messaufbaus

Umrichter: SEMIKRON Semiteach
Nennausgangsstrom | -spannung 30 A | 400 V

Priflingsmotor (ASM): LUST ASHK-22-20K13-000
Nennleistung | -drehzahl | -phasenstrom 1500 W | 3000 min~* | 3,9 A

RCPS dSPACE MicroLabBox
Stromsensoren (Phasenstrome) 3 x Sensitec CMS2015 SP10
Spannungssensor (Zwischenkreisspannung) LEM LV 100-600

Oszilloskop (Phasenspannungen): Teledyne LeCroy 12-Bit HDO4104
Differenztastképfe (Oszilloskop) 1 x PMK Bumblebee 1 kV CAT III,

2 x Teledyne LeCroy ADP305

arbeitung. Diese Datenverarbeitung erfolgt asynchron auf einem Biirocomputer, so
dass zuerst alle Einzelmessungen gespeichert werden.

In Abbildung 3.17 sind bereits fiir eine PWM-Periode k die wesentlichen Grofien,
die einen Eintrag im Datensatz bilden, dargestellt, namlich

iabc,m[k_2] ; iabc,m[k_ 1] ) iabc,m[k] ; iabc,m[k+ 1] ; udc,m[k_Q] )
udc,m[k_ 1] ) udc,m[k] ) udc,m[k+ 1} ) dabc[k - 1] ) dabc[k] ) ﬁabc,m[k] . (361>

Zusétzlich wird in jeder PWM-Periode die gemessene Drehzahl n,, [k] gespeichert, zum
Beispiel um die Daten anschliefend drehzahlabhéngig darstellen zu konnen. Allerdings
ist die Drehzahlinformation fiir die Identifikation der finalen Modelle und Verfahren
nicht erforderlich. Die mittleren Phasenspannungen basieren somit auf den Messungen
des Oszilloskops und die anderen Grofien werden mithilfe des RCPS aufgenommen, in
dem die Messwerte von am Priifstand vorhandenen Sensoren (vergleiche Tabelle 3.4)
verfiighar sind. Weitere Informationen zum verwendeten Priiflings- und Lastmotor
sind Abschnitt 4.4 zu entnehmen.

Allgemein wird am Prifstand der Priiflingsmotor fir die Datenaufnahme mithilfe
einer standardméfligen FOR-Stromregelung mit einer Frequenz von f; = 10 kHz
geméfl Abschnitt 2.2 betrieben, wihrend der Lastmotor durch eine industrielle
Hardware drehzahlgeregelt eingesetzt wird. Bei verschiedenen Drehzahlen n werden
Arbeitspunkte aus der if 4-if ,-Ebene am Priiflingsmotor eingeregelt und alle relevan-
ten Groflen jeweils fiir eine Dauer von 500 ms aufgenommen. Zum Teil werden dabei
die Solltastverhéltnisse der Regelung von einem Zufallssignal geringer Amplitude
iiberlagert, um eine hohere Variation in den Tastverhéaltnissen zu erreichen und
einen umfassenden Datensatz aufzunehmen. Insgesamt besteht der Identifikationsda-
tensatz aus ungefahr 234 500 Eintragen. In Abbildung 3.19 sind exemplarisch das
Tastverhéltnis dy,[k], der mittlere gemessene Phasenstrom iy, ,,[k] und die gemessene
Drehzahl n,,[k] von 20000 zufillig ausgewéhlten Datenpunkten dieses Datensatzes
dargestellt. Es ist zu erkennen, dass Datenpunkte bei verschiedenen Motordrehzahlen



3.8 Datensatz fiir die Identifikation und die Validierung 47

6 3250
41 2750
2 2250 =
< 50 E
= £
= 0L 1750 g
E] =3
o] =}
e 2L 1250 &
4| 750
-6 250

Abbildung 3.19: Visualisierung von 20000 Datenpunkten des Datensatzes D; in
der d,-i,-Ebene fiir eine exemplarische Phase z = b

sowie im gesamten Tastverhéltnis- und relevanten Strombereich des elektrischen
Antriebs vorhanden sind.

Da die einzelnen Tastverhaltnisse im Datensatz unterschiedlich haufig vertreten
sind, wird ein Gewichtungsfaktor wy [k] verwendet, durch den selten vorkommende
Tastverhéltnisbereiche hoher gewichtet werden als haufig vorkommende. Hierdurch
kann im Trainings- und Identifikationsprozess sichergestellt werden, dass die daten-
basierten Verfahren im gesamten Bereich eine gute Performanz aufweisen. Ansonsten
konnten bei einer ungleichméfligen Verteilung in der Datengrundlage einige Bereiche
eine bessere Performanz aufweisen, da diese haufiger vorkommen und somit deren
Schéatzfehler starker in das Kostenfunktional eingehen als andere. Allgemein wurde
der vollstandige Datensatz veroffentlicht und ist frei verfiighar [3], [4].

Die Einteilung des Identifikationsdatensatzes in Trainings-, Validierungs- und
Testdatensatze erfolgt zufillig gemafl vorgegebenen Haufigkeiten, die in Tabelle 3.2
aufgefiithrt sind. Fiir das Blackbox-Umrichtermodell wird die zuféllige Aufteilung
zweimal durchgefiihrt, einmal fiir die Hyperparameteroptimierung und einmal fiir
die lokale Optimierung. Die Greybox-Modellidentifikation greift auf dieselbe Da-
tenaufteilung wie die lokale Optimierung bei dem Blackbox-Ansatz zuriick, wo-
bei allerdings der Trainings- und Validierungsdatensatz gemeinsam im Identifika-
tionsprozess als Datengrundlage D; o, dienen. Fiir das Training des Blackbox-
Umrichterkompensationsverfahrens wird ebenfalls die Aufteilung gemafl der lokalen
Optimierung des BBU verwendet. Es liegt somit fiir die Analyse der Performanz in
den Abschnitten 3.8 und 3.9 ein Testdatensatz D; 4 mit iiber 58 000 Eintrégen vor,
der weder im Trainingsprozess der finalen KNN noch wahrend der Identifikation der
Greybox-Modelle verwendet wird.
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3.8 Vergleich der Umrichtermodelle

Fiir die Beurteilung der Schatzgenauigkeit einer Modellvariante v wird phasenweise
der absolute Fehler

Cow k] = Tpo[k] — Upmlk] (3.62)

bestimmt und fiir alle Phasen zusammen der entsprechende Vektor eap.,[k]. Dar-
aus lasst sich ein alle Phasen einbeziehender quadratischer Mittelwert (englischer
Fachbegriff: root mean square, RMS) aller Schétzfehler ableiten:

1 B _
rms(€ape.s) = JW S | @abeo k] — Tapeml k]| - (3.63)

keDl,te

Hierbei représentiert |D; 4| die Anzahl der Datenpunkte im Testdatensatz D; s, der
identisch mit Dy g, te und D; pp e ist. Neben der Betrachtung des EGU und des BBU
geméB der Gleichung (3.42) bzw. (3.55) wird das BGU geméf Gleichung (3.17) zum
Vergleich herangezogen. Die im BGU enthaltenen Parameter werden analog zum EGU
mit demselben Identifikationsprozess und derselben Datengrundlage identifiziert. Als
weiteres Referenzmodell zur Schétzung der Phasenspannungen wird zum einen ein
simples Umrichtermodell (SU) [31] genutzt:

Uy sulk] = (dx[k‘] — g0 (igm[k]) - é:t) “ Ude,m K] (3.64)
das die Wechselsperrzeit t;; = 3,3 ps [48] abhdngig vom Vorzeichen des Phasenstroms
berticksichtigt. Zum anderen wird eine Schétzung der Phasenspannung unter Beriick-
sichtigung eines idealen Umrichters (IU) durchgefiihrt:

Uy 1u (k] = dy[k] - Taem[K] - (3.65)

Sofern mit den Gleichungen (3.64) und (3.65) jeweils die drei Phasenspannungen
geschatzt werden, lassen sich die entsprechenden Phasenspannungsvektoren @apc su
bzZw. Wape,iu bestimmen und deren Giite mit den erarbeiteten Modellen vergleichen.

In Tabelle 3.5 sind die entsprechenden Schéatzperformanzen aller Modelle ba-
sierend auf dem Testdatensatz D i, aufgefithrt. Zur einfacheren Interpretation der
berechneten Schétzfehler lasst sich eine Normierung auf die nominelle Zwischenkreis-
spannung

Ugen = V2-/3-230V ~ 56338V, (3.66)

nutzen. Es lasst sich erkennen, dass das EGU den Spannungsfehler gegeniiber dem
SU um 85 % (oder gegentiber dem IU um 93 %) verringert und dass das BBU den
Spannungsschétzfehler gegeniiber dem SU um 91 % (oder gegeniiber dem IU um 95 %)
reduziert. Im direkten Vergleich der beiden datenbasierten Modellierungsansétze
fithrt das BBU zu einem um 39 % geringeren RMS-Spannungsfehler als das EGU.
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Tabelle 3.5: Performanz der Umrichtermodelle basierend auf dem Testdaten-
satz Di e

BBU EGU BGU SU U
rms(€ape.) in V 064V 1,06V 241V 699V 1401V
rms(€apes) / Udex 0,11% 019%  043%  124% 249 %

Allerdings ist an dieser Stelle der geringe absolute Spannungsfehler beider Ansétze,
namlich ungefdhr 1 V, hervorzuheben. Gegeniiber dem BGU erreicht das EGU mit
dessen Erweiterungen eine Fehlerreduktion von 56 %.

Bei dem betrachteten Umrichter arbeitet die anwendungsspezifische integrierte
Schaltung (englischer Fachbegriff: application-specific integrated circuit, ASIC) einer
IGBT-Treiberschaltung mit einer Taktfrequenz von fasic = 8 MHz [47]. Diese ASIC
sind allerdings nicht mit dem RCPS synchronisiert. Das heifit, die Schaltfunktionen,
die die PWM des RCPS in diskreten Zeitabsténden aktualisiert, werden in den ASIC
erneut diskretisiert. Sofern vereinfachend die Schaltfunktionen als kontinuierlich und
ideal angenommen werden, betriagt der maximale absolute Fehler zwischen dem
interpretierten Tastverhéltnis in einer ASIC und dem urspriinglichen Tastverhéaltnis

in dem RCPS:

1
Adpsic = —= = 0,000125 . (3.67)
Jasic - Ts
Damit lasst sich die maximal resultierende absolute Phasenspannungsabweichung
aufgrund der Diskretisierung in der ASIC abschétzten als:

Aupsic = Adasic - Ugen = 0,70 V. (3.68)

Bei dem Vergleich dieses Wertes mit den Performanzen gemafl Tabelle 3.5 ist festzu-
stellen, dass der RMS-Spannungsfehler des BBU kleiner ist als die maximale Phasen-
spannungsabweichung, die bereits durch die Diskretisierung einer Schaltfunktion im
Umrichter auftreten kann. Ein signifikanter Anteil des verbleibenden Schétzfehlers
ist dementsprechend auf zuféllige und nichtdeterministische Spannungsabweichungen
im Antriebssystem zuriickzufiihren.

Neben dieser quantitativen Analyse wird fiir eine exemplarische Phase x = b
die Verteilung des Phasenspannungsfehlers ey, ,[k] in Abbildung 3.20 detaillierter
untersucht. Hierbei werden unter anderem die Datenpunkte des Testdatensatzes D e
dahingehend unterschieden, ob deren Tastverhéaltnisse dy, [k] und dy,[k—1] im mittleren
Bereich liegen oder nicht. Die Tastverhaltnisse dy,[k] und dy[k — 1] liegen im mitt-
leren Bereich, wenn beide jeweils Werte aus dem offenen Intervall |dip; 1 — 2 - dyp|
aufweisen. Fiir Datenpunkte, deren Tastverhaltnisse dy,[k] und dy, [k — 1] im mittleren
Bereich liegen, sind die Spannungsfehler sowohl fiir das EGU als auch fiir das BBU
nahezu gauflverteilt und weisen einen Mittelwert von ungefahr null auf — vergleiche
Abbildung 3.20b. Fir das BBU trifft dies sogar auch fiir Tastverhéltnisse auflerhalb
des mittleren Bereichs (also fiir sehr hohe oder sehr niedrige Tastverhéltnisse) zu —
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Abbildung 3.20: Verteilung der Spannungsschéatzfehler des BBU (blau) und des
EGU (rot) fiir eine beispielhafte Phase = b basierend auf dem Testdatensatz Dj s:
Die gesamte Verteilung (oben) wird in zwei Teilverteilungen (unten) gegliedert und
dabei wird das Intervall |d;1,; 1 — 2 - d; [ als mittlerer Bereich bezeichnet.
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vergleiche Abbildung 3.20c. Allgemein ist die Varianz des Schétzfehlers bei dem BBU
geringer als bei dem EGU. Es ist hierbei allerdings erneut zu betonen, dass beide
Modelle relativ geringe Schétzfehler aufweisen und dementsprechend eine sehr gute
Spannungsschiatzung ermoglichen.

In Abbildung 3.21 wird der mittlere Spannungsfehler zusétzlich innerhalb der
dy~i; m-Ebene fiir eine exemplarische Phase = b analysiert. Fir diese Darstellung
werden die Datenpunkte des Testdatensatzes D; 4. abhéngig vom Tastverhaltnis dy[k]
und mittleren Phasenstrom iy, ,[k] gruppiert (Rasterung in Abbildung 3.21). Basie-
rend auf den Schatzfehlern aller Datenpunkte einer Gruppe D, wird jeweils analog
zu Gleichung (3.63) ein einzelner Effektivwert

1
rmsg(ep,) = 31D,
5

berechnet und farblich in Abbildung 3.21 dargestellt. Demnach weist das EGU die
grofften Abweichungen fiir Strommittelwert-Betriage nahe null und fiir sehr hohe
sowie sehr niedrige Tastverhaltnisse auf. Dies lésst sich aufgrund der vereinfachten
Annahmen in der Modellbildung — zum Beispiel aufgrund der Mittelwertbildung
des Phasenstroms oder der Vernachlassigung des Liick-Effekts — erklaren. Erneut
wird dabei allerdings auf das relativ geringe Ausmafl dieser Schitzabweichungen
hingewiesen. Im Gegensatz zum EGU zeigt das BBU nahezu ausschliefilich hohere
Abweichungen fiir sehr niedrige und sehr hohe Tastverhéltnisse — vergleiche Abbil-
dung 3.21b. Generell lassen sich diese erhohten Schétzfehler fiir diese Tastverhéltnisse

> (@ olk] = Wmlk)? (3.69)

kEDy
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Abbildung 3.21: Visualisierung der RMS-Schétzfehler des EGU und des BBU in
der dw—5x7m—Ebene fir eine Phase x = b basierend auf dem Testdatensatz D; e
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Abbildung 3.22: Vergleich der Verteilungen der Spannungsschétzfehler einer bei-
spielhaften Phase © = b bei Verwendung des EGU (rot) und des BGU (grau): Die
Fehlerverteilung bezieht sich auf diejenigen Datenpunkte des Testdatensatzes D; e,
die Tastverhaltnisse nicht im mittleren Bereich aufweisen.

Tabelle 3.6: Online-Berechnungszeiten und Offline-Identifikationszeiten der Modelle

Online-Berechnungszeit pro PWM-Periode auf dem RCPS

Nur FOR 20,2 us

FOR mit EGU 24,5 us

FOR mit BBU 37,9 us
Offline-Identifikationszeit auf einem Biirocomputer (Prozessor: i7-7700)
PSO des EGU fiir alle drei Phasen Ungefédhr 7 h

Trainingsprozess eines KNN (mit 56 Neuronen) fiir das BBU  Ungefahr 8 h

zu einem gewissen Grad mit der fehlenden Synchronisation zwischen Umrichter und
Regelung erkldren. In diesen Bereichen hat dies einen signifikanten Einfluss, da
kurze Einschaltimpulse der Regelung teilweise nichtdeterministisch im Umrichter
interpretiert werden — wie zuvor dargestellt.

Des Weiteren soll die Wirksamkeit der Erweiterungen im vorgestellten EGU geméaf
Gleichung (3.42) gegeniiber dem BGU geméfl Gleichung (3.17) diskutiert werden.
Da fiir Tastverhéltnisse im mittleren Bereich beide Modelle die gleiche analytische
Beschreibung haben, konzentriert sich diese Analyse nur auf Tastverhéltnisse, die
auflerhalb des mittleren Bereichs liegen. Zu diesem Zweck ist die Verteilung der
Schatzfehler bei den relevanten Tastverhéltnissen fiir beide Modelle in Abbildung 3.22
dargestellt. Hierin ldsst sich eine signifikant grofie Anzahl hoher Abweichungen im
BGU und damit eine unzureichende Modellgiite fiir diesen Betriebsbereich erkennen.
Diese hohen absoluten Schatzfehler rechtfertigen die komplexere Modellierung und
die Anwendung des EGU gegeniiber dem BGU.
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Zuletzt sollen ebenfalls die Online-Berechnungszeiten auf dem RCPS und die Offline-
Identifikationszeiten auf einem Standard-Biirocomputer fiir beide Modelle préasentiert
werden. Wie in Tabelle 3.6 dargestellt, benotigt die standardméfige FOR auf dem
RCPS 20,2 ps. Das Hinzuftigen des EGU oder des BGU erhoht die Berechnungszeit
um 4,3 us bzw. 17,7 us. Die Online-Berechnungszeit des Blackbox-Ansatzes ist somit
mehr als das Vierfache derer des Greybox-Ansatzes und bendtigt ungefahr so viel Zeit
wie die standardméflige FOR. Auf dem Biirocomputer wird fir die Durchfithrung
der PSO des EGU fiir alle drei Phasen ungefahr dieselbe Zeit benotigt, die der
Trainingsprozess des verwendeten KNN mit 56 Neuronen erfordert, ndmlich sieben bis
acht Stunden (vergleiche Tabelle 3.6). Es muss hierbei jedoch beriicksichtigt werden,
dass zur Identifikation des BBU der Trainingsprozess aufgrund der zufélligen Einfliisse
der Initialisierung fiinf Mal durchgefiihrt wird — vergleiche Erklarung in Abschnitt 3.5.
Im Allgemeinen kann die Offline-Identifikationszeit durch vortrainierte KNN (fiir
das BBU) und durch geeignete Initialisierungswerte der Modellparameter (fiir das
EGU) verkirzt werden. Dies ist insbesondere dann der Fall, wenn Modelle fiir
Umrichtereinheiten des gleichen Typs identifiziert werden sollen, beispielsweise bei
der Serienfertigung von Umrichtern. Typischerweise ist in der Serienproduktion
ein Bandende-Test vorgesehen, um eine hohe Qualitét zu gewéhrleisten [65]. In
diesem Produktionsabschnitt liefen sich die Messdaten fiir den Identifikationsprozess
erfassen. Anschlieffend konnte der Offline-Identifikationsprozess extern in kurzer Zeit
unter Nutzung leistungsfédhiger Ressourcen durchgefiithrt werden, zum Beispiel mittels
Cloud-Computing. Zusammenfassend lasst sich feststellen, dass aufgrund einer relativ
geringen Online-Rechenleistung und einer automatisierbaren Messdatenaufnahme
eine Anwendung der vorgestellten Ansétze, insbesondere des EGU, in industriellen
Umrichtern problemlos moglich ist.

3.9 Vergleich der Umrichterkompensationsverfah-
ren

Die Leistungsfahigkeit der Greybox- und Blackbox-Umrichterkompensationsverfah-
ren gemafl den Gleichungen (3.47) und (3.59) soll nachfolgend in kompakter Weise
evaluiert werden. Da FOR mit solchen Kompensationsverfahren tendenziell eine
hohere Spannungsgenauigkeit aufweisen als FOR ohne Kompensationsverfahren,
fallen im Allgemeinen auch die harmonischen Verzerrungen in den Phasenstromen
geringer aus, insbesondere die fiinften und siebten Harmonischen [32], [34], [66]. Um
diesen Aspekt exemplarisch aufzugreifen, wird bei dem Priiflingsmotor ein stationérer
Arbeitspunkt (if, = 2,86 A; i, = 3,75 A) mit der feldorientierten Stromregelung
eingeregelt und es werden anschliefend fiir eine Dauer von 5 s die drei Phasenstréme
aufgezeichnet. Innerhalb der Stromregelung wird ebenfalls der pradizierte mittle-
re ohmsche Spannungsabfall am Motoranschlusskabel analog zu Gleichung (3.50)
mit dem messtechnisch ermittelten Widerstand von R, =~ 109 mQ berticksich-
tigt. Dabei regelt der Lastmotorantrieb weiterhin die Drehzahl, ndmlich konstant

n* = 1444 min~!. Der ausgewahlte Arbeitspunkt entspricht approximativ dem
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Tabelle 3.7: THD der Phasenstrome geméfl Gleichung (3.70) fiir die Testszenarien

Testszenario Phasea Phaseb Phase c
Kein Umrichterkompensationsverfahren 3,84 % 3,68 % 3,82 %
Greybox-Umrichterkompensationsverfahren 1,19 % 1,11 % 1,08 %
Blackbox-Umrichterkompensationsverfahren 1,98 % 1,07 % 1,74 %
Speisung aus dem elektrischen Netz 1,49 % 1,67 % 1,58 %

sich stationér einstellenden Arbeitspunkt im Priiflingsmotor, sofern letztgenannter
direkt iiber einen geeigneten dreiphasigen Transformator aus dem elektrischen Netz
gespeist wird und das nominelle Drehmoment erzeugt. Werden die Spannungen durch
den Transformator als ideal sinusférmig angenommen, liegt ein ideal gesteuerter
U-f-Betrieb mit U = 160 V (Spannungszeiger-Léange im zweistrangigen Koordina-
tensystem) und f = 50 Hz beim ASM vor. Die verbleibenden Oberschwingungen in
den Phasenstromen koénnen bei Transformator-Speisung bzw. direkter Speisung aus
dem Netz dementsprechend tiberwiegend auf die Motorkonstruktion zuriickgefiihrt
werden, welche im Allgemeinen nicht zu einer absolut sinusférmigen Flussverteilung
im Motor fiihrt. In diesem Arbeitspunkt konnen die Stromverzerrungen bei der FOR
und den unterschiedlichen Kompensationsverfahren somit ebenfalls geeignet mit den
konstruktionsbedingten Stromverzerrungen verglichen werden.

Zur Beurteilung der Giite eines Umrichterkompensationsverfahrens im geschlosse-
nen Stromregelkreis wird die resultierende Oberschwingungsgesamtverzerrung (engli-
scher Fachbegriff: total harmonic distortion, THD)

\/Z}EQ[Iz m(l ' fac 1)]2
thdimm = : :
o Ix,m(fz,l)

berechnet, wobei f,; die Frequenz der Grundschwingung im gemessenen Phasen-
strom i, ,m(t) angibt, I, (1 - ;1) den Effektivwert der I-ten Oberschwingung darstellt
und abweichend zur Originaldefinition des THD nicht unendlich viele Oberschwin-
gungen, sondern lediglich die bis zur 13. Harmonischen in der Berechnung bertick-
sichtigt werden [67]. Die Bestimmung der Oberschwingungen und die Berechnung
der resultierenden Gesamtverzerrung erfolgt durch die in MATLAB implementierte
THD-Funktion [68].

In Tabelle 3.7 sind die THD-Werte fiir die ausgewéahlten Testszenarien an-
gegeben. Das Blackbox-Umrichterkompensationsverfahren nach Gleichung (3.59)
reduziert den THD um ungefahr 57 % im Vergleich zu einem stromgeregelten
Betrieb ohne Umrichterkompensation. Im Gegensatz dazu liefert das Greybox-
Umrichterkompensationsverfahren geméf Gleichung (3.47) eine Reduktion um unge-
fahr 70 % gegentiber dem stromgeregelten Betrieb ohne Umrichterkompensation. Die
Kompensation des nichtlinearen Umrichterverhaltens funktioniert somit tendenziell
mit dem Greybox-Ansatz besser und robuster. Die leicht schlechtere Performanz
des Blackbox-Ansatzes konnten Anzeichen einer Uberanpassung dieses Kompen-
sationsschemas an die Trainingsdaten sein [56]: Durch die Hinzunahme des Kom-

(3.70)
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(c) Im Frequenzbereich mit und ohne Greybox-Umrichterkompensationsverfahren

Abbildung 3.23: Gemessener Phasenstrom iy, im Zeit- und Frequenzbe-
reich unter Verwendung der Umrichterkompensationsverfahren im Referenzarbeits-
punkt (n* = 1444 —: ¥ | = 2,86 A; if = 3,75 A)
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pensationsschemas resultiert eine geringe Verdnderung der Dynamik des Systems —
zum Beispiel der Stromschwankung. Diese leichten Unterschiede gegentiber dem Sys-
temverhalten in den Trainingsdaten konnen gegebenenfalls signifikante Abweichungen
beziiglich der approximierten Tastverhéaltnisse hervorrufen.

Zur besseren Nachvollziehbarkeit dieser quantitativen Analyse wird in Abbil-
dung 3.23 fur die drei Szenarien der Stromverlauf i,,,(t) einer exemplarischen
Phase x = b und dessen Frequenzspektrum visualisiert. Dabei ldsst sich erkennen,
dass beide Umrichterkompensationsverfahren die Oberschwingungen aufgrund des
nichtlinearen Umrichterverhaltens deutlich reduzieren, insbesondere die fiinfte und
die siebte Harmonische. Diese Reduktion kann vor allem fiir spezielle Anwendungen
interessant sein: Zum Beispiel benotigen empfindliche Hochgeschwindigkeitspumpen
eine minimale Stromverzerrung, um die Drehmomentschwingungen und die Eisenver-
luste im Rotor zu reduzieren, da der Rotor bei evakuiertem Luftspalt oft schwierig
zu kihlen ist [69].

Neben der Analyse der Leistungsfiahigkeit beider Methoden ist zu betonen, dass fir
das Blackbox-Kompensationsschema separate Trainingsprozesse erforderlich sind und
dabei nicht auf das trainierte BBU zuriickgegriffen werden kann. Bei dem Greybox-
Ansatz hingegen kann in dem Umrichtermodell und in dem Kompensationsschema
derselbe Parametersatz verwendet werden, wodurch ein geringerer Identifikations-
aufwand resultiert. Daneben ist zu beachten, dass fiir eine dauerhafte Integration
von Blackbox-Modellen in eine Antriebsregelung zuséitzliche Uberwachungs- und
Sicherheitsmechanismen entwickelt werden sollten, um mogliche Ausreifler dieser rein
datenbasierten Methoden zu erkennen und gegebenenfalls abzuandern.

3.10 Kapitelzusammenfassung

In diesem Kapitel wird ein erweitertes Greybox-Umrichtermodell, das EGU, erarbeitet.
Dieses beriicksichtigt verschiedene nichtlineare Effekte des Modulationsverfahrens,
der Leistungshalbleiter und der Treiberschaltungen. Durch eine globale Offline-
Parameteridentifikation ist das Verfahren in der Lage, die Phasenspannungen prazise
zu schatzen. Ebenfalls wird ein auf KNN basierendes Blackbox-Umrichtermodell, das
BBU, vorgestellt. Gegeniiber dem EGU weist das BBU eine leicht bessere Performanz
auf und fiithrt insbesondere bei sehr hohen sowie sehr niedrigen Tastverhaltnissen
zu einem besseren Schatzverhalten. Dabei schéitzt das BBU die Phasenspannungen
mit einem RMS-Fehler von weniger als 0,65 V. Allerdings liegt die Performanz des
EGU bei der Phasenspannungsschétzung auch bereits mit einem RMS-Fehler von
weniger als 1,1 V auf einem so hohen Niveau, dass dies fiir die meisten Anwendungen
ausreichend ist.

Greybox- und Blackbox-Umrichterkompensationsverfahren werden ebenfalls préa-
sentiert und in einem geschlossenen Stromregelkreis experimentell untersucht, wobei
sich beide Ansétze als effektiv zur Reduktion von Stromoberschwingungen herausstel-
len. Bei dem Kompensationsschema zeigt der Greybox-Ansatz eine leicht bessere und
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robustere Performanz — hingegen reduzieren beide Anséitze die Oberschwingungen in
den Phasenstromen und fiithren zu einem um mehr als 50 % geringeren THD.
Allgemein sind die vorgestellten Blackbox-Verfahren im weitesten Sinne unabhéngig
vom spezifischen Systemaufbau, das heiffit vom verwendeten Motor- und Umrich-
tertyp. Hierdurch ist insbesondere die Ubertragung dieser Verfahren auf weitere
leistungselektronische Komponenten vergleichsweise unkompliziert und vielverspre-
chend. Allerdings sind fiir ein Blackbox-Umrichterkompensationsschema neue Trai-
ningsprozesse erforderlich, wihrend sich der Parametersatz des EGU direkt fiir ein
zugehoriges Greybox-Umrichterkompensationsschema verwenden lasst. Des Weiteren
fithrt das EGU zu einem erheblich geringeren Online-Rechenaufwand und Offline-
Identifikationsaufwand. Aus diesen Griinden werden in den nachfolgenden Kapiteln
lediglich die Greybox-Ansétze genutzt. Auflerdem soll es dadurch méoglich sein, eine
Drehmomentsteuerung vorzustellen, in der ausschliefSlich physikalisch motivierte
Modellbildungen verwendet werden.
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3 Umrichtermodell und Umrichterkompensationsverfahren



4 Drehmomentsteuerung ohne
Beriicksichtigung
thermischer Effekte

Hinweis zu Quellen und Vorveroffentlichungen:

Dieses Kapitel und der zugehorige Anhang A.1 - A.2 basieren auf den eigenen Ver-
offentlichungen [5]-[8]. Der Autor dieser Arbeit erarbeitete die wesentlichen Teile
der Beitrdge [5]-[8], insbesondere die Konzepte der vorgeschlagenen Modelle bzw.
Verfahren sowie die simulativen und experimentellen Untersuchungen. Er arbeite-
te die Veroffentlichungen zum tiberwiegenden Teil selbstandig aus. Die anderen
Mitautoren waren durch kleinere Hinweise und Diskussionen beteiligt. Sowohl zur
Minimierung der zeitlichen Verzogerung zwischen Forschung und Veroffentlichung
der erarbeiteten Ergebnisse als auch zur Erhéhung der Transparenz im offentlich
geforderten DFG-Projekt wurden die wesentlichen Inhalte dieses Kapitels (und des
zugehorigen Anhangs A.1 - A.2) bereits in den separaten eigenen Beitrégen [5]-[8]
verOffentlicht. Teile dieses Kapitels (und des zugehorigen Anhangs A.1 - A.2) wurden
daher in gednderter oder unverdnderter Form aus den genannten Publikationen
iibernommen. Aus Griinden der Lesbarkeit werden die entsprechenden Selbstzitate
im Folgenden nicht explizit angefithrt. Bei der Ubersetzung der urspriinglich in
englischer Sprache verfassten eigenen Beitrige wurden Online-Ubersetzer [21], [22]
und ein Online-Worterbuch [23] verwendet.
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4.1 Grundlagen der Drehmomentschatzung und Li-
teraturiiberblick

Heutzutage werden zahlreiche ASM-Antriebe in drehmomentgesteuerten Anwendun-
gen eingesetzt und erfordern dabei verstérkt eine prézise Drehmomentsteuerung,
beispielsweise Servoantriebe oder MMAS. Letztere werden in verschiedenen Anwen-
dungen eingesetzt, zum Beispiel bei Kautschukmischprozessen [70], Hochgeschwindig-
keitsziigen [71], Giersystemen von Windkraftanlagen [72] oder Elektrofahrzeugen [73].
Bei einem MMAS wird die mechanische Leistung nicht von einem, sondern von meh-
reren Motoren bereitgestellt, wobei die einzelnen Motoren beispielsweise mechanisch
iiber ein Getriebe rekonfigurierbar miteinander verbunden sein kénnen. Ein solcher
mechanisch gekoppelter Antrieb wird im Allgemeinen in der Gesamtheit drehzahlge-
regelt betrieben, wéihrend jeder einzelne Motor drehmomentgesteuert arbeitet [70].
Sofern grofle Abweichungen zwischen den tatséichlichen Drehmomenten und ihren
Referenzwerten innerhalb der FOR vorliegen, konnen Ineffizienzen oder sogar In-
stabilitaten bei der Regelung des MMAS entstehen. Des Weiteren kann eine relativ
ungenaue Drehmomentschéitzung und -steuerung in Systemen zur Drehmoment-
verteilung fir Elektrofahrzeuge [74] oder in Reglern zur Schwingungsddmpfung im
Antriebsstrang von Hybridfahrzeugen [75] eine wesentliche Schwachstelle darstellen.

Bei standardmafligen FOR wird das Drehmoment gesteuert und nicht im ge-
schlossenen Regelkreis geregelt — vergleiche Abbildung 4.1. Dabei bestimmt eine
Betriebsstrategie fiir das Solldrehmoment 7™ den Sollrotorfluss ¢y, der an den Ro-
torflussregler iibergeben wird. Aus Kosten- und Konstruktionsgriinden wird der
Rotorfluss im Motor normalerweise nicht gemessen und muss daher geschatzt werden.

( )
Drehmomentsteuerung ik —_—
T* s,q
_> 4 R ] ~\ >
Betriebsstrategie
UH(T) .
. J
Rotorfl _ abc
r \ OrOTUSS Stromregler F———»
2.7, .T* regler
—P ’L* — 1y
> 3.p'wr'Lm
. J
.
wl wr 6S
Eingangs-
Rotorfluss- grofen

beobachter

Abbildung 4.1: Schematische Darstellung der Drehmomentsteuerung in der FOR
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Auf Grundlage des geschétzten Rotorflusses und der angenommenen Motorparame-
ter wird die dquivalente q-Komponente des Sollstatorstroms i, fiir das gegebene
Solldrehmoment 7™ bestimmt. Deshalb hangt die Genauigkeit des Drehmoments im
offenen Regelkreis direkt von der Genauigkeit des beobachteten Rotorflusses und
der Genauigkeit des zugrundeliegenden Motormodells ab. Gleichermafien benotigen
moderne modellpradiktive Ansitze zur Drehmomentsteuerung [76]-[80] ebenfalls
inharente Flussbeobachter. In den meisten Verdffentlichungen, die sich mit der Dreh-
momentsteuerung von ASM-Antrieben befassen, wird hingegen davon ausgegangen,
dass der verwendete Flussbeobachter genau sei, und ein experimenteller Vergleich
zwischen Solldrehmoment und gemessenem Drehmoment fehlt hdufig. Allerdings ist
eine exakte Drehmomentsteuerung im offenen Regelkreis bei ASM eine anspruchsvolle
Aufgabe, die umfangreiche Modellierungs- und Identifikationsschritte erfordert.

In der Literatur gibt es verschiedene klassische Flussbeobachteransatze fiir ASM,
die sich in zwei Hauptkategorien unterteilen lassen [29]: Offene Schiatzmodelle ohne
Riuckfithrung, zum Beispiel auf Basis eines Spannungs- [81] oder Strommodells [82]-
[84], und Beobachter mit Ruckfiihrung, wie der Luenberger-Beobachter [85], [86], der
Gopinath-Beobachter [87], [88], das Kalman-Filter [89], [90] oder der Sliding-Mode-
Beobachter [91]-[93]. Im Allgemeinen gehen die meisten Ansétze von konstanten
Motorparametern aus und bestimmen diese mithilfe von Standardtestverfahren, Da-
tenblattangaben oder manuell. Kiirzlich wurden Offline-Optimierungsalgorithmen,
zum Beispiel die PSO, eingesetzt, um die Beobachtereinstellungen zu optimieren [89],
[90], [94]-[96] oder gleichzeitig konstante Motorparameter zu identifizieren [89], [90].
Allerdings hangt die resultierende Genauigkeit der Fluss- und Drehmomentschatzung
direkt von der Genauigkeit des verwendeten Systemmodells ab. Das heifit, einerseits
muss die angenommene Modellstruktur des Systems alle relevanten physikalischen
Effekte berticksichtigen und andererseits miissen die Modellparameter genau bekannt
sein [97], [98]. Insbesondere bedeutet dies, dass eine Annahme konstanter Motorpara-
meter sogar bei Verwendung einer komplexen Beobachterstruktur zu einer geringen
Performanz der Drehmomentsteuerung fithren kann, die signifikant vom spezifischen
Arbeitspunkt abhédngt und nicht im gesamten Betriebsbereich des Antriebs optimal
ist.

Als typische Ursachen fiir Parameteranderungen bei ASM lassen sich thermische
Einfliisse, magnetische Séattigung des Eisens sowie Skin- und Proximity-Effekte in den
elektrischen Leitern nennen. Um die Problematik verédnderlicher Motorparameter zu
beheben, wurden in der Vergangenheit Flussbeobachter vorgestellt, die Motorparame-
ter online schétzen [93], [99]-[103]. Allerdings erhoht eine Online-Identifikation von
Modellparametern den Rechenaufwand und die Freiheitsgrade des Flussbeobachters,
so dass eine Signalinjektion notwendig sein kann, um eine ausreichende dynamische
Anregung des zu identifizierenden Systems zu gewéhrleisten [104]. Die Verwendung
von Signalinjektion ist jedoch aus anderen Aspekten unvorteilhaft, da sie den Gesamt-
wirkungsgrad des Systems senkt und die Spannungsausnutzung verringert. Auflerdem
konnen bei der Online-Identifikation meist nur einige ausgewéhlte und nicht simultan
alle Motorparameter mit akzeptabler Genauigkeit zur Laufzeit bestimmt werden, zum
Beispiel lediglich der Rotorwiderstand [93], [100] (mit der Rotorzeitkonstanten [93]),
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der Statorwiderstand [101], [102] oder die Hauptinduktivitét [103]. Obwohl diese An-
sitze einige Motorparameter im Online-Betrieb aktualisieren konnen, bleiben somit
Einschrinkungen hinsichtlich der Genauigkeit der Drehmomentsteuerung bestehen,
da nicht alle Parameter gleichzeitig identifiziert werden. Dariiber hinaus ist die On-
line-Parameterschatzung ein nichtlineares mehrdimensionales Identifikationsproblem.
Das heifit, bei Verwendung quadratischer Standardoptimierungsverfahren ist die
gefundene Parameterlosung stark abhingig von den Anfangswerten und stellt oftmals
kein globales Optimum dar.

Neben den genannten physikalisch motivierten Ansétzen gibt es auch rein da-
tengetriebene Verfahren, bei denen KNN mithilfe des tiberwachten maschinellen
Lernens trainiert und anschliefend zur Flussbeobachtung verwendet werden [105]—
[107]. Diese Beobachter konnen prinzipiell mithilfe von Daten aus simplen Motormo-
dellen, komplexen computergestiitzten Motorsimulationen (zum Beispiel auf Basis
der Finite-Elemente-Methode) oder Priifstandsmessungen identifiziert werden. Da die
Motoren meist keine Sensorik zur Messung des magnetischen Flusses verbaut haben,
werden haufig Simulationsmodelle verwendet, mit denen die Identifikationsdaten
aufgenommen und bereitgestellt werden [105]-[107]. Das bedeutet, die zu Grun-
de liegenden Simulationsmodelle miissen das Verhalten des Motors inklusive aller
relevanter nichtlinearer Motoreffekte genau abbilden, damit die Blackbox-Ansétze
anschlieend in der Lage sind prézise Schéitzungen zu liefern. Das Aufstellen dieser
prizisen Simulationsmodelle ist dementsprechend eine herausfordernde Aufgabe und
resultiert gegebenenfalls in denselben Problematiken wie die direkte Identifikati-
on eines prazisen modellbasierten Flussbeobachters. Des Weiteren ist der Einsatz
eines maschinellen Lernansatzes zur Gewinnung einer wesentlichen Komponente
der Regelung im industriellen Kontext als kritisch zu bewerten, insbesondere un-
ter Aspekten der funktionalen Sicherheit und der mangelnden Uberpriifbarkeit der
gelieferten Ergebnisse. Zudem sind im Vergleich zu klassischen Beobachterstruk-
turen mit wenigen Parametern die maschinellen Lernmodelle oftmals mit einem
erhohten Online-Rechenaufwand verbunden, zum Beispiel bei der Berechnung kom-
plexer KNN mit vielen Neuronen. Dadurch kénnen sich die Anforderungen an die
Leistungsfiahigkeit der Regelungshardware und somit die Kosten fiir den Antrieb
erhohen.

Zusammenfassend ist festzuhalten, dass trotz zahlreicher in der Literatur ver-
fiigbarer Flussbeobachter- und Drehmomentsteuerungs-Strukturen ein Bedarf an
adaptiven modellbasierten Beobachtern besteht, mit denen unter geringem Online-
Rechenaufwand eine prazise Rotorfluss- und Drehmomentschatzung im gesamten
Betriebsbereich des Antriebs moglich ist. Deshalb stellt dieses Kapitel ein adaptives
Kalman-Filter fiir die Beobachtung des Rotorflusses vor. Hierbei wird ein standardma-
Biges Modell des ASM um die Einfliisse der magnetischen Sattigung, der Eisenverluste
und der Skineffekte erweitert. Alle Motormodellparameter und die Systemrauschma-
trix des Kalman-Filters, das heiffit dessen wichtigster Entwurfsparameter, werden
offline mit einem globalen Optimierungsansatz, ndmlich der PSO, identifiziert. Hierbei
lassen sich sinnvolle Nebenbedingungen fiir die Parameter beriicksichtigen.
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Abbildung 4.2: Offline-Identifikationsprozess der Rotorflussbeobachter-Parameter

Die verwendete Offline-Optimierung, die in Abbildung 4.2 schematisch dargestellt ist,
nutzt einen umfangreichen Messdatensatz und kann der Greybox-Systemidentifikati-
on zugeordnet werden. Bei der Optimierung wird die Minimierung des Drehmoment-
Schétzfehlers als Ziel definiert, da das Drehmoment die wichtigste Schéatzgrofie des
Beobachters ist und dieses am Priifstand direkt gemessen werden kann. PSO-Ansétze,
die in der Vergangenheit zur Beobachteroptimierung eingesetzt wurden, zum Bei-
spiel [89], [90], betrachten einfache Motormodelle mit konstanten Motorparametern.
Durch diese einfache Modellbildung kénnen sich signifikante Nachteile beziiglich der
Schatzperformanz ergeben — wie zuvor ausfiihrlich erlautert. Dieses Kapitel hingegen
kombiniert eine vollstandige Beobachterstruktur, in die ein erweitertes und adaptives
ASM-Modell unter Beriicksichtigung verdnderlicher Motorparameter integriert ist,
mit einem Offline-Identifikationsprozess fiir alle unsicheren Parameter.

An dieser Stelle sei hervorgehoben, dass speziell fir elektrische Antriebe, die in
Serie gefertigt werden, das vorgeschlagene offline-optimierte Kalman-Filter ein hohes
Potenzial bietet, da die experimentellen Messdaten wihrend des Bandende-Tests,
der in Fertigungslinien fiir hochwertige Antriebe meist enthalten ist [65], problemlos
aufgenommen werden konnen. Hierdurch lasst sich fiir jeden gefertigten Antrieb
eine separate Offline-Identifikation der Parameter durchfithren und so eine hohe
Performanz der Regelung erreichen. Sofern die Fertigungstoleranzen ausreichend
gering sind, lasst sich die Identifikation fiir einen exemplarischen Antrieb im Voraus
durchfithren und ein optimierter Beobachter fiir die gesamte Antriebsserie ermitteln.
Im Vergleich zu anderen modernen Beobachtern, das heifit Flussbeobachtern mit
integrierter Online-Identifikation [89], [90], [93], [100]-[103], ergeben sich bei dem
adaptiven Kalman-Filter folgende Vorteile:

1. Der Online-Rechenaufwand ist geringer,
2. es ist keine Signalinjektion notwendig,

3. es gibt keine Probleme hinsichtlich der Stabilitat, da die Modellparameter in
vordefinierten Bereichen liegen, und
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4. ein Ansatz mit globaler Offline-Parameteridentifikation fithrt tendenziell zu
einer hoheren Schitzgenauigkeit als ein Ansatz mit einer lokalen Online-Para-
meteroptimierung.

Das adaptive Kalman-Filter besitzt unter anderem die Statorspannung als Eingangs-
grofe, die mit dem in Abschnitt 3.3 beschriebenen EGU préizise geschétzt wird.
Zur Evaluierung und zum Vergleich der Performanz des Kalman-Filters wird ein
Beobachter auf Basis eines Strommodells herangezogen, der keine Information tiber
die Statorspannung benétigt. Um hierbei eine angemessene Gegentiberstellung zu
ermoglichen, werden auch in diesem Beobachter Einfliisse der magnetischen Sattigung
sowie des Skineffekts berticksichtigt und alle unsicheren Parameter mit demselben
Offline-Identifikationsprozess identifiziert. Beide Rotorflussbheobachter werden in
das FOR-~Schema integriert und die resultierende Giite der Drehmomentsteuerung
wahrend eines Online-Betriebs am Priifstand analysiert. In diesem Kapitel erfolgen
die Betrachtungen ohne eine explizite thermische Modellierung und die Priifstands-
messungen finden unter anndhernd konstanten Temperaturen statt — im nachsten
Kapitel wird eine entsprechende thermische Erweiterung des Modells vorgenommen.

4.2 Erweitertes Modell des Asynchronmotors

Zunachst wird eine erweiterte Modellbildung des ASM adressiert, die einen ver-
groferten Parameterraum aufweist und als Basis fiir das Kalman-Filter dient. Die
grundlegenden Differential- und Verkettungsgleichungen der magnetischen Fliisse
beschreiben das dynamische Verhalten eines ASM und kénnen in einem ESB kompakt
reprasentiert werden [14], [15]. Auf die Herleitung der grundlegenden Bezichungen
wird an dieser Stelle verzichtet und stattdessen auf die zahlreichen Literaturquellen
verwiesen, zum Beispiel [14], [15]. Fur eine tibersichtlichere Darstellung wird auf
die Kennzeichnung der Zeitabhangigkeit der Gréflen im Folgenden verzichtet. Das
standardméafige ESB besteht aus idealen elektrischen Komponenten, die iiber den
gesamten Betriebsbereich des ASM konstante Induktivitats- und ohmsche Wider-
standswerte aufweisen. Um das reale Motorverhalten genauer abzubilden, wird dieses
Grundmodell modifiziert und erweitert. Dabei werden magnetische Séttigungseffekte
fir die Hauptinduktivitiat L,,, ein Eisenverlustwiderstand Ry, parallel zur Statorin-
duktivitat Ly = Ly, + Lo, und Skin-Effekte im Rotorkafig sowie in der Statorwicklung
berticksichtigt. Das resultierende Motormodell, welches im adaptiven Kalman-Filter
genutzt wird und statorfeste Koordinaten verwendet, ist als ESB in Abbildung 4.3a
dargestellt. Zu Vergleichszwecken wird ein Beobachter herangezogen, der auf dem
ESB gemafl Abbildung 4.3b beruht und rotorflussorientierte Koordinaten nutzt. Bei
den ESB werden auftretende Groflen in statorfesten und rotorflussorientierten Koor-
dinaten ohne bzw. mit oberem Index gekennzeichnet sowie eine Drehmatrix J [108]

genutzt:
O ,x¥ = Td ,J = 095(7%) _Sinﬁg) _ |01 . (4.1)
Tp Tq sin(%) cos(5 1 0
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Abbildung 4.3: ESB des ASM mit verdnderlichen Modellparametern

Des Weiteren treten in den ESB die Schlupf- w, und die Statorkreisfrequenz wy auf,
die die Rotation des rotorflussorientierten Koordinatensystems gegeniiber dem rotor-
bzw. statorfesten Koordinatensystem angeben. Diese Kreisfrequenzen stehen iiber
die Drehzahl n bzw. die elektrische Kreisfrequenz w,s miteinander in Beziehung:

Ws =W+ W =2-T-p-N+w . (4.2)

Die elektrische Kreisfrequenz ws stellt die mechanische Rotation des Rotors gegeniiber
dem Stator unter Berticksichtigung der Polpaarzahl p dar.

Obwohl der Eisenverlustwiderstand in der Literatur oft vernachlassigt wird, soll
dieser fiir den vorgestellten adaptiven Beobachter nach Abbildung 4.3a berticksichtigt
werden, um die Genauigkeit der Rotorfluss- und Drehmomentschéatzung zu erhohen.
Im Allgemeinen gibt es zwei Moglichkeiten, einen Eisenverlustwiderstand Ry, in das
standardméaBige ESB zu integrieren [35]: Parallel zur Hauptinduktivitat Ly, [14], [15],
[35], [109] oder parallel zur Statorinduktivitat Lg [35], [110], [111]. Letzteres hat
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Abbildung 4.4: Modellierung der magnetischen Sattigung und des Skineffekts

den Vorteil, dass zur Berechnung des durch den Eisenverlustwiderstand flieenden
Anteils 5 des Statorstroms %5 keine Ableitung des Magnetisierungsstroms %,, beno-
tigt wird und somit ein simpleres Modell resultiert [35]. Aus diesem Grund wird im
Folgenden davon ausgegangen, dass der Hauptfluss ¢, und der Statorstreufluss ¢4
durch Eisenverluste beeinflusst werden. Dabei wird der Eisenverlustwiderstand selbst
als konstant betrachtet, wodurch sich die folgende Modellierung der Eisenverluste
ergibt:

2

Pe=3 a5 (1)
Die magnetische Sattigung der Hauptinduktivitat
Ly = Lin(¢m) (4.4)
wird in Abhéngigkeit von der Amplitude des Hauptflusses modelliert
Um = [l = Lin(¢m) - [|2m] - (4.5)

Fir die Modellierung der magnetischen Séattigung wird eine S-formige Funktion

L =1 L =1

14+ e l0-l) ] 4 o—la-(Pm—la) ’ (4.6)

Ly(Ym) =1 +

verwendet und dies kann als Erweiterung der in [112] vorgeschlagenen Sattigungsmo-
dellierung interpretiert werden. Diese glatte Funktion ist in Abbildung 4.4a dargestellt
und weist einen typischen Verlauf der magnetischen Séttigung in ferromagnetischen
Materialien auf. Die Koeffizienten [; und Iy legen die obere und untere Grenze der
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Hauptinduktivitét fest. Der Verlauf der Funktion L, (¢y,) hdngt wesentlich vom
Koeffizienten [3 ab, da die Ableitung am Wendepunkt bei v, = I proportional zum
Koeffizienten [3 ist:

dLm(wm) o _ll - 12

d¢m ¢m:l4 4

Die Stator- Ly und Rotorstreuinduktivitat Lo, werden als konstant betrachtet,
so dass sich die Stator- Lg und Rotorinduktivitat L, ergeben zu

Ls(¥m) = Lin(¥m) + Los , (4.8)
Li(Ym) = Lin(Ym) + Lor - (4.9)

Konstante Streuinduktivitéaten lassen sich in diesem Kontext wie folgt motivieren:
Die Séttigung der Streuinduktivitaten ist allgemein weniger stark ausgeprigt als
die der Hauptinduktivitat, da die Streufliisse tiberwiegend durch den Luftspalt und
die nahezu kontinuierlich gesattigten Zahnbereiche der ASM verlaufen [35], [109],
[113]. Prinzipiell liefen sich die Sattigungseffekte in den Streuinduktivitidten analog
mit dem funktionalen Zusammenhang geméafl Gleichung (4.6) in Abhéngigkeit des
Stator- und Rotorstreuflusses modellieren. Letztendlich wiirde dies allerdings den
Parameterraum des Modells signifikant vergréern und deshalb wird darauf in dieser
Arbeit verzichtet.

Im Rotorkifig und in der Statorwicklung konnen Skin-Effekte aufgrund der
Rotor- w, bzw. der Statorkreisfrequenz ws auftreten. Angelehnt an [114] soll der
Einfluss des Skin-Effekts fiir einen elektrischen Widerstand approximiert werden als

R(w) = Rae- (14 h-w?) . (4.10)

. (4.7)

Darin gibt w die zugehorige Kreisfrequenz des den Widerstand durchflieBenden
Stroms an und h einen material- sowie konstruktionsabhéngigen Koeffizienten. Die
Funktion ist qualitativ in Abbildung 4.4b dargestellt. Hiermit werden die elektrischen
Widerstéande des Rotors R, und des Stators R, modelliert als

Ri(w) = Raey - (14 hy - w?) Ry(ws) = Raes - (1 + hg - w?) . (4.11)

Zur besseren Interpretierbarkeit werden die Koeffizienten auf die nominale elektrische
. 2 . .
Kreisfrequenz wy,  normiert herangezogen:

he = he Wiy hs = hs - wi \ . (4.12)

An dieser Stelle sei betont, dass nicht ausschlieSlich ein Skin-Effekt die Ursache fiir
eine Erhohung des elektrischen Widerstands bei ansteigenden Frequenzen sein kann,
sondern auch andere Effekte dies hervorrufen kénnen, beispielsweise Proximity-Effekte
oder ein Einfluss hoherer harmonischer Frequenzen. Insgesamt sorgt die angenommene
quadratische Frequenzabhéngigkeit dafiir, dass die resultierende Verlustleistung an
einem elektrischen Widerstand

Pin= 5 R@) - il = 5 Rac- (14 R ) - ] (413

ebenfalls quadratisch mit der Frequenz des entsprechenden Stroms ansteigt.
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4.3 Adaptives Kalman-Filter

Das adaptive Kalman-Filter soll vorrangig eine moglichst genaue stationire Rotorfluss-
und Drehmomentschatzung ermoglichen, damit iiberlagerte Betriebsstrategien oder
Regler in der FOR optimal agieren konnen. Des Weiteren soll diese Schitzung online
unter einem geringen Rechenaufwand und Hardwarebedarf implementierbar sein.
Geringflgige Abweichungen in der Schéitzung wihrend eines hochdynamischen Einre-
gelvorgangs werden hingegen als akzeptabel angesehen, um die priméren Zielsetzungen
zu erreichen. Ein direktes Einbeziehen aller nichtlinearen ESB-Parameter (des vorhe-
rigen Abschnitts) in ein dynamisches Modell fiir den Statorstrom und den Rotorfluss
wirde zu einer nichtlinearen Modellierung fithren. Diese miisste fiir die Schatzaufgabe
entweder in jeder PWM-Periode linearisiert oder mithilfe nichtlinearer Beobachter
online berechnet werden. Deshalb wiirde dieser Ansatz tendenziell einem geringen
Online-Rechenaufwand entgegenstehen. Zum Losen dieses Zielkonflikts sollen die
Modellparameter in jeder PWM-Periode aktualisiert bzw. adaptiert und anschlieSend
in der dynamischen Modellbildung vereinfachend als konstante Parameter betrachtet
werden. In der dynamischen Modellierung werden die Hauptinduktivitat L,,, der
Rotorwiderstand R, und der Statorwiderstand R dementsprechend als konstant ange-
nommen, so dass deren Ableitungen hinsichtlich der Zustandsgrofien (Statorstrom g
und Rotorfluss 1) null sind. Hierdurch kénnen anschlieflend lineare Schétzverfahren,
wie beispielsweise ein Kalman-Filter, bei der Zustandsbeobachtung verwendet werden.
Im stationaren Betrieb lasst sich hiermit theoretisch trotz der Vereinfachung ein
optimales Schétzergebnis erreichen.

Diese Annahme konstanter Parameter in der dynamischen Modellierung wird fiir
die magnetische Sattigung der Hauptinduktivitdt im Anhang A.1 vermieden und
dabei differentielle Induktivitdtsmatrizen in der Stromdifferentialgleichung verwendet.
Im stationdren Betrieb, ndmlich bei konstanter Magnetisierung und konstantem
Drehmoment, ist die Modellierung identisch zu der nachfolgend vorgestellten. Prin-
zipiell kann die abgeleitete Modellierung im Anhang A.1 analog zum nachfolgend
vorgeschlagenen Modell in das Kalman-Filter integriert werden. In diesem Fall wiirde
allerdings ein leicht hoherer Rechenaufwand im Online-Betrieb auftreten und die
inhérenten dynamischen Zusammenhénge konnten gegebenenfalls in einer Offline-
Identifikation basierend auf dem stationdren Drehmoment nicht geeignet ermittelt
werden — vergleiche Beschreibungen in Abschnitt 4.4.

Zusammenfassend lasst sich festhalten, dass die nachfolgende Betrachtung kon-
stanter (iterativ adaptierter) Modellparameter die Nutzung etablierter linearer dyna-
mischer Modellbildungen ermoglicht und insbesondere im stationdren Betrieb des
ASM die Schéatzperformanz signifikant erhéhen kénnte.

In der Literatur wurden bereits dynamische Modelle fiir ASM mit einer vergleich-
baren ESB-Struktur geméafl Abbildung 4.3a unter Betrachtung konstanter Parameter
présentiert, zum Beispiel in [35]. Zur besseren Nachvollziehbarkeit soll nachfolgend
allerdings erneut ein Zustandsraummodell in kompakter Form hergeleitet werden. Bei
der Herleitung wird zunéchst auf die Angabe der Zeitabhéngigkeit der kontinuierlichen
GroBen verzichtet, x = x(t).
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Die grundlegende Statorspannungsgleichung fiir das Motormodell nach Abbil-
dung 4.3a lasst sich aus der Maschengleichung des Statorkreises ermitteln zu

d d
— Ry (5a) 44 S h =R, i L= 4.14
U Rs (zs,l + 'Ls,fe) + dt¢s Rs (25 + Tfe dt'lps 5 ( )

mit dem Widerstandsverhéaltnis

o RS + Rfe

e , 4.15
" Rfe ( )
und einem modellierten Spannungsabfall iiber dem Eisenverlustwiderstand

d Yy = Ree - 1 (4.16)

7, WPs = Life " Tsfe - .

T fe * s,

Fir den Kurzschlusskafig des Rotors ergibt sich aus der Maschengleichung des
Rotorkreises, also aus

d
Rr~ir—J-wrs-¢r+&¢r:0, (4.17)

die zeitliche Ableitung des Rotorflusses zu

d

&Tbr =—R -t +J w1 (4.18)

Die Flussverkettungsgleichungen kénnen mit der Haupt- L,,, der Stator- Lg und der
Rotorinduktivitat L, aufgestellt werden als
";bs =L is,l + Ly, - 2, s (419)
Py =L, -1 + Ly - 1) . (4.20)

Sofern die letztgenannte Gleichung nach dem Rotorstrom umgeformt wird, das heift

i = T (Y — Ly - 251) (4.21)

dieser Ausdruck in Gleichung (4.19) eingesetzt und die resultierende Gleichung nach
der Zeit abgeleitet wird, fithrt dies zu der Statorfluss-Differentialgleichung

d d . L, (d d .
¢s =L~ -1+ fr : (dtwr — Ly, - dtzs,l> . (422)

dt dt
Durch das Verwenden der Streuziffer o gemafi Gleichung (2.18) und die Kombi-
nation der Gleichungen (4.14), (4.21) und (4.22) folgt die zeitliche Ableitung des
Statorstromanteils 25 als

R, L2R L R 1
B — 2 —Jwe+ —1I A —ug| . (4.2
( - 12 )z,1+ I ( w +Lr 2)1/2 +rfeu] (4.23)

d. 1
ts)] = .
: oL

dt ™
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Dabei stellt I, die 2 x 2-Einheitsmatrix dar. Die zeitliche Ableitung des Rotorflusses
lasst sich aus den Gleichungen (4.18) und (4.21) ermitteln:

d R, LR,

&"J)r = <Jwrs - Lr12> . 'l,br + Lr 7:571 . (424)

Die letzten beiden Gleichungen (4.23) - (4.24) beschreiben das dynamische Verhalten
des ASM vollstandig und kénnen als eine quasilineare parametervariante (englischer
Fachbegriff: quasi-linear parameter-varying, quasi-LPV) Darstellung [115] des Sys-
tems verstanden werden. Dieses dynamische Verhalten lasst sich ebenfalls kompakt
darstellen als

Zs,l,oc(t) Zs,l,oc(t>
d |isp(t) is1,6(t) Us,(t)
et s,l, — Ao . 5,1 + BO . 5,& , 425
dt wr,oc(t> wr,fX(t) uS,ﬁ<t) ( )
Yrp(t) Urp(t)
mit der Systemmatrix A, und der Eingangsmatrix B,
(1 Rs _ LiR: LimR: L
oLs <_E Bz ) 0 oLsL? ULSLrwrS
0 1 (_& . Li,m) Ly Lm Ry
A, = LR oLs e L2 aszlér IS oLsL2 ,
7?« L 0 _f: —Wrs
i 0 ‘L?fir Wrs _%
ro1
rfe0 Lg
0 —L 4.26
Bo — TfeO Lis . .
0 (4.26)
0 0

Da letztendlich ein auf einem Mikroprozessor implementierbarer Rotorflussbeobachter
fiir die FOR zur Verfligung stehen soll, werden diese Gleichungen unter Annahme einer
konstanten Eingangsspannung ug(t) wiahrend einer PWM-Periode diskretisiert [116]:

Zsyl’“[k]_ _is,l,oc[k — 1]
e e T IR
Ur o [K] Ur ok — 1] ug gk — 1| '
Urp[k] ] [Yrplk —1]
_ls,l,oc[k]
is,a[k]_ — . is1,p K] . Us [ ]
[ slbl] = ]| TP [usﬁ[k]] ' 42%)
_wr,ﬁ[k]

Fiir die System- A, die Eingangs- B, die Ausgangs- C und die Durchgriffsmatrix D
der diskreten Zustandsraumdarstellung gilt

A = ATs B=A" (e*"-1,)-B,,

1

1 4.2
C — Tfe 0 0 0 D — Rs+Rfe ( 9)
Lool” 0

Rs+Rfe ‘|
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Pradiktion

Abbildung 4.5: Strukturbild des Kalman-Filters — angelehnt an [120], [121]

Hierbei geben eX das Matrixexponential, Ty die PWM-Periodendauer und I, die
4 x 4-Einheitsmatrix an.

Es seien an dieser Stelle wesentliche Aspekte der Modellierung hervorgehoben: Die
Matrizen in den Gleichungen (4.29) sind parametervariant, da die Drehfrequenz w,q
und die Motorparameter L,,, R,, Ry veranderlich sein konnen. Auflerdem wird in
ciner Software das Matrixexponential eX meist nicht direkt berechnet, sondern
mithilfe von Algorithmen, zum Beispiel [117], [118], approximiert [119]. Dariiber
hinaus besitzt das System durch die Parallelschaltung des Eisenverlustwiderstands
mit der Statorinduktivitit eine direkte Durchgriffsmatrix D.

Auch bei Vorliegen des Eisenverlustwiderstands lasst sich das im ASM entstehende
elektromagnetische Drehmoment aus der Leistungsbilanz herleiten [14], [15], [35]:

3 Ly,

T = 52+ 2 - (Wnalk] - iualk] = vioalk] - fnnal) - (430)

Fir die Rotorflussschiatzung werden die diskreten Systemmatrizen A, B, C, D
gemafl Abbildung 4.5 in ein allgemeines Kalman-Filter [120], [121] integriert, also

2k =A-a[k—1]+B wlk—1], (4.31)

PJlkl|=A-PJk—1]-A" + M , (4.32)

K.k =Pyk]-C" - (C-Bk]-C" +N) (4.33)

2 [K] = @, [k] + KL k] - (ism[k] — (C - z,[k] + D @[k — 1)) , (4.34)

Pk = (I — K.k - C) - P[k] . (435)
(%]

W[k = C - zk] + D -w,lk — 1] , (4.36)

wobei aufgrund des Einsatzes der PWM und der Nutzung des EGU geméafi Ab-
schnitt 3.3 lediglich der Mittelwert der Statorspannung wg in einer PWM-Periode
angegeben werden kann. Deshalb wird im Pradiktionsschritt (gekennzeichnet durch
den tiefgestellten Index ,p*“), im Korrekturschritt (gekennzeichnet durch den tief-
gestellten Index ,,c) und in der Ausgangsgleichung (4.36) jeweils derselbe mittlere
Spannungsvektor @g[k — 1] verwendet. Bei der Schéitzung wird in Ay bzw. A die mit
der gemessenen Drehzahl bestimmte Kreisfrequenz wys m[k] gemafl Gleichung (2.39)
genutzt. Des Weiteren beschreibt 4, [k] den mit der Transformationsmatrix Ths ge-
maf Abschnitt 2.1 in das zweistrangige statorfeste Koordinatensystem transformierte
Vektor der gemessenen Phasenstrome:
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tomlk] = [icmal®] tsm K] = Too - [ismalk] ismplk] ismelk]] - (4.37)

Zur Vereinfachung und Verringerung des Identifikationsaufwands wird angenommen,
dass die Matrix M eine Diagonalmatrix und identisch beziiglich der «- und (-
Komponenten ist:

mi 0 0 0 (- In)* 0 0 0
0mg 0 0 0 (m-Ix)> 0 0
M = — 4.38
0 0 mg O 0 0 (s - 1hNn)° 0 ;o (4.38)
0 0 0 my 0 0 0 (rg-n)”
mit dem nominalen Statorstrom und dem nominalen Rotorfluss
Uch
In =39 Vs, = ——~0,52Vs. 4.39
N ¢N \/g . ( )

In der Messrauschmatrix N des Kalman-Filters werden fiir die Diagonalelemente die
Varianzen der o- und 3-Komponente des am Priifstand gemessenen Stromvektors 2 ,,
bei ausgeschaltetem Umrichter gewahlt:

(4.40)

N [(9,62 1074 Iy)? 0 )21

0 (8,21-107* - Iy

Hiermit resultiert der korrigierte Vektor mit den Statorstrom- und Rotorflusskompo-
nenten:

2elk] = [isnalk] isaplk] vralk] wrglkl] - (4.41)

Aus den Statorstrom- sowie Rotorflusskomponenten lassen sich die Rotor-, die
Hauptflussamplitude und die Orientierung des Rotorflusses bestimmen:

Gelk] = K] = v/ (Wl K])? + (e K])? (4.42)
Umlk] = Igj k) + Lox - il (4.43)
k] = atan2 (s k], vr.olk]) - (4.44)

In der letztgenannten Gleichung wird die atan2-Funktion [122] verwendet. Schlielich
resultiert die Drehmomentschatzung als

3 Ly,

T =52 7 (isag K] - Gralk] = dusalk] - Yuglk]) (4.45)

Des Weiteren folgt aus der Rotorfluss- und Drehmomentschéitzung direkt die ge-
schatzte Rotor- sowie Statorkreisfrequenz

2. R, TH
3-p- (djr[k])Q ,

2. R, - TI[K]

wilh] = 3 p- (i [k])?

ws[k] = +wsmlk] . (4.46)
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Basierend auf diesen Groflen konnen die Parameter R,, Ry und L, adaptiert werden:

Re(wr[k]) = Racr - (14 he - (wi[k])) (4.47)
Rs(ws[k]) = Rdc,s ' (1 + hs : (WS[k])Z) ) (448)

- ll — l2 ll - 12
Lm(¢m[k]) - ll + 1+ elsla N 1+ e—l3 (Ymlk]—la) ~

(4.49)

Mit diesen aktualisierten Parametern lassen sich anschlieend die Statorinduktivi-
tat Lg, die Rotorinduktivitiat L, sowie die Matrizen A, B, C', D bestimmen und
fir die Schatzungen in der nachsten PWM-Periode k + 1 verwenden. Das heifit,
die Parameter und die Systemdynamik werden an die neuen geschéitzten Zusténde
adaptiert, wodurch dieser Beobachter insgesamt als adaptives Kalman-Filter (AKF)
bezeichnet wird.

4.4 Datensatz fiir die Identifikation und die Validie-
rung

Am Priifstand fithrt das RCPS die standardméflige FOR geméfi Abschnitt 2.2
fir den Priflingsmotor mit der PWM-Schaltfrequenz f; = 10 kHz aus. Hierin
wird zusétzlich das Greybox-Umrichterkompensationsverfahren geméafi Abschnitt 3.4
verwendet. Die relevanten Eigenschaften des verwendeten Priiflingsmotors sind in
Tabelle 4.1 aufgefithrt. Der Umrichter fiir den Priiflingsmotor ist identisch mit dem

Tabelle 4.1: Eigenschaften des Priiflingsmotors nach Typenschildangaben

Symbol Beschreibung Wert

AN Nenndrehmoment 4,7 Nm

In Nennwert des Phasenstroms (in Sternschaltung) 3,9 A
Phen Mechanische Nennleistung 1,5 kW

NN Nenndrehzahl 3000 min*
P Polpaarzahl 2

Ude N Nennwert der Zwischenkreisspannung 563,38 V

Tabelle 4.2: Relevante mechanische Systemeigenschaften geméfl Datenblattangaben

Symbol Beschreibung Wert

Jrm Rotationstréagheit des Priiflingsmotors 0,0014 kg m?

Jim Rotationstréagheit des Lastmotors 0,00096 kg m?
Jrs Rotationstrigheit des Drehmomentsensors < 1,8 - 107% kg m?
ks Torsionssteifigkeit des Drehmomentsensors 15,5 Nm/(1°)

Jrc Rotationstrigheit einer Kupplung 5-107° kgm?

krc Torsionssteifigkeit einer Kupplung 401,4 Nm/(1°)
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Strom-
versorgung

RCPS

Brems-
widerstand

verar-
beitung

Priiflings- +~~ Drehmo- ' Umrichter widerstand

(Last)

motor . mentsensor - motor 4 (Last)
Abbildung 4.6: Foto des Prifstands mit Beschriftung wesentlicher Komponenten

aus Kapitel 3. Als Lastmotor dient ein permanenterregter Synchronmotor (PMSM),
der von einem industriellen Umrichter mit integrierter Regelung drehzahlgeregelt
betrieben wird. Der Priflings- und der Lastmotor sind iiber Metallbalgkupplungen
mit einer Drehmomentmesswelle verbunden. Diese Drehmomentmesswelle ist fiir
ein Nenndrehmoment von 10 Nm ausgelegt und hat eine absolute Genauigkeit
von 0,025 Nm [123]. Die Daten des Lastmotors und die Typenbezeichnungen der
relevanten Komponenten sind im Anhang A.2 aufgefiihrt, sofern diese nicht bereits
in Abschnitt 3.7 beschrieben sind. Ein Foto des Priifstands mit Beschriftung der
wesentlichen Komponenten ist in Abbildung 4.6 dargestellt.

Zunéchst ist es wichtig, die mechanischen Eigenschaften des Priifstands zu analy-
sieren, um einen effektiven Datensatz aufnehmen und anschlieSend in der Offline-
Identifikation nutzen zu kénnen. Die mechanische Kopplung des Priiflingsmotors
mit dem Lastmotor ist in Abbildung 4.7 visualisiert. Aufgrund einer relativ hohen
Torsionssteifigkeit der Kupplungen (vergleiche Tabelle 4.2) wird jeweils eine Kupp-
lung mit der verbundenen Motorwelle als gemeinsame mechanische Komponente
zusammengefasst. Dadurch ldsst sich ein vereinfachtes Freikorperbild des Aufbaus
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Drehmoment-
sensor

Lastmotor

Priflingsmotor

Kupplung Kupplung
Abbildung 4.7: Schema des mechanischen Priifstandaufbaus
Jn e Jrs = 0krs Jpy + e

Tinvg Tim Tinva€g Trg Trs Tpg Trgeg m Ty oI T

Abbildung 4.8: Freikorperbild des vereinfachten mechanischen Priifstandaufbaus

ableiten, welches in Abbildung 4.8 dargestellt ist. Daran ist zu erkennen, dass im
dynamischen Betrieb das Drehmoment am Drehmomentsensor Trg im Allgemei-
nen nicht mit dem tatsédchlichen vom Priiflingsmotor erzeugten Drehmoment T
iibereinstimmt. Sofern aus dem gemessenen Drehmoment T7rg ,, das tatséchlich im
Luftspalt des Priflingsmotors anliegende Drehmoment 7" im dynamischen Betrieb
abgeleitet werden soll, miissen mehrere Aspekte bekannt und prézise modelliert sein,
beispielsweise die zeitliche Ableitung der Drehzahl oder das dynamische Verhalten
der Lastmaschine, der Kupplungen und des Drehmomentsensors. Da dies tendenziell
nicht prézise oder nur unter einem relativ hohen vorherigen Identifikationsaufwand
moglich ist, liegt im Folgenden der Fokus auf stationdren Drehmomentmessungen
bei jeweils konstanter Drehzahl.

Aus Abbildung 4.8 ldsst sich auflerdem folgern, dass im stationédren Fall das
Drehmoment des Priiflingsmotors 7" aus dem am Drehmomentsensor messbaren
Drehmoment Trg, korrigiert um das Reibdrehmoment 77y q, bestimmt werden kann:

T = Trs — Traa - (4.50)

Wird der Lastmotor drehzahlgeregelt betrieben, wahrend der Priiflingsmotor ausge-
schaltet ist (1" = 0), liefert der Lastmotor kontinuierlich das Reibdrehmoment beider
Motoren

TLM = _TLM,d - TTM,d . (451)

Das Drehmoment am Sensor Trg setzt sich in diesem Fall aus dem Reibdrehmo-
ment Ty g und einer zusétzlichen Komponente ATrg, die durch die Wirkung des
Drehmomentsensors als Torsionsfeder entsteht, zusammen:

ATTS = kJTS . (EQ - 61) = kTS - Ae . (452)

Dabei stellt Ae die Verdrehung zwischen den beiden Motorwellen in der Drehmo-
mentmesswelle dar. Das Drehmoment an der Drehmomentmesswelle Trg ergibt sich
somit als
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Trs = Trva + Alrs (4.53)
Mit den Bewegungsgleichungen fiir die Wellen des Last- und des Priiflingsmotors
d2€1 d2€1 . ATTS

ATrs = (J Jrc) - & = 4.54
s = (Jum + Jrc) a2 a2 T+ Jrc] (4.54)
d262 d2€2 ATTS

—ATrs = (J Jrc) - & = — 4.55
s = (Jrm + Jre) a2 ETD) Tt + Jrc ( )

folgt die Differentialgleichung fiir die Torsion Ae des Systems

d?Ae 1 1 -1 =
dae + > ks Ae=—J ks Ac. (456
ar? <JTM +Jrc | Jim + Jro e e (4.56)

Hierbei beschreibt J das Ersatztrigheitsmoment. Betrachtet man die charakteristi-
sche Gleichung der Differentialgleichung (4.56), so lasst sich die Eigenfrequenz des
schwingenden Systems bestimmen als

1 Frs
me,sys = 5 = 4‘
f ,SY: 2 T J ( 57)

Die am Priifstand verwendete Drehmomentmesswelle hat eine relativ geringe Tor-
sionssteifigkeit (vergleiche Tabelle 4.2), wodurch sich eine niedrige Eigenfrequenz
des Gesamtsystems fegys von ungefahr 195 Hz ergibt. Konstruktionsbedingt weisen
PMSM im Allgemeinen aufgrund der Statornuten und der nicht ideal sinusférmigen
Flussdichte der Permanentmagneten im Luftspalt bei der Rotation Rastmomente
auf, die insbesondere bei geringen Drehzahlen und geringer Last signifikant sein
konnen [124], [125]. Diese Rastmomente des Lastmotors kénnen das mechanische Sys-
tem (bestehend aus Priiflingsmotor, Lastmotor, Drehmomentsensor und Kupplungen)
anregen und Drehmomentschwingungen entstehen lassen.

Fiir verschiedene Solldrehzahlen n* wird jeweils das Drehmoment 7rg ,, und die
Drehzahl n,, in einem Zeitintervall von 10 s, also iiber Ny; = 100 000 PWM-Perioden,
aufgezeichnet, um sowohl das Reibdrehmoment als auch die Drehmomentschwin-
gungen des Systems zu analysieren. Dabei wird der Drehmomentmittelwert eines
Messzyklus als gemessenes Reibdrehmoment des Priiflingsmotors bei der entspre-
chenden mittleren gemessenen Drehzahl 7, interpretiert:

NM 1 NM
TTMdm nm - Z TTSm 5 Ny = — - nm[k’] . (458)
k=1 Ny k=1
Die Drehmomentschwmgung wird mit der zugehorige Standardabweichung analysiert:
1 M _ 2
ors() = | 7= 2 (Trsanlk] = Tratam (7)) (4.59)
M k=1

Die Ergebnisse der Messungen sind in Abbildung 4.9 visualisiert: Durch alle
Reibdrehmomente Tty g m(7m) wird geméafl Abbildung 4.9a eine Trendlinie gelegt,
die zu jeder Drehzahl das angepasste Reibdrehmoment Ty g(ny,) angibt und die
kompakt als funktionaler Zusammenhang darstellbar ist:

Trnia(nm) = —0,04315 Nm - 200003 minnm 1 04910 Nm - e~ 000242 minnm (4 6())
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(a) Reibdrehmoment T'ryp g in Abhéngigkeit der Drehzahl ny,: Aufgrund eines Offsetfehlers
in der Drehmomentmessung treten bei niedrigen Drehzahlen positive Werte auf.
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(b) Standardabweichung org und Grundfrequenz frg ¢ des gemessenen Drehmoments T7g m:

Die vertikale Achse ist logarithmisch skaliert.

Abbildung 4.9: Analyse des Reibdrehmoments: Bei ausgeschaltetem Priiflingsmo-
tor (7" = 0 Nm) werden verschiedene Solldrehzahlen n* von dem Lastmotor eingeregelt
und es wird jeweils im stationdren Betrieb das Drehmoment Ty, ausgewertet.

Tabelle 4.3: Mit Standardtestverfahren identifizierte Parameter nach [126]

Parameter L, ,inH L,inH L,inH R inQ R,inQ
Wert 0,14375 0,00587  0,00587  1,35500 2,93380
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Der Betrag des Reibdrehmoments [Tty g(7m)| nimmt mit der Drehzahl zu, betrégt
allerdings im betrachteten Drehzahlbereich weniger als 0,05 Nm. Im Gegensatz dazu
erreicht die Standardabweichung des gemessenen Drehmoments org(7,,) Werte von
bis zu org(732 min~!) ~ 2,98 Nm — vergleiche Abbildung 4.9b. Dabei weist das ge-
messene Drehmoment T'rg ,, insbesondere dann hohe Standardabweichungen ors(7iy, )
auf, wenn die Grundfrequenz der Schwingung im gemessenen Drehmoment Trg
im Bereich [185;215] Hz liegt. Die tatsdchliche Eigenfrequenz des Systems wird
dementsprechend ungefdhr der zuvor mechanisch approximierten Eigenfrequenz
von 195 Hz entsprechen. Da sich die Drehmomentschwingungen im Allgemeinen
nicht durch die elektrischen Groflen am Priiflingsmotor beschreiben und nachbilden
lassen, ist das gemessene Drehmoment Trg,, zu filtern, um eine Datenbasis fir
die Identifikation des adaptiven Kalman-Filters mit lediglich relevanten und von
der Modellstruktur interpretierbaren Informationen zu erhalten. Hierfiir konnte das
mit 10 kHz gemessene Drehmoment Tg ., mit einem Kerbfilter

Gur(z) = 120 Trsmat(2)
nf 2 TTS7m(Z) )

(4.61)

gefiltert werden [127]. Da das System jedoch auch mechanische Schwingungen mit
Frequenzen nahe der Eigenfrequenz deutlich verstirken kann und der Drehmo-
mentsensor selbst eine begrenzte Bandbreite besitzt, erwies sich in vorbereitenden
Untersuchungen die Verwendung eines diskretisierten Tiefpassfilters erster Ordnung

2-m- flp _ TTS,m,lp(Z)
(fs+2-m fip) = fo- 27t Trsm(z) '
mit einer geringen Grenzfrequenz fi, = 5 Hz als effektiver. Zusatzlich wird das gefil-

terte gemessene Drehmoment fiir den Identifikationsprozess um das Reibdrehmoment
geméf Gleichung (4.50) korrigiert:

(4.62)

Gip(z) =

Tm,lp = TTS,m,lp - TTM,d (nm) . <463)

Zur besseren Vergleichbarkeit, das heifit beziiglich der zeitlichen Verzégerung durch
die Filterung der Messung, werden die geschatzten Drehmomente jeweils ebenfalls
mit dem Tiefpass Gi,(z) gefiltert.

Des Weiteren werden vor dem Beginn der Datenaufnahme am Priifstand Stan-
dardtestverfahren [20] durchgefiihrt und mit den erhaltenen Messergebnissen Néhe-
rungswerte fiir die Motorparameter bestimmt [126]. Diese approximierten Motorpa~
rameter sind in Tabelle 4.3 aufgefiihrt und werden verwendet, um die Regler der
FOR auszulegen und den in der FOR verwendeten Basis-Strommodell-Beobachter
zu parametrieren. Die Struktur und die Funktionsweise dieses standardméafigen
Rotorflussbeobachters sind in Abschnitt 2.2 mithilfe der Abbildung 2.4 und der
Gleichungen (2.35) - (2.40) beschrieben.

Bei der anschlieBenden Aufnahme der Messdaten fiir den Identifikationsprozess
wird folgendermaflen vorgegangen: Fiir unterschiedliche konstante Solldrehzahlen n*,
die vom Lastmotor eingeregelt werden, schaltet die innere Stromregelung unter
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Abbildung 4.10: Betriebspunkte des Datensatzes D, in der i 4-if ,-Ebene: Bei
sieben Solldrehzahlen n* € {2;5; 10; 15; 20; 25; 30} - 100 min~! werden die eingezeich-
neten i} 4-i; .-Kombinationen (blaue Punkte) am Priiflingsmotor nacheinander ein-
geregelt, wobei fiir hohere Solldrehzahlen (n* > 2000 min~!) aufgrund der Span-
nungsbegrenzung nur Betriebspunkte innerhalb der hervorgehobenen Grenzen (blau,
rot, grau) genutzt werden. Betriebspunkte auerhalb des grau hinterlegten Bereichs
werden normalerweise an einem ASM nicht aufgeschaltet und werden daher bei der
Performanzanalyse in Abschnitt 4.5 nicht beriicksichtigt.

Verwendung des Basis-Strommodell-Beobachters verschiedene Arbeitspunkte am
Priflingsmotor auf. Die einzuregelnden Sollstromkomponenten i 4, if , werden aus-
gewahlt, indem die i 4-i7 ,-Stromebene dquidistant unterteilt und jede realisierbare
Sollstromkombination ermittelt wird. Hierbei werden neben der Strom- und Span-
nungsbegrenzung abhéngig von der Drehzahl Sicherheitsbereiche berticksichtigt. Dies
ist erforderlich, da die verwendete innere Stromregelung keinen iiberlagerten Aussteue-
rungsregler besitzt und deshalb das Risiko des Erreichens eines unkontrollierbaren
Systemzustands an der Spannungsgrenze zu eliminieren ist. Jeder Betriebspunkt,
definiert als n*-if 4-i7 ,-Kombination, wird am Priifstand fiir ein Zeitintervall von
5 s eingeregelt und wihrenddessen werden alle relevanten Gréfen aufgezeichnet. In
Abbildung 4.10 sind die aufgeschalteten Sollstromkomponenten iZ 4, 7, der 1138
im Datensatz Dy enthaltenen Betriebspunkte visualisiert. Durch das relativ kurze
Aufschalten der einzelnen Arbeitspunkte ist tendenziell davon auszugehen, dass keine
signifikante Erwarmung des Priflingsmotors stattfindet und der Datensatz D, dem-
entsprechend unter nahezu konstanten thermischen Bedingungen (ungefahr bei 20 °C)
aufgenommen wird. Um Flussbeobachter im Offline-Identifikationsprozess simulieren
zu kénnen, werden die folgenden Grofien mit der PWM-Schaltfrequenz von 10 kHz

aufgenommen:

dabc[k] ) 7:abc,m[l{:] 3 udc,m[k] ) wrs,m[k] 3 TTS,m[k] . (464)
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4.5 Offline-Identifikation und Analyse der Schatz-
performanz

Neben dem AKF (I.), das in Abschnitt 4.3 ausfiihrlich beschrieben ist, sollen zu
Vergleichszwecken weitere Beobachter angefithrt und deren Performanzen einander
gegeniibergestellt werden. Hierbei wird ein Kalman-Filter (II.) analog zu dem AKF
offline identifiziert, das dieselben dynamischen Gleichungen verwendet, allerdings
konstante und nichtadaptive Motorparameter betrachtet, das hei3t magnetische
Sattigung und Skin-Effekte bleiben unberticksichtigt. Dieser Beobachter wird im
Folgenden als KKF bezeichnet. Auflerdem soll eine Art Basis-Kalman-Filter (BKF,
II1.) mit konstanten Motorparametern und ohne einen Eisenverlustwiderstand offline
bestimmt werden. Dariiber hinaus wird die Performanz des Basis-Strommodell-Be-
obachters (BSB, IV.) analysiert, dessen dynamische Gleichungen in Abschnitt 2.2
kompakt dargestellt sind. Die darin enthaltenen Motorparameter Lg,, Ly, R, werden
gemaf} Tabelle 4.3 gewahlt. Zur Erhohung der Schatzgenauigkeit lassen sich — analog
zu dem Vorgehen bei dem AKF — die Hauptinduktivitat und der Rotorwiderstand
basierend auf den geschatzten Zustanden in jeder PWM-Periode k fiir die Berechnun-
gen in der nachsten Periode k£ + 1 aktualisieren. Dies bildet eine adaptive Variante
des Strommodell-Beobachters (ASB, V.). Fiir die Aktualisierung von L,, ist hierbei
zuerst die Hauptfluss-Amplitude zu 9, asp ermitteln:

Ym,asBlk] =

o Wesolb] + Lor - tnarsnlb)* + (Lo - ingasnlk]) - (4:65)

Mit dieser Amplitude und den anderen geschitzten Grofien lassen sich sowohl der
Rotorwiderstand als auch die Hauptinduktivitat des ASB fiir die Schéatzung in der
nachsten PWM-Periode £ + 1 adaptieren:

Re(wrasn(k]) = Raex - (1+ he - (wrassk])’) (4.66)

l1 — 12 ll - 12
Lm(¢m,ASB[k]) =+ 1+ elsla - 1 + e—ls-(Wmasplkl—la) -

(4.67)

Ein Eisenverlustwiderstand wird in dem ASB nicht berticksichtigt, damit dieser Be-
obachter lediglich von den gemessenen Phasenstromen und der gemessenen Drehzahl
abhéngt, das heifit keine Schéatzung der Phasenspannungen erfordert. Insgesamt
werden in diesem Kapitel somit folgende Beobachter gegentibergestellt:

[. AKF mit verdanderlichen Motorparametern und mit Eisenverlusten,
IT. KKF mit konstanten Motorparametern und mit Eisenverlusten,
ITI. BKF mit konstanten Motorparametern und ohne Eisenverluste,
IV. BSB geméfl Abschnitt 2.2 ohne Eisenverluste,

V. ASB mit veranderlichen Motorparametern und ohne Eisenverluste.
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Die Parameter des BSB werden, wie zuvor erwéhnt, mithilfe der Standardtestverfah-
ren bestimmt. Hingegen werden die Parameter der anderen Beobachter jeweils mittels
einer PSO und umfangreicher Priifstandsmessungen offline identifiziert. Fiir das AKF
sind hierbei insgesamt dreizehn Parameter zu ermitteln, wobei diese Parameter
nachfolgend durch den Parametervektor paxr dargestellt werden:

T
pace =|h b Iy i Race b Lo Racs hs Los Ree tin | . (4.68)

Sofern derselbe Beobachter mit konstanten Parametern, das heifit das KKF, verwendet
wird, sind acht Parameter zu bestimmen:

T
pKKF:ll Rdc,r L, Rdc,s Los R 1y 1y ) (469>

und die iibrigen Modellparameter ls, l3, l4, hy, hs werden zu null gesetzt. Bei dem BKF
werden lediglich sieben Parameter benotigt:

- . 1T
pBKF:[Lm Rr Lo‘r Rs Lo‘s my mQ} . (470)

Bei diesem Beobachter werden die weiteren Modellparameter Iy, I3, Iy, hy, hs ebenfalls
zu null gesetzt und der Eisenverlustwiderstand als unendlich grof§ angenommen, das
heifit Rg — oo bzw. ri — 1. Dementsprechend konnen fiir das KKF und das BKF
dieselben Gleichungen wie bei dem AKF geméfi Abschnitt 4.3 verwendet werden.
Des Weiteren bendétigt das ASB gleichermaflen lediglich sieben Parameter:

T
pass =i Iz Iy L Ricy b Lo (4.71)

Fir die Offline-Identifikation wird der aufgezeichnete Datensatz Dy mit einem
Zufallsalgorithmus in einen Trainingsdatensatz (75 % der Daten bzw. Ny, = 853 Be-
triebspunkte) und einen Testdatensatz (25 % der Daten bzw. 285 Betriebspunkte) auf-
geteilt. Bei der Aufnahme des Identifikationsdatensatzes werden geméaf Abschnitt 4.4
Sollstromkomponenten i 4, if , im stationdren Betrieb vermessen und diese sind in
Abbildung 4.10 visualisiert. Betriebspunkte auflerhalb des grauen Bereichs in dieser
Abbildung kénnen zwar hilfreich sein, um die Systemeigenschaften zu identifizieren,
allerdings fiihren sie aufgrund der sehr hohen rotorflussbildenden Stromkompo-
nenten i, zu einem ineffizienten Betrieb des ASM und werden im realen Betrieb
normalerweise nicht aufgeschaltet. Deshalb werden diese Arbeitspunkte lediglich im
Rahmen des Identifikationsprozesses, also im Trainingsdatensatz Ds,, berticksichtigt,
nicht aber bei dem Testen. Im Testdatensatz Ds 4 sind deshalb im Folgenden anstelle
der 285 Betriebspunkte nur die Ny, = 209 Betriebspunkte innerhalb des grau hin-
terlegten Bereichs von Abbildung 4.10 vorhanden. Hierdurch soll ein fairer Vergleich
der Performanzen ermoglicht werden, insbesondere gegeniiber den Beobachtern mit
konstanter Hauptinduktivitit, das heiffit dem KKF, dem BKF und dem BSB.

Zur Ermittlung der Parameter des AKF, KKF, BKF und ASB wird jeweils eine
PSO [51] mit der in MATLAB verfiigharen PSO-Implementierung [50] durchgefiihrt.
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Tabelle 4.4: Konfigurationsparameter der PSO
Konfigurationsparameter Wert

Maximale Anzahl an Iterationen 1000
Hybridfunktion
Anzahl der Partikel

Fmincon [50]

100 (AKF) | 80 (KKF) | 70 (BKF und ASB)

Tabelle 4.5: Parameterbereiche (PB) und ermittelte optimale Parameter

T lyin H loinH  I3-Vs 14/Vs LssinH R in Q
PB  [0,05;0,3] [0;0,2] [0;100] [0;1] [107'2;0,02] [1071%;0,02] [50;3000]
AKF 0,1596 0,0478 39,4442 0,4938 0,0046 700,43
KKF 0,1559 - - - 0,0015 548,79
BKF 0,1267 - - - 0,0005 -
ASB  0,1516 0,0000 12,5199 0,5090 - -

x Rycy in QO Rgesin Q h, hs ms - 100 in (Vs)?
PB (0,85  [0.8;5 [0;10] [0:10] [107'2;1,863] [10710; 0,26]
AKF 17297 1,6997 0,0029 0,6780 0,1749

KKF 2,2067 1,3928 - - 0,2583

BKF 1,6098 2,1929 - - 0,0123

ASB  1,4429 - 0,5074 - -

Tabelle 4.6: Absolute und relative Genauigkeit der Drehmomentschatzung auf

Grundlage der Betriebspunkte des Testdatensatzes Dy .

0 RMS(er,,) Mittelwert(er ,) Standardabweichung(er,,)
AKF 0,0342 Nm -0,0002 Nm 0,0342 Nm

KKF 0,0603 Nm 0,0255 Nm 0,0547 Nm

BKF 0,1640 Nm 0,1108 Nm 0,1209 Nm

ASB 0,1514 Nm 0,1197 Nm 0,0928 Nm

BSB 0,2155 Nm 0,0577 Nm 0,2076 Nm

0 RMS(er,)/Tn Mittelwert(er,)/Tn Standardabweichung(er,)/Tx
AKF 0,73 % 0,00 % 0,73 %

KKF 1,28 % 0,54 % 1,16 %

BKF 3,49 % 2,36 % 2,57 %

ASB 3,22 % 2.55 % 1,97 %

BSB 4,59 % 1,23 % 4,42 %




4.5 Offline-Identifikation und Analyse der Schétzperformanz 83

Dabei werden vorrangig die Standardkonfigurationen von MATLAB verwendet. Die
relevanten Konfigurationsparameter und die Abweichungen zu den Standardeinstel-
lungen sind Tabelle 4.4 zu entnehmen. In einem Identifikationsprozess besteht das
Ziel der PSO darin, das folgende Kostenfunktional .J, ¢, zu minimieren:

1 N2,tr K2,tr

Z Z (To,lp[pm lv k] - Tm,lp[lv k])2 . (472)

Jo tr —
N2,tr ' KZ,tr =1 k=1

Hierbei reprasentiert o den jeweiligen Beobachter, das heiit o €e{AKF, KKF, BKF,
ASB}. Auflerdem geben Noy, die Anzahl der Betriebspunkte im Trainingsdatensatz,
Tmip(l, k] das gemessene und gefilterte Drehmoment, 75, ,[p,, [, k] das geschétzte und
gefilterte Drehmoment des Beobachters o mit dem Parametersatz p,, und K¢, = 500
die Anzahl der Abtastschritte an, fiir die die Groflen ausgewertet werden. Bei der PSO
lassen sich fiir die einzelnen Elemente des Parametervektors p, physikalisch sinnvolle
Grenzen bzw. Bereiche vorgegeben, die in Tabelle 4.5 aufgefiihrt sind. Dazu kénnen
unter anderem die Motorparameter aus den Standardtestverfahren gemafl Tabelle 4.3
herangezogen werden. Fiir jeden in der PSO auszuwertenden Parametersatz werden
alle Ny, Betriebspunkte simuliert. Dabei werden die notwendigen Eingangsgrofien
aus dem Trainingsdatensatz an den entsprechenden Beobachter mit der von der
PSO vorgeschlagenen Parametrierung geleitet und das vom Beobachter geschétzte
Drehmoment wird im stationdren Zustand fir Ky, Abtastschritte ausgewertet.

Die mit der PSO ermittelten optimalen Parameter fiir die fiinf betrachteten
Beobachter sind in Tabelle 4.5 aufgefiihrt. Es kann festgestellt werden, dass nahezu
alle Werte der Induktivitaten und der Widerstdnde innerhalb der Intervalle und
nicht an deren Grenzen liegen. Dementsprechend werden alle Parameter in den
physikalisch interpretierbaren Modellierungen fiir die Darstellung der Motordynamik
benotigt und sinnvoll einbezogen — insbesondere auch fiir die Modellbildung der
magnetischen Sattigung, des Skin-Effekts und der Eisenverluste bei dem AKF. Da
die Freiheitsgrade innerhalb der fiinf Beobachter unterschiedlich sind und da es
einige Parameter geben kann, die nur einen marginalen Einfluss auf die Genauigkeit
der Drehmomentschéatzung haben, sind zwischen den einzelnen Modellen zum Teil
erhebliche Unterschiede bei den Parameterwerten zu erwarten.

Zur Bewertung der Leistungsfahigkeit eines Beobachters mit dessen identifiziertem
bzw. offline-optimiertem Parametervektor p, opt (geméafl Tabelle 4.3 und Tabelle 4.5)
werden die Drehmoment-Schatzfehler bezogen auf den Testdatensatz D s bestimmt:

6T,o[l7 k:] = To,lp [po,opta l: k] - Tm,lp[la k:] . (473)

Hierbei wird jeder Betriebspunkt I € {1, ..., N} des Testdatensatzes im stationdren
Zustand fiir 10000 PWM-Perioden, das heifit £ € {1,...,10000}, ausgewertet. Es
wird derselbe Simulationsaufbau wie bei dem Offline-Identifikationsprozess verwendet.
Nachfolgend sollen die Fehler et ,[l, k] nicht separat fiir jeden Betriebspunkt, sondern
fir alle Betriebspunkte gemeinsam analysiert werden. Hierzu sind in Tabelle 4.6
statistische Groflen der Schétzfehler aufgefithrt, namlich deren RMS, deren arithme-
tischer Mittelwert und deren Standardabweichung. Fiir den BSB ist die Performanz
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Abbildung 4.11: Verteilung der Drehmoment-Schétzfehler er, des AKF, des ASB
und des BSB basierend auf dem Testdatensatz Ds 4o

der Drehmomentschiatzung vergleichsweise niedrig und es ergibt sich ein RMS-Schétz-
fehler bezogen auf das Nenndrehmoment des Priiflingsmotors von 4,59 %. Wéahrend
der ASB den RMS-Fehler des BSB um 30 % verringert, kann das AKF diesen sogar
um 84 % reduzieren. Das heifit, bei der Schiatzung mit dem AKF liegen die verbleiben-
den Residuen im Bereich der Messungenauigkeit des Drehmomentsensors (vergleiche
Abschnitt 4.4). Es ist erkennbar, dass die Performanz des AKF deutlich der des KKF
und des BKF iiberlegen ist. Deshalb werden nachfolgend lediglich das AKF, der ASB
und der BSB weiter betrachtet und deren Performanzen detaillierter evaluiert.
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Abbildung 4.12: Performanz in Abhéngigkeit von der Anzahl durchgefiihrter PSO-
Iterationen: Fiir jeden Beobachter o wird das Kostenfunktional min(.J,,) mit dem
bis zur jeweiligen PSO-Iteration besten identifizierten Parametersatz aufgetragen.

Tabelle 4.7: Statistische Grofien der zeitlichen Dauer einer PSO-Iteration auf einem
Standard-Biirocomputer (Prozessor: i7-7700)

Beobachter Mittelwert Standardabweichung Maximum Minimum

AKF 460 s 22's 475 s 376 s
ASB 423 s 25 s 440 s 416 s

In Abbildung 4.11 sind die Verteilungen der Drehmoment-Schétzfehler visualisiert: Die
Fehlerverteilung des AKF ist nahezu gauBformig und mittelwertfrei. Dies bedeutet,
dass der Beobachter in der Lage ist, das Verhalten des ASM in allen Betriebsberei-
chen adaquat abzubilden. Im Vergleich dazu zeigt insbesondere der BSB groflere
Schétzfehler, namlich bis zu 0,75 Nm bzw. bezogen auf das Nenndrehmoment 16 %.
Die Verteilung der Schéatzfehler des ASB ist nicht mittelwertfrei und weist Schétzfeh-
ler bis zu 0,5 Nm. Dementsprechend ist die Schatzperformanz des ASB signifikant
schlechter als die des AKF.

Des Weiteren soll der Identifikationsaufwand adressiert werden. Dazu stellt Ab-
bildung 4.12 das erreichte Minimum des Kostenfunktionals min(.J,,) gegeniiber der
durchgefithrten Anzahl an PSO-Iterationen im Offline-Identifikationsprozess dar.
Hierbei lésst sich erkennen, dass bei dem AKF bereits nach 31 Iterationen (und
bei dem ASB nach 20 Iterationen) die Performanz in guter Naherung dem Endwert
entspricht, das heifit die weitere Identifikation bewirkt keine signifikante Verbesserung
der Leistungsfahigkeit. Mit Tabelle 4.7 ist dementsprechend die benotigte Identifika-
tionszeit abzuschétzen. Das AKF und der ASB konnen in weniger als vier Stunden
auf einem Standard-Biirocomputer nahezu die jeweils optimale Performanz erreichen.
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Abbildung 4.13: Drehmomentverlauf bei einem Lastpunktwechsel zwischen zwei
exemplarischen Betriebspunkten des Testdatensatzes Dy .: Die FOR mit dem BSB
fithrt eine innere Stromregelung bei n* = 2000 min~" und i}y = 1,5 A aus. Die
Sollstromkomponente 47, dndert sich bei ¢ = 50 ms von 47, ~ 4,5 A auf i7, ~ 5,0 A.
Das gemessene Drehmoment T, dessen gleitender Mlttelwert e (uber 50 PWM-
Perioden bzw. 5 ms) und die AKF-Drehmomentschitzung Thkr sind dargestellt.

Zudem koénnen in jeder PSO-Iteration die Simulationen fiir die verschiedenen Partikel
unabhéingig voneinander durchgefithrt werden. Der Identifikationsprozess lasst sich
somit auf geeigneter Hardware, beispielsweise iiber das Internet bereitgestellten
Rechnersystemen, parallelisiert und deutlich schneller durchfiithren.

Zum Abschluss dieser Betrachtung sollen die Erlauterungen in Abschnitt 4.4
beziiglich der mechanischen Schwingungen und der Drehmomentmessung bei dy-
namischen Vorgangen anhand experimenteller Messungen verdeutlicht werden. In
Abbildung 4.13 ist ein beispielhafter dynamischer Vorgang dargestellt. Dabei wird
der Statorstrom durch die FOR mit dem BSB geregelt und die Sollstromkomponen-
te if, andert sich sprungférmig. Das gemessene Drehmoment T;,, das mit einem
gleitenden Mittelwert tiber 50 Abtastschritte gefilterte gemessene Drehmoment 7%
und das durch das AKF geschétzte Drehmoment Thkr sind dargestellt. Hierbei
zeigt das gemessene Drehmoment 73, Schwingungskomponenten und eine deutliche
Zeitverzogerung im Vergleich zu dem geschitzten Drehmoment Thkr. Ein Identifika-
tionsdatensatz bestehend aus dynamischen Arbeitspunktwechsel kann daher bei der
gegebenen Prifstandskonfiguration nicht effektiv aufgezeichnet werden, zumindest
nicht ohne eine prézise Modellierung aller dynamischer Effekte. Deshalb ist es sinnvoll,
stattdessen stationdre Betriebspunkte fiir den Identifikationsprozess zu verwenden.
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Im vorangegangenen Abschnitt wird die Performanz des AKF hinsichtlich der Drehmo-
mentschitzung untersucht, wobei der Beobachter parallel zur aktiven FOR betrachtet
wird. Der optimierte Rotorflussbeobachter soll allerdings nicht nur zur genauen Dreh-
momentschatzung dienen, sondern auch innerhalb der geschlossenen FOR-Struktur
eingesetzt werden, um eine prézise Rotorflussregelung und Drehmomentsteuerung zu
ermOglichen. Deshalb wird in diesem Abschnitt das AKF zur Rotorflussschiatzung im
geschlossenen Regelkreis der aktiven FOR analysiert und mit dem ASB sowie dem
BSB verglichen.

Hierbei verwendet die FOR die Schéitzwerte fiir die Rotorflussamplitude ,, die
Rotorflussorientierung €, und die Kreisfrequenz des Rotorflusses ws von dem jeweiligen
Rotorflussbeobachter. Bei dem AKF konnen die Amplitude und die Orientierung des
Rotorflusses direkt aus dem geschatzten Zustandsvektor ermittelt werden — vergleiche
Gleichungen (4.42) und (4.44). Die Statorkreisfrequenz wy ergibt sich dabei durch die
Gleichung (4.46). Bei dem BSB und dem ASB sind fiir die genannten Schatzwerte die
Gleichungen (2.36) - (2.38) heranzuziechen — im Falle des ASB mit der nachgefiihrten
Hauptinduktivitdt L, und dem nachgefithrten Rotorwiderstand R,. Neben den
Rotorfluss-Informationen werden die zur Laufzeit adaptierten ESB-Parameter L,
und L, gemafl Abbildung 4.14 an die Drehmomentsteuerung iibergeben. Im Falle
des BSB sowie des ASB liefert der Rotorflussregler die d-Komponente %4 und
die Drehmomentsteuerung die q-Komponente if, des Sollstatorstroms. Bei dem
AKF hingegen muss aufgrund des Eisenverlustwiderstands Ry, der parallel zur
Statorinduktivitat Ly angeordnet ist, auch die Statorspannung bei Bestimmung der
Sollstatorstromkomponenten beriicksichtigt werden:

Rfe -lb,*[k] + 1 11)7*[]{ — 1] . (474)

)y Ll —
’ [ ] Rs + Rfe zSJ Rs + Rfe Ys

S
Hierbei wird eine Verzogerung von einer PWM-Periode fiir die Sollstatorspannung
eingefithrt, um eine algebraische Schleife in der FOR bei der unterlagerten Strom-
regelung zu verhindern. Die Stromregelung ist identisch zu der in Abschnitt 2.2
vorgestellten, wobei u¥* die Sollstatorspannung vor der Transformation in das o-f-
Koordinatensystem angibt. Des Weiteren verwenden die Stromregler im Falle des
AKF den geschétzten Stromvektor ¢5 gemafl Gleichung (4.36) als Istwert und nicht den

Tabelle 4.8: Online-Rechenzeit der FOR mit den verschiedenen Beobachtertypen
pro PWM-Periode auf dem RCPS: Angegeben sind der Mittelwert, die Standardab-
weichung, der Maximal- und der Minimalwert der jeweiligen Online-Rechenzeit.

Regelungsart Mittelwert Standardabweichung Maximum Minimum

FOR mit AKF 57,02 ps 0,31 ps 60,08 us 55,96 s
FOR mit ASB 42,97 ps 0,22 ps 4424 us 42,28 pus
FOR mit BSB 41,64 ps 0,17 ps 4252 us 41,04 ps
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Abbildung 4.14: Integration der vorgestellten Rotorflussbeobachter in das FOR-
Schema: Abhéngig vom betrachteten Beobachter ist an den Verzweigungen der rote
oder der blaue Pfad relevant. Die (adaptierten) Motorparameter und die geschétzten
Groflen der Rotorflussbeobachter sind in Griin hervorgehoben.

gemessenen Stromvektor 2, geméf Gleichung (4.37). Es ist zu erwéhnen, dass in den
nachgelagerten Teilen der FOR-Struktur aulerhalb von Abbildung 4.14 der mittlere
Sollstatorspannungsvektor u; ;. durch das Greybox-Umrichterkompensationssche-
ma aus Abschnitt 3.4 modifiziert wird, damit das nichtlineare Umrichterverhalten

kompensiert und eine geeignete Spannungsstellung erreichbar ist.

Zunéchst sollen die Rechenzeiten der FOR mit den einzelnen Beobachtern auf dem
RCPS adressiert werden. Diese sind in Tabelle 4.8 aufgefiihrt. Es ist zu erkennen, dass
der relative Anstieg fiir den ASB im Vergleich zum BSB vernachlassigt werden kann
und dass der Anstieg fiir das AKF in einem akzeptablen Bereich liegt. Die Rechenzeit
des AKF ist zu einem gewissen Anteil (ungefdhr 4,3 us, vergleiche Abschnitt 3.8)
auf das darin enthaltene Greybox-Umrichtermodell zuriickzufiihren, welches die
Statorspannung schatzt.
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Abbildung 4.15: Genauigkeit der Drehmomentsteuerung auf Basis der FOR mit

ment Ty ist jeweils neben dem dargestellten Arbeitspunkt (Punkt) als Prozentzahl

dem AKF und dem ASB bei n* = 1750 min™': Zyop.o|l] bezogen auf das Nenndrehmo-
angegeben.
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Abbildung 4.16: Genauigkeit der Drehmomentsteuerung auf Basis der FOR mit
dem BSB bei n* = 1750 min—': Zyop.BsB|!] bezogen auf das Nenndrehmoment Ty ist
jeweils neben dem dargestellten Arbeitspunkt (Punkt) als Prozentzahl angegeben.

Um die Leistungsfahigkeit der Drehmomentsteuerung der FOR mit den vorgestellten
Rotorflussbeobachtern zu validieren, werden acht Solldrehzahlen n* ausgewahlt: sechs
mittlere oder hohe (n* € {250;750;1250; 1750; 2250; 2750} min~') und zwei sehr
niedrige (n* € {30;100} min~!'). Die Solldrehzahl n* wird erneut durch den Lastmo-
torantrieb eingeregelt, wobei aufgrund einer analogen Ubertragung der Solldrehzahl
vom RCPS an den Lastmotorantrieb die stationdr am Priifstand gemessene Drehzahl
um bis zu 12 min~! niedriger als die Solldrehzahl ausfillt. Bei jeder betrachteten
Solldrehzahl n* wird am Priiflingsmotor eine Vielzahl an stationdren Betriebspunkten
nacheinander aufgeschaltet. Dafiir wird die ¢}-T*-Ebene in dquidistante Abschnit-
te unterteilt und jede ¢!-T"-Kombination, die zu einem Betrieb unter Einhaltung
der Strom- oder Spannungsgrenze fithrt, am Priifflingsmotor eingeregelt. Insgesamt
werden dadurch mit jedem Beobachter 425 Betriebspunkte am Priifstand evaluiert.

Fiir jeden Beobachter o und jeden ausgewéhlten Arbeitspunkt [ wird im statio-
néren Betrieb der RMS-Fehler zy,p, o[l] zwischen dem gefilterten gemessenen Dreh-
moment 7y, ;, und dem Solldrehmoment 7™ wéhrend einer Messdauer von 1 s, also
iiber K = 10000 PWM-Perioden, bestimmt:

cvopoll] = J flsz (Tufo, 1, K] — T[1))? . (4.75)

In den Abbildungen 4.15 und 4.16 sind diese RMS-Fehler z,,, exemplarisch fiir
die Drehzahl n* = 1750 min~! fiir die drei Beobachter dargestellt. Bei dem
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Tabelle 4.9: Performanz der betrachteten Drehmomentsteuerungen: Fir jeden
Beobachter o wird aus den zyico[n*]-Werten der sechs Solldrehzahlen innerhalb
von [250;2750] min~! ein reprisentativer RMS-Fehler berechnet.

Giltekriterium FOR mit AKF FOR mit ASB FOR mit BSB

RMS (2yte.0[n*]) 0,0390 Nm 0,1630 Nm 0,2709 Nm
RMS (2yte0[n?]) /T 0,83 % 3,47 % 5,76 %

Verwenden des AKF liegt bezogen auf das Nenndrehmoment Ty eine maximale
Drehmomentabweichung 2y, axr|[l] von 1,6 % vor. Bei Nutzung des ASB und des
BSB treten maximale Fehler von 6,7 % bzw. 17,0 % auf. Es wird deutlich, dass der
ASB und der BSB insbesondere in Betriebspunkten mit hohem Rotorfluss zu gréfieren
Drehmomentabweichungen fiihren. Ein Grund fiir diesen Effekt lasst sich in dem
Fehlen eines Eisenverlustwiderstands bei den zugrundeliegenden Beobachtermodellen
vermuten. Hervorzuheben ist, dass das AKF in der gesamten ¢*-T*-Ebene zu einem
hervorragenden Drehmoment-Steuerungsverhalten fithrt. In vielen Betriebspunkten
liegen die RMS-Fehler sogar unterhalb der Genauigkeit der Drehmomentmesswelle —
vergleiche Messgenauigkeit in Abschnitt 4.4.
Zusatzlich soll fiir jede betrachtete Solldrehzahl n* der gesamte RMS-Fehler

thc,o[n*] = \J ]Vln f (Zvop,om)2 ) (476)

* =1

mit allen bei dieser Drehzahl n* vermessenen Betriebspunkten /N, berechnet werden.
Um einen besseren Uberblick iiber die Leistungsfihigkeit der Drehmomentsteue-
rung in Abhéngigkeit der Solldrehzahl n* zu erhalten, sind die zy.[n*]-Werte und
daraus erstellte Trendlinien fiir alle Beobachter in Abbildung 4.17 visualisiert. Die
Drehmomentgenauigkeit der FOR mit dem AKF ist im gesamten Solldrehzahlbe-
reich des Identifikationssatzes, namlich n* € [200; 3000] min—!, hoher als bei der
FOR mit dem ASB. Die RMS-Fehler der entsprechenden zy.,[n*] sind fir diesen
Drehzahlbereich in Tabelle 4.9 aufgefithrt. Fiir die FOR mit dem AKF betragt
dieser RMS-Fehler 0,039 Nm (bzw. bezogen auf das Nenndrehmoment 0,8 %) und
dieser ist somit 76 % niedriger als mit dem ASB (sowie 86 % niedriger als mit
dem BSB). Es lasst sich erkennen, dass diese vergleichbar mit den entsprechenden
GroBen der Drehmomentschiatzung in Abschnitt 4.5 sind. Fiir sehr kleine Drehzahlen,
beispielhaft ausgewertet bei n* = 100 min~! und n* = 30 min~!, fithrt die FOR mit
dem ASB jedoch zu einer signifikant besseren Performanz. Ein Grund dafiir liegt in
den verbleibenden Schatzfehlern des zugrundeliegenden Greybox-Umrichtermodells.
Obwohl dieses Umrichtermodell eine hohe Spannungsgenauigkeit aufweist, steigt
der relative Spannungsfehler in niedrigen Drehzahlbereichen deutlich an, da nur
relativ kleine Spannungsamplituden an den Motor angelegt werden. Dennoch beweist
die Moglichkeit, einen spannungsbasierten Flussbeobachter mit weniger als 1 % der
Nenndrehzahl zu betreiben, die hervorragende Qualitat des identifizierten Beobachter-
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Abbildung 4.17: Vergleich der Drehmomentsteuerung auf Basis der FOR mit dem
AKF, dem ASB und dem BSB: Dargestellt sind die RMS-Fehler zy. o[n*] (Punkte)
und die daraus erstellten Trendlinien (gestrichelt).

und Umrichtermodells, da vollstandige Beobachter tendenziell dazu neigen, ohne
Signalinjektion unterhalb einer bestimmten Mindestdrehzahl instabil zu werden.
Zur Erhohung der Genauigkeit der Drehmomentsteuerung bei sehr niedrigen Drehzah-
len kann in diesen Féllen einerseits direkt auf den ASB umgeschaltet oder andererseits
das AKF leicht modifiziert werden. Ein direktes Umschalten auf den ASB wiirde ge-
gebenenfalls eine parallele Berechnung beider Beobachter voraussetzen, wodurch sich
ein erhohter Rechenaufwand auf der Regelungshardware ergeben konnte. Auflerdem
kénnten hierdurch Drehmomentschwingungen bei dem Umschaltvorgang entstehen.
Im Gegensatz dazu kann als eine Modifikation im AKF anstatt des optimierten Para-
metersatzes Paxr o €in drehzahlabhdngiger Parametersatz pygp o, (7m) verwendet
werden:

PAKF 0 nm| <y
pAKF,var(nm) = [1 - w(nm)] * PAKF,0 + w<n) "PAKFopt M1 < |nm‘ <Ny - (477>
pAKF,opt y |nm| Z Ny

Fur den Betrieb im Stillstand lassen sich hierbei unter anderem die Parameter des
optimierten ASB nutzen:

T —6 6 T
pAKF,OZ[pASB,opt 107 Q0 Lgsaxropt 107 Q10 mQ,AKF,opt:| . (4.78)

Mithilfe des Gewichtungsfaktors
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1 | nm| <my
W(nm) =S (|nm| —m) / (ne—mn)  ,m < |nw| < ny (4.79)
0 9 |nm| 2 nu

erfolgt in dem Drehzahl-Intervall [n;, n,] der Ubergang zu dem Parametersatz des
optimierten AKF pakr opt. In der obigen Definition werden prinzipiell die optimierten
Parameter fir den ASB und das AKF geméfl Tabelle 4.5 verwendet. Einige (nicht im
ASB vorliegende) Parameter von paxr o werden extrem klein, extrem grof oder gemés8
dem AKF gewdhlt, damit das resultierende Beobachterverhalten vergleichbar zu dem
des ASB ist und keine numerischen Probleme bei der Berechnung auftreten. Dieser
Kalman-Filter-Ansatz mit dem drehzahlabhdngigen Parametersatz pagp o () wird
im Folgenden als AKF-DP bezeichnet. Fiir kleine Drehzahlen (|n,| < n; = 110 min™1)
sind bei dieser Vorgehensweise die ersten beiden Elemente der Hauptdiagonalen der
Systemrauschmatrix M deutlich grofler als die der Hauptdiagonalen der Messrau-
schmatrix N, namlich (10 - Iy)? im Vergleich zu ungefihr (0,001 - Ix)?. In der
Konsequenz wird der im Beobachter enthaltenen inneren Statorstrom-Modellierung
weniger bzw. kaum vertraut. Der Beobachter verhéalt sich in diesem Fall annahernd
wie ein reiner Strommodell-Beobachter, wobei die optimierten Modellparameter des
ASB pasB opt verwendet werden. Dadurch wird bei diesen Drehzahlen der Einfluss der
Eisenverluste ebenfalls vernachlassigt — allerdings ist dies aufgrund der sehr niedrigen
Kreisfrequenz w,s und der dadurch tendenziell geringen Eisenverluste vertretbar.
Oberhalb einer festgelegten Drehzahl n, = 210 min™! ist der AKF-DP identisch
mit dem AKF und im Ubergangsintervall bewegt sich der Parametersatz des AKF-
DP auf den optimierten Parametersatz des AKF zu. Das Ubergangsintervall ist
einem direkten Umschalten von paxr o auf pakropt bei einer bestimmten Drehzahl
vorzuziehen, da hierdurch sehr starke Drehmomentschwingungen bei einem Betrieb
nahe der entsprechenden Drehzahl entstehen konnten.

Des Weiteren wird der Parametersatz paxr o wahrend der ersten Abtastschrit-
te Ngpare (beispielsweise Ngary = 5000) verwendet, das heifit wihrend der Initia-
lisierungsphase. Hierdurch lasst sich gewéhrleisten, dass ein fiir den Einsatz des
AKF notwendiger minimaler Rotorfluss aufgebaut wird. Analog kann diese Parame-
trierung genutzt werden, sofern der geschéatzte Rotorfluss unter einen bestimmten
Schwellenwert sinkt — beispielsweise auch mithilfe eines definierten Rotorfluss-Uber-
gangsintervalls. Insgesamt ermoglicht diese Erweiterung des AKF, das Kalman-Filter
iiber den gesamten Drehzahl- und Rotorflussbereich zu verwenden und sich dabei im
Stillstand wie der ASB zu verhalten. Dadurch lésst sich eine optimale Steuergiite
durch die Kombination von ASB und AKF erreichen, ohne beide Ansétze parallel
implementieren zu miissen. Hervorzuheben ist, dass die GroSe des Ubergangsbereichs
und die angegebenen Zahlenwerte in Gleichung (4.78) empirisch gewéhlt werden.
Diese lieBlen sich allerdings auch problemlos gemeinsam mit den anderen Beob-
achterparametern in einer Offline-Identifikation (dhnlich zu der in Abschnitt 4.5)
ermitteln.

Zur Darstellung der Wirksamkeit des AKF-DP werden drei Hochlaufvorgénge
des Priiflingsmotors durch die Lastmaschine vom Stillstand bis auf eine Drehzahl
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Abbildung 4.18: Gemessenes und gefiltertes Drehmoment 711, 5, bei einer Drehzahl-
rampe aus dem Stillstand fiir die FOR jeweils unter Nutzung des ASB, des BSB oder
des AKF-DP als internen Rotorflussbeobachter

von 2500 min~! durchgefiihrt. Bei diesen Hochlaufvorginge steuert die FOR jeweils
unter Nutzung des AKF-DP, des ASB oder des BSB das konstante Solldrehmoment 7™
am Priiflingsmotor. Die gemessene Drehzahl n,, und das gefilterte gemessene Drehmo-
ment 77, , sind in Abbildung 4.18 aufgetragen: Fir das AKF-DP ist die Performanz
bei niedrigen Drehzahlen vergleichbar zu der des ASB und nach dem Ubergangsin-
tervall besser als bei dem ASB, wodurch das Verfahren das gewiinschte Verhalten
erzielt. Im Ubergangsintervall weist das gemessene Drehmoment T, 1, zum Teil eine
hohere Abweichung auf. Die Interpretation dieser Abweichung ist allerdings nicht
vollstandig moglich, da das mit der Drehmomentmesswelle bestimmte Drehmoment
aufgrund der Erlduterungen in Abschnitt 4.4 wahrend des Beschleunigungsvorgangs
vom tatsdchlichen Drehmoment des Priiflingsmotors abweichen kann. Allerdings
lisst sich die allgemeine Performanz und der Ubergangsprozess als effektiv bzw. sehr
vorteilhaft im Vergleich zum BSB bewerten. Dartiber hinaus deuten die reduzierten
Drehmomentschwingungen im stationaren Zustand bei der FOR mit dem AKF-DP
auf einen relativ stationdren Zustand und damit auf eine angemessene Abbildung
des Motorverhaltens durch den Rotorflussbeobachter hin.
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4.7 Verwendung des adaptiven Kalman-Filters zur
Verlustleistungsschatzung

Dieser Abschnitt betrachtet die Verlustleistungsschétzung des elektrischen Antriebs
auf Basis der bereits vorgestellten Greybox-Modelle. Aus der erweiterten Modell-
bildung gemafl Abschnitt 4.3 lassen sich direkt die elektrischen Verlustleistungen
des ASM ableiten. Insbesondere fiir eine prézise thermische Modellierung, die im
Kapitel 5 erfolgen soll, ist eine prazise Verlustleistungsmodellierung essenziell. Zu-
satzlich wird ein Ansatz zur Schatzung der Verlustleistung des Umrichters auf Basis
des EGU vorgestellt, um die gesamten Verluste im Antriebssystem abbilden zu
konnen. Zur besseren Unterscheidung wird im Folgenden ein oberer Index I fiir die
Leistungen des Umrichters verwendet, beispielsweise P!, wihrend die Leistungen des
Priflingsmotors ohne einen oberen Index dargestellt werden.

Die Verlustleistung des ASM besteht aus einer elektrischen und einer mechanischen
Komponente:

Blk] = Pglk] + B pelk] - (4.80)

Fir das erweiterte ASM-Modell nach Abbildung 4.3a und der Systemdarstellung
gemaf} den Gleichungen (4.27) - (4.29) ergeben sich die elektrischen Verluste P,
aus der Leistungsbilanz. Diese bestehen aus den elektrischen Verlusten im Rotor A,
den elektrischen Verlusten im Stator ¢ und den Eisenverlusten A g:

Pl,el[k] = Pl,r[k} + Pl,s[k] + Pl,fe[k] (481)
3

) 3 . 3 . .
=5 B I3 [K]11° + g s I3, [K111° + 5 e - [l4s[k] — Galkll® . (4.82)

Fiir den Rotor- 4,[k] und Statorstrom (k] in dieser Gleichung gilt

ilb] = (k] — L i) (1.89)
Rye . 1

= Gk m k1] . 4.84
R5+Rfe ZS,I[ ]+R5+Rfe U’S[k ] ( 8)

Hierbei wird die mittlere Statorspannung @s[k — 1] vom EGU und der Statorstrom-
anteil i5,[k] sowie der Rotorfluss ,[k] vom AKF bereitgestellt. Die Modellparameter
werden aus dem AKF tibernommen und somit gemafl den Darstellungen in Ab-
schnitt 4.3 in jeder PWM-Periode mithilfe der geschatzten Zustande aktualisiert bzw.
nachgefiihrt.

Der Verlustleistungsansatz nach Gleichung (4.82) basiert auf einem Grundwellen-
modell, so dass Verlustleistungskomponenten aufgrund der hoheren Harmonischen
in den Stromen und aufgrund der pulsierenden Statorspannung nicht dargestellt
werden. Hierdurch konnen tendenziell systematische Fehler in der Modellbildung
und der Schétzung resultieren. Allerdings bringt dieser Ansatz den Vorteil einer
relativ einfachen Berechnung und eines geringen Rechenaufwands mit sich. Dies
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ermoglicht das Verwenden in vielen verschiedenen Einsatzbereichen, zum Beispiel fiir
die in [128] vorgeschlagene Anpassung der Betriebsstrategie des ASM wéahrend des
FOR-Betriebs.

Das mechanische Reibdrehmoment 7Ty q soll hingegen fiir die Verlustleistungs-
schiatzung nicht modelliert, sondern mithilfe der am Priifstand messtechnisch ermit-
telten Kennlinie geméafl Abbildung 4.9a berticksichtigt werden. Durch Hinzunahme
der gemessenen Drehzahl n,, lassen sich die mechanischen Verluste, die in den Lagern
des ASM auftreten, schiatzen als

Pl’me[k] = —Trma(nm[k]) -2 -7 - nyk] . (4.85)

Neben der Schatzung der ASM-Verlustleistung P sind fiir das gesamte elek-
trische Antriebssystem auch die Umrichterverluste P! von Interesse. Diese lassen
sich als Differenz aus der Ein- P! und der Ausgangsleistung P! . des Umrichters
interpretieren:

Rk = PL[K] — P!

in out

k] . (4.86)

Die Ausgangsleistung des Umrichters kann mithilfe der geschétzten mittleren Stator-
spannung des EGU wie folgt modelliert werden:
I 3 — - — -
Pout [k] = 5 ’ (us,oc[k] ’ Zs,oc,m[k] + US,B[k] ’ Zs,ﬁ,m[k]) : (487>
Da die geschétzte Statorspannung wg[k] des EGU die mittlere Statorspannung in
der PWM-Periode k darstellt, wird ebenfalls der mittlere gemessene Statorstromvek-

tor 4sm[k] in dieser PWM-Periode beriicksichtigt. Dieser lisst sich aus den jeweils zu
Beginn der PWM-Perioden gemessenen Phasenstromen ermitteln:

tomlk] = ligjﬁ” = ; - T3 - (Zabe,m (k] + Tabe,m([k +1]) - (4.88)

Prinzipiell kénnte an dieser Stelle auch alternativ auf die Statorstromvektoren #s[k],
is|k + 1] aus dem AKF geméaf Gleichung (4.84) zuriickgegriffen werden, allerdings
soll diese Betrachtung der Verlustleistungsschatzung des Umrichters losgelost vom
AKF erfolgen.

Bei hochwertigen Antrieben wird normalerweise nicht nur die Zwischenkreis-
spannung ug. sondern auch der Eingangsstrom i¢;, des Umrichters gemessen. Der
Zwischenkreis wird in dieser Anwendung von einem unidirektionalen Gleichrichter
gespeist — vergleiche Abbildung 3.2 in Abschnitt 3.1. Dadurch treten pulsierende
Ladestrome auf, die exemplarisch in Abbildung 4.19 dargestellt sind. Die Frequenz
dieser pulsierenden Ladestrome betragt fi, = 300 Hz, sofern eine Netzfrequenz
von 50 Hz vorliegt. Es gibt demnach relativ lange Zeitintervalle, in denen kein Ein-
gangsstrom flieft. Da Stromsensoren einen Offset besitzen konnen, empfiehlt es sich,
den gemessenen Eingangsstrom i, , in diesen Zeitrdumen manuell auf null zu setzen.
Lediglich ein Messwert, dessen Betrag grofler als ein bestimmter Grenzwert iy, ist,
soll unverdandert in der Leistungsberechnung beriicksichtigt werden:
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Abbildung 4.19: Gemessener Umrichter-Eingangsstrom fiir einen exemplarischen
Betriebspunkt des Priiflingsmotors (n* = 2750 min™!; ¢* = 0,2 Vs; T* = 2,5 Nm)

ijn[l{?] _ {Zin,m[k] ) fUI' |Zin,m[l€]| > Uthr ' (489)

0 , sonst,

Mit dieser modifizierten Eingangsstrom-Information kann die momentane Eingangs-
leistung des Umrichters wie folgt angenahert werden:

Polk] = tgem[K] - im[K] - (4.90)

mn

Aufgrund des pulsierenden Ladestroms i3, und der damit verbundenen pulsieren-
den momentanen Eingangsleistung Pl ist die Ermittlung eines gleitenden Durch-

schnitts der Eingangsleistung des Umrichters ?iln nach Gleichung (4.90) sinnvoll:
k
Pylkl=—- > PRl (4.91)
Ni I=k—N¢+1

Hierbei wird N so gewéhlt, dass das resultierende Zeitintervall Ng-T; (approximativ)
einem Vielfachen des Zeitintervalls zwischen zwei Ladepulsen entspricht:

s
fin

An dieser Stelle ist Iy eine ganze Zahl, also Iy € Z = {1;2;3;...}, und f; die PWM-
Schaltfrequenz. In der gegebenen Anwendung wird Iy = 100 bzw. N; = 3333 gewahlt.

Da der gleitende Mittelwert der Umrichter-Eingangsleistung betrachtet wird, wer-
den ebenfalls sowohl die Umrichter-Ausgangsleistung als auch die Verlustleistungen
vom Umrichter und ASM als gleitende Mittelwerte in der nachfolgenden Analyse
herangezogen:
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Abbildung 4.20: Struktur der Leistungsmessung am Priifstand

_ 1 k

Poalkl =~ > Pl (4.93)
Ni I=k—N¢+1

1 1 k .

Pik=—- > R, (4.94)
N l=k—N¢+1
1 k

Plk=~- > Rl (4.95)
N I=k—N¢+1

Dabei konnen dieselben Zeitintervalle zur Mittelung verwendet werden, das heif3t
dasselbe Ny gemafl Gleichung (4.92), weil im Folgenden ausschliefSlich stationéare
Betriebszusténde betrachtet werden — die momentanen Leistungswerte PL ., Pl und B
konnen somit als Gleichgroflen angesehen werden.

Der Priifstandsaufbau ist grundsétzlich analog zu dem in Abschnitt 4.4 beschrie-
benen, wobei fiir die Analyse der Verlustleistungen ein Leistungsmessgerit (,LMG
671“ von ZES Zimmer) in den Aufbau integriert wird. Dieses Leistungsmessgerat
ermittelt mit einer Zykluszeit von 250 ms die mechanische Leistung P, , und die
elektrischen Leistungen Pgmm Pgumm, wie in Abbildung 4.20 schematisch dargestellt.
Dabei kénnen sowohl die Eingangs- und Ausgangsspannungen des Umrichters als
auch die zugehorigen Strome direkt vom Messgerat erfasst werden, weil dieses fiir
Effektivwerte bis zu 1000 V bzw. 32 A ausgelegt ist. Die Drehzahl- und Drehmoment-
Informationen werden im RCPS aus den entsprechenden Sensoren (Drehgeber und
Drehmomentmesswelle) ermittelt und iiber analoge Spannungswerte an das Leis-
tungsmessgeréit iibertragen. Die Einfliisse durch die Zeitdiskretisierung im RCPS
(Abtastfrequenz der Regelung von f; = 10 kHz) sind bei der Erfassung moglicher
mechanischer Drehmomentschwingungen vernachlassigbar, da die Eigenfrequenz des
mechanischen Systems mit ungefahr fyesys =~ 195 Hz deutlich geringer ist. Der
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Abbildung 4.21: Betriebspunkte des Datensatzes Dj3: Fiir jede ausgewahlte Solldreh-
zahl n* € {350; 750; 1250; 1750; 2250; 2750} min~! werden alle eingezeichneten 17-T"*-
Kombinationen (blaue Punkte) am Priiflingsmotor nacheinander aufgeschaltet.

Lastmotor wird drehzahlgeregelt und bei dem Priiflingsmotor wird eine Drehmoment-
steuerung, nédmlich die FOR mit dem AKF gemafl Abschnitt 4.6, eingesetzt. Hierbei
werden fiir jeden Betriebspunkt ein Solldrehmoment 7™ und ein Sollrotorfluss
an die FOR tbergeben. Nach dem Aufschalten eines Betriebspunkts wird jeweils
ein kurzes Zeitintervall abgewartet, so dass sich ein stationarer Zustand einstellen
kann. Anschlieend werden die relevanten Groflen im RCPS gespeichert und mithilfe
eines Triggersignals die Speicherung der wesentlichen Grofien im Leistungsmessgerét
ausgelost. Dieses Verfahren ermoglicht einen halbautomatischen Messablauf und
die Aufzeichnung von groflen Datensétzen in relativ kurzer Zeit, das heifit, eine
signifikante thermische Erwarmung des Priflingsmotors wird hierdurch verhindert.
Die Auswahl der zu betrachtenden Betriebspunkte soll den gesamten Betriebsbe-
reich des elektrischen Antriebs reprisentieren. Dazu werden verschiedene Solldreh-
zahlen n* von 350 min~! bis 2750 min—?!, Solldrehmomente 7 von 0 Nm bis 4,5 Nm
und Sollrotorfliisse ¢ im Bereich von 0,1 Vs bis 0,35 Vs ausgewéhlt. Diese sind in
Abbildung 4.21 dargestellt. Der so aufgezeichnete Datensatz D3 besteht insgesamt
aus 258 stationdren Betriebspunkten und wird ausschliefllich zum Testen verwendet.
Die Parameter des AKF und des EGU werden fiir diese veranderte Schétzaufgabe
nicht neu identifiziert.
Im Folgenden wird anhand der Priifstandsmessungen analysiert, wie prazise sowohl
die Verlustleistung des ASM P, und des Umrichters P! als auch die Ausgangsleistung
des Umrichters P!, geschitzt werden konnen. Zu diesem Zweck werden Schétzfehler
fiir die Verlustleistung des ASM, also

em[k] = P\[k] — B [k] = P\[k] — (P,

out,m

(k] = Ppemlk]) (4.96)

me,m
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Tabelle 4.10: Genauigkeit der Schatzung der elektrischen Leistungen basierend auf
den Betriebspunkten des Datensatzes D3 in absoluten und relativen Grofien

e RMS(e) Mittelwert(e) Standardabweichung(e)
el 7,1019 W -4,6628 W 59,3673 W

er1 13,0291 W 11,4346 W 6,2577 W

rom  A3TALW 23,5260 W 92,5934 W

e RMS(e)/Pnen  Mittelwert(e)/Ppen  Standardabweichung(e)/Puen
emM 0,4735 % -0,3109 % 0,3578 %

er1 0,8686 % 0,7623 % 0,4172 %

€1,0ut 0,2916 % -0,2351 % 0,1729 %

Tabelle 4.11: Gemessene Verlustleistung des ASM, des Umrichters und des elektri-
schen Antriebs (ASM und Umrichter zusammen) basierend auf den Betriebspunkten
des Datensatzes D3: Es werden die Mittelwerte, die Standardabweichungen, die
Maximal- und die Minimalwerte angegeben.

P Mittelwert(P) Standardabweichung(P) Maximum(P) Minimum(P)
B 97,1301 W 61,2328 W 273,8433 W 90,2023 W
Pll,m 54,7636 W 11,2717 W 76,3173 W 28,6041 W
B+ PlIm 151,8937 W 72,0045 W 348,2687 W 35,9823 W

fir die Verlustleistung des Umrichters, das heif3t

er[k] = Pi[k] — PLL k] = P[k] — (P!

in,m

(K] = Powtmlk]) . (4.97)

und fiir die Ausgangsleistung des Umrichters definiert:

erout[k] = Paylk] — P!

out,m

K] . (4.98)

Fir jeden Betriebspunkt liegt im Datensatz Ds ein Eintrag k vor. Die Schétz-
fehler werden fiir alle Betriebspunkte im Datensatz D3 berechnet. In Tabelle 4.10
sind statistische Kennzahlen dieser Schétzfehler aufgefiihrt, namlich deren RMS,
Mittelwerte und Standardabweichungen. Die Motorverlustleistungen konnen mit
einem RMS-Fehler von lediglich 7 W oder 0,47 % (bezogen auf die mechanische
Nennleistung Pyen) geschitzt werden. Die verbleibenden Residuen unterliegen ei-
ner geringen Standardabweichung und haben einen Mittelwert nahe null. Die auf
dem Umrichtermodell basierende Schitzung der Umrichter-Ausgangsleistung Pl . ist
ebenfalls prazise, wobei lediglich ein RMS-Fehler von 4,37 W oder 0,29 % (bezogen
auf die mechanische Nennleistung Pyen) auftritt. Des Weiteren wird diese Grofie
mit einer sehr geringen Standardabweichung und einem Mittelwert von ungefihr
null geschatzt. Die Gesamtverluste des Umrichters kénnen mit diesen Ansétzen
relativ gut approximiert werden, allerdings mit einer etwas geringeren Prézision,
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Abbildung 4.22: Verteilung des Fehlers zwischen der geschatzten und der gemesse-
nen Verlustleistung des ASM (blau) sowie des Umrichters (rot) fiir den Datensatz Dj:
Die entsprechenden Fehler sind als relative Groflen bezogen auf die Nennleistung des
Priflingsmotors PN dargestellt.

namlich einem RMS-Fehler von 13,03 W bzw. 0,87 % (bezogen auf die mechanische
Nennleistung PeN)-

Es ist zu betonen, dass in den meisten Betriebspunkten des gegebenen elektrischen
Antriebs die Verlustleistung im Umrichter deutlich geringer ist als im Motor. Fiir
den Datensatz Ds betragt geméfl Tabelle 4.11 die durchschnittliche gemessene Ver-
lustleistung im Motor 97,13 W und im Umrichter 54,76 W. Dementsprechend ist vor
allem eine genaue Schatzung der Motorverluste fiir die Verlustleistungsbetrachtung
dieses elektrischen Antriebs von hoher Bedeutung. Dariiber hinaus ist diese prézise
Schatzung der Verlustleistung im Motor, wie eingangs erwéhnt, fiir eine nachgelagerte
thermische Modellierung wesentlich.

Zur genaueren Analyse der Performanz werden die Fehlerverteilungen fir die
geschitzten Motor- und Umrichterverluste in Abbildung 4.22 dargestellt. Die Ver-
lustmodelle liefern tiber den gesamten Betriebsbereich genaue Schétzergebnisse und
weisen keine signifikanten Ausreifler auf. Hervorzuheben ist, dass dies erreicht wird,
ohne die Parameter der Greybox-Modelle fiir diese Verlustschétzung neu zu optimie-
ren. Die Optimierung der Modellparameter ist in den vorherigen Ausfiihrungen unter
Betrachtung des gemessenen Drehmoments und der gemessenen Phasenspannungen
erfolgt. Es lassen sich geringfiigige systematische Abweichungen feststellen, allerdings
sind diese angesichts der vereinfachten Modellbildung erwartbar. Da die meisten
Aspekte der Verlustmodelle ohnehin bereits bei der FOR mit dem AKF im normalen
10-kHz-Regelungszyklus berechnet werden, erhalt man eine respektable Schatzung
der Verluste ohne nennenswerten zuséatzlichen Rechenaufwand.
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Abbildung 4.23: Geschéitzte Verlustleistungskomponenten und gemessene Verlust-
leistung B ,, des ASM fiir drei exemplarische Betriebspunkte By, By, B; bei sechs
Solldrehzahlen n* (angegeben in grauer Schrift)

Zur qualitativen Nachvollziehbarkeit der Schétzung der ASM-Verlustleistung
werden von den 43 verschiedenen Betriebspunkten in der ¢;-T"-Ebene drei
Betriebspunkte repréasentativ ausgewéhlt, deren approximierten und gemessenen
Motorverlustleistungen visualisiert werden:

1. Betriebspunkt (B;): Leerlaufzustand mit keinem Solldrehmo-
ment 7" =0Nm bei niedrigem  Sollrotor-
fluss ¢ = 0,1 Vs,

2. Betriebspunkt (B,): Mittleres Solldrehmoment 7 = 2,5 Nm bei mittlerem
Sollrotorfluss ¥ = 0,2 Vs,

3. Betriebspunkt (B3): Anndhernd nominales Solldrehmoment 7% = 4,5 Nm
bei naherungsweise nominalem Sollrotor-

fluss ¢y = 0,35 Vs.

Hierzu stellt Abbildung 4.23 die geschétzten Verlustleistungskomponenten im ASM
und die gemessenen Verlustleistungen fiir diese Betriebspunkte bei den verschiedenen
Solldrehzahlen n* dar.

Zusammenfassend ist festzuhalten: Das AKF und das EGU sind zur Schiatzung
der Verlustleistung des ASM bzw. des Umrichters geeignet, das heifit, sie erreichen
dabei eine hohe Schétzgiite. Obwohl die Parameter dieser Greybox-Modelle beziiglich
anderer Grofien (mittlere Phasenspannungen und Motordrehmoment) als die Verlust-
leistungen optimal identifiziert werden, konnen die Verluste des Motors mit einem
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RMS-Fehler von 2,04 % und die des Umrichters mit einem RMS-Fehler von 3,74 %
geschétzt werden — jeweils bezogen auf die maximale gemessene Verlustleistung des
elektrischen Antriebs. Diese Erkenntnisse motivieren den Einsatz datenbasierter
Mehr-Domaéanen-Motormodelle und hierbei insbesondere eine gemeinsame elektrisch-
thermische datenbasierte Modellbildung des ASM, die im Kapitel 5 vorgestellt wird.

4.8 Exkurs: Drehmomentschatzung mit hybridem
Beobachter

Wie bereits im Literaturiiberblick erwéhnt, existieren neben physikalisch motivierten
Beobachtern des magnetischen Flusses auch Blackbox-Ansétze [105]-[107] auf Basis
von KNN. Diese letztgenannten Schétzer kénnen mithilfe von Daten aus vereinfach-
ten Simulationsmodellen, komplexen computergestiitzten Motorsimulationen (zum
Beispiel auf Basis der Finite-Elemente-Methode) oder Prifstandsmessungen trainiert
werden. Da ASM meistens keine Sensorik zur Messung des magnetischen Flusses
verbaut haben, sind im Allgemeinen prézise Simulationsmodelle erforderlich, mit
denen die Identifikationsdaten aufgenommen und fiir den Trainingsprozess bereit-
gestellt werden. Diese Simulationsmodelle miissen somit das Verhalten des Motors
inklusive aller relevanter nichtlinearer Effekte abbilden, damit die Blackbox-Anséitze
anschliefend prézise Schatzungen liefern konnen.

Im Unterschied dazu wird in diesem Exkurs ein Flussbeobachter auf Basis von
KNN vorgestellt, der mithilfe von Drehmoment-Priifstandsmessungen trainiert werden
kann und bei dem somit keine préazisen Simulationsmodelle oder Messungen des
magnetischen Flusses erforderlich sind. Hierbei werden KNN mithilfe des vorhandenen
Systemwissens iiber den ASM in eine spezielle Modellstruktur integriert, so dass die
resultierenden Freiheitsgrade eingeschrankt und physikalisch sinnvolle Schatzungen
wahrscheinlicher werden. Die Kombination von KNN mit symbolischen Strukturen
wird in der Literatur haufig als hybride Modellbildung deklariert, beispielsweise
in [129], und deshalb wird im Folgenden der vorgestellte Flussbeobachter-Ansatz als
hybrider Beobachter (HB) bezeichnet.

Bei diesem Verfahren wird die standardméfige Modellbildung des ASM unter
Berticksichtigung konstanter Modellparameter als Vorwissen herangezogen und bei
der Wahl der Beobachterstruktur sowie der Beobachter-Eingangsgrofien genutzt.
Unter idealen Bedingungen kann das Verhalten des Kafiglaufer-ASM in statorfesten
Koordinaten — analog zu den Darstellungen in Abschnitt 2.1 — durch ein ESB mit
konstanten Parametern geméafl Abbildung 4.24 beschrieben werden [14], [15]. Die
Dynamik des Statorflusses lésst sich daraus wie folgt angeben:

d

&’@bs(t) = us(t) - RS : zs(t) ) (499)

wobei fettgedruckte Symbole @(t) weiterhin vektorielle Groflen in statorfesten Koor-
dinaten darstellen.
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Jwrs (t) ’ I/)r (t)

Abbildung 4.24: Klassisches ESB des ASM im statorfesten Koordinatensystem —
angelehnt an [14], [15]

Aus der Leistungsbilanz konnen auflerdem Gleichungen zur Drehmomentbildung
abgeleitet werden [14], [15]:

T(t) = 5 -1+ Waa(t) (1) — () - a0 (1100)
= g P Lmﬁ‘ngr : [wr,oc@) : is,ﬁ@) - wr,ﬁ(t) ' Z-s,oc(t)] . (4101)

Damit der HB die dynamischen Zusammenhénge fiir die Drehmomentbildung
innerhalb des ASM erlernen kann, werden die Komponenten der mittleren Statorspan-
nung Us o[k — 1], s p[k — 1] und des Statorstroms is o m k], isp.m|k] als EingangsgroBen
fir den Beobachter ausgewéhlt. Hierbei wird die mittlere Statorspannung sk — 1] wei-
terhin durch das EGU geméafl Abschnitt 3.3 bereitgestellt und der Statorstrom g, [£]
gemessen. Im realen ASM liegen nichtideale drehzahlabhéngige Effekte vor, wie
beispielsweise die Eisenverluste, und deshalb wird die mit dem Drehgeber ermittelte
Kreisfrequenz wys , als zusatzliche Eingangsgrofie des HB genutzt.

Gemaf Gleichung (4.100) kann das Drehmoment direkt durch den Statorfluss und
den Statorstrom ausgedriickt werden, so dass sich dieses in einem Abtastschritt &
mit den vom HB geschétzten Statorflusskomponenten s o ug[k], ¥s g ups[k] und den
gemessenen Stromkomponenten s o [k, s p m|k] schétzen lasst:

Tuolk] = 3 -0 [namnlb] -inglb] — dpmolb] -inalk] - (4102)
Die Statorflusskomponenten v o ng[k], s puslk] werden vom HB mittels zwei se-
parater KNN geschatzt, vergleiche Abbildung 4.25. Jedes KNN besteht aus einer
rekurrenten verdeckten Schicht mit Ngg Neuronen und einer Ausgabeschicht, wo-
bei in der verdeckten Schicht der Tangens hyperbolicus und in der Ausgabeschicht
die identische Abbildung als Aktivierungsfunktion gewéhlt wird — vergleiche Ab-
bildung 3.15 in Abschnitt 3.5. Als weitere Eingangsgrofien erhalten die KNN die
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Abbildung 4.25: Struktur des HB: Die Bias (b) und die Gewichte (graue Pfeile) der
KNN werden im Trainingsprozess angepasst, wahrend die iibrigen Gewichte (hellblaue
und schwarze Pfeile) vorgegeben sind. Bei den Gréfien werden die unteren Indizes ,m*,
5%, ,HB* und die Zeitabhangigkeiten zur erhéhten Ubersichtlichkeit nicht angegeben —
zur Unterscheidung (der Grofien) sind die Schétzgrofen des HB in Griin dargestellt.

beiden geschatzten Flusskomponenten der vorherigen PWM-Periode, wodurch sich
eine Riickkopplung ergibt und rekurrente KNN vorliegen.

Da die am Prifstand verwendete Drehmomentmesswelle eine begrenzte Bandbreite
aufweist, wird ein diskreter Tiefpass mit einer Eckfrequenz von 1 kHz in die HB-
Struktur integriert. Das heifit, der Faktor ¢ in Abbildung 4.25 wird festgelegt als

2

— . 4.1
10+ 2 0,386 (4.103)

Ct
Des Weiteren werden in einer Vor- und Nachverarbeitung die Gréflen am Eingang
mithilfe der Referenzwerte in Tabelle 4.12 normalisiert bzw. am Ausgang wieder auf
ihren urspriinglichen Wertebereich gebracht:

x
T = e (4.104)
Hierbei stellt Z die normalisierte Version einer Grofle = dar.

Eine genauere Betrachtung der Drehmoment-Gleichungen (4.100) und (4.101)
verdeutlicht, dass das skalare Drehmoment T'[k] allgemein als Kreuzprodukt aus
dem gemessenen Statorstromvektor s ,,[k] und unendlich vielen verschiedenen Fluss-
vektoren t[k] dargestellt werden kann. Damit allerdings der geschitzte Fluss des
HB s up[k] eine moglichst ahnliche Phasenlage wie der tatsiachliche Statorfluss in
der ASM aufweist, wird die Statorspannungs-Gleichung (4.99) herangezogen. In dem
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Tabelle 4.12: Werte fiir die Normalisierung in der Vor- und Nachverarbeitung

Grofle Wert
Uy 32527V
In 6,00 A
Wh 649,26 s
Un 0,58 Vs
T 1,5-p- -1y, i, = 10,44 Nm

betrachteten ASM-Antrieb wird die Statorspannung tiber eine PWM umgesetzt.
Hierbei représentiert [k — 1] die vom EGU geschétzte mittlere Statorspannung
innerhalb der letzten PWM-Periode.

Der Statorstrom wird zu Beginn jeder PWM-Periode gemessen. Deshalb lasst sich
durch das Anwenden der bilinearen Transformation [116] die Gleichung (4.99) wie
folgt diskretisieren:

'l,[)s[k’] — %[k - 1]

boa[k] + Gk — 1]
T '

2

~ugk — 1] — Rs -

(4.105)

Umgeformt kann diese Gleichung genutzt werden, um mit dem HB aus dem geschéatz-
ten Statorfluss ¥ yp und dem gemessenen Statorstrom %, die mittlere Statorspan-
nung aus der vorherigen PWM-Periode zu approximieren:
]{: — k - ]. ) m k - ]- ) m k
ol — 1] = Lo = Ve =1L fenlh 2 U fenlE]
S

(4.106)

Diese Gleichung lasst sich direkt im HB nachbilden wie in Abbildung 4.25 angedeutet,
wobei die normierten GroéBen verwendet und aus Griinden der Ubersichtlichkeit die
unteren Indizes ,m“, ,s“, ,HB* in der Visualisierung vernachlassigt werden. Mithilfe
des HB werden demnach die normalisierten mittleren Statorspannungskomponenten
wie folgt geschétzt:

Y Yeamnlk] — Yoauslk — 1]

is,oc,HB[k - 1] —

?Ln . k Tsl x k (4.107)
v g feanlh = 1)+ Fanld]
Uy 2
u n ~S k| — ~s k—1
Fpunlk — 1] = o, YopamlA] ;f aaslk — 1]
,%Ln ~ f Sl ~ e (4108)
+ Zi . RS . Zs,ﬁ,m[ B ] + ZS,f_"),rﬂ[ ] .
Unp 2

Diese geschatzten Komponenten werden als zusétzliche Ausgangsgrofien des HB
betrachtet und dadurch lassen sich die moglichen Freiheitsgrade der beiden KNN,
die die Statorflusskomponenten liefern, einschrianken. Indirekt wird im spéateren
Trainingsprozess somit sichergestellt, dass die geschatzten Flusskomponenten v « i
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und s g yp keine signifikanten Phasenabweichungen zu den tatsachlichen Flusskom-
ponenten aufweisen, weil ansonsten hohe Schétzfehler bei den Statorspannungskom-
ponenten vorliegen wiirden. Dabei muss der Statorwiderstand R, im HB nicht im
Voraus festgelegt werden, sondern wird mithilfe eines Bias ebenfalls im Trainings-
prozess identifiziert. In der Implementierung wird dies durch ein zuséatzliches KNN
bestehend aus einem kiinstlichen Neuron mit einer sdttigenden identischen Abbil-
dung als Aktivierungsfunktion umgesetzt. Dadurch kann festgelegt werden, dass
der Statorwiderstand im Intervall [0 ©;5 Q] liegen soll. Prinzipiell lieffe sich fiir den
Statorwiderstand Ry auch eine komplexere KNN-Struktur mit verdeckten Schichten
verwenden, die zuséatzliche Groflen berticksichtigt, zum Beispiel die normalisierte
Kreisfrequenz g .

Bei dem HB liegt das vorrangige Ziel in der Bereitstellung einer prazisen Dreh-
momentschiatzung. Die Schéitzung der Statorspannungskomponenten dient wie oben
erldutert ausschlieffilich einer indirekten physikalisch sinnvollen Statorflussschatzung
und muss daher nur approximativ der tatsdchlichen Statorspannung entsprechen.
Das heif3t, die entsprechenden Schéatzfehler werden im Trainingsprozess geringer
gewichtet. Fiir den Trainingsprozess lasst sich folgendes Kostenfunktional bestehend
aus gewichteten quadratischen Schétzfehlern verwenden:

: Wy - (ﬂs,tx,HB[k - 1] - as,tx[k - 1])2
3- Npe : NQ,HB,tr k=1 (4109)

+wy - (Tpunlk — 1) = Toplk — 1))+ wr - (Tis[k] — Tugplk])”

Npe:N2 HB, tr
1
JHB,tr =

Fiir den Trainingsprozess des HB wird der aufgezeichnete Datensatz Dy geméfl Ab-
schnitt 4.4 und Abschnitt 4.5 verwendet. Der Trainingsdatensatz des AKF Dy, wird
hierzu zuféllig in einen Trainingsdatensatz Ds yp, (bestehend aus Ny pp 4 = 416 Ar-
beitspunkten) und einen Validierungsdatensatz D pp va (mit N3 ppva = 208 Arbeits-
punkten) unterteilt. In Gleichung (4.109) geben s, Us g die vom EGU geschétz-
ten mittleren Statorspannungskomponenten an, da keine direkten Messwerte im
betrachteten Datensatz zur Verfiigung stehen. Die Gewichtungsfaktoren fir das
Drehmoment wr und die Statorspannung w, werden wie folgt gewahlt:

1\2 1 2
wT:(Tn) , wu:(?un) ) (4.110)

Jeder Betriebspunkt wird im Trainingsprozess tiber N, = 100 PWM-Perioden
evaluiert. Hierbei ist hervorzuheben, dass bei jedem Betriebspunkt dem HB zunéachst
fir 100 PWM-Perioden die Eingangsgrofien iibergeben und der HB simuliert wird,
damit sich ein stationédrer Zustand, insbesondere im internen Tiefpass, einstellen
kann. Erst im Anschluss daran werden die Ausgangsgrofien fiir N,o PWM-Perioden
ausgewertet.

Wiéhrend des Trainingsprozesses werden die Gewichte und die Bias der KNN
angepasst, wobei die iibrigen Gewichte, die durch hellblaue Pfeile und griine Linien in
Abbildung 4.25 visualisiert sind, im Voraus festgelegt und konstant gehalten werden,
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Tabelle 4.13: Konfiguration des Trainingsprozesses und Eigenschaften der KNN
zur Schatzung der Statorflusskomponenten

Beschreibung Wert

Maximale Iterationsanzahl im Trainingsprozess 1000
Lernalgorithmus im Trainingsprozess LMBA
Aktivierungsfunktion in der verdeckten Schicht Tangens hyperbolicus
Anzahl Nygg an Neuronen in der verdeckten Schicht 5

Anzahl an verdeckten Schichten 1

Tabelle 4.14: Genauigkeit der Drehmomentschétzung basierend auf den Betriebs-
punkten des Testdatensatzes Ds . in absoluten und relativen Werten

RMS(er ug) Mittelwert(er ugp) Standardabweichung(et up)
HB 0,0528 Nm 0,0194 Nm 0,0491 Nm
RMS(erup)/In Mittelwert(erup)/Tn  Standardabweichung(er ng)/Tn
HB 1,12 % 0,41 % 1,04 %

um die physikalisch motivierte Struktur zu erhalten. Der Trainingsprozess wird
mithilfe von MATLAB [54] durchgefiithrt und dabei werden neben den in Tabelle 4.13
angegebenen Konfigurationsparametern die Standardeinstellungen verwendet. Da die
Initialisierung der Gewichte und der Bias der KNN mit einer Zufallsverteilung [54],
[58] erfolgt, wird der Trainingsprozess fiinf Mal durchgefiihrt. Im Folgenden wird
von diesen fiinf trainierten HB nur die Parametrierung betrachtet, die zu dem
geringsten Wert des Kostenfunktionals Jyp v, fiihrt. Das Kostenfunktional Jypg v, ist
analog zu dem Kostenfunktional Jyp, in Gleichung (4.109) definiert, allerdings wird
hierbei der Validierungsdatensatz D; mpva anstelle des Trainingsdatensatzes Da up tr,
also Na ppva Arbeitspunkte, verwendet. In Abbildung 4.26 sind fir diesen HB die
entsprechenden Lernkurven wahrend des Trainingsprozesses visualisiert.

Zur Evaluation der Performanz des trainierten HB wird analog zu Abschnitt 4.5
der Schéatzfehler hinsichtlich des Drehmoments betrachtet:

eT,HB [l, k] = THB,lp [l, k‘] — Tme [l, k‘] . (4111)

Diese Schéatzfehler werden fiir jeden Betriebspunkt I € {1, ..., Na.} des Testdaten-
satzes Dj 4. unter stationaren Bedingungen iiber 10 000 PWM-Perioden bestimmt,
das heiit & € {1,...,10000}. Der Testdatensatz Ds 4. ist dabei identisch zu dem
aus Abschnitt 4.5, so dass sich die Performanz mit denen der anderen Beobachter
in Beziehung setzen lasst. Zur besseren Vergleichbarkeit mit den anderen Beob-
achtern wird an dieser Stelle das geschétzte Drehmoment des HB zusétzlich mit
dem Tiefpass geméfl Gleichung (4.62) gefiltert und dieses als Typ ), bezeichnet. Der
Simulationsaufbau dieser Evaluierung ist identisch zu dem in Abschnitt 4.5.
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Abbildung 4.26: Lernkurven wéhrend des Trainingsprozesses des HB
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Abbildung 4.27: Verteilung der Drehmoment-Schétzfehler des BSB et ggg und des
HB er up basierend auf dem Testdatensatz Ds e

Erneut werden nachfolgend die Fehler et yp nicht separat fiir jeden Betriebs-
punkt, sondern fiir alle Betriebspunkte gemeinsam analysiert. Aus allen Drehmoment-
Schatzfehlern e yp werden die in Tabelle 4.14 angegebenen statistischen Gréfien
bestimmt, ndmlich deren RMS, Mittelwert und Standardabweichung. Der HB fiihrt
zu einem RMS-Schétzfehler von lediglich 0,05 Nm, oder bezogen auf das Nenndreh-
moment (Tx = 4,7 Nm) einem relativen Fehler von 1,12 %. Verglichen mit dem BSB,
entspricht dies einer Reduktion des Schéatzfehlers von ungefahr 76 %. Des Weiteren
ist hervorzuheben, dass diese hohe Schatzgenauigkeit bei einer geringen Anzahl an
Neuronen in den verdeckten Schichten erreichbar ist. Insgesamt enthélt der vorgestell-
te HB lediglich 91 skalare Parameter (Gewichte und Bias), die im Trainingsprozess
zu bestimmen sind. Dementsprechend ist auch der benottigte Rechenaufwand auf
einem RCPS als relativ gering zu erwarten.
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Abbildung 4.28: Statorflussverlauf des BSB und des HB fiir einen exemplarischen
Betriebspunkt (n* = 1500 min™"; i ; = 2,0 A; if , ~ 4,0 A) des Testdatensatzes Dy:
Dargestellt sind die geschatzten Statorflusskomponenten s 4[k] (durchgezogene
Linien) und s g[k] (gestrichelte Linien) fir den BSB (blau) sowie den HB (rot).

Zusatzlich werden die Schatzfehler e yg und eppgp in einem Histogramm vi-
sualisiert — vergleiche Abbildung 4.27. Die Drehmoment-Schétzfehler des HB sind
nahezu gaufiverteilt mit einem Mittelwert von ungefidhr null und weisen eine geringe
Standardabweichung auf — dementsprechend liefert der HB eine hohe Schatzgiite.
In Abbildung 4.28 sind fiir einen exemplarischen Betriebspunkt des Testdatensat-
zes Dy die Statorflussschatzungen von dem HB und dem BSB aufgetragen. Es
wird ersichtlich, dass die geschitzten Statorflusskomponenten des HB eine dhnliche
Phasenlage aufweisen wie die des BSB und dass daher die Berticksichtigung der Sta-
torspannungsinformation wahrend des Trainingsprozesses eine effektive Moglichkeit
ist, um eine physikalisch sinnvolle Statorflussschatzung zu erhalten.

Bei diesem Exkurs handelt es sich in erster Linie um eine Machbarkeitsstudie,
mit der untersucht wird, ob das Drehmoment eines ASM-Antriebs mithilfe eines
hybriden Beobachters unter Nutzung von KNN in geeigneter Weise geschétzt werden
kann. Aus diesem Grund wird lediglich eine exemplarische KNN-Topologie analysiert
und vorgestellt, die lediglich eine relativ geringe Anzahl an kiinstlichen Neuronen
bendtigt und dementsprechend einen geringen Rechenaufwand aufweist. Hierbei ist
jedoch die resultierende Performanz der Drehmomentschatzung sehr vielversprechend
und die Effektivitat des HB lasst sich damit bereits zeigen. Mithilfe einer Hyperpa-
rameteroptimierung der KNN-Topologieparameter — beispielsweise hinsichtlich der
Neuronen-Anzahl — kann zukiinftig ein optimaler Kompromiss zwischen benotigter
Online-Rechenzeit und erreichbarer Performanz des HB ermittelt werden. Zusétzlich
ist zu untersuchen, inwiefern sich der indirekt vom HB geschatzte Statorflussvektor
als Flussschétzer der FOR im geregelten Betrieb nutzen lasst und welche Performanz
der Drehmomentsteuerung damit erreichbar ist. Gegebenenfalls sind hierbei Modifika-
tionen — zum Beispiel die Beriicksichtigung dynamischer Betriebspunktwechsel in den
Simulationen des Trainingsprozesses — durchzufithren, um eine Stabilitdt auch unter
dynamischen Vorgangen zu gewahrleisten. Neben dem Einsatz in klassischen FOR
kann dieser Ansatz zusétzlich hilfreich sein, um mit maschinellem Lernen Regler fiir
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ASM-Antriebe abzuleiten, wie beispielsweise in [130]. Unabhéngig von der erreich-
baren Schéatzgenauigkeit ist die Einsatzbarkeit eines solchen Beobachters als eine
wesentliche Komponente der Regelung in der industriellen Anwendung detailliert zu
priifen, insbesondere unter Aspekten der funktionalen Sicherheit und der mangelnden
Uberpriifbarkeit der gelieferten Ergebnisse.

4.9 Kapitelzusammenfassung

Das in diesem Kapitel vorgestellte datenbasierte adaptive Kalman-Filter, das AKF,
ermoglicht unter konstanten thermischen Bedingungen eine hochgenaue Drehmo-
mentsteuerung tiber den gesamten Drehzahlbereich, einschliefilich des Stillstands.
Hierbei weist das AKF lediglich einen geringen Online-Rechenaufwand auf und
benotigt keine zusétzliche Signalinjektion. Die verwendete Offline-Optimierung der
enthaltenen Beobachterparameter basiert auf einem umfangreichen Messdatensatz
mit einem separaten Trainings- und Testdatensatz. Zuséatzlich wird eine umfangreiche
Online-Kreuzvalidierung durchgefiihrt, so dass die prasentierten Ergebnisse mehrfach
iiberprift sind. Der auf das Nenndrehmoment bezogene relative RMS-Fehler in der
Drehmomentschiatzung und Drehmomentsteuerung kann durch den Einsatz des AKF
im gesamten Betriebsbereich des Antriebs auf unter 1 % des Nenndrehmoments
reduziert werden. Die verbleibenden Schétzresiduen liegen ungefihr im Bereich der
Messunsicherheit des Drehmomentsensors, wodurch der identifizierte Beobachter
als hochprézise bewertet werden kann. Im folgenden Kapitel wird dieser Ansatz
um ein thermisches Teilmodell erweitert, um auch unter dynamischen thermischen
Bedingungen eine prizise Drehmomentsteuerung zu ermoglichen.
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5 Drehmomentsteuerung unter
Beriicksichtigung
thermischer Effekte

Hinweis zu Quellen und Vorveroffentlichungen:

Dieses Kapitel (auBer Abschnitt 5.7) und der zugehérige Anhang A.3 - A.6 basieren
auf den eigenen Veroffentlichungen [9]-[11]. Der Autor dieser Arbeit erarbeitete die we-
sentlichen Teile der Beitrdge [9]-[11], insbesondere die Konzepte der vorgeschlagenen
Modelle bzw. Verfahren sowie die simulativen und experimentellen Untersuchungen.
Bei der Uberwachung der automatisierten elektrisch-thermischen Priifstandsmessun-
gen beztiglich des Datensatzes D5 — vergleiche Abschnitt 5.3 — unterstiitzte teilweise
Herr Marius Becker im Rahmen einer wissenschaftlichen Hilfskrafttétigkeit. Der
Autor dieser Arbeit arbeitete die Verdffentlichungen [9]-[11] zum tiberwiegenden
Teil selbstdndig aus. Die anderen Mitautoren waren durch kleinere Hinweise und
Diskussionen beteiligt. Sowohl zur Minimierung der zeitlichen Verzogerung zwischen
Forschung und Verdéffentlichung der erarbeiteten Ergebnisse als auch zur Erhohung
der Transparenz im oOffentlich geférderten DFG-Projekt wurden die wesentlichen
Inhalte dieses Kapitels (aufler Abschnitt 5.7) und des zugehérigen Anhangs A.3 -
A.6 bereits in den separaten eigenen Beitragen [9]-[11] veroffentlicht. Teile dieses
Kapitels und des zugehorigen Anhangs A.3 - A.6 wurden daher in geédnderter oder
unverdnderter Form aus den genannten Publikationen iibernommen. Aus Griinden
der Lesbarkeit werden die entsprechenden Selbstzitate im Folgenden nicht explizit
angefiihrt. Bei der Ubersetzung der urspriinglich in englischer Sprache verfassten
eigenen Beitrige wurden Online-Ubersetzer [21], [22] und ein Online-Wérterbuch [23]
verwendet.

Der Abschnitt 5.7 stellt in einem Exkurs kompakt eine exemplarische Anwendung
der erarbeiteten Modelle dar — diese Anwendung entstand tiberwiegend im Rahmen
einer vom Autor dieser Arbeit betreuten Projekt- sowie Abschlussarbeit von Herrn
Marius Becker und wurde bereits in gemeinsamen Veroffentlichungen [12], [13]
publiziert.
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5.1 Problemstellung und Literaturiiberblick

Bei Anwendungen mit drehmomentgesteuerten ASM werden héufig verschiedene
Anforderungen an die Regelung gestellt. Einerseits soll die Drehmomentsteuerung
eine hohe Genauigkeit aufweisen, da davon die Wirksamkeit iibergeordneter Regler
abhangt, zum Beispiel die eines Drehzahlreglers. Andererseits ist aufgrund von Ener-
giekosten (vor allem bei Industrieantrieben) oder begrenzter Energiekapazitiat (vor
allem bei Traktionsantrieben in Elektrofahrzeugen) eine effiziente Betriebsstrategie
und damit einhergehend eine prézise Verlustmodellierung erforderlich. Nicht zuletzt
miissen kritische Systemzustdnde des Antriebs, insbesondere Temperaturen im Motor,
iiberwacht werden, um das Risiko eines Systemausfalls zu minimieren. Zusammenfas-
send lasst sich folgern, dass prazise Informationen iiber den magnetischen Fluss, die
Verluste und die Temperaturen im ASM notwendig sind.

In der Literatur wurden diese Aspekte bisher meist getrennt behandelt: Durch
den Einsatz préziser Flussbeobachter wird versucht, eine hohe Performanz der
Drehmomentsteuerung zu erreichen. Aufgrund nichtlinearer Motoreigenschaften,
wie zum Beispiel magnetischer Sattigung [103], Eisenverlusten [14], [15], Skin- und
Proximity-Effekten [93], [100]-[102], ist entweder eine prazise Modellierung einschlief3-
lich einer geeigneten Parameteridentifikation oder eine Online-Parameteroptimierung
erforderlich — wie bereits im vorherigen Kapitel ausfiihrlich erldutert. Sofern viele
Motorparameter geschatzt werden miissen, erfordert die Online-Optimierung héau-
fig eine Signalinjektion [104], die im Allgemeinen die Antriebsverluste erhoht und
den verfligharen Betriebsbereich verringert. Daher werden offline optimierte robuste
Flussbeobachter fiir industrielle Anwendungen oft praferiert.

Fiir die thermische Uberwachung von ASM werden hiufig thermische Netzwerk-
modelle mit konzentrierten Elementen (englischer Fachbegriff: lumped-parameter
thermal model, LPTM) anstelle direkter Messungen mittels Temperatursensoren
eingesetzt — direkte Messungen sind in der Regel teuer oder aufwendig zu integrieren,
beispielsweise aufgrund eines begrenzten Bauraums oder rotierender Komponen-
ten [131]. LPTM approximieren die Geometrie sowie die Materialeigenschaften des
ASM und haben damit den Vorteil, dass sie online in einem langsameren Regelungs-
task mit relativ geringem Rechenaufwand berechnet werden kénnen [131]. Kiirzlich
wurde in [132] gezeigt und durch die Messung mehrerer stationarer Betriebspunkte
validiert, dass ein einfaches Zwei-Knoten-LPTM-Modell in Kombination mit einem
prazisen Verlustleistungsmodell bereits hohe Genauigkeiten bei der Temperaturschat-
zung liefern kann. Die meisten bisher veroffentlichten thermischen Modelle [132]-
[136] fir ASM versuchen, die systemkritischen Temperaturen mit separaten von den
Motorregelungsmodellen unabhangigen Verlustleistungsmodellen zu schéatzen. Das
heif}t, die Parametrierung des Verlustleistungsmodells kann in diesem Fall inkon-
sistent mit der Parametrierung des elektrischen Modells zur Flussschatzung sein.
Die Modellparameter des Verlustleistungsmodells werden dabei entweder analytisch
berechnet [133]-[135] oder anhand empirischer Daten ermittelt [132], [136]. Allerdings
birgt die Identifikation separater elektrischer und thermischer Modelle generell eine
Problematik der Identifikationsreihenfolge: Im Allgemeinen werden die elektrischen
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Abbildung 5.1: Kombinierte elektrisch-thermische Modellbildung: Exemplarische
qualitative Darstellung der Abdeckung des Systemverhaltens im Zustandsraum fiir
einzelne Modellierungen und fiir eine kombinierte Modellierung.

und thermischen Modelle nicht simultan identifiziert, sondern meistens wird zuerst
das elektrische Modell identifiziert und damit eine FOR aufgebaut, mit der thermi-
sche Messdaten aufgenommen werden. Anschliefend werden die thermischen Modelle
identifiziert, mit denen iiberlagerte Komponenten in der FOR, zum Beispiel die
Betriebsstrategie, adaptiv erweitert werden. Hierdurch entstehen allerdings Nach-
teile, da nicht die gesamten Freiheitsgrade, die grundséatzlich in beiden Modellen
vorliegen, vollstandig innerhalb beider Identifikationen zur Verfiigung stehen und
dementsprechend eine suboptimale Konfiguration die Folge sein kann. Des Weiteren
wird in einigen Veroffentlichungen [133]-[135] die Rotortemperatur nicht gemessen,
wodurch die dargestellte Modellvalidierung eine begrenzte Aussagekraft besitzt. So-
fern die Rotortemperatur gemessen wird, erfolgt dies meist mithilfe eines am Stator
befestigten Infrarotsensors [132], [136]. Hierdurch ist zwar prinzipiell die Temperatur
eines definierten Bereichs der Rotoroberfliche zu bestimmen, allerdings kann die
Temperatur an anderen Positionen der Rotor- oder Rotorkéfig-Oberflache signifikant
davon abweichen.

Zum Umgehen dieser Problematik wird in diesem Kapitel eine kombinierte
elektrisch-thermische Modellbildung und Modellidentifikation verfolgt. Die prin-
zipiellen Vorteile dieser multiphysikalischen Modellbildung sind in Abbildung 5.1
qualitativ anhand von zwei exemplarischen Systemzustanden visualisiert: Durch die
kombinierte Modellbildung lassen sich hohere Freiheitsgrade erzielen und so eine ge-
eignete Parametrierung zur Beschreibung des vollstandigen Systemverhaltens finden.
Insbesondere ermoglicht diese gemeinsame Modellbildung auch das effektive Abbilden
von Phanomenen der thermischen und elektrischen Doméne, die aus physikalischer
Sicht unmittelbar miteinander verkoppelt sind. Das vorgestellte elektrisch-thermische
Modell, das eine Erweiterung des AKF darstellt, soll sowohl eine genaue Drehmoment-
steuerung als auch eine genaue Schatzung der Verlustleistung und des thermischen
Zustands ermoglichen.
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Abbildung 5.2: Offline-Identifikation des elektrisch-thermischen Modells: Die Para-
meter der Teilmodelle (dunkelblau) werden optimiert (griin), so dass die vom Modell
geschitzten Groflen bestmoglich mit den gemessenen iibereinstimmen.

Im Rahmen eines datenbasierten Ansatzes geméafi Abbildung 5.2 bestimmt eine
Offline-Identifikation alle unsicheren Modellparameter des elektrisch-thermischen
Modells durch die Verwendung am Priifstand aufgezeichneter Messdaten. Hierbei
liegt das Ziel darin, ein Motormodell zu erhalten, das in beiden Doménen konsistent
ist. Zusétzlich soll das Modell als Grundlage fiir alle drei Anforderungsaspekte
elektrischer Antriebe dienen, das heifit zum Erreichen einer hohen Steuerungsgiite,
einer effizienzoptimalen Betriebsstrategie und einer préazisen Zustandsiiberwachung.
Der am Priifstand eingesetzte ASM verfiigt tiber zahlreiche Temperatursensoren im
Rotor und im Stator, so dass ein umfassender Identifikations- sowie Testdatensatz
aufgezeichnet und eine geeignete Modellvalidierung dargestellt werden kann.

5.2 Elektrisch-thermischer Beobachter (ETB)

Das in Abschnitt 4.3 vorgestellte AKF berticksichtigt mehrere nichtlineare Motorei-
genschaften, betrachtet allerdings keine thermischen Aspekte. In diesem Abschnitt
sollen die thermischen Einfliisse auf das elektrische Verhalten und die thermische
Modellbildung des ASM selbst adressiert werden. Das im AKF zugrundeliegende
elektrische ESB enthélt elektrische Widerstinde des Stators und des Rotors, die
tendenziell mit der entsprechenden Temperatur ansteigen. Das ESB lésst sich somit
wie in Abbildung 5.3a dargestellt erweitern, um die thermischen Einfliisse auf das
elektrische Verhalten zu beriicksichtigen.

Bei der Modellierung sollen im Rotorwiderstand R, und Statorwiderstand Ry
weiterhin Skin-Effekte berticksichtigt werden, jedoch zusétzlich die thermischen
Einfliisse. Hierbei wird eine multiplikative Kombination beider Einfliisse und eine
lineare Abhéngigkeit von der Stator- oder Rotortemperatur angenommen:
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(b) Thermisches LPTM des ASM, vergleichbare Struktur zu [132]

Abbildung 5.3: Elektrische und thermische Modellstruktur: Die zwischen den
Teilmodellen iibermittelten Groflen sind hervorgehoben (hellblau) und auf die Angabe
der Zeitabhingigkeit der Groflen wird verzichtet.

Re(wr[k), 92[k]) = Rac [1+ he - (@rlk))?] - [1 4 0 - (:[K] = 20°C)], (5.1)
Ro(walk, Va[k]) = Racer [1+ he - (wulk))*] - [1 + g - (0a[k] = 20 °C)] . (5.2)

Fiir eine bessere Interpretation lassen sich erneut in gleicher Weise die auf die
nominale Kreisfrequenz w,sx = 2 - 7 - p - ny normalisierten Koeffizienten iLr und iLS
geméf Gleichung (4.12) nutzen. Die geschétzte Rotor- w, und Statorkreisfrequenz wg
sind dabei analog zu Abschnitt 4.3 definiert als

2- R, - T[k| 2R, - T[k|
wlk] = ;—————5, wlk] = ————5
Zur Vereinfachung der Darstellung wird an dieser Stelle und im weiteren Verlauf
des Abschnitts die Abhédngigkeit von den Schétzgrofien bei den elektrischen Wider-
stdnden nicht gekennzeichnet. Bei der Rotor- 9, und Statortemperatur 9, in den

Gleichungen (5.1) und (5.2) handelt es sich um geschétzte Temperaturen aus einem
thermischen Modell, das am Ende dieses Abschnitts vorgestellt wird. Prinzipiell

+ wrs,m[k] . (53)
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konnen die Temperaturkoeffizienten « als weitere Parameter aufgefasst werden, die
sich im Rahmen einer Offline-Identifikation bestimmen lassen. Hingegen wird davon
ausgegangen, dass die Werkstoffe des Rotorkéfigs und der Statorwicklung bekannt
sind bzw. in guter Naherung als ideal angenommen werden konnen, so dass sich
die zugehorigen a-Werte direkt aus der materialwissenschaftlichen Literatur nutzen
lassen: Der in diesem Kapitel betrachtete ASM besitzt einen Kéfig aus Alumini-
um, das heiit o, = 0,0040 K~ [137], und eine Statorwicklung aus Kupfer, das
heifit oy = 0,00393 K—! [138]. Dieses Vorgehen vereinfacht die anschlieBende Offline-
Identifikation und minimiert das Risiko, eine Parametrierung des Modells zu erhalten,
die physikalisch nicht sinnvoll ist.

Im Allgemeinen lédsst sich ebenfalls eine Beeinflussung der magnetischen Hauptin-
duktivitat durch die ASM-Temperatur argumentieren: In [139] wird experimentell
fiir einen ASM eine steigende Induktivitat bei hoherer Temperatur innerhalb des
Motors gezeigt — zumindest im ungeséttigten Bereich des magnetischen Blechpakets.
In initialen (vom Autor dieser Arbeit durchgefithrten) Untersuchungen fiir den gege-
benen ASM wurde allerdings keine signifikante Steigerung der Modellperformanz bei
Hinzunahme einer thermisch verédnderlichen magnetischen Hauptinduktivitat festge-
stellt und deshalb wird die Hauptinduktivitiat analog zu Abschnitt 4.2 modelliert,
das heifit unabhéngig von der ASM-Temperatur:

ll — lg ll - 12
14 ela0-l) 1 4 el @Wulkl—L) ~

Lin(Ymlk]) = 11 + (5.4)
Die Kennzeichnung der Abhéangigkeit von dem Hauptfluss 1, [k] wird nachfolgend
ebenfalls vernachléssigt.

Die Verlustleistung des ASM wird — wie in Abschnitt 4.7 — in eine elektrische
und eine mechanische Komponente unterteilt:

Pl[k] = Pl,el[k] + Pl,me[k] . (55)

Die elektrische Verlustleistungskomponente ergibt sich fiir das erweiterte ESB nach
Abbildung 5.3a aus den Verlusten im Rotor- und Statorwiderstand sowie den Eisen-
verlusten als

3 ) 3 . 3 ) .
Balk] =5 - R I [K] [ + 5 1 145 [K]|I” + 5 e - [[4s[k] = iklI* . (5.6)
mit den geschétzten Stromen
. 1 .
i [k] = I L. (Yr[k] — L - 35,1[K]), (5.7)
. Rfe . ]- _
slk] = ———— k]| + =——— w5k — 1] . 5.8
k] = o delH] + k1 (5:5)

Hierbei wird weiterhin die geschétzte mittlere Statorspannung @[k — 1] vom EGU
bereitgestellt und die Nachfiihrung der veranderlichen Motorparameter erfolgt wie
bisher in jeder PWM-Periode, das heifit im 10-kHz-Takt, basierend auf den ermittel-
ten Zustandsschétzungen in der vorherigen PWM-Periode. An dieser Stelle ist zudem
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erneut zu betonen, dass der Verlustleistungsansatz in (5.6) auf einem Grundwellen-
modell basiert, so dass zwar einerseits systematische Modellierungsfehler auftreten
konnen, allerdings andererseits die Modellkomplexitat relativ gering ist — die resul-
tierende Online-Implementierung hat somit einen niedrigen Rechenbedarf. Dennoch
erzielt diese Verlustleistungsmodellierung wie in Abschnitt 4.7 gezeigt, tendenziell
eine hohe Giite bei der Verlustleistungsschatzung.

Das mechanische Reibdrehmoment 7Ty 4 wird weiterhin nicht modelliert, son-
dern im Voraus fiir verschiedene positive Drehzahlen gemessen — vergleichbar zu
Abschnitt 4.4: Da fir den (in diesem Kapitel) betrachteten Priiflingsmotor bei
den verschiedenen Drehzahlen das Reibdrehmoment kaum variierte, wird das dabei
durchschnittlich gemessene Drehmoment als Reibdrehmoment genutzt:

TTM,d = —0,0254 Nm . (59)

An dieser Stelle sei zudem angemerkt, dass vorher der Offset Trg ¢ der Drehmo-
mentmessung bestimmt wurde. Hierfiir wurden bei ausgeschaltetem Priiflingsmotor
eine niedrige positive sowie eine niedrige negative Drehzahl durch den Lastmotor
eingeregelt und die gemessenen Drehmomente gemittelt:

Trg o = 0,0431 Nm . (5.10)

Aus dem Reibdrehmoment Ty g und der gemessenen Drehzahl n,, lésst sich die
mechanische Verlustleistung A ., die in den Lagern des ASM auftritt, abschatzen:

Pimnelk] = Pre(num[k]) = —2 - 7 - nun[k] - Traga - (5.11)

In der thermischen Modellbildung basierend auf dem LPTM in Abbildung 5.3b
liegen zwei Verlustleistungen als Eingangsgrofien vor: Einerseits eine Verlustleis-
tung P, die ortlich dem Stator zugeordnet werden kann, und andererseits eine
Verlustleistung B ,, die dem Rotor zuzuordnen ist. Die elektrischen Verluste aufgrund
des Rotor- R, und Statorwiderstands Rs werden jeweils vollstandig der Rotor- A,
bzw. Statorverlustleistung B s zugerechnet. Demgegentiber sollen die Eisenverluste
und die mechanischen Verluste anteilig dem Rotor und dem Stator subsumiert werden.
Hierzu werden zwei relative Koeffizienten 7 und rj,e eingefithrt, die jeweils den
Anteil dieser Verlustleistungen angeben, der sich wie eine zusétzliche Warmequelle
im Stator verhélt. Die verbleibenden Anteile der Verlustleistungen werden dem
Rotor zugerechnet, wodurch insgesamt die Verlustleistungen des Stators F ¢ und des
Rotors P, an dieser Stelle resultieren als

3 . 3 . .

Pl,s{k] = 9 R; - H"'S[k]HQ + 5 Tife - Re - s [K] — Zs,l[k”|2 + Tme * Pl,me[k]a (5.12)
3 ; 3 ) .

Bilk] =3 - R 4. [K])1* + 5 (L= i) - Bre - [[as[k] — isa[k]|”
+ (1 - Tl,me) . Pl,me[k] . (513)

Mit dieser Modellierung ist somit eine Betrachtung von lediglich zwei Warmequellen
im ASM moglich.
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Fiir das thermische Modell ist allgemein die durchschnittliche und nicht die momen-
tane Verlustleistung relevant. Um hochfrequente Schwankungen in den momentanen
Verlustleistungen P, und P fiir das thermische Modell zu eliminieren, werden
die jeweiligen Verlustleistungsgrofien mithilfe eines gleitenden Mittelwertfilters mit
einer Fensterlange von 100 Abtastschritten, das heifit iiber eine Zeitdauer von 10 ms,
gefiltert. Die gefilterten Verlustleistungen werden als B, ¢ und P ¢¢ bezeichnet. Aus
elektromagnetischer Sicht bleiben alle weiteren Aspekte identisch zu dem AKF ge-
méaf der Abschnitte 4.2 und 4.3: Bei der Schiatzung des Rotorflusses ), und der
Statorstrome ¢5; werden die dynamischen Beziehungen in ein Kalman-Filter inte-
griert. Auflerdem werden die nichtlinearen Modellparameter in jeder PWM-Periode
fir die Schatzung in der nachsten PWM-Periode aktualisiert. Hierbei werden aller-
dings zusatzlich die geschiatzten Temperaturen geméfl den Gleichungen (5.1) - (5.2)
beriicksichtigt.

Zur Schétzung der Temperaturen wird ein thermisches Modell des ASM benotigt.
In [132] wird ein relativ simples thermisches Netzwerk fiir den ASM beschrieben, das
allerdings das thermische Verhalten des ASM effektiv abbilden kann. Die Struktur
dieses Modells ist in Abbildung 5.3b visualisiert und diese Struktur soll fir die ther-
mische Schiatzung verwendet werden. Aus dieser Struktur lasst sich ein thermisches
Modell in Zustandsraumdarstellung ableiten als

0a(t)
d {os(t)] _ NEAG) _
A O o R v B

Darin treten entsprechende zeitinvariante Systemmatrizen auf:
i -1 -1 -1 -1 -1
_Cth,s ’ (Rth,as + Rth,rs) Oth,s ’ Rth,rs
Atho = ) X 1 e (5.15)
L C’th,r ’ Rth,rs ~ “thr Rth,rs
r—1 | p-1 —1
C’th7s ’ Rth,as CYth,s 0 ]
—1
0 0 Chr

Die Modellparameter in dem thermischen ESB nach Abbildung 5.3b, das heifit die
thermischen Widerstande Rip, as, fienrs und die Warmekapazititen Ciy s, Cin r, werden
als konstant bzw. unabhédngig von den Systemzustinden angenommen. Diese Para-
meter sollen ebenfalls offline identifiziert werden. Das thermische Modell wird analog
zum elektrischen Modell basierend auf [116] diskretisiert: Hierbei wird angenommen,
dass die Umgebungstemperatur 9, und die Verlustleistungen B ,, A wahrend der
Abtastzeit Tins = 0,5 s konstant gehalten werden, wie dies bei einer idealen Abtast-
Halte-Schaltung der Fall ware — dafiir werden die gefilterten Verlustleistungen B, ¢,
B s verwendet:

By, = (5.16)

Dalk — 1]
Ok]| _ ,  [Os[k —1] ‘ B
L%[kJ]_Ath Lx[k_u]*&h gjﬂ’;_ﬂ : (5.17)
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Fiir die darin auftretenden diskreten Systemmatrizen gilt
Ath _ eAth,oﬂ}h,s’ Bth — At_hl,o . (eAth,(yTth,S _ _[4) . Bo ) (518)

Hierbei wird eine groflere Abtastzeit Ti, s = 0,5 s als bei dem elektrischen Modell
gewahlt, da die thermischen Vorgange im Vergleich zu den elektromagnetischen
deutlich groflere Zeitkonstanten aufweisen. Dadurch ldsst sich der Rechenaufwand bei
der Offline-Parameteridentifikation und bei der Online-Implementierung verringern.
Dementsprechend werden die geschétzten Temperaturen ., ¥ einmal pro Abtast-
zeit Tiy s durch das thermische Modell aktualisiert und in der Zwischenzeit innerhalb
des elektrischen Modells als konstant betrachtet.

Wihrend die Schéitzung der Zustandsgrofien im elektrischen Teilmodell weiterhin
in ein Kalman-Filter analog zu Abschnitt 4.3 integriert ist, wird die Schéitzung
der Temperaturen im offenen Regelkreis durchgefiithrt. Das heif3t, es erfolgt keine
Riickfiihrung gemessener Rotor- oder Statortemperaturen und es werden unmit-
telbar die Gleichungen (5.17) - (5.18) in jedem Abtastzeitpunkt (alle 0,5 s) zur
Berechnung der Schatzwerte verwendet. Hierbei wird die gemessene Umgebungstem-
peratur J, i, [k] verwendet, also 9,[k] = ¥, m[k]. In der praktischen Anwendung lieBen
sich gegebenenfalls mit verfliigharen Sensoren im Motor komplexere geschlossene
Beobachterstrukturen fiir das thermische Modell nutzen und dadurch das Risiko
hoher Schatzabweichungen reduzieren. Zur allgemeingiiltigen Darstellung wird an
dieser Stelle jedoch von keinen verfiigharen thermischen Sensoren innerhalb des ASM
wahrend des Online-Betriebs ausgegangen.

Die beiden beschriebenen Teilmodelle bilden zusammen den elektrisch-thermischen
Beobachter (ETB), der folgende Modellparameter aufweist:

o 1,15, 13,1, geméB Gleichung (5.4),
® Racrs h., Racs, hy gemafy Gleichungen (5.1) und (5.2),
o Ly, Ly, R gemifl Abbildung 5.3a,

e mq,ms, das heifit die Diagonalelemente der Diagonalmatrix M des Kalman-
Filters gemafl Gleichung (4.38),

® 7lfe, "me gemaf Gleichungen (5.12) - (5.13),
L Rth,a57 Rth,rs> Cth,s, Cth,r gemaﬁ Abblldung 5.3b.

Diese 19 Parameter werden durch den Parametervektor pgrg repriasentiert und
auf Grundlage umfangreicher am Priifstand aufgenommener Messdaten in einer
gemeinsamen PSO optimal identifiziert.

5.3 Datensatz fur die Identifikation und die Validie-
rung

Der Prifstand zur Aufnahme der Messdaten in den vorherigen Kapiteln wurde fiir
diese Betrachtung modifiziert. Dabei wurden folgende Komponenten ausgetauscht:
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Abbildung 5.4: Ubersichtsfoto des elektrisch-thermischen Priifstands mit der Be-
schriftung wichtiger Komponenten

der Lastmotor, der Priiflingsmotor, der Drehmomentsensor und die Metallbalg-
kupplungen. Die Produktbezeichnungen der hier verwendeten Komponenten sind
Tabelle 5.1 zu entnehmen und die Nennwerte des neuen Priiflingsmotors Tabelle 5.2 —
die nominalen Werte des Lastmotors sind im Anhang A.3 dargestellt. Die Umrichter
fiir den Priiflings- und Lastmotor sowie das RCPS sind identisch zum vorherigen
Kapitel. Zur Veranschaulichung ist ein Foto des aktualisierten Priifstandsaufbaus
mit einer Beschriftung der Hauptkomponenten in Abbildung 5.4 dargestellt.

Bei dem Priiflingsmotor handelt es sich prinzipiell um einen standardméfigen
industriellen ASM, der mit einer (in Stern geschalteten) verteilten Wicklung, einem
Drehgeber, einer Hohlwelle und einem Fremdliifter ausgefiihrt ist. Der Fremdliifter
wird kontinuierlich vom Netz gespeist und weist somit eine konstante Drehzahl
bzw. eine konstante Leistung auf. Dadurch ergibt sich ein gleichméfliger Luftstrom
iiber den Priiflingsmotor. Das Besondere an diesem ASM ist, dass zahlreiche Ther-
moelemente (Typ K, Klasse 1) im Stator und Rotor eingebracht sind. Die Signale
der Thermoelemente vom ortsfesten Stator werden mithilfe geeigneter Temperatur-
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Tabelle 5.1: Relevante Komponenten und Messgerédte am Priifstand

Komponente Hersteller Produktbezeichnung
Priflingsmotor (ASM) EMB Individuelle Anfertigung
Lastmotor (ASM) SEW DRL90L4/FL/TF/ES7S/PK
Metallbalgkupplungen R+W BKH-15-66
Telemetriesystem (Rotor) Datatel Telemetry 8-Kanal-Telemetrie-System
Messumformer (Stator) Schuhmann MU 1.00 S
Drehmomentmesswelle Interfaceforce IFFT2-20NM-B

Tabelle 5.2: Eigenschaften des Priiflingsmotors nach Datenblattangaben [16]

Grofle Bezeichnung Wert

Tx Nenndrehmoment 10,21 Nm
In Nennwert des Phasenstroms (in Sternschaltung) 3,27 A
Phen Mechanische Nennleistung 1,5 kW

nx Nenndrehzahl 1404 min—!
P Polpaarzahl 2

Uden Nennwert der Zwischenkreisspannung 563,38 V

Messumformer ausgewertet und die Signale der Thermoelemente vom Rotor werden
mithilfe eines Telemetriesystems kontaktlos iibertragen sowie aufbereitet — vergleiche
verwendete Messhardware gemafl Tabelle 5.1. Der Sender des Telemetriesystems wird
dabei auf der Hohlwelle des ASM montiert und dessen Empfanger befindet sich dahin-
ter, so dass eine verlangerte Liifterhaube (hellgraue Komponente in Abbildung 5.4)
benotigt wird.

In Abbildung 5.5 sind die fiir die elektrisch-thermische Modellierung relevanten
Thermoelemente im ASM und deren axiale Positionen qualitativ visualisiert — deren
exakte Positionen und die geometrischen Abmessungen des Motors sind den tech-
nischen Zeichnungen im Anhang A.3 zu entnehmen: Im Rotor befindet sich je ein
Thermoelement in den Endringen des Kurzschlusskafigs (R4, R5) und eins in der axia-
len Mitte des Rotorblechpakets nahe den Rotorstdben (Rq). In der axialen Mitte des
Stators sind sechs Thermoelemente vorhanden, vier in der Mitte von Nuten (S;-Sy),
eins an der Innenseite einer Nut (zum Rotor, S7) und eins an der Auflenseite einer
Nut (zum Gehéuse, Sg). Zusétzlich befinden sich zwei Thermoelemente in Richtung
der Wickelképfe in der Mitte von zwei Nuten (Sg, Sg) und zwei innerhalb der beiden
Wickelkopfe selbst (Sig, S11). Auflerdem sind zwei Thermoelemente (S, S17) so im
Luftstrom fixiert, dass diese die Temperatur des Luftstroms vor dem Erreichen des
Motorgehduses messen kénnen — vergleiche Anhang A.3.

Aus den mit den Thermoelementen S; sowie R; gemessenen Temperaturen g,
bzw. ¥g 1 m Wird die modelltechnische Temperatur in der Statorwicklung ¥ ,, in dem
Kurzschlusskafig v, ,, und in der Umgebungsluft 9, ,, jeweils als gewichteter Mittel-
wert ermittelt, um die Positionen der Thermoelemente geeignet zu beriicksichtigen:
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S1-S4, Se, S7

Abbildung 5.5: Position der relevanten Thermoelemente im Priiflingsmotor — erstellt
unter Nutzung eines bereitgestellten CAD-Modells [16]: Der ASM ist vereinfacht mit
dem Statorblechpaket (hellgrau), der Wicklung (orange) und dem Rotor inklusive
Kurzschlusskéfig (dunkelgrau) dargestellt. Die Thermoelemente im Rotor und die
axialen Positionen der Thermoelemente im Stator sind hervorgehoben (rot).

1< 12
=" Zﬁszm 5 Z§Slm 6 > Vsim + Z VS 1. (5.19)
=1 =6 =8 =10
1
19r,m g (79le +19R4m+79R5m> ) (520)
1
ﬁa,m 5 (198 16,m + 198 17 m) . (521>

Anzumerken ist, dass diese Gewichtung der einzelnen Thermoelemente im Rahmen
einer betreuten Masterarbeit [140] gemeinsam mit dem Masteranden festgelegt wurde.

Der verwendete Drehmomentsensor weist eine hohe absolute Genauigkeit von
0,02 Nm auf, wodurch eine prazise Drehmomentmessung erméoglicht wird. Da das
Gesamtsystem aus beiden Motoren weiterhin mechanische Schwingungen aufweist,
wird das gemessene Drehmoment mit dem diskretisierten Tiefpassfilter erster Ordnung

2.7 - flp _ TTS,m,lp<Z)
ot 2 m fo)—fo- 2" Trsm(®)

mit einer geringen Grenzfrequenz fi, =5 Hz gefiltert. Dieses gefilterte Drehmo-

ment 7Trpg m1p Wird um das Reibdrehmoment Ty g und den Offset Trrg o korrigiert,
wodurch das elektromagnetische Drehmoment im Luftspalt des ASM vorliegt:

Gip(2) = (5.22)

Tm,lp[k] = TTS,m,lp[k] — TTS7Oﬁ‘ — TTM,d = TTS,m,lp[k] — 070177 NII] . (523)
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Tabelle 5.3: Mit Standardtestverfahren identifizierte Parameter des Priiflingsmotors

Parameter L, ,inH L;inH L,inH R inQ R,inQ
Wert 0,3297  0,0702 0,0702  5,6693 3,9180

Zunachst werden erneut am Priifstand Standardtestverfahren [20] durchgefiihrt
und mit den dabei erhaltenen Messergebnissen Ndherungswerte fiir die Motorpa-
rameter bestimmt. Diese approximierten Motorparameter sind in Tabelle 5.3 auf-
gefiihrt und werden verwendet, um die Regler der standardméfligen FOR (geméaf
Abschnitt 2.2) auszulegen und den in der FOR verwendeten Basis-Strommodell-
Beobachter zu parametrieren. In der FOR wird zusatzlich weiterhin das Greybox-
Umrichterkompensationsverfahren geméfi Abschnitt 3.4 verwendet. Die FOR wird
im Anschluss mit der PWM-Schaltfrequenz f; = 10 kHz auf dem RCPS ausgefiihrt.

Bei der Aufnahme der Messdaten fiir den Identifikationsprozess wird wie folgt
vorgegangen: Fiir unterschiedliche konstante Solldrehzahlen n*, die vom Lastmotor
eingeregelt werden, schaltet eine innere FOR-Stromregelung unter Verwendung des
Basis-Strommodell-Beobachters verschiedene Betriebspunkte am Priiflingsmotor auf.
Hierfiir sind verschiedene Betriebspunkte im n*-if 4-if ,-Raum auszuwdhlen.

Zum einen wird bei verschiedenen Solldrehzahlen, namlich {250, 750, 1250, 1750,
2250, 2750} min~', die i} 4-if ,-Stromebene in dquidistante Abschnitte unterteilt.
Alle dabei gerasterten Betriebspunkte, die die Strom- und Spannungsgrenzen er-
fiillen, werden fiir jeweils kurze Zeitintervalle am Priifstand aufgeschaltet und im
stationaren Zustand fiir 5000 Abtastschritte mit 10 kHz aufgezeichnet, das heif3t
fir 0,5 s. Diese Datenpunkte bilden den ersten Datensatz, der als D4 bezeichnet
wird. Dabei werden insgesamt 481 Betriebspunkte messtechnisch erfasst, die im
Anhang A .4 visualisiert sind. Durch das sukzessive relativ kurze Aufschalten der
einzelnen Betriebspunkte bleibt die Rotor- und Statortemperatur in einem niedrigen
Temperaturbereich von [24 °C; 42 °C]. Der Datensatz D, bildet dementsprechend
das elektromagnetische Verhalten bei anndhernd Raumtemperatur und lediglich
kurzzeitiger Belastung ab. Die Zielsetzung bei diesem Datensatz liegt darin, die
Temperaturen bei der Offline-Identifikation vorzugeben und lediglich die elektroma-
gnetischen Schéatzungen im Kostenfunktional zu berticksichtigen.

Zum anderen wurde in einer (vom Autor dieser Arbeit) betreuten Abschluss-
arbeit [140] ein Sampling-Algorithmus [141] erweitert, mit dem Betriebspunkte
im n*-if -13 -Raum zufillig ausgewéhlt werden konnen und mit dem sich eine mog-
lichst gleichméfBige Verteilungsdichte der ausgewéhlten Betriebspunkte im gesamten
Betriebsbereich erreichen lésst. Hiermit werden Betriebspunkte zuféllig ausgewéhlt
und am Priifstand so lange aufgeschaltet, bis entweder ein thermischer stationa-
rer Zustand erreicht oder eine maximale Motortemperatur tiberschritten wird. Die
maximal akzeptierte Motortemperatur wird aufgrund eines verwendeten Zweikompo-
nentenklebers zur Fixierung der Thermoelemente bei ungefahr 90 °C festgelegt. Bei
einigen wenigen Betriebspunkten sind Sensorfehler oder Stérungen bei der Messung
aufgetreten, so dass diese Betriebspunkte nicht berticksichtigt werden kénnen. Alle
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Abbildung 5.6: Betriebspunkte des elektrisch-thermischen Datensatzes D5

anderen Betriebspunkte werden als zweiter Datensatz D5 zusammengefasst, dessen
Betriebspunkte in Abbildung 5.6 visualisiert sind. Die Messdauer der im zweiten
Datensatzes D; enthaltenen Betriebspunkte umfasst insgesamt ungefahr 262 Stunden
und hierbei werden die Betriebspunkte jeweils im Durchschnitt fir 56,6 min (Mini-
mum: 9,5 min; Maximum: 248,3 min; Standardabweichung: 22,8 min) aufgeschaltet.
Bei den Messungen werden alle Temperaturen mit einer Abtastfrequenz von 2 Hz auf-
genommen. Die elektrischen Grolen werden jeweils alle 10 s fiir 5000 PWM-Perioden
mit der Schaltfrequenz von 10 kHz gespeichert, das heifit fiir ein Zeitintervall von
0,5 s. Dabei erfolgen am Priifstand die Aufnahme der einzelnen Messsequenzen mit
dem RCPS und die Betriebspunktwechsel automatisiert.

Zur Simulation des elektrisch-thermischen Beobachters im Rahmen des Offline-
Identifikationsprozesses und der anschliefenden Evaluierung werden bei beiden
Datensitzen Dy, Ds die folgenden Groflen direkt aufgenommen oder (wie zuvor
erlautert) aus den gemessenen Sensorgrofen bestimmt:

dabc[k] ) is,abc,m[k] ) udc,m[k} ) wrs,m[k] ) Tm,lp[k] ) 195,111[]{;] ) Q9r m[k] ) 19a,m[k] . (524)

)

Der Datensatz D5 wurde separat in [10], [11] ver6ffentlicht, wobei Trrg m1p k] anstelle
von Ty, 1,]k] einbezogen wurde und jeweils lediglich 200 (anstatt der aufgenomme-
nen 5000) PWM-Perioden bei den elektrischen Daten beriicksichtigt wurden, um die
GroBe des Datensatzes iiberschaubar zu halten. Dieser veréffentlichte Datensatz [10],
[11] enthélt simultan mit einem Leistungsmessgerat aufgenommene Grofien, die in
dieser Arbeit allerdings nicht verwendet werden.
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5.4 Offline-Identifikation des ETB

Im OfHine-Identifikationsprozess wird weiterhin eine PSO eingesetzt — vergleiche
Abbildung 5.2. Hierbei besteht die Zielsetzung darin, durch Verédnderung des Para-
metervektors pgrp das folgende Kostenfunktional zu minimieren:

Waealk] /= _ 2
JETB,tr = Z 2 4T12[ ] : (T[pETB7 k] - Tm,lp[k])
k€D4 ,tr,el
ws.elk] /= BT [k 2

+ Z 2. T '(T[PETB> ] = T ])

kEDo tr,el

Ws.tn |k

b 0 e, k] — dualk]) + (hlpere. K] — Dk (5.25)

k€Ds tr,th N

Dabei werden die Schéatzfehler auf die Referenztemperatur ¥y = 120 K und das
Nenndrehmoment Ty gemafl Tabelle 5.2 normiert. Auflerdem werden Gewichtungsfak-
toren wy o1, ws e Und wy g eingefiihrt. Die geschatzten und gemessenen Drehmomente
werden zusétzlich mit einem gleitenden Mittelwertfilter gefiltert — Mittelwertbildung
iiber die jeweils letzten 100 Abtastschritte —, um kleinere Schwankungen bei der Iden-
tifikation vernachléssigen zu konnen. An dieser Stelle wird das vom ETB geschatzte
Drehmoment nicht vorher mit dem Tiefpass geméfl Gleichung (5.22) gefiltert, da
ansonsten (zum Erreichen eines stationdren Verhaltens) deutlich langere Simulations-
zeiten erforderlich waren. Diese Mittelwertfilterung wird durch einen Querstrich iiber
dem entsprechendem Drehmoment reprasentiert. Prinzipiell wird das Drehmoment
fiir jeden Betriebspunkt des ersten Datensatzes D, fiir 50 PWM-Perioden im stationa-
ren Zustand ausgewertet. Dementsprechend wird hierbei die Drehmomentschatzung
fur insgesamt Ny o = |Dytra| = 24050 Datenpunkte evaluiert. Hierbei werden die
gemessenen Temperaturen 9, y,, Us , im elektrischen Teilmodell vorgegeben und keine
geschatzten Temperaturen verwendet. Die elektrischen Gewichtungsfaktoren wy e
werden konstant zu = 1/Ny, o gewéhlt. Das heifit, die Gewichtungsfaktoren wy g
summieren sich gemeinsam zu eins auf, wodurch jeder Betriebspunkt in D, identisch
gewichtet wird.

Betriebspunkte des zweiten Datensatzes Ds mit einer Drehzahl kleiner
als 300 min~! sollen im Identifikationsprozess nicht berticksichtigt werden, da
diese tendenziell langere Konvergenzzeiten des ETB und dementsprechend langere
Simulationszeiten erfordern wiirden — vergleiche Erlauterungen im néchsten
Absatz und im Anhang A.5. Von den verbleibenden Betriebspunkten werden
zufallig 45 Betriebspunkte als weiterer Datensatz Dj 4, fiir den Identifikationsprozess
ausgewahlt. Diese Betriebspunkte umfassen eine Messdauer am Priifstand von
ungefahr 41,5 Stunden. Fir diesen Datensatz werden bei der Offline-Identifikation
sowohl die geschétzten Temperaturen ., 9, alle 0,5 s als auch das geschéatzte
gefilterte Drehmoment T alle 10 s im stationdren Zustand fiir 50 PWM-Perioden
evaluiert. Zum Erreichen des stationéren Zustands im elektrischen Teilmodell wird
jeweils vor Auswertung der Schétzung dieses Teilmodell fiir 600 PWM-Perioden
simuliert — nahere Details hierzu werden am Ende des Abschnitts adressiert. Dadurch
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Abbildung 5.7: Triggersignale des elektrischen und thermischen Teilmodells wéah-
rend der Simulationen im Offline-Parameteridentifikationsprozess

resultieren insgesamt Nj ¢ tn = |Dstrtn| = 299 140 und Nj iy o = |Dstr.a| = 750 100
auszuwertende Datenpunkte. Die thermischen Gewichtungsfaktoren ws, werden
so gewahlt, dass einerseits jeder Betriebspunkt aus dem Datensatz Ds s, ¢ gleich
gewichtet wird, unabhéngig davon, wie lange dieser bei den Messungen aufgeschaltet
wurde. Andererseits soll die Summe aller thermischen Gewichte ws 4y, eins ergeben.
Die elektrischen Gewichte ws ) des zweiten Datensatzes fiir die Identifikation Ds g,
werden analog so festgelegt, dass alle Betriebspunkte die gleiche Gewichtung
erhalten und alle diese Gewichte wse sich zu eins aufsummieren. Bei diesen
Simulationen zur Evaluation eines Parametersatzes pgrg werden jeweils zu Beginn
eines Betriebspunkts die Temperaturen im ETB mit den gemessenen Temperaturen
initialisiert, weil das ETB einen offenen thermischen Beobachterkreis aufweist.

Es ist an dem Kostenfunktional (5.25) zu erkennen, dass die Abweichungen
hinsichtlich der Drehmomentschatzung hoher gewichtet werden als die thermischen
Schatzfehler. Der Grund dafiir liegt darin, dass das Hauptziel bei der Parameter-
identifikation eine prézise Drehmomentschéitzung im gesamten Betriebsbereich des
elektrischen Antriebs darstellt. Allgemein ben6tigt das AKF und dementsprechend
auch das ETB fiir kleinere Drehzahlen unter sonst gleichen Bedingungen eine langere
Zeit bis zum Erreichen eines stationaren Zustands — exemplarisch wird dies im An-
hang A.5 fiir den gegebenen ASM préasentiert. Dementsprechend miisste fiir kleinere
Drehzahlen eine deutlich langere Zeit bei der Offline-Identifikation das elektrische
Teilmodell simuliert werden, bevor die eigentliche elektromagnetische Schéatzgro-
e, das heiit das Drehmoment 7', unter stationéren Bedingungen evaluiert werden
konnte. Insbesondere miisste dies bei jedem Simulieren des elektrischen Teilmodells,
also alle 10 s der realen Messzeit, wiederholt passieren. In Kombination mit der
Tatsache, dass relativ lange Messdauern pro Betriebspunkt fiir das Abbilden der
thermischen Vorgange verwendet werden miissen, wiirde dies den benétigten Rechen-
und Zeitbedarf fiir die Identifikation signifikant erh6hen. Aus diesem Grund sind die
Betriebspunkte mit niedriger Drehzahl nicht Teil des Identifikationsdatensatzes Ds 4.
Ebenfalls zur Verringerung des Simulationsaufwands bei der Identifikation wird das
elektrische Modell nicht kontinuierlich in 100-ps-Intervallen evaluiert, sondern nur
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Tabelle 5.4: Parameterbereiche (PB) und mit der PSO identifizierte Parameter x4
Die Parameter ag, a, werden vorgegeben und nicht in der PSO identifiziert.

x lyin H loinH I3-Vs 14/Vs LginH LssinH  Rgin Q

PB  [0,1;0,6] [0,01;0,5 [0;100] [0;5] [0,001;0,05] [0;0,05]  [50;3000]
ETB 05086 00954 7,2460 1,0667  0,0227 0,0102  2172,3
AKF 03857  0,1342 15,6888 1,0645  0,0132 0,0163 2154,

x Rycry in QO Rgesin QO h, hs my in A2 my in (Vs)? ag - 100 K

PB  [0,8;5] 08;5]  [0;2,5] [0;2,5] [0,001;10]  [0;0,05] -
ETB 36938 41321 0,1682 0,0952  9,8022 0,0442  0,3930
AKF  3,7402 46050  0,8067 0,1546  9,9755 0,0362 —

. K : K - kJ - kJ
x Rth,as 1 W Rth,rs n W T fe T, me CY‘ch,s n K C’th,r n K Qy - 100 K

PB [0; 5] [0; 5] 0;1] [0;1] [0,01;50]  [0,01:50] -
ETB 0,1431  0,2396  0,8889 0,0000 2,3347 2,0062 0,400

alle 10 Sekunden fiir 50 PWM-Perioden und eine gewisse Anzahl an zuséatzlichen
PWM-Perioden, bis zu der jeweils ein stationédrer Zustand vorliegt. Infolgedessen wer-
den auch die geschatzten Verluste im thermischen Modell nur alle 10 s aktualisiert.
Allerdings sind aufgrund der vergleichsweise langsamen thermischen Dynamiken
dadurch tendenziell keine signifikanten Schatzfehler zu erwarten. Die zugehorigen
Triggersignale des elektrischen und thermischen Teilmodells wiahrend der Simulatio-
nen im Identifikationsprozess sind in Abbildung 5.7 visualisiert.

Fir jede vorgeschlagene Parameterkombination pgrg wéihrend der Offine-
Parameteridentifikation werden neben der Evaluation der resultierenden Performanz
der Schatzung zwei zusatzliche Tests durchgefiihrt. Im ersten Test wird gepriift, ob
sich mit diesen Parametern im Kalman-Filter ein stationarer elektrischer Zustand
innerhalb einer definierten maximalen Anzahl an PWM-Perioden einstellt — diese
maximale Anzahl wird zu 600 PWM-Perioden festgelegt. Dadurch bedingt muss
durch die Konfiguration der Modellrauschmatrix M des Kalman-Filters ein relativ
schnelles Einschwingverhalten gewahrleistet werden. Im zweiten Test wird mit einem
Simulationsmodell bestehend aus ASM und einer FOR das resultierende dynamische
Verhalten kontrolliert. Hierbei wird untersucht, ob die durch die PSO ausgewéhlte
Parametrierung pgrp in Kombination mit den weiteren Regelungsbestandteilen im
hochdynamischen Betrieb der FOR-Stromregelung, das heif3t bei stark variieren-
dem Sollstrom, zu einer geeigneten und stabilen inneren Stromregelung fithrt. Das
verwendete ASM-Modell ist dabei identisch zu der jeweils ausgewéahlten Parametrie-
rung perp der PSO. Sofern eine dieser beiden zusétzlichen qualitativen Tests nicht
bestanden ist, wird die vorgeschlagene Parametrierung pgrg als unzureichend bewer-
tet und das Kostenfunktional geméafl (5.25) fiir die PSO als unendlich tiberschrieben.
Insbesondere wird durch den zweiten Test sichergestellt, dass der erhaltene ETB
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neben einer prézisen Schatzung auch innerhalb der geschlossenen Regelschleife als
Rotorflussbeobachter der FOR nutzbar ist.

In Tabelle 5.4 sind die fiir die Offline-Identifikation festgelegten Parameterbereiche
und die mit der PSO ermittelten optimalen Modellparameter angegeben — letzt-
genannte bilden den optimierten Parametervektor pgrpopt. Zu Vergleichszwecken
wird das AKF aus Kapitel 4 fiir den neuen ASM mithilfe derselben Betriebspunkte
und desselben Kostenfunktionals identifiziert. Hierbei werden alle thermischen Ge-
wichte ws g, auf null gesetzt, da das AKF keine thermischen Groflen schatzt. Es
sei angemerkt, dass die Offline-Identifikationen erneut mithilfe von MATLAB [50]
durchgefithrt werden.

5.5 Analyse der Schatzperformanz des ETB

In diesem Abschnitt wird die Schétzgiite hinsichtlich des Drehmoments und der
Temperaturen mit dem identifizierten ETB evaluiert. Aus diesem Grund werden
fiir den Testdatensatz Ds . die Abweichungen zwischen Schatzung und Messung
bestimmt:

eT = T — Tm,lp y €9y = 195 — l(/lSJn y €9, = 191« — 79r,m . (526)

Hierbei besteht der Testdatensatz Ds . aus allen Betriebspunkten des zweiten Da-
tensatzes Ds, die nicht bereits im Identifikationsdatensatz Ds 4, enthalten sind und
die eine Drehzahl von mindestens 100 min~! aufweisen. Insgesamt umfasst der
Testdatensatz 193 Betriebspunkte, eine durchschnittliche Dauer pro Betriebspunkt
von 56,2 Minuten und eine Gesamtmessdauer am Priifstand von ungefahr 180,8 Stun-
den. Niedrigere Drehzahlen werden aufgrund der beschrankten Genauigkeit der
Spannungsschitzung — analog zu den Erlauterungen in Abschnitt 4.6 — und einer rela-
tiv unruhigen Lastmotor-Regelung bei niedrigen Drehzahlen nicht betrachtet. Damit
von einem stationdren Zustand ausgegangen werden kann, wird hierbei jeweils vor Be-
stimmung der Drehmoment-Schatzfehler der ETB fiir 2000 PWM-Perioden simuliert.
Die Simulationen erfolgen ansonsten analog zu denen im Offline-Identifikationsprozess.
Zur sinnvollen Evaluierung bei sehr niedrigen Drehzahlen ware im elektrischen Teil-
modell zudem ein Ubergang auf einen adaptiven Strommodellbeobachter durch eine
drehzahlabhéngige Modifikation der Modellrauschmatrix M empfehlenswert — analog
zu dem AKF-DP in Abschnitt 4.6.

Fiir alle Betriebspunkte im Testdatensatz Dj 4. werden die Schatzfehler (5.26) mit
dem optimierten Parametersatz prprp opt ermittelt. In Tabelle 5.5 sind statistische
Groflen zu den Schéatzungen aufgefithrt, namlich der RMS, der Mittelwert und die
Standardabweichung der entsprechenden Fehler. Dabei zeigt sich, dass der ETB das
Drehmoment mit einem RMS-Fehler von lediglich 0,06 Nm oder bezogen auf das
Nenndrehmoment 0,6 % hochprézise schatzt. Die Temperaturschiatzung ist mit einem
RMS-Fehler von 1,57 K (Statortemperatur) und 1,45 K (Rotortemperatur) ebenfalls
sehr genau. Eine geringe Standardabweichung und ein Mittelwert von nahezu null
weisen zusatzlich auf die gute Schétzleistung des Modells hin. Zu Vergleichszwecken
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Abbildung 5.8: Verteilung der Drehmoment-Schétzfehler et fir den ETB (rot) und
das AKF (blau) basierend auf allen Datenpunkten des Testdatensatzes Ds .

Tabelle 5.5: Genauigkeit der Drehmoment- und Temperaturschitzung auf Grundlage
der Betriebspunkte des Testdatensatzes Dj e fiir das ETB und das AKF

e RMS(e) Mittelwert(e)  Standardabweichung(e)
€T ETB 0,0609 Nm —0,0002 Nm 0,0609 Nm

€9, ETB 1,5662 K —0,3638 K 1,6234 K

€9, ETB 1,4507 K —0,0936 K 1,4477 K

€T AKF 0,1755 Nm 0,0589 Nm 0,1653 Nm

werden die Drehmoment-Schéatzfehler und die entsprechenden statistischen Groéfien
auch fir das neu identifizierte AKF bestimmt. Hieran lédsst sich erkennen, dass eine
kombinierte Schiatzung des ETB den RMS-Fehler um 65 % verringert und somit die
Genauigkeit der Drehmomentschéatzung signifikant verbessert.

In Abbildung 5.8 ist fiir eine vollstdndigere Darstellung der Performanz die
Verteilung des Drehmoment-Schéatzfehlers dargestellt: Die Abweichungen der Dreh-
momentschitzung des ETB sind allgemein sehr gering und weisen weder eine hohe
Streuung noch deutliche Ausreifler auf. Der ETB ermoglicht dementsprechend mit
einer konsistenten elektrisch-thermischen Parametrierung eine sehr prazise Drehmo-
mentschitzung fiir den elektrischen Antrieb, auch unter variierenden thermischen
Bedingungen.

5.6 Validierung des ETB im geregelten Betrieb

Als Kreuzvalidierung wird nachfolgend die Performanz des ETB im geschlossenen
Regelkreis untersucht — analog zu dem Validieren des AKF in Abschnitt 4.6. Hierzu
wird der ETB in die FOR integriert und als dessen Rotorflussbeobachter verwendet,
vergleichbar zu dem AKF geméafl Abbildung 4.14. Da der ETB universell einsetzbar
sein und stets ein stabiles Schatzverhalten in der FOR aufweisen soll, bietet sich
bei der Aktualisierung des Rotor- und Statorwiderstands eine im Anhang A.6 erlau-
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Tabelle 5.6: Abweichungen der Drehmomentsteuerung und Temperaturschatzung
basierend auf dem Datensatz Dg: Es sind der RMS, der Mittelwert und die Standard-
abweichung fiir alle Datenpunkte mit einer Solldrehzahl n* > 100 min~! aufgefiihrt —
in eckigen Klammern sind die jeweiligen Werte fiir alle Solldrehzahlen erganzt.

e RMS(e) Mittelwert(e) Standardabweichung(e)
er 0,0683 Nm [0,0785 Nm| 0,0016 Nm [0,0067 Nm] 0,0683 Nm [0,0782 Nm]
e, 09463 K [0,947T K] -0,3280 K [-0,3159 K] 0,8876 K [0,8935 K]
es, 09966 K [1,0168 K]  -0,6312 K [0,6288 K|  0,7712 K [0,7990 K]

terte Limitierung der Rotorkreisfrequenz w, an. Diese Limitierung ist lediglich bei
einem sehr geringen Rotorfluss relevant und wird fiir die nachfolgend beschriebene
Validierung in der ETB-Implementierung berticksichtigt.

Am Priifstand werden bei einem drehzahlgeregelten Lastmotor nacheinander
80 verschiedene Betriebspunkte als n*-T*-1*-Kombinationen fiir jeweils fiinf Minuten
konstant vorgegeben und eingeregelt. Die Betriebspunkte werden zufillig im n*-T™-
Yy-Raum ausgewéhlt. Dabei werden ein minimaler Sollrotorfluss von ¢y, ~ 0,13 Vs,
die Strom- sowie die Spannungsbegrenzung und von der Drehzahl abhéngige Sicher-
heitsbereiche hinsichtlich der Spannung beriicksichtigt. Zusatzlich wird an dieser
Stelle gefordert, dass das Verhéltnis if 4 /i% , der stationdr gemifl dem ETB-Modell
in der FOR resultierenden d- und g-Sollstatorstromkomponenten nicht grofler als 1,5
ist. Dies erfolgt, um Betriebspunkte, die aufgrund eines relativ hohen Rotorflus-
ses (im Vergleich zum Solldrehmoment 7*) zu einem niedrigen Wirkungsgrad fiithren,
auszuschliefen — bei der Kreuzvalidierung sollen lediglich moglichst effizienzoptima-
le Betriebspunkte des elektrischen Antriebs betrachtet werden. Ansonsten konnte
beispielsweise bei dieser Kreuzvalidierung ein Betriebspunkt mit einem i 4 an der
Stromgrenze und einem i;, = 0 aufgeschaltet werden — dies wiirde allerdings im
Allgemeinen keinen sinnvollen Einsatzbereich eines ASM représentieren.

Zu Beginn der Messreihe wird das thermische Teilmodell des ETB initialisiert, das
heifit die Rotor- und die Statortemperatur im ETB werden auf den entsprechenden
messtechnisch ermittelten Wert gesetzt. Anschliefend wird das thermische Modell des
ETB wéhrend der gesamten Messdauer der 80 Betriebspunkte nicht erneut initialisiert.
Stattdessen schétzt das thermische Teilmodell permanent die Temperaturen, auch
wahrend der Betriebspunktwechsel. Fiir jeden der 80 Betriebspunkte werden nach
dessen Einregelung alle 10 Sekunden fiir jeweils 1000 PWM-Perioden das gefilterte
gemessene Drehmomente Tij, 5, aufgenommen und alle 0,5 Sekunden die geschétzten 9,
Us sowie die gemessenen Temperaturen ¥, y,, Usm. Dadurch kénnen pro Betriebspunkt
die Drehmomente 300000 Mal und die Temperaturen 590 Mal ausgewertet werden —
alle Datenpunkte sind Teil des Datensatzes Dg fiir die Kreuzvalidierung. Fiir alle
Datenpunkte k& des Datensatzes Dg werden die jeweiligen Schétzfehler gebildet:

erlk] = T k] — T7[k] , eo,[k] = Us[k] — Dsmlk] , eo,[k] = Ou[k] — Demlk] . (5.27)
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Abbildung 5.9: Zeitlicher Verlauf der gemessenen Drehzahl (erster Plot von oben),
des geschétzten Rotorflusses (zweiter Plot), der Temperaturen (dritter Plot) und des
Drehmoments (vierter Plot) des Priiflingsmotors

Die statistischen Groflen zu diesen Schétzfehlern finden sich in Tabelle 5.6. Hierbei
ist anzumerken, dass die Betriebspunkte im Testdatensatz Dg aus dem gesamten
Drehzahlbereich ausgewéhlt wurden — einschliellich relativ kleiner Drehzahlen. Zur
besseren Vergleichbarkeit mit dem vorherigen Kapitel und zum Aufzeigen der Perfor-
manz fiir Drehzahlen, bei denen der unmodifizierte ETB normalerweise anzuwenden
ist, werden in Tabelle 5.6 die Abweichungen fiir Betriebspunkte der Kreuzvalidie-
rung mit einer Solldrehzahl von n* > 100 min~! separat aufgefithrt. Bei diesen
Drehzahlen n* > 100 min~! wird das Drehmoment mit einer RMS-Abweichung von



134 5 Drehmomentsteuerung unter Beriicksichtigung thermischer Effekte

lediglich 0,67 % des Nenndrehmoments gesteuert. Sogar tiber den gesamten Dreh-
zahlbereich betrachtet liegt diese Abweichung unter 0,8 %. Dabei werden ebenfalls
die Rotor- und die Statortemperatur prézise geschétzt. In Abbildung 5.9 sind zur
Vollstandigkeit die zeitlichen Verldufe der gemessenen Drehzahl, des geschétzten
Rotorflusses, der Temperaturen und des Drehmoments dargestellt.

Insgesamt zeigt dieser ETB auch im geregelten Betrieb eine sehr gute Performanz.
Dabei weist das ETB einen Online-Rechenaufwand vergleichbar zu dem des AKF
auf, da im Wesentlichen lediglich das relativ simple thermische Netzwerk jede 0,5 s
zusétzlich zu aktualisieren ist. Somit lasst sich mit dem ETB ebenfalls prinzipi-
ell eine Erhohung der Performanz zahlreicher bestehender ASM-Antriebssysteme
durch Anpassung der Regelungssoftware und ohne Verédnderung der Regelungshard-
ware erreichen. Hervorzuheben ist auflerdem, dass in diesem Kapitel ein anderer
Priflingsmotor als in Kapitel 4 verwendet wird, wodurch die vorgestellte datenba-
sierte ASM-Modellierung als robust und unabhangig vom spezifischen Motordesign
interpretiert werden kann.

5.7 Exkurs: Verwendung des ETB in optimierten
Betriebsstrategien

Die Verlustleistungsmodellierung des ASM im ETB geméfl den Gleichungen (5.12)
und (5.13) lésst sich in einer effizienzoptimalen Betriebsstrategie nutzen. Hierzu
kann mit den Modellgleichungen fiir eine gegebene Rotortemperatur oJ,, Stator-
temperatur ¥s und Drehzahl n die Effizienz des ASM in der i 4-is .-Stromebene
approximiert werden. Dies ist exemplarisch in Abbildung 5.10 dargestellt. Dadurch
lasst sich unter Berticksichtigung einer gegebenen Zwischenkreisspannung, die in einer
Beschrankung der Statorspannung resultiert, und der Statorstrombeschrankung fiir
ein Solldrehmoment (darstellbar als Isolinie) der optimale Betriebspunkt als 4} 4-i .-
Kombination (oder 1;-i% -Kombination) ermitteln. Dies kann offline fiir eine Vielzahl
von Kombinationen durchgefiithrt und in mehrdimensionalen Tabellen abgelegt wer-
den. Zur Laufzeit lasst sich mit den Tabellen abhéngig von dem Solldrehmoment
und dem aktuellen Zustand des ASM zwischen den relevanten offline-optimierten Be-
triebspunkten interpolieren. Anschliefend kann der effizienzoptimierte Betriebspunkt
von der FOR eingeregelt werden.

Neben den offline-optimierten Betriebsstrategien konnen onlinefahige iterative Ver-
fahren abgeleitet werden [12], [13]: Unter Betrachtung stationirer Bedingungen lasst
sich basierend auf der Modellbildung im ETB ein iteratives Verfahren von Hackl et
al. (Kapitel 6.9 in [14]) zur Bestimmung des optimalen Betriebspunkts anwenden [12].
Des Weiteren kann fiir eine bessere Dynamik mithilfe des ETB eine modellpradiktive
Betriebsstrategie implementiert werden [13]. In den Veréffentlichungen [12], [13]
wurden die signifikanten Effizienzsteigerungen, die eine elektrisch-thermische Modell-
bildung des ASM ermoglicht, experimentell gezeigt. Zudem erreicht der Ansatz in
Veroffentlichung [13] gleichzeitig eine hohe Drehmomentdynamik und eine stationére
effizienzoptimale Betriebsfithrung des ASM, sowohl fiir EMAS als auch MMAS.
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Abbildung 5.10: Berechnete Effizienz des Priiflingsmotors in der if 4-i; ,-Stromebene
fir die Drehzahl n = 1000 min~!, die Statortemperatur 9J; = 20 °C und die
Rotortemperatur 9, = 20 °C — unter Nutzung der Vorgehensweise in [12]: Basierend
auf der ASM-Modellierung des ETB kann fiir einen Betriebspunkt, also eine i 4-
iy .~ Kombination, offline die stationare Effizienz n des Pruflingsmotors numerisch
bestimmt werden. Die approximierte Drehmoment-Isolinie 7" = 5 Nm ist ebenfalls
dargestellt (schwarz).

5.8 Kapitelzusammenfassung

In diesem Kapitel wird das AKF mit einem thermischen Teilmodell zu einem
elektrisch-thermischen Beobachter, dem ETB, erweitert. Dieser Beobachter ist in der
Lage, sowohl das Drehmoment als auch die Rotor- und die Statortemperatur des
ASM prézise zu schatzen. Insbesondere ermdglicht dies eine konsistente Parametrie-
rung des ASM im gesamten Betriebsbereich des elektrischen Antriebs, das heifit in
Bezug auf elektrische, elektromagnetische und thermische Zusammenhénge. In einer
umfangreichen experimentellen Validierung weist die Schatzung und die Steuerung
des Drehmoments einen RMS-Fehler von unter 0,8 % des Nenndrehmoments auf. Die
inhdrenten Rotor- und Statortemperaturen werden dabei mit RMS-Abweichungen
von unter 1,6 K geschétzt. Der umfassende Ansatz adressiert alle wesentlichen Anfor-
derungen an die Regelung von ASM: Der ETB und das darin enthaltene identifizierte
ASM-Modell lassen sich gleichzeitig im Rahmen der FOR, der Betriebsstrategie und
der Zustandsiiberwachung nutzen.
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6 Fazit und Ausblick

6.1 Fazit

Die vorliegende Arbeit adressiert die hochgenaue Schéitzung und Steuerung des
Drehmoments von ASM-Antrieben. Hierzu wird (in Kapitel 4) die klassische ASM-
Modellierung um nichtlineare elektrische Einfliisse erweitert und das resultierende
Modell fiir die Zustandsbeobachtung in ein adaptives Kalman-Filter integriert. Ge-
geniiber dem Stand der Technik werden hierbei alle wesentlichen nichtlinearen elektri-
schen Effekte im Modell abgebildet und die gesamten unsicheren Beobachterparameter
mit einer Offline-Optimierung basierend auf einem umfassenden Messdatensatz be-
stimmt. Bei Verwendung dieses erarbeiteten Beobachters, dem AKF, ist — unter
nahezu konstanten thermischen Bedingungen — eine RMS-Abweichung in der Dreh-
momentschiatzung und —steuerung von unter 1 % des Nenndrehmoments tiber den
gesamten Betriebsbereich des ASM-Antriebs erreichbar. Insbesondere lésst sich das
AKF im kompletten Drehzahlbereich einschlieflich Stillstand nutzen, weist lediglich
einen geringen Rechenaufwand auf und erfordert keine zuséatzliche Signalinjektion.
Eine derart hohe Genauigkeit ist bei haufig verwendeten vereinfachten Modellen mit
tiberwiegend konstanten Parametern und ohne globale Parameteridentifikation (wie
in Kapitel 4 gezeigt) nicht erreichbar.

Dieser Beobachter kann zusatzlich dazu genutzt werden, um die Verlustleistungen
innerhalb des ASM zu schéatzen, ohne dass eine weitere Identifikation des Modells
erforderlich ist. Diese Schatzungen der Verlustleistungen lassen sich als Eingangsgro-
Ben eines thermischen Netzwerks verwenden. Durch Hinzunahme eines thermischen
Netzwerks, namlich eines Zwei-Knoten-LPTM-Modells, wird das AKF (in Kapitel 5)
zu einem elektrisch-thermischen Beobachter, dem ETB, vervollstindigt. Die Auswir-
kungen von thermischen Verédnderungen kénnen damit ebenfalls adressiert werden.
Im gesamten Betriebsbereich des ASM-Antriebs, das heif3t auch unter dynamisch
variierenden thermischen Bedingungen, fiihrt der ETB zu einer hohen Performanz,
indem dieser das Drehmoment mit einer RMS-Abweichung von unter 0,8 % des
Nenndrehmoments schatzt und steuert. Die indirekt geschatzten Motortemperaturen
zeigen mit einem RMS-Fehler von ungefahr 1,5 K iiber den gesamten Betriebsbereich
des ASM-Antriebs, dass auch das thermische Verhalten adiaquat im ETB abgebildet
wird.

Der ETB erreicht somit die Zielsetzung dieser Arbeit. Dabei unterscheiden
sich insbesondere die vorgestellte Kombination elektrischer und thermischer Ef-
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fekte, das heifit die multiphysikalische Modellbildung, und die simultane Offline-
Parameteroptimierung erheblich vom Stand der Technik. Das datenbasierte ASM-
Modell und dessen offline-identifizierten Modellparameter kénnen konsistent im
Rahmen der FOR, der Zustandsiiberwachung und der Betriebsstrategie verwendet
werden, ohne zu signifikant hoheren Anforderungen an die Regelungshardware zu
fithren. Dementsprechend lasst sich mit dem ETB tendenziell ebenfalls eine Erhohung
der Performanz zahlreicher bestehender ASM-Antriebssysteme durch Anpassung der
Regelungssoftware und ohne Verdnderung der Regelungshardware erreichen.

Fiir die Rotorflussbeobachtung mithilfe des adaptiven Kalman-Filters ist eine
moglichst prazise Information iiber die vom Umrichter am Motor angelegte Spannung
erforderlich. Dazu werden (in Kapitel 3) Modelle fiir das nichtlineare Schaltverhal-
ten des Umrichters und Verfahren zur Kompensation dieser nichtlinearen Einfliisse
erarbeitet. Gegentiber dem Stand der Technik werden in einem Greybox-Umrichter-
modell, dem EGU, alle relevanten nichtlinearen Effekte des Modulationsverfahrens,
der Leistungshalbleiter und der Treiberschaltungen explizit beriicksichtigt und ge-
meinsam offline bestimmt. Hierbei werden auch Effekte bei sehr hohen oder sehr
niedrigen Tastverhéltnissen abgebildet, die zuvor in der Literatur meist unberiicksich-
tigt blieben. Das EGU ist in der Lage, die Phasenspannungen prazise zu schatzen,
ndmlich mit einem RMS-Schétzfehler bezogen auf die Zwischenkreisspannung von
weniger als 0,2 %. Dieses Greybox-Umrichtermodell wird bei dem AKF und dem
ETB verwendet. Zusétzlich wird in dieser Arbeit ein Blackbox-Umrichtermodell,
das BBU, vorgestellt, welches KNN zur Schatzung verwendet. Dabei schatzt das
BBU die Phasenspannungen mit einem RMS-Fehler bezogen auf die Zwischenkreis-
spannung von ungefahr 0,11 %. Ein derartiges rein datenbasiertes Vorgehen war
im Kontext der Umrichtermodellierung fiir Antriebsanwendungen in der Literatur
bisher nicht vorhanden. Auf Basis der Umrichtermodelle abgeleitete Greybox- und
Blackbox-Umrichterkompensationsverfahren werden ebenfalls prasentiert und in
einem geschlossenen Stromregelkreis experimentell untersucht, wobei sich beide An-
satze als effektiv zur Reduktion von Stromoberschwingungen herausstellen. Beide
Verfahren reduzieren die Oberschwingungen in den Phasenstromen und fithren zu
einem um mehr als 50 % geringeren THD.

6.2 Ausblick

Zukiinftig kann die vorgestellte datenbasierte Modellierung des ASM-Antriebs auf
weitere vergleichbare Antriebe iibertragen werden, um dadurch moglicherweise deren
Leistungsfihigkeit zu erh6hen. Aulerdem lasst sich in einer weiterfithrenden Forschung
die Performanz des ETB im Uberlastbetrieb untersuchen. Sofern der vorgestellte
ETB auch im Uberlastbetrieb die Temperaturen und das Drehmoment prizise
schétzt, lieBe sich dieser Betriebsbereich effektiv im Antriebssystem nutzen und somit
gegebenenfalls der ASM kleiner dimensionieren. Dadurch kénnte der Materialbedarf
verringert und das in der Einleitung dieser Arbeit erwahnte Potenzial von ASM fiir die
Gesellschaft zusatzlich erhoht werden, insbesondere aus Aspekten der Nachhaltigkeit.



Anhang

Hinweis zu Quellen und Vorveroffentlichungen:

Der Anhang basiert auf den eigenen Veroffentlichungen [5]-[11]. Weitere Details
diesbeztglich sind fiir die Abschnitte A.1 - A.2 zu Beginn von Kapitel 4 und fiir die
Abschnitte A.3 - A.6 am Anfang von Kapitel 5 aufgefiihrt.

A.1 Alternative dynamische Asynchronmotor-Mo-
dellierung

In Abschnitt 4.3 werden die Parameter des ESB geméfl Abbildung 4.3a fir die
dynamische Modellierung als konstant und unabhéngig von den Zustandsgrofien (Sta-
torstrom g und Rotorfluss 1,) angenommen. Nachfolgend wird diese Annahme kon-
stanter Parameter in der dynamischen Modellierung fiir die magnetische Sattigung
der Hauptinduktivitat vermieden. Dabei werden die entsprechenden differentiellen
Induktivitatsmatrizen in der Stromdifferentialgleichung verwendet. Solch ein Vorge-
hen konnte eine hohere Genauigkeit der Modellierung des Statorstromanteils %5; im
Kalman-Filter zur Folge haben. Insbesondere im hochdynamischen Betrieb des ASM
konnte dies die Performanz der Rotorflussschatzung weiter steigern.

Bei der nachfolgenden Herleitung wird, wie in Abschnitt 4.3, auf die Angabe der
Zeitabhéngigkeit der kontinuierlichen Groflen verzichtet, € = (t). Die magnetische
Sattigung der (absoluten) Hauptinduktivitdt L,, wird weiterhin in Abhéngigkeit der
Amplitude des Hauptflusses ¢, = |4 || modelliert:

li =1y Iy =1y

1+ elsla 14 ela@m—la) - (A1)

Lm (me) = ll +
Fiir den Hauptfluss und dessen Betrag lassen sich implizite Gleichungen aufstellen:

"/"m = Lm(@z)m) "t (AQ)
Y = H"pmH = Lm<wm) ) HZmH = Lm(dfm) U - (A-B)

Durch implizites Differenzieren von Gleichung (A.3) kann die Ableitung der absoluten
Hauptinduktivitat beziiglich des Magnetisierungsstrom-Betrags ermittelt werden:

dln(Ym)  dlw(Wm) d¥m  dLw(Pm) | dLwm(¢m)
dZm = dwm . dzm = dwm im dZm +Lm(wm)

_ Ln(n) g N
- AL (Ym) (A4)
d"pm

1—im
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Im Folgenden soll zusétzlich auf die Angabe der Zustandsabhéngigkeit der Grofien
verzichtet werden, das heifit beispielsweise L, = Ly, (1n). Die zeitliche Ableitung
des Hauptflusses lasst sich im vorliegenden Fall ermitteln als

At d[Lu - ] di,, dL, di, .
at at @ T an a” (A.5)
di, dL, . [din1" dig
di
=Lo—+ . A.
m (A7)

Hierbei wird eine differentielle Hauptinduktivititsmatrix L% eingefiihrt:

[ s

LA =L I, + —=i,
m 2

m

Im stationdren Betrieb, also bei konstanter Amplitude des Magnetisierungsstroms,
das heifit

din,
dt
gilt fir den letzten Term in der Gleichung (A.5)

=0, (A.9)

dL,, diy

Lm0 Al
G Y (A-10)

Somit ist im stationdren Betrieb eine einfache Modellierung, das heifit

d dz,,
E@bm - mﬁ )

moglich und dementsprechend die ausschliefliche Betrachtung absoluter Induktivita-
ten geméfl Abschnitt 4.3 gerechtfertigt.

Nachfolgend wird sich hingegen nicht auf einen konstanten Magnetisierungsstrom-
Betrag i,, beschriankt, sondern vom allgemeinen Fall gemafi Gleichung (A.5) ausge-
gangen. Dabei lassen sich weiterhin die dynamischen Gleichungen fiir den Statorfluss
und Rotorfluss (analog zu Abschnitt 4.3) aus den Maschengleichungen des ESB
ermitteln:

(A.11)

d
Us = Rs . is,l + Tfe &st <A12>

d 1 Ry .
And Ews - Tife “Us — Tfe "), (Al?))

d
U= Revie = J o o+ 2 tpy =0 (A.14)
d

e S= Rii Tt (A.15)

dt
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Die Flussverkettungsgleichungen kénnen mit der absoluten Hauptinduktivitat L,,,
der Statorinduktivitat

Ly = L+ Los (A.16)
und der Rotorinduktivitét
Ly =Ly + Lo (A.17)
aufgestellt werden:
s = Ls-t5)+ Ly - & = Los - ) + Ly - (A.18)
Yr =Lyt + Lin 351 = Loy - 4 + L + B (A.19)

Aus der letztgenannten Gleichung ldsst sich auch umgeformt der Rotorstrom in
Abhangigkeit des Rotorflusses und des Statorstromanteils %5, ausdriicken:

b= — (P — Lin - is1) - (A.20)

Die zeitliche Ableitung des Rotorflusses geméafl Gleichung (A.15) resultiert mit
Gleichung (A.20) zu

Ay,
dt

LG
L,

Lm : Rr
L,

- <J-wrs - -12) e+ iy (A.21)
Die zeitliche Ableitung des Hauptflusses ist mit Gleichung (A.7) gegeben. Hier-
bei gehen der Magnetisierungsstrom %, sowie dessen zeitliche Ableitung aus dem

Statorstromanteil 2;; und dem Rotorstrom %, hervor:

im - is,l + 'ir ) <A22)
de,, dag;  da,
— = : A2
dt dt dt (4.23)

Da der Betrag des Magnetisierungsstromvektors als

i = (8T -, (A.24)

definiert ist, lasst sich dessen Ableitung beziiglich des Magnetisierungsstromvektors 2.,
ermitteln zu

di 1

=g, A.25

digy  im (A.25)
Unter Annahme weiterhin konstanter Stator- und Rotorstreuinduktivitdten ergeben
sich aus den Gleichungen (A.7), (A.18), (A.19) die zeitlichen Ableitungen des Stator-
und des Rotorflusses:
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dvps  d[Les- )]  d[Lm - 2] dig) A din
— ? = LO'S . s A26
dt dt + dt dt mqr ( )
dv,  d[Ler -]  d[Lm - ) di, A din
= = Ly - L2 : A.27
at a0 P TS (A.27)
Aus der letztgenannten Gleichung folgt mit den Gleichungen (A.15) und (A.23)
d d
A . .
(Lot T L) - i = —Rovie b J - pe — L iy (A.28)
Unter Verwendung der Inversen der differentiellen Rotorinduktivitdtsmatrix
LA _ LrAlnv 11 LrAinV,IZ

L2, L2,

r,inv,21

S () = (e n)

(A.29)
r,inv,22
kann die Gleichung (A.28) kompakt dargestellt werden als
di, /oA . A dig)
1 = (Lr) . [—Rr'zr+J‘Wrs'¢ — Ly, - dt ‘| (A?)O)

Durch Nutzung der differentiellen Statorinduktivitdtsmatrix

LY =15+ Lo - Iy

(A.31)
und Einsetzen der Gleichungen (A.23), (A.30) in die Gleichung (A.26) folgt
Q. _ g dia

A- A_lu —_— -- . . —_— A.dis71
i — T L (L) l R iy +J we-t,— L ]

A.32
& (A.32)
Aus dieser Gleichung ist mit den Gleichungen (A.13) und (A.20) der nachfolgende

Zusammenhang fiir die Differentialgleichung des Statorstromanteils 25; ermittelbar
1

o, — E _LSAdibl
Tfe T'fe dt
A A -1 RI‘ dis,]
o (L) : [_Lr (W = Lmia) + Jorthe — Liy— ] . (A.33)
Unter Verwendung einer Hilfsinversen
LA LA _ _ -1
Lsmv: a,inv,11 a,inv,12 _ (Lﬁ) 1: (LSA—Li (LrA) 1Lé) : <A34)
LA, LA,
a,inv,21 a,inv,22

kann die Gleichung (A.33) in kompakter Form dargestellt werden als
d,

T I o A Gl i

Q

+ () [Lﬁl () (—

(A.35)
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Gemeinsam beschreiben die Gleichungen (A.21) und (A.35) das vollstdndige dynami-
sche Verhalten des ASM. Diese Gleichungen kénnen als eine quasi-LPV Darstellung
des ASM verstanden werden und lassen sich in Matrixschreibweise reprasentieren
durch

Zs,l,on(t) ZSJ,(X(t)
d igp(t) is8(t) Us,o(t)
_ Ly — AO . ” + BO . ’ . A.36
3t | dralt) Dra(t) o (1) (A.36)
wr,ﬁ(t) ¢r,ﬁ(t)
An dieser Stelle sind die Matrizen A, und B, wie folgt definiert:
[ i1 G2 011 O12
G211 @22 021 022
A, = | LR R, )
Lo, QR I _%’;S
B
(511 512
| S21 S22
B,= | (A.37)
10 O

Dabei werden die in Gleichung (A.35) eingefiihrten Hilfsmatrizen Q, O, S verwendet:

Q- |f111 q12‘| | o - [011 0121 7 g — [311 3121 ' (A.38)

G21 422 021 022 S21 S22

Die zeitliche Diskretisierung der Systemdarstellung und die Ermittlung des Stator-
stroms &, konnen anschliefend analog zu Abschnitt 4.3 erfolgen.

A.2 Details zu den Priifstandskomponenten aus
Kapitel 4

In Kapitel 4 wird der Lastmotor geméf; Tabelle A.1 verwendet. Auflerdem sind in
Tabelle A.2 die Typenbezeichnungen der relevanten Komponenten des Priifstands-
aufbaus aus Kapitel 4 aufgefiihrt.

Tabelle A.1: Eigenschaften des Lastmotors in Kapitel 4 nach Typenschildangaben

Symbol Beschreibung Wert
ToLm Stillstands-Drehmoment 12 Nm
INim Nennwert des Phasenstroms 11,67 A
NN, LM Nenndrehzahl 4000 min~*

Ude N 1M Nennwert der Zwischenkreisspannung 563,38 V
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Tabelle A.2: Relevante Komponenten des Priifstands in Kapitel 4

Komponente Hersteller und Produktbezeichnung
ASM-Priflingsmotor LUST ASH-22-20K13-000
PMSM-Lastmotor LTT LSN-127-1200-40-560

Umrichter des Lastmotor-Antriebs LTI ServoOne Junior
Drehmomentmesswelle Lorenz Messtechnik D-DR2477
Metallbalgkupplungen R+W BKC-15

A.3 Details zu den Priifstandskomponenten aus
Kapitel 5

In Kapitel 5 wird ein anderer Lastmotor verwendet, der bei einer Nenndrehzahl
von 1700 min~! ein Nenndrehmoment von 15 Nm aufweist. Der Priiflingsmotor in
Kapitel 5 besitzt eine verteilte Wicklung geméfl Abbildung A.1. Dessen Rotorkéfig ist
geschragt ausgefithrt, wobei von der Vorderseite zur Riickseite ein axialer Versatz von
einer Rotornut auftritt. Das Datenblatt des Herstellers enthalt die ESB-Parameter
gemafl Tabelle A.3.

Insgesamt sind innerhalb des Motors 19 Thermoelemente untergebracht, ndmlich
sechs im Rotor (R;-Rg) und dreizehn im Stator (S;-Si3). AuBerhalb des Motors

Abbildung A.1: Wicklungsschema des Priiflingsmotors — erstellt unter Nutzung
eines bereitgestellten CAD-Modells [16]: Im Querschnitt der Blechpakete sind die ers-
te (blau), die zweite (rot) und die dritte Wicklung (griin) des Stators hervorgehoben.

Tabelle A.3: Parameter des Priiflingsmotors geméfl Datenblattangaben [16]

Parameter L,inH L,inH LyinH R inQ R;inQ
Wert 0,410 0,020 0,020 3,254 3,738
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(a) Draufsicht — ibernommen aus [16]: Die Bohrungen fiir die Thermoelemente Ra, Rs,
R4, R5 und Rg sind erkennbar.

(b) Draufsicht — ibernommen aus [16]: Die Bohrung fiir das Thermoelement R; ist in der
Bildmitte sichtbar.

(c¢) Kurzschlussring (Vorder- (d) Hohlwellenadapter und angelotete (e) Riickseite des
seite) — itbernommen aus [16] Stifte der Thermoelemente des Rotors Senders

Abbildung A.2: Fotos des Rotors und der Kontaktierung des Telemetriesystems

liegen finf zusétzliche Sensoren (S;4-Sig) vor, die jeweils mit hitzebestdndigem
Klebeband auf dem Motorgehduse (Si14, S15, S1g) oder im Luftstrom (Syq, S17) fixiert
sind. Dabei sind die Thermoelemente S;5 und S;7 so angebracht, dass diese die
Temperatur des Luftstroms vor dem Erreichen des Motorgehéduses messen kénnen. In
Abbildung A.2 sind Fotos des Rotors und der Kontaktierung des Telemetriesystems
dargestellt. Die Leiter der Thermoelemente des Rotors (R;-Rg) sind an Kontaktstifte
gelotet (vergleiche Abbildung A.2d), die in den Sender des Telemetriesystems gesteckt
werden (vergleiche Abbildung A.2e). Zur Befestigung des Senders auf der Hohlwelle
des ASM wird ein aus zwei Halbschalen bestehender Adapter verwendet. Fiir eine
detaillierte Angabe der Positionen der Thermoelemente und der Abmessungen des
ASM sind technische Zeichnungen in den Abbildungen A.3 bis A.8 dargestellt.
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a—] Bo| ¢ D

Abbildung A.3: Priiflingsmotor — Seitenansicht (von links) mit Schnittlinien A bis
E, erstellt unter Nutzung eines bereitgestellten CAD-Modells [16]

50 mm

Abbildung A.4: Priflingsmotor — Schnitt B-B, erstellt unter Nutzung eines bereit-
gestellten CAD-Modells [16]
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il
) lul\‘gu

50 mm Sis 50 mm 50 mm

(a) Vorderansicht (b) Schnitt A-A mit Sg (c) Schnitt C-C mit S

Abbildung A.5: Priflingsmotor — Vorderansicht und Schnitte A und C, erstellt
unter Nutzung eines bereitgestellten CAD-Modells [16]

(. r [

@) ===

50 mm

50 mm
(a) Schnitt D-D mit Sy3 (b) Schnitt E-E

Abbildung A.6: Priflingsmotor — Schnitte D und E, erstellt unter Nutzung eines
bereitgestellten CAD-Modells [16]

812:.)

Abbildung A.7: Priiflingsmotor — Schnitt F-F, erstellt unter Nutzung eines bereit-
gestellten CAD-Modells [16]: Lediglich der ASM ist in diesem Schnitt dargestellt.
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(c) Seitenansicht (von links) ohne Liifterhaube: Der Drehgeber (1.), der Hohlwellenadap-
ter (2.), der Sender der Rotor-Telemetrie (3.), der Empfianger der Rotor-Telemetrie inklusive
Kabel (4.) und der Fremdliifter (5.) sind gekennzeichnet.

Abbildung A.8: Priiflingsmotor mit Drehgeber, Sender und Empfanger der Rotor-
Telemetrie sowie Fremdliifter — Draufsicht und Seitenansicht, erstellt unter Nutzung
eines bereitgestellten CAD-Modells [16]
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A .4 Erster Datensatz fir die Identifikation des
ETB

Fir die Aufnahme des Datensatzes D, wird bei verschiedenen Solldrehzahlen, nédmlich
n* € {250; 750; 1250; 1750; 2250; 2750} min~!, die iy 4-is o-Stromebene in dquidistante
Abschnitte unterteilt. Alle dabei gerasterten Betriebspunkte, die die Strom- und
Spannungsgrenzen (inklusive Sicherheitsbereiche) erfiillen, werden fir jeweils kurze
Zeitintervalle am Priifstand aufgeschaltet und im stationdren Zustand fiir 5000 Ab-
tastschritte mit 10 kHz aufgezeichnet, das heift fiir 0,5 s. Dabei werden insgesamt 481
Betriebspunkte messtechnisch erfasst, die in Abbildung A.9 visualisiert sind. Hierbei
ist anzumerken, dass bei der Solldrehzahl n* = 1750 min~! der Betriebspunkt oben
links (if4 = 0,25 A, if, ~ 4,16 A) zu einer deutlich hoheren Rotor- sowie Stator-
kreisfrequenz und dadurch zu einem héheren Spannungsbetrag fithren wiirde als der
Betriebspunkt direkt rechts daneben (i 4 ~ 0,83 A, i, ~ 4,16 A). Bei dem linken
Betriebspunkt (i 4 = 0,25 A, il ~ 4,16 A) tibersteigt dieser Spannungsbetrag die
verfiighare Spannung mit dem betrachteten Sicherheitsbereich und deshalb ist dieser
nicht Teil des Datensatzes Dy. Aus den Gleichungen (2.32) sowie (3.66) folgt die
maximale Statorspannung als 325,27 V und es wird hierfiir ein Sicherheitsbereich
von 32,85 V verwendet. Die Stromgrenze wird um 1 % hoher als der Nennstrom

gewéhlt und fiir den Strom wird kein Sicherheitsbereich berticksichtigt.
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Abbildung A.9: Betriebspunkte des Datensatzes Dy in der if4-if ~-Ebene: Bei
sechs Solldrehzahlen n* € {250; 750; 1250; 1750; 2250; 2750} min~! werden die einge-
zeichneten i} 4-if -Kombinationen (blaue Punkte) am Priiflingsmotor nacheinander
eingeregelt, wobei fiir hohere Solldrehzahlen (n* > 1250 min~!) aufgrund der Span-
nungsbegrenzung (inklusive Sicherheitsbereich) nur Betriebspunkte innerhalb der
hervorgehobenen Grenzen (griin, blau, rot, grau) beriicksichtigt werden.
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A.5 Konvergenzzeit des ETB

In Abschnitt 5.4 wird beschrieben, dass die Offline-Identifikation des ETB ledig-
lich Betriebspunkte mit einer Drehzahl gréfier als 300 min~! beriicksichtigt. Zur
Begriindung dieses Vorgehens wird in diesem Abschnitt die Konvergenzzeit des iden-
tifizierten ETB mit den Parametern gemafl Tabelle 5.4 adressiert. Dabei wird der
ETB bei Stillstand (n = 0 min~') und bei einer mittleren Drehzahl (n = 1000 min~1)
simuliert. Die Simulationen werden unter Vorgabe einer rotierenden Statorspannung
mit konstantem Statorspannungsbetrag durchgefiithrt. Auf die Einbeziehung eines
Umrichtermodells wird verzichtet und stattdessen diese (exakten) Statorspannungen
im ETB verwendet. Die Statorstrommesswerte werden hierbei direkt aus der inneren
Statorstrommodellierung des ETB unter stationdren Bedingungen abgeleitet. In den
Simulationen werden ein Rotorfluss v, von 0,7 Vs, ein Drehmoment 7" von null und
eine Stator- s sowie Rotortemperatur 9, von 20 °C angenommen. Es wird lediglich
das elektrische Teilmodell des ETB betrachtet und darin die angenommene Rotor-
sowie Statortemperatur direkt verwendet. Bei der PWM-Periode k = 0 wird das
adaptive Kalman-Filter des ETB initialisiert, das heifit, unter anderem werden die
geschatzten Zustandsgrofien auf null gesetzt.

Die Abbildung A.10 stellt den in den Simulationen geschatzten Rotorflussbe-
trag normiert auf den jeweiligen stationdren Endwert dar. Aus dieser Darstellung ist
abzuleiten, dass der ETB bei n = 1000 min~! nach 307 PWM-Perioden 99,9 % des sta-
tiondren Endwertes erreicht. Im Gegensatz dazu benétigt der ETB dafiir 6182 PWM-
Perioden bei n = 0 min~'. Dementsprechend miissten in der Offline-Identifikation
deutlich mehr PWM-Perioden simuliert werden, um stationare Bedingungen zu
erreichen.

1k I T T T T 1 ! ! ! !
0,8 ’
£06F |
5
= 04F ’
= n = 1000/min und M
02l n = 1000/min und M ,, i
, — — —n = 0/min und M
—_——_n = O/mln und Mvar
0F L L 1 1 1 1 1 1 | 1 -

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
k

Abbildung A.10: Simulierter Rotorflussbetrag nach Initialisierung des ETB und bei
Vorgabe eines stationdren Betriebspunkts: Der Rotorflussbetrag ist auf den jeweiligen
stationdren Endwert normiert gegeniiber der Anzahl simulierter PWM-Perioden
dargestellt — bei k = 0 wird die Initialisierung durchgefiihrt.
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An dieser Stelle wird auflerdem auf die Konvergenzzeit eines Strommodell-Beobachters
eingegangen. Hierflir wird die Modellrauschmatrix des ETB in den Simulationen
festgelegt als

Miwe 0 0 0 10° 0 0 0

0 miwe O 0 | |0 10 0 0
Mar=1"6 "0 mpw 0 |0 0100 0 | (A.39)

0 0 0 mava 0 0 0 1071

Dabei werden fiir die Parameter m; yar und meg yar die Werte 1019 bzw. 10710 anstelle
von 400 bzw. null gewahlt, damit bei der Simulation des ETB keine numerischen
Probleme auftreten. Ansonsten werden die optimierten Parameter des ETB geméafl
Tabelle 5.4 verwendet und dieselben beschriebenen Simulationen durchgefithrt. In
Abbildung A.10 ist zu erkennen, dass ein solcher Beobachter ungefahr 8155 PWM-
Perioden bei n = 1000 min™" (und 8348 PWM-Perioden bei n = 0 min~!) bis zur
Konvergenz bendétigen wiirde. Sofern Strommodell-Beobachter offline elektrisch-
thermisch identifiziert werden sollen, ist dementsprechend von einem deutlich hoheren
Rechenaufwand bei der Identifikation auszugehen.

A.6 Implementierungsaspekte der Parameterak-
tualisierung im ETB

Bei der Online-Implementierung des ETB (und gegebenenfalls des AKF) empfiehlt
es sich, einen weiteren Aspekt zu berticksichtigen, um eine stabile und physikalisch
sinnvolle Nachfithrung der Modellparameter zu erhalten. Dieser Aspekt wird in
diesem Abschnitt erlautert. Zur einfacheren Darstellung wird auf die Kennzeichnung
der Zustandsabhéngigkeiten verzichtet, das heifit beispielsweise R = R(¥). Der
Rotorwiderstand wird in Abschnitt 4.3 als abhédngig von der Rotorkreisfrequenz w,
und der Rotortemperatur 1, modelliert:

Ry = Ryer - [1 4B w®] - (140 - (9, = 20°C)) . (A.40)
fr

Dabei ist die Rotorkreisfrequenz definiert als

Lm : Z-s,l,q

Lr'wr
—_———
g

wy = R, - =R, -g (A.41)

Eingesetzt in Gleichung (A.40) fithrt dies zu

Rr = Rdc,r : [1 + hr : (Rr : 9)2} ' fr
~ O:RrQ'g2'Rdc,r'hr'fr_Rr+Rdc,r'fr . (A42)
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Im Folgenden wird stets ein vorhandener Rotorfluss angenommen, also 1, # 0. Sofern
keine g-Stromkomponente vorliegt, das heifit

ls1q =0, (A.43)
gilt fiir den Rotorwiderstand
R, = Rcr - fr - (A.44)

Ansonsten kann folgende Umformung durchgefiihrt werden:

1 1 S
R, = — — . A.45
2'92'Rdc,r'hr'fr \l<2'g2'Rdc,r'hr'fr> gz'hr ( )

Hierbei wird lediglich die Subtraktion der Wurzel betrachtet, da ansonsten fiir kleine
g-Stromkomponenten g, der Widerstand gegen unendlich verlaufen wiirde und das
nicht konsistent mit der Modellierung ist. Damit sich eine stationédre Losung ergeben
kann, muss fur den Radikanden in Gleichung (A.45) gelten

1 2 1
— >0
(292 'Rdc,r 'hr fr) 92 'hr -

1
= < = Ymax -
|g|_2'Rdc,r'fr'\/h_r g
In der Implementierung muss dementsprechend bei der Aktualisierung des Rotorwi-
derstands darauf geachtet werden, dass fiir g kein betragsméfig grofierer Wert als gpax
beriicksichtigt wird. Somit wird fiir die Nachfithrung des Rotorwiderstands (und des
Statorwiderstands) eine wie folgt modifizierte Rotorkreisfrequenz wy jim betrachtet:

(A.46)

.. | Lm-is
R g , fur ’# < Ymax
Wrlim — ) Lunvienq . <A47)
Rr * Jmax fir ’Twr Z Jmax

Hieraus lasst sich direkt die stationdre maximale Rotorkreisfrequenz bestimmen, bis
zu der die nicht limitierte Modellierung moglich ist:

1 1 1
Wr lim,max — : = .
A 2'grgnax'RdC,r'hr'fr 2'Rdc,r'fr' \/hr \/hr

Dadurch ergibt sich die limitierte Rotorkreisfrequenz fiir die Aktualisierung des
Rotorwiderstands:

(A.48)

| Lunvi
Roog fir [P0 < g R
Wrlim = . .49
r,lim 1 iy ‘Lm'is,l,q S ( )
Ve Loy | = Ymax
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Die limitierte Statorkreisfrequenz fiir die Aktualisierung des Statorwiderstands folgt
analog als

ws,lim - wrs,m _I_ erim- (A50)

Abschlielend soll dargestellt werden, fir welche Betriebsbereiche diese Limitierung
der Rotorkreisfrequenz relevant ist. Dabei werden die optimierten ETB-Parameter
geméafl Tabelle 5.4 betrachtet. Aus den Gleichungen (A.46) und (A.49) lasst sich
ableiten, dass die Limitierung dann Auswirkungen hat, wenn die Rotortemperatur 9,
hoch, der Rotorfluss 9, klein oder die g-Stromkomponente 4, grofl ist. Deshalb wird
der Extremfall mit einer (maximal angenommenen) Rotortemperatur von 150 °C
und einer maximalen g-Stromkomponente ig;4 = V2 - Iy ~ 4,62 A betrachtet.
Hierfiir lasst sich feststellen, dass diese Limitierung im stationidren Betrieb fiir einen
Rotorflusswert von mindestens 0,07 Vs (bzw. i51q4 > 0,14 A) stets inaktiv ist, also der
obere Fall in Gleichung (A.49) erfillt ist. Somit kann diese Limitierung (bei beliebiger
Rotortemperatur ¢, und bei beliebiger g-Stromkomponente is),) im stationdren
Betrieb erst bei einem Rotorfluss unter 0,07 Vs einen Einfluss haben.
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