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Synopsis

1 Introduction

Decision-making often results in outcomes that are perceived as unsatisfactory by the
decision-maker. This dissatisfaction might stem from challenges in comprehensively
assessing all relevant factors or fully considering the potential consequences in the
decision-making process (Kahneman, 2017). In addition, emotional influences and
cognitive biases can impair human judgment and increase the likelihood of outcomes
that deviate from the individual’s expectations (Kensinger, 2009; Lerner et al., 2007,
2015).

An established approach to simplifying and optimizing decision-making processes
is the use of decision support systems (DSS) (Cao et al., 2023). Many of them
are now Al-driven, such as in healthcare (Bussone et al., 2015; Wang et al., 2019),
finance (Binns et al., 2018; Green and Chen, 2019), and cybersecurity (Capuano et al.,
2022; Holder and Wang, 2021), where decisions often have significant consequences.
To make it easier for users to understand why the DSS has provided a particular
recommendation, eXplainable Artificial Intelligence (XAI) has become a major focus
of research within this context (Alufaisan et al., 2021; Chazette and Schneider, 2020;
Zhang et al., 2020). Its goal is to enable Al systems to explain their outputs in
a way that is understandable to humans (Adadi and Berrada, 2018; Miller, 2019).
XAI addresses one of the central challenges in contemporary Al systems: the lack of
transparency in many algorithms (Miller, 2019). These systems often cannot clearly
explain how they have arrived at their recommendations. XAI attempts to overcome
this limitation by providing explanations that encourage users to make well-informed
and independent decisions using the system’s insights (Adadi and Berrada, 2018).
In summary, XAI aims to make the decision-making processes of Al models more
transparent, provide relevant background information and present results in a clear
and understandable way (Adadi and Berrada, 2018; Miller, 2019).

Although XAI is considered a promising approach to helping users understand Al
recommendations, its capabilities are still evolving and its practical implementation
faces numerous challenges (Laato et al., 2022). Research findings indicate that not
every explanation leads to greater acceptance (Schemmer et al., 2022), highlighting
the need to understand how users actually process these explanations. To date,
XAT has been developed primarily for a technical audience, which means that the
explanations provided are often only comprehensible to data scientists and machine
learning experts (Bauer et al., 2023; Neerincx et al., 2018; Ren et al., 2016; Riedl,
2019; Weitz et al., 2019). Another problem is that users do not always interpret
the explanations as intended (Ehsan et al., 2024). Their conclusions sometimes
deviate from logical or evidence-based considerations. It is therefore essential that

explanations are tailored to the respective target groups to ensure comprehensibility
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and effectiveness (Bronner, 2006). In particular, as of today there has been limited
emphasis on addressing the needs and level of understanding of end users (Laato
et al., 2022; Riedl, 2019; Weitz et al., 2019).

In response to this and with the aim of strengthening acceptance and trust in
Al-based DSS, research has increasingly recognized a user-centered design of XAl as
essential (Cau et al., 2023; Wang et al., 2019). Human-centered XAl prioritizes the
inclusion of human factors by considering human perception mechanisms. Moreover,
the goal is to assess what information is understandable and useful to human users
so that it can be effectively incorporated into system explanations. In essence, it
involves determining the content, timing, and format of explanations that best assist
human users (Schoonderwoerd et al., 2021).

As part of this human-centered shift in XAI, emotions are becoming increasingly
important for understanding user involvement and decision-making, because they
determine how individuals perceive, interpret and evaluate information (Lerner
et al., 2015; Schwarz, 2000). In particular, when making decisions under risk or
uncertainty, individuals do not act purely rationally by choosing the most optimal
option based solely on their needs or preferences, but instead are also influenced by
their emotions (Angie et al., 2011; Croskerry et al., 2013). Overlooking emotions in
human-technology interaction (HTT) can have considerable repercussions for human
users, with these effects falling into two main categories: 1. human cognitive processes

and decision-making, and 2. users’ overall attitudes toward Al-based DSS.

1. Regarding the first category, research indicates that emotions have an influence
on human cognitive processes and decision-making and therefore can
impair users’ ability to engage with and understand Al-generated explanations
(Bertrand et al., 2022; Guerdan et al., 2021). This may hinder rational consid-
eration and thereby increase the risk of errors and encourage impulsive, biased

or otherwise suboptimal decisions.

2. The second category emphasizes the users’ overall attitudes toward Al-
based DSS. Findings show that emotional reactions such as frustration or
anger can reduce users’ trust and satisfaction with AT systems (Irfan et al.,
2018; Lerner and Tiedens, 2006). Negative experiences with DSS that are
caused by emotional influences can have a lasting negative impact on the
general acceptance and foster prejudice toward such technologies. Research
already indicates that algorithmic decisions are often perceived as less fair
and trustworthy than human decisions (Lee, 2018). Prejudice and a negative
attitude toward AI mitigates its potential (Jussupow et al., 2020; Mahmud
et al., 2022; Turel and Kalhan, 2023). This is particularly problematic in the

long term, as it may ultimately lead users to reject Al recommendations, even
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though the DSS provides clear and helpful explanations.

Relevant emotional influences can arise independently of the HTI, for instance as
pre-existing emotional states before entering an interaction, which may influence the
experience and behavior as a carry-over effect (Lerner and Keltner, 2000). However,
emotions that emerge during the interaction itself also pose a relevant problem.
In fact, research shows that algorithmic systems are capable of evoking negative
emotions in users (Chaminade et al., 2010; Rosenthal-von der Piitten et al., 2013).
More specifically, negative emotions such as dissatisfaction or anger may be triggered
during an HTI, often due to the user’s perception of inadequate system performance
(Hornung and Smolnik, 2022).

Given the complexity and ongoing challenges in this area, a particular need
for research that systematically integrates emotional and cognitive components
into the development of XAI systems becomes apparent. Research suggests that
incorporating emotional aspects into HTT outperforms traditional recommendation
methods (Polignano et al., 2021) and enhances trust and user acceptance (Jeon, 2024).
In light of this, particularly the influence of emotions on user behavior in HTT contexts
remains insufficiently explored, highlighting a critical need for further investigation.
To advance the development of emotion-aware systems that understand the role of
emotions in decision-making, implement mechanisms to mitigate emotional influence,
and generate contextually appropriate explanations to users’ emotional states, the
decision-making of emotionally affected individuals in the context of HTI should be
examined as a first step. Therefore, this dissertation sets out to examine human
cognitive processes and decision-making as well as the attitude toward Al-based DSS,
with particular attention to the interplay between emotions and cognition. In line
with this objective, the topic is tackled across six research articles.

This dissertation adopts two complementary approaches. The first draws on
behavioral experiments to shed light on how individuals perceive and process in-
formation, and how they make decisions in an HTI (Paper 1 — 2 and Paper 4 — 6).
The second approach, presented in Paper 3, introduces a conceptual framework
that systematically embeds human-centered and emotional factors into the technical
design. This framework extends traditional models to better account for user-related
considerations.

By transferring well-founded theoretical concepts from psychology into the context
of HTT and empirically analyzing their impact, this dissertation seeks to increase
awareness among researchers and developers about the value of user-centered design
while providing practical insights for incorporating emotion-related factors into the
development of Al-based systems.

Figure 1 provides a structured overview of the six scientific articles included in

this dissertation, illustrates their thematic development, and highlights the most

3
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important areas of investigation.

Milestone 1 — Understanding Emotional Dynamics in XAl

~, - ~, -
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Paper 2. The Role of Response Time for
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Algorithm Aversion in Fast and Slow 1
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Architecture for Co-Constructive
Explainable Systems

Paper 1. Emotional Debiasing

Explanations for Decisions in HCI Thinking Tasks
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Milestone 2 — Testing Al Explanations
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Paper 4. Humans in XAl: Increased
Reliance in Decision-Making Under
Uncertainty by Using Explanation
Strategies
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Paper 5. Human Emotions in Al
Explanations

1
i
i
i
i
i
i
i
i
i
i

i

Milestone 3 — Regulating Emotions in XAl

4 Paper 6. Can Al Regulate Your
Emotions? An Empirical Investigation of
the Influence of Al Explanations and
Emotion Regulation on Human Decision-
\ Making Factors ;

R

Figure 1: Research milestones and systematic overview of the papers

The main contents of each milestone are briefly summarized in the following, high-
lighting the structure from broader theoretical, empirical, and technical foundations

to more specific analytical perspectives:

— Milestone 1: Paper 1 establishes a foundational understanding of the influ-
ence of emotional factors on human decision-making in HTI. Given the close
relationship between emotions and cognition, Paper 2 turns to the cognitive
processes involved in HTI. Paper 3 complements these behavioral insights with
a technical synthesis that incorporates user-centered approaches. Considered
together, Papers 1 to 3 contribute to a more comprehensive view of human
decision-making behavior within HTT contexts after receiving recommendations,
explanations or a combination of both. This forms a solid foundation for the

subsequent studies involving cognitive and emotional components.

— Milestone 2: Papers 4 to 5 expand on this work by empirically testing four
explanation strategies in experimental settings, with a focus on cognitive and

emotional factors.
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— Milestone 3: Paper 6 follows up on findings from Papers 4 and 5 and
empirically investigates explanation strategies in emotionally charged contexts,
particularly those involving anger. In addition, it introduces a supplementary
approach that seeks to regulate emotional responses through an emotion

regulation nudge.

The following Chapter 2, “Content of the research papers,” provides an overview
of the most important findings and contributions of the individual papers, and
explains their interrelationships. After each paper is presented, a corresponding table
is provided containing information on the relevant conference presentations and the

publication status.
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2 Content of the research papers

Following the introductory chapter, which established the overarching structure of
this dissertation and clarified the interrelationships among the individual papers,
this chapter explores the three central milestones depicted in Figure 1 in greater
detail. It begins by defining the objective and thematic focus of the first milestone,
providing the necessary theoretical foundation for understanding the contributions
of Papers 1 to 3. Throughout this chapter, each paper is presented with respect to
its research aim, methodology, and key findings. Building on the insights gained, the
transition to the second milestone is outlined, and the influence of the initial findings
on the evolution of the subsequent research focus is made clear. Drawing from the
first milestone’s results, the presentation of Papers 4 and 5 contributes to a deeper
understanding of existing scholarly work and elaborates on the empirical analysis
that characterizes the second milestone. The progression to the third milestone
is described thereafter, emphasizing the cumulative development of the research
agenda. This is followed by an overview of Paper 6, which extends the analytical
scope into new thematic directions. The last chapter concludes with a summary of
the most important findings from all papers, evaluating the extent to which the initial
research objectives have been achieved. In addition, open questions are identified
and suggestions for further research and practice are made based on the results of

the contributions presented.

(1) Schiitze, C., Lammert, O., Richter, B., Thommes, K., Wrede, B. (2023)

Emotional debiasing explanations for decisions in HCI

To contribute to the research of Al systems that incorporate both the cognitive
and emotional components of human users, Paper 1 aims to develop a technical
setup for explaining strategies through a DSS within an HTI. The DSS is
intended to provide recommendations and explanations to human users, thereby
assisting them in their decision-making. The reaction of emotional users after
receiving such a recommendation and an explanation by a DSS is of central
interest, particularly regarding whether they will subsequently rely on the
recommendation. In addition, the paper seeks to assess how emotion induction

and emotion recognition methods can be applied and evaluated in HTI.

In order to address this, two consecutive experiments were conducted under
laboratory conditions. In the first study, participants were randomly assigned to
either a “happiness” group or an “anxiety” group. A 5-minute autobiographical
recall phase was used as an emotion induction procedure to elicit the respective
emotional states with the aim of investigating how emotional states influence

decision-making under risk and uncertainty. The emotional states before and
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after induction were compared using Wilcoxon rank-sum tests. The results
reveal that the emotion induction successfully evoked the respective emotions.
Furthermore, the findings provide evidence of biased decision-making in the

given context.

Building on this finding, Study 2 replicated the experimental design of Study 1.
In addition, it focused on how emotional states can be monitored and how
interaction with a DSS influences both emotions and subsequent decision-
making behavior. A Wizard-of-Oz approach was used to simulate the behavior
of the DSS. Physiological data were collected via a smartwatch to measure heart
rate, and video data were recorded with a webcam to capture the participants’
facial expressions. An emotion recognition framework was then applied to
evaluate its performance within the specified experimental setup. The results
demonstrate again that the emotion induction procedure successfully elicited
the respective emotions in Study 2 as well. Furthermore, the findings indicate
that participants in the “anxiety” treatment group have a higher delta heart
rate than participants in the “happiness” group. These differences could not
be detected using the emotion recognition framework. In terms of behavior,
the observed data show that only six participants changed their decision after

receiving the DSS explanation.

Overall, the results show that emotion induction procedures are effective for
experimentally manipulating emotions, which is a prerequisite for investigating
emotional effects in HTI. In addition,the findings support the empirical evi-
dence that users’ actions are influenced not only by factual information but
also by their emotional state, and that emotions in HTI can lead to biased
decision-making. It also aligns with existing literature which suggests that Al
explanations do not always offer added value compared to no explanation at
all, in terms of effectiveness (Schemmer et al., 2022). To design DSS that are
capable of helping individuals understand and make informed decisions, further
human-centered research is needed to identify and evaluate new explanation
strategies. This research will contribute to a deeper understanding of how
to communicate complex information effectively through DSS. In particular,
the results open up several directions for further research, including the ques-
tions: What constitutes a good explanation from a human perspective? Which

explanation strategies are appropriate for emotional users?
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Table 1: Scientific conference presentations and publication status — Paper 1
“Emotional debiasing explanations for decisions in HCI”

Presentation at scientific conferences Speaker

September 21, 2022 — Data Society. Opportunity — Respon- | Olesja Lammert
sibility — Innovation, Paderborn
September 26, 2022 — Faculty Workshop of Paderborn Uni- | Olesja Lammert
versity, Melle
July 28, 2023 — HCI International 2023 (HCII 2023), the | Christian Schiitze

25th International Conference on Human-Computer Inter- | Olesja Lammert

action and affiliated Conferences, Copenhagen, Denmark

Scientific journal or conference publication Status
Schiitze, C., Lammert, O., Richter, B., Thommes, K., & | Published
Wrede, B. (2023). Emotional debiasing explanations for | (July 9, 2023)

decisions in HCI. In International Conference on Human-

Computer Interaction (pp. 318-336). Cham: Springer

Nature Switzerland.

(2) Lebedeva, A., Kornowicz, J., Lammert, O., Papenkordt, J. (2023)
The role of response time for algorithm aversion in fast and slow thinking tasks
Paper 2 explores how cognitive processing shapes the attitude toward Al
systems. Applying the Dual Process Theory (Kahneman, 2017) as proposed by
Bonnefon and Rahwan (2020) within the context of HTI, this paper investigates
how variations in Al response time influence user reliance! across tasks with
different cognitive demands and domains. According to Kahneman, human
cognition operates through two systems: System 1, which is fast, instinctive,
emotional, and System 2, which is slower, analytical, and logical (Kahneman,
2017). Within the scope of this paper, tasks that can be solved through
intuitive, fast thinking are referred to as “fast-thinking tasks.” Those that
require analytical, slow thinking are designated as “slow-thinking tasks.” Unlike
interactions between humans, users tend to view longer response times from
AT negatively when engaging in analytical tasks (Efendi¢ et al., 2020). This
perception likely stems from the assumption that such tasks are considered
simple for machines and should therefore be delivered immediately. Longer
response times can be interpreted as a sign of system failure or inefficiency in

slow-thinking tasks in this context. In contrast, from a human user perspective,

While the focus of this paper lies on algorithm aversion, the term algorithm acceptance, more
specifically user reliance, is used to ensure consistency with the other papers within this dissertation.
In this context, shifting the focus from algorithm aversion to user reliance offers a conceptually
meaningful perspective, as the underlying operationalization remains consistent across the papers
and merely reflects the opposing perspective (Jussupow et al., 2020).
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longer Al response times in fast-thinking tasks may be perceived as necessary
due to the task’s complexity for non-human agents, which could foster greater
user reliance. The fast-thinking of tasks are commonly viewed as human
strengths and therefore perceived as more difficult for Al systems to handle

quickly.

Paper 2 addresses the question of the effect Al response time has on user
reliance for slow-thinking and fast-thinking tasks. To better understand this, a
2x2 between-subjects design was used in a controlled laboratory experiment.
Participants were randomly assigned to one of the four groups. In addition,
three task domains were employed. The results show that long response times
are associated with higher user reliance in both fast- and slow-thinking tasks.
Furthermore, significant differences were found in user reliance between task
domains in fast-thinking tasks, whereas in slow-thinking tasks, the task domain

does not significantly influence user reliance.

The findings of this study contribute to the existing literature on algorithm
appreciation and algorithm aversion by applying the Dual Process Theory in
an HTT experiment. Taken together, it may seem reasonable to expect opposite
response patterns in HTI compared to HHI, particularly in tasks involving fast-
and slow-thinking. However, the findings indicate that user expectations are not
simply reversed. Instead, they reflect complex, context-dependent perceptual
mechanisms. These expectations often do not align with users’ actual behavior.
The results offer practical insights for optimizing Al response time to enhance
user reliance. Additionally, by examining three distinct task domains, the
study offers a deeper understanding of how user reliance emerges across varying
cognitive demands. It emphasizes that both task domain and response time
play a significant role in shaping user reliance in fast- and slow-thinking tasks.
This has direct implications for the development of explanation strategies
in HTI, raising the question of how cognitive factors can be systematically
integrated to ensure explanations that are both understandable and cognitively

efficient, thereby supporting informed user decisions.
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Table 2: Scientific conference presentations and publication status — Paper 2 “The
role of response time for algorithm aversion in fast and slow thinking tasks”

Presentation at scientific conferences Speaker
July 28, 2023 — HCI International 2023 (HCII 2023), the | Anastasia Lebedeva

25th International Conference on Human-Computer Inter-

action and affiliated Conferences, Copenhagen, Denmark

Scientific journal or conference publication Status
Lebedeva, A., Kornowicz, J., Lammert, O., & Papenkordt, | Published
J. (2023). The role of response time for algorithm aversion | (July 9, 2023)

in fast and slow thinking tasks. In International Conference

on Human-Computer Interaction (pp. 131-149). Cham:

Springer Nature Switzerland.

(3) Booshehri, M., Buschmeier, H., Cimiano, P., Kopp, S., Kornowicz, J., Lam-
mert, O., Matarese, M., Mindlin, D., Robrecht, A. S., Vollmer, A.-L., Wagner,
P., Wrede, B. (2024)
Towards a computational architecture for co-constructive explainable systems
Paper 3 addresses the question of how a computational architecture can foster
a paradigm shift in XAI, from viewing explanations as static outcomes to
conceiving them as interactive processes that position the user as an active

participant.

To support this shift, the paper proposes an architecture for XAl systems
that centers on a co-constructive approach to explanation generation (Rohlfing
et al., 2021). Within this architecture, the explanation recipient is actively
involved in a bidirectional and iterative process of jointly constructing the
explanation content, rather than being a passive recipient of preformulated
explanations. Two components are central to this architecture: 1. Monitoring
the user’s understanding, for instance by capturing signals related to the user’s
cognitive or emotional state. 2. The use of scaffolding techniques to bridge
knowledge gaps and dynamically adapt explanations to the user’s needs and
feedback, for example by rephrasing system statements or sending emotional
signals to the user. Both processes are aligned with the MAPE-K model (IBM,
2006), an established framework in the field of autonomous computing, and

are specifically adapted for interactive and co-constructive XAl

While the architecture is presented primarily as a descriptive proposal, it
nevertheless demonstrates how the integration of monitoring and scaffolding
modules can support a continuous user-system adaption loop, which remains

rare in current XAl research. It contributes to the advancement of XAl frame-
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works by placing an emphasis on user-centered approaches that support active
participation in the creation and interpretation of explanations. As a result,
the developed framework raises the question of how user needs can be system-
atically incorporated into the design of explanations. To address this question,

experimental methods provide a clear direction for further investigation.

Table 3: Scientific conference presentations and publication status — Paper 3
“Towards a computational architecture for co-constructive explainable systems”

Presentation at scientific conferences Speaker
April 20, 2024 — ExEn 24: 2024 Workshop on Explainability | Dimitry Mindlin

Engineering, Lisbon, Portugal

Scientific journal or conference publication Status
Booshehri, M., Buschmeier, H., Cimiano, P., Kopp, S.,| Published
Kornowicz, J., Lammert, O., Matarese, M., Mindlin, D., | (July 25, 2024)
Robrecht, A. S.; Vollmer, A., Wagner, P. & Wrede, B. (2024).

Towards a computational architecture for co-constructive

explainable systems. In Proceedings of the 2024 Workshop

on Explainability Engineering (pp. 20-25).

To summarize, Milestone 1 analyzed the relevance and interaction of cognitive and
emotional influences in HTI. By linking theoretical, empirical, and technical insights,
the findings demonstrate that cognitive factors and emotions play a crucial role in
Al-assisted decision-making. Additionally, they show that user expectations toward
AT differ from those directed at human counterparts. These findings emphasize the
importance of more user-centered designs in XAI, particularly those that account for
emotional and cognitive aspects of interaction. They also raise a further question
about how explanations should be designed to effectively support users in Al-assisted
decision-making. Building on this foundation, Papers 4 and 5 experimentally
examine diverse explanation strategies within XAI. These studies extend earlier

insights and contribute to a deeper understanding of adaptive explanation systems.

(4) Lammert, O., Richter, B., Schiitze, C., Thommes, K., Wrede, B. (2024)
Humans in XAI: increased reliance in decision-making under uncertainty by
using explanation strategies
While recent studies have highlighted the relevance of explanation styles in XAl
(Cau et al., 2023; Gedikli et al., 2014; Shulner-Tal et al., 2025), there remains a
lack of empirical evidence on how specific designs affect user behavior. Paper

4 contributes to the research field of human-centered XAI by designing and

11
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developing explanation strategies as well as examining which ones are perceived
by users as appropriate and effective and how these perceptions impact user

reliance and trust.

To achieve this, the study employed a randomized 5x1 between-subjects design
in an online experiment conducted via Prolific. As part of the experiment,
participants engaged in a decision-making task in which the DSS provided a
recommendation and explanation, which varied depending on their treatment
group assignment. Figure 2 presents the chronology of events during the

decision-making process.

Recommendation and
User's Initial Decision Explanation Provided by the User's Final Decision
DSS

Figure 2: Sequence structure of the decision-making process

Besides the control group, in which no explanation of the DSS was provided, four
explanation strategies were developed based on interdisciplinary insights from
both human-human interaction (HHI) and HTT research (Amershi et al., 2019;
Rosenthal-von der Piitten et al., 2013; Schoonderwoerd et al., 2021; Schiitze
et al., 2023). The two HTI-based strategies focus on accuracy by presenting the
features that led to the recommendation. The number of displayed features was
varied: either only the top three features were shown (cognitive? explanation), or
all contributing features were displayed (transparent explanation). In contrast,
strategies inspired by HHI were designed to resemble the way people naturally
explain decisions to each other. Unlike the HTI-based strategies, they do not
display any underlying features. One takes an authoritative tone (authoritarian
explanation), while the other delivers an emotion-based explanation (emotional
explanation), encouraging the user to reconsider their decision due to possible

emotional factors that may have influenced their decision. For a more structured

2Initially referred to as "guided” in Papers 4 and 5, this explanation strategy is now more accurately
termed "cognitive,” highlighting its core aim of minimizing cognitive overload through selective
feature presentation. The adoption of this terminology reflects both a theoretical refinement and
increasing conceptual alignment within the field.

12
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overview, a summary of all strategies and their areas of origin is presented in
Table 4.

Table 4: Overview of the explanation strategies

Explanation Description Field of

Strategy Origin

Transparent Displays all contributing features that led to the HCI
recommendation

Cognitive Displays top three features that led to the rec- HCI
ommendation

Emotional Displays no feature details, frames recommenda- HHI

tion with reference to emotional influences on

user decision-making

Authoritarian Displays no feature details, presents recommen- HHI

dation in a prescriptive tone

Control Baseline — no explanation provided —

The results of the Mann-Whitney U test show that the cognitive explanation
leads to significantly higher user reliance than the transparent explanation. In
addition, the probit regression analysis further reveals that the likelihood of
participants relying on the DSS is significantly higher under the cognitive expla-
nation condition than under the control condition. An additional key finding is
that participants in the control group who followed the DSS recommendation
report significantly higher levels of subjective trust than participants in the

cognitive, emotional, and authoritarian treatment groups.

Building on prior research, this study designs and develops explanation strate-
gies by drawing on insights from HHI as well as HTI. This study contributes
to the ongoing research in XAl by empirically demonstrating that the selective
presentation of information through a cognitive explanation, rather than full
transparency, can positively influence user behavior. This approach helps facili-
tate cognitive processes and reduce cognitive overload, which is particularly

relevant in real-world scenarios involving high information density.

In addition, the results indicate that subjectively perceived trust in the Al
system does not necessarily result in higher user reliance, pointing to a notable
discrepancy between perception and behavior that should be carefully consid-

ered in future research. The results of this study underscore the importance
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of continued research on this topic, particularly into how these explanation
strategies are perceived under emotional conditions during decision-making and
to what extent they can requlate or reduce emotional responses in order to

mitigate biased decision-making.

Table 5: Scientific conference presentations and publication status — Paper 4
“Humans in XAl: increased reliance in decision-making under uncertainty by using
explanation strategies”

Presentation at scientific conferences Speaker

November 06, 2023 — 2nd TRR 318 Constructing Explain- | Olesja Lammert
ability Conference Measuring Understanding, Paderborn
November 09, 2023 — Faculty Workshop of Paderborn Uni- | Olesja Lammert

versity, Paderborn

Scientific journal or conference publication Status
Lammert, O., Richter, B., Schiitze, C., Thommes, K., & | Published
Wrede, B. (2024). Humans in XAl increased reliance in | (March 8, 2024)

decision-making under uncertainty by using explanation

strategies. Frontiers in Behavioral Economics, 3, 1377075.

(5) Thommes, K., Lammert, O., Schiitze, C., Richter, B., Wrede, B. (2024)
Human emotions in Al explanations
While Paper 4 has demonstrated that user reliance varies by explanation type,
Paper 5 extends this investigation by incorporating emotional dimensions.
Specifically, it examines whether the explanation strategies outlined in Paper 4
are perceived differentially by users depending on their emotional state, with

particular focus on emotional valence and arousal.

Thus, a similar experimental structure to that described in Paper 4 was used,
involving five treatment groups, a decision-making task, and a DSS providing
both a recommendation and an explanation. In Paper 5, however, participants
were divided into low- and high-arousal groups using a median split in order to
assess users’ responses to explanation strategies. In addition, a corresponding
analysis was applied to emotional valence, whereby participants were divided

into groups exhibiting either positive or negative valence.

The results of independent-samples t-tests indicated that emotionally aroused
participants showed greater user reliance when receiving a cognitive or an emo-
tional explanation compared to no explanation. In contrast, participants with
lower arousal levels preferred no explanation over a cognitive one. Controlling

for relevant variables, subsequent multiple linear regression analyses supported
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these findings and identified significant interaction effects on user reliance
between arousal and the cognitive explanation strategy, as well as between
arousal and the emotional explanation strategy. The results did not indicate

any consistent effects with regard to varying levels of emotional valence.

These findings point to the importance of recognizing that users engage with
and respond to explanations differently when they are emotionally aroused.
Specifically, they underscore the need to adapt explanation strategies to better
align with users’ emotional states and their associated information processing
needs. These findings give rise to a subsequent research question: how effective
are explanation strategies in emotionally charged contexts that involve strong
negative emotions? This question is particularly relevant because such emo-
tional states frequently occur in HTI (Lee, 2018; Phillips and Madhavan, 2013),
and can have potentially long-term negative consequences, such as reduced user
reliance or diminished trust. A further point of consideration is to investigate
which additional approaches may be employed in XAI to mitigate the impact of

negative emotional states.

Table 6: Scientific conference presentations and publication status — Paper 5
“Human emotions in Al explanations”

Presentation at scientific conferences Speaker
July 17, 2024 — xAI-2024: The 2nd World Conference on | Olesja Lammert
eXplainable Artificial Intelligence, Valletta, Malta

Scientific journal or conference publication Status
Thommes, K., Lammert, O., Schiitze, C., Richter, B., & | Published
Wrede, B. (2024). Human emotions in Al explanations. In | (July 10, 2024)
World Conference on Explainable Artificial Intelligence (pp.
270-293). Cham: Springer Nature Switzerland.

Taken together, Papers 4 and 5 were essential to achieving Milestone 2, which
advances the understanding of how such strategies are received and processed by
humans. These strategies were designed, developed, and evaluated in emotionally
neutral experimental settings. The process was driven by the need to create human-
centered explanations, drawing on research from human-machine and human-human
interaction. The resulting approach emphasizes the importance of aligning explana-
tions with natural communication patterns and users’ cognitive mechanisms. In the
empirical studies conducted, participants show greater user reliance on the system

when presented with the cognitive explanation (Paper 4), and with either the cognitive
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or the emotional explanation (Paper 5), particularly when users are emotionally
aroused.

Building on these results and addressing remaining open questions, the next
step in this dissertation aims to investigate explanation strategies in emotionally
charged contexts characterized by a specific high-arousal negative emotion, and to
examine whether such strategies can help mitigate users’ emotional responses. In
addition, examining user reliance and self-reported trust is expected to yield a more
comprehensive understanding of how explanation strategies function under emotional

impact.

(6) Lammert, O. (forthcoming)

Can Al requlate your emotions? An empirical investigation of the influence of
Al explanations and emotion requlation on human decision-making factors

Research shows that anger frequently arises in HTT and may impair essential
outcomes, including trust, understanding, and the effectiveness of decision-
making. Paper 6 aims to foster a more comprehensive understanding of the
decision-making processes of emotional users. Specifically, it examines how
different factors affect angry users’ trust and reliance, as well as the potential

of these treatments to mitigate anger.

A randomized online experiment, employing a 2x3 between-subjects design,
was conducted via Prolific to investigate the influence of an emotion regulation
nudge (nudge, no nudge) and an explanation (cognitive, emotional, control).
Participants assigned to the nudge condition received instructions to maintain
neutrality and were explicitly encouraged to approach the following experiment
objectively and analytically. The nudge is intended to reduce strong negative
emotional reactions in order to support users in processing explanations and
improve their acceptance. In contrast, participants in the no nudge condition
proceeded without any instruction. Subsequently, all participants unterwent an
anger induction procedure. Afterward, they participated in the decision-making

task, during which they received a recommendation and an explanation from

the DSS.

The observed patterns align with the findings in Paper 5, which suggest that
high-arousal emotional states enhance user reliance when cognitive or emotional
explanations are provided. In line with this, angry users in the present Paper
6 exhibited greater user reliance when receiving either cognitive or emotional
explanations. Furthermore, the results indicate that introducing a nudge to
foster emotional awareness is associated with increased user reliance. When
the nudge is combined with an explanation strategy, user reliance appears to

be even higher compared to providing an explanation alone. These findings
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extend the relevance of explanation styles (Cau et al., 2023; Gedikli et al., 2014;
Shulner-Tal et al., 2025) to highly emotionally charged contexts, such as anger,
emphasizing their importance when emotional arousal is present. Furthermore,
they indicate that an emotional regulation nudge can be effective in Al-assisted

decision-making.

Table 7: Scientific conference presentations and publication status — Paper 6 “Can
AT regulate your emotions? An empirical investigation of the influence of Al
explanations and emotion regulation on human decision-making factors”

Presentation at scientific conferences Speaker

March 21, 2025 — Workshop: Examining the Reflexive | Olesja Lammert
Constitution of Context in-(inter)action, Paderborn
To be presented in July, 2025 — xAI-2025: The 3rd World | Olesja Lammert

Conference on eXplainable Artificial Intelligence, Istanbul,

Turkey

Scientific journal or conference publication Status

Lammert, O. (forthcoming). Can Al regulate your emo- | Accepted
tions? An empirical investigation of the influence of Al
explanations and emotion regulation on human decision-

making factors. In World Conference on Explainable Artifi-

cial Intelligence. Cham: Springer Nature Switzerland.

The subsequent Chapter 3 “Summary and future direction” revisits the findings
of the papers from a broader perspective and discusses future directions for both
research and practice. Subsequently, Part II provides a systematic presentation of
the papers underlying this dissertation, following the structure introduced in this

chapter.
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3 Summary and future direction

XAI is already deeply embedded into various aspects of daily life and will continue
to shape decision-making processes, particularly in areas where decisions carry sub-
stantial ethical, social, or practical implications (Gadekallu et al., 2024; Haque et al.,
2023). This dissertation advances the human-centered research perspective that
integrates psychological user characteristics, emphasizing emotion and cognition as
essential components for the development of adaptive and context-sensitive expla-
nations in HTI. Drawing on the findings of the six research papers, the findings
support the view that Al-generated explanations should not only be technically
comprehensible but must also align with users’ cognitive and emotional processing
styles (Riedl, 2019; Weitz et al., 2019), which may foster more accurate evaluations
and more confident use of Al recommendations. Accordingly, the following section
presents the essential findings to clarify the overall contribution of this dissertation

and demonstrates how it extends current research in human-centered XAI.

The insights gained in Milestone 1 reaffirm the established importance of
emotional dynamics in human decision-making (Gonzalez et al., 2007; Pfister and
Bohm, 2008) and broaden their relevance to the field of XAI. Given the minimal
attention emotions have received in prior XAl research (Weitz et al., 2019), the
findings underscore the essential role of emotions in shaping engagement and reliance
on Al recommendations, ultimately affecting decision-making processes. Notably,
emotional processes have a substantial impact on how users evaluate and accept
Al-generated explanations (Gonzalez et al., 2007). More specifically, emotions
affect thought and guide attention. Taken together, these findings show that the
consideration of emotional dynamics is fundamental to HTI within XAI, as no
decision is entirely unaffected by emotional influences, regardless of how rational the
context may appear (Pfister and Bohm, 2008). Therefore, advancing research in XAI
requires a shift from asking whether emotions influence cognitive processes in Al-
assisted decision-making to exploring how these influences unfold. As demonstrated
in this dissertation, established conceptual frameworks from psychology offer a
robust foundation for experimental research in the field of XAI. They enable a
thorough investigation of the extent to which emotional responses modulate cognitive
processing in Al-assisted decision-making.

In addition, the research findings further suggest that the acceptance and effective-
ness of Al systems depends largely on the extent to which these systems are adapted
to human expectations of thinking and communication. Importantly, humans appear
to apply different standards and expectations when interacting with Al compared

to human agents. The trustworthiness and acceptance of the Al recommendations
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increase when the system exhibits signs of reflective processing, which can be likened
to analytical or deliberative thinking in humans. Rather than favoring fast or in-
tuitive responses, users tend to value signs of cognitive depth and intentionality,
regardless of whether the task at hand would traditionally require rapid or slow
thinking (Lebedeva et al., 2023).

This observation ties into another important finding: emotional communication
in HTT is not solely unidirectional from the user to the system, for example, through
gestures, facial expressions, vocal tone, or physiological signals. Instead, it consti-
tutes a bidirectional exchange. Al-systems are also capable of conveying emotional
signals, for example through response time, the personalization of explanations,
or emotionally nuanced language. These signals influence how users cognitively
process Al-generated recommendations. As a result, it becomes clear that the mere
provision of an explanation is insufficient to foster trust or encourage user reliance.
Comprehensibility and transparency may be necessary prerequisites, however they
alone do not engender trust. Rather, it is the perceived cognitive depth (Lebedeva
et al., 2023) and emotional coherence of a system (Schiitze et al., 2023) that really
shape user trust. The architecture proposed in this work also addresses the need for
bidirectional interaction by integrating the mechanisms of monitoring and scaffolding
(Booshehri et al., 2024; Rohlfing et al., 2021). It offers a foundation for future
research to detecting, interpreting, and adaptively responding to users’ emotional
states. The architecture is suitable for implementation across various application
domains. Future experimental studies on diverse explanation strategies can provide
deeper insights into how emotional factors influence user behavior and interaction

with systems.

The main conclusions drawn from Milestone 2 suggest that explanations pro-
vided by a DSS significantly influence users’ reliance on and trust in the Al system
(Lammert et al., 2024; Thommes et al., 2024). The findings indicate that individ-
uals prefer concise and contextually relevant explanations rather than complete
representations that may result in cognitive overload. This supports an information-
psychological approach to explanation design, where only the core features of a model
or decision are emphasized in order to reduce cognitive effort (You et al., 2022). Such
explanations are particularly effective when users in a heightened state of arousal
have limited capacity to process complex information. In addition, explanations that
make users aware of the emotional influences on their decisions can direct attention
and influence judgment. This underlines the importance for system developers to
consider cognitive and emotional factors in the design of explanations, ensuring
they are meaningfully embedded in the development of XAl systems to enhance

understanding, trust, and user reliance.
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Beyond explanation design itself, these findings shed light on the broader interplay
between user interaction and trust formation in Al systems, contributing to ongoing
debates in the field. Previous research has shown that users can rely on a system
without necessarily trusting it, and that high levels of trust do not always lead
to increased user reliance (Lai et al., 2023; Scharowski et al., 2022). Consistent
with this complexity, the findings of this dissertation reveal a similar divergence:
participants reported higher levels of perceived trust in cases where the system did
not provide an explanation, yet they were more likely to rely on the system when an
explanation was offered (Lammert et al., 2024). This indicates that subjective trust
and user reliance are different constructs that are characterized by different aspects
of system interaction. These inconsistencies suggest promising directions for future
research into underreliance, overreliance, and the broader constructs of overtrust
and undertrust in Al systems. Effective Al explanations and recommendations
should support and improve human decision-making and not encourage uncritical
acceptance. For example, in high-stakes domains such as clinical care, overreliance
can lead to errors or misdiagnoses, especially when time pressure causes users to
rely on it, even if they do not fully trust the system. Consequently, future research
should incorporate both subjective and objective measures of trust to develop a more

comprehensive understanding of trust dynamics in Al-assisted decision-making.

Milestone 3 strengthens the view that explanations serve a crucial function
in emotionally charged contexts: individuals in a state of high emotional arousal
are more inclined to accept Al recommendations when explanations are offered
(Thommes et al., 2024). Furthermore, the findings support previous research sug-
gesting that emotion regulation nudges can help mitigate emotional responses in
humans (Mauss et al., 2007), while also making a novel contribution by showing
that such a nudge, when applied specifically within the context of XAl to evoke
emotional awareness, even as a one-time intervention, can significantly increase the
willingness to follow Al-assisted recommendations. Integrating these findings into
practical applications can contribute to the development of human-centered XAl
systems. In sensitive decision-making areas where wrong decisions can have serious
consequences, such as in disaster control, air traffic control or clinical care, these
insights can be applied strategically to support better outcomes. In such domains,
specialist staff are trained in dealing with emotionally stressful situations. However,
emotional reactions often persist or resurface later. These reactions can impair the
quality of decisions. The integration of emotion regulation strategies in DSS therefore
represents a promising method for minimizing the impact of emotional interference.
The application of such nudges in high-stakes DSS contexts can help professionals to

facilitate cognitive reframing of emotional situations, leading to more objective and
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informed decisions. This creates a need for further research, as different user groups
of a DSS, such as end users, laypersons, developers and technical experts, may require
different strategies and forms of explanations (Burnett, 2020; Ribera and Lapedriza,
2019; Schoonderwoerd et al., 2021). Future research should explicitly investigate

these differences in Al-asissted decision-making, with clearly defined target groups.

As XAI continues to evolve, the integration of emotional dimensions into HTI
will likely remain a key area of research and practical relevance. With the growing
prominence of large language models like ChatGPT, text-based emotion recognition
systems may play an increasingly important role. These systems can identify the
emotional state by analyzing user input and generate personalized explanations
accordingly. Such functions could enable HTI to better mimic the patterns and
responsiveness found in HHI. These systems could also meaningfully influence HTI
in environments where emotions are communicated via speech or video, and they
may contribute to advancing multimodal explanation strategies in HTI.

Overall, emotion-aware XAl systems should be seen as powerful tools that enhance
human decision-making by helping individuals make more informed and confident
decisions. The development of emotion-aware systems requires a sophisticated un-
derstanding of how different emotional states and arousal levels affect users’ needs
and how previously studied combinations of explanations can be used to support
decision-making. To improve the robustness and practical applicability of the current
results of this dissertation, future research should investigate these effects under
more realistic conditions, e.g. through field experiments. Such an approach would
strengthen both external validity and practical relevance. Additionally, long-term
studies may provide valuable insights into the effectiveness of emotion regulation
strategies. Progress in this field requires more interdisciplinary collaboration that in-
tegrates insights from psychology, technology, and empirical research, with particular
consideration of ethical, social and regulatory factors. This is especially important
given the simultaneous challenge of designing explanations that inform users without
being intrusive or controlling, and addressing broader concerns about diminished

human control.
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