d

.. FAKULTAT FUR
UNIVERSITAT ELEKTROTECHNIK,
PADERBORN INFORMATIK UND

MATHEMATIK

Analyse und Modellierung eines induktiven
Ortungsprozesses unter Beriicksichtigung der
elektromagnetischen Wechselwirkungen

planarer Spulensysteme
Von der Fakultat fiir Elektrotechnik, Informatik und Mathematik
der Universitat Paderborn
zur Erlangung des akademischen Grades

Doktor der Ingenieurwissenschaften (Dr.-Ing.)

genehmigte Dissertation

von

M.Sc. Sven Lange

Erster Gutachter: Prof. Dr. rer. nat. Jens Forstner
Zweiter Gutachter: Prof. Dr. rer. nat. Marcus Stiemer

Tag der miindlichen Priifung: 28. Oktober 2025

Paderborn 2025

Diss. EIM-E /393






Kurzfassung

Die vorliegende Dissertation prasentiert die Grundlagen eines induktiv-basierten Lokali-
sierungsverfahrens unter Verwendung von planaren Spulen. Dieser Ansatz nutzt magne-
tische Kopplungen zwischen den Spulen, um prézise Lokalisierungen zu ermdoglichen. Die
Grundlage dafiir bildet die elektromagnetische Induktion, welche bei einem sich verén-
derlichen magnetischen Feld eine elektrische Spannung erzeugt. Diese Spannung steht in
direktem Zusammenhang mit der Koppelgrofe, bekannt als Gegeninduktivitdt. Um eine
effiziente Kopplung zu gewahrleisten, wird das Verfahren im physikalischen Nahfeld und
in einem Frequenzbereich von einigen Kilohertz bis Megahertz durchgefiihrt. Eine zu ho-
he Frequenz wiirde wiederum die Nahfeldgrenze verringern und somit elektromagnetische
Wellen ermdglichen, welche physikalisch andere Eigenschaften besitzen.

Im Vergleich zu etablierten Ortungsverfahren wie GPS, WLAN-Ortung, Ultraschall oder
bildbasierten Methoden ergeben sich durch die Nutzung von Magnetfeldern in einigen An-
wendungsfeldern fiir kleineren Reichweiten signifikante Vorteile. Insbesondere die geringe-
re Materialabhingigkeit und die Nutzung im Nahfeld ermd&glichen eine hohe Genauigkeit
von wenigen Zentimetern. Zudem lisst sich die induktive Ortung nahtlos in bestehende
Spulentechnologien wie das drahtlose Energieiibertragungsverfahren Qi integrieren, was
einen minimalen Mehraufwand erfordert und durch den neuen Ansatz mit anderen Lo-
kalisierungsverfahren durch Sensorfusion die Genauigkeit von Indoor-Ortungen drastisch
verbessern kann, welche aktuell aufgrund des hohen Umgebungseinflusses noch grofe Pro-
bleme bereiten. Besonders in den Bereichen Biochemie, Medizin und Logistik bietet die
induktive Ortung vielversprechende Lésungsansétze aufgrund ihrer geringen Materialab-
hiangigkeit und hohen Genauigkeit.

Um diese Technologie weiterzuentwickeln und zu optimieren, sind detaillierte Kenntnis-
se iiber die physikalischen Eigenschaften sowie neue algorithmische Ansétze erforderlich,
die Umgebungseinfliisse beriicksichtigen. Die Arbeit beginnt mit einer umfassenden Er-
lauterung der physikalischen Eigenschaften von Spulen, elektromagnetischen Feldern und
deren Finfluss auf Materialien.

Basierend auf diesen Kenntnissen werden verschiedene Spulenanordnungen mithilfe elek-
trischer Ersatzschaltbilder analysiert. Diese Modelle dienen der Visualisierung und Erkla-
rung der Wechselwirkungen zwischen den Spulen sowie der Entwicklung von Gleichungen
zur Messung der Gegeninduktivitdt aus den induzierten Spannungen. Besonderes Augen-
merk liegt dabei auf der geometrischen Berechnung der Gegeninduktivitit fiir beliebige
Spulenanordnungen, um ihre Auswirkungen auf nachfolgende Ortungsalgorithmen zu be-
riicksichtigen und Trainingsdaten fiir diese zu generieren.

Da jede Lokalisierung von verschiedenen Umgebungseinfliissen beeinflusst wird, werden
abschlieffend stochastische Verfahren verwendet, um die Genauigkeit zu verbessern und
Messfehler zu reduzieren. Diese Filter werden gemeinsam mit den Ortungsalgorithmen
anhand von Wertepaaren (Gegeninduktivitdten und Ortskoordinaten) getestet und be-
wertet.

Zum Abschluss wird eine modulare Simulationsplattform prisentiert, die die Grundlage
fiir die Entwicklung und Weiterentwicklung von neuen Verfahren fiir die induktive Ortung
bildet. Diese Plattform ermoglicht die Generierung von Trainingsdaten fiir Lokalisierun-
gen sowie die Testung und Bewertung von Mess-, Ortungs- und Filterverfahren. Thr Ziel
ist es, eine solide Grundlage fiir zukiinftige Forschung und Entwicklung in diesem Bereich
zu schaffen.



Abstract

This dissertation presents the fundamentals of an inductive-based localization method
using planar coils. This approach uses magnetic coupling between the coils to enable
precise localization. The basis for this is electromagnetic induction, which generates an
electrical voltage in a changing magnetic field. This voltage is directly related to the
coupling quantity, known as mutual inductance. To ensure efficient coupling, the process
is carried out in the physical near field and in a frequency range of a few kilohertz to
megahertz. A frequency that is too high would in turn reduce the near-field limit and
thus enable electromagnetic waves that have physically different properties.

Compared to established positioning methods such as GPS, WLAN positioning, ultra-
sound or image-based methods, the use of magnetic fields offers significant advantages for
smaller ranges in some fields of application. In particular, the lower material dependency
and use in the near field enable high accuracy of a few centimeters. In addition, inductive
localization can be seamlessly integrated into existing coil technologies such as the Qi
wireless energy transfer method, which requires minimal additional effort, and the new
approach can drastically improve the accuracy of indoor localization through sensor fusi-
on with other localization methods, which currently still cause major problems due to the
high environmental influence. Especially in the fields of biochemistry, medicine and logi-
stics, inductive localization offers promising solutions due to its low material dependency
and high accuracy.

In order to further develop and optimize this technology, detailed knowledge of the phy-
sical properties and new algorithmic approaches that take environmental influences into
account are required. The work begins with a comprehensive explanation of the physical
properties of coils, electromagnetic fields and their influence on materials.

Based on this knowledge, various coil arrangements are analyzed using electrical equi-
valent circuit diagrams. These models are used to visualize and explain the interactions
between the coils and to develop equations for measuring the mutual inductance from the
induced voltages. Particular attention is paid to the geometric calculation of the mutual
inductance for arbitrary coil arrangements in order to consider their effects on subsequent
localization algorithms and to generate training data for these.

Finally, since each localization is influenced by different environmental factors, stochastic
methods are used to improve accuracy and reduce measurement errors. These filters
are tested and evaluated together with the localization algorithms using pairs of values
(mutual inductances and location coordinates).

Finally, a modular simulation platform is presented, which forms the basis for the develop-
ment and further development of new methods for inductive localization. This platform
enables the generation of training data for localization as well as the testing and eva-
luation of measurement, localization and filtering methods. Its aim is to create a solid
foundation for future research and development in this area.
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Verwendete Symbole und Abkiirzungen

Typographische Kennzeichnungen

Orts- und Richtungsvektoren
Vektoren

Matrizen

Indizes

Komplexe Grofe/Phasor
Gesuchte Spule S Bezug
Iterationsschritt
Komplex konjugiert
Vorhersage (a priori)
Korrektur (a posteriori)
Beeinflusstes Signal
Transponiert
Geschétzter Wert
Differential

Partielle Abteilung
Zeitliche Ableitung
Differenz zweier Grofen
Vektorprodukt

Hadamard-Produkt (komponen-
tenweises Produkt)
Parallele Verschaltung

Modulo

Buchstaben mit Pfeil

Fett gedruckte Kleinbuchstaben
Fett gedruckte Grofbuchstaben
Tiefgestellte Laufindizes
Unterstrichene Grofe
Tiefgestelltes S

Tiefgestelltes k

Hochgestellter Stern
Hochgestelltes Minuszeichen
Hochgestelltes Pluszeichen
Hochgestelltes Strich
Hochgestelltes T

Hat-Zeichen iiber der Variable

d mit den jeweiligen Parameter

0 als Bruch mit den Parameter
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Vorangestelltes A

x als Rechenzeichen

® als Rechenzeichen

|| als Rechenzeichen

mod als Rechenzeichen
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Proportionalitét

~ als Zeichen z.B. f~ ﬁ

Angenommene Unabhéngigkeit () als Abhéngigkeit z.B. f(*)

Bedingte Wahrscheinlichkeit

Element von ...

Einheitenoperator

| zwischen den Zufallsvariablen z.B. p(A| B)
€ zwischen Variable und Menge  z.B.

ke {1,2,..., NMess }
Eckige Klammern um Variable z.B. [L]=H

Wichtigste Symbole

Symbol
Var(z)
Re{z}
Im{z}
grad

div

rot

det

J

(t)

ag
Q'Vererbung

QUKF
B

—

B

Bmax,Richtlinie

B

—ext

b,
Bs

Bedeutung

Erwartungswert der Zufallsvariable x

Varianz der Zufallsvariable x

Realteil der komplexen Zahl z

Imaginérteil der komplexen Zahl 2

Gradient

Divergenz

Rotation

Determinante

Imaginére Einheit

Zeitbereich

Frequenzbereich (Verdeutlichung)

Einstensor der Grofe Ny x Ny x N,

Flache

Magnetisches Vektorpotential

Systemmatrix

Lernrate

Ausrichtungswinkel der gesuchten Spule
Vererbungsfaktor fiir den genetischen Algorithmus
Ausbreitungsparameter fiir die Sigma-Punkte fiir den UKF
Bandbreite

Magnetische Flussdichte

Maximal zuldssige magnetische Flussdichte laut Richtlinie
Externe magnetische Flussdichte

Offset eines Neurons

Ausrichtungswinkel der gesuchten Spule



Bukr Zustandsverteilung fiir den UKF

C Kapazitéit

CDF(x) Kumulative Verteilungsfunktion (engl. Cumulative Distribu-
tion Function) bis zur Grenze x

Cp Parasitiare Kapazitit einer Spule

CpN Windungskapazitit

Cpr Riickfiihrungskapazitét

Cog Effektive Kapazitit

Ci Ausgangsmatrix

Clres Resonanzkapazitit

Chres S Kapazitéit fiir eine Seriellresonanz an der Spule n

Cresp.n Kapagzitat fiir eine Parallelresonanz an der Spule n

Cn Spulenpfad der Spule n

CCode Codewort

s Ausrichtungswinkel der gesuchten Spule

D Elektrische Flussdichte

dy, Dicke/Abstand von n

dy Leiterbahnhohe

dn Abstand der Windungen

dy Leiterbahnbreite

dpcs Leiterplattendicke

o Delta-Distribution

OSkin Eindringtiefe (auch: Skin-Tiefe)

E Elektrische Feldstarke

E, Energie des Symbols/Signals x

2 Einheitsvektor

£ Relative Permittivitdt als komplexer Tensoren (3x3 Matrix im
3D-Raum)

€ Permittivitat

) Elektrische Feldkonstante

€r Relative Permittivitat

EGA Mutationsfaktor

f Frequenz

fo Betriebsfrequenz

IBss Backscatterfrequenz fiir die gesuchte Spule

faa Fehlerfunktion (auch Fitnessfunktion) fiir genetische Algo-

rithmen



Resonanzfrequenz des Systems
Fehlervektor des KNN
Systemgleichung

Magnetische Feldstérke
Modulationsmatrix

Hadamard-Matrix mit der Grofse n x n
Ausgangsgleichung

Einheitsmatrix

Komplexe elektrische Stromstérke

Komplexe elektrische Stromstérke durch die Induktivitit der
Spule n
Elektrische Stromstirke der Spule n

Stromdichte an der Oberfliche

Elektrische Stromdichte

Bessel-Funktion (erster Art, n-ter Ordnung)
Jacobimatrix

Konstanter Faktor

Konstanter Faktor fiir den Einfluss auf die Gegeninduktivitat
bei einem Akku
Einfluss von leitfahiger Umgebung auf die Gegeninduktivitat

Kalman-Gain

Kopplungsfaktor zwischen der Spule n und der Spule m
Kopplungsfaktor zw. der Spule n und der gesuchten Spule S
Kopplungsfaktor ohne Windungseinfluss
Boltzmann-Konstante

Komplexe Wellenzahl

Elektrische Leitfahigkeit

Skalierungsfaktor fiir den UKF

Eigeninduktivitat

Eigeninduktivitat der Spule n ohne Windungseinfluss
Lange der Codeworter

Gesamte Eigeninduktivitdt der Wirbelstrome

Untere Dreiecksmatrix

Lange

Spulenlidnge

Wellenlange
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HKonvergenz

N
Ncode
Npata
Nga

NZufall(,ua 02)
N(z,p,07)
n(t)

g

ng

P
P out
P Rauschen

PSignal

Gegeninduktivitit zwischen der Spule n und der Spule m
Gegeninduktivitiat zw. der Spule n und der gesuchten Spule S
Anpassungsfaktor fiir die Gegeninduktivitat

Vektor mit allen gemessenen /simulierten Gegeninduktivitéten
zur gesuchten Spule

Vektor mit den realen Gegeninduktivititen zur gesuchten
Spule

Relative Permeabilitit als komplexer Tensoren (3x3 Matrix
im 3D-Raum)

Permeabilitit

Magnetische Feldkonstante

Relative Permeabilitat
Konvergenzbedingung

Windungszahl der Spule

Anzahl von Codewortern

Anzahl der (Trainings-)Daten

Anzahl der Individuen beim genetischen Algorithmus
Anzahl der Ortungsspulen

Anzahl der gesuchten Spulen

Anzahl der Standorte/Messpunkte
Anzahl der Dimensionen

Anzahl der Partikel

Anzahl der Segmente des Spulenpfades C,

Normalverteile Zufallsfunktion mit Mittelwert ;1 und Varianz

0.2

Normalverteilung des Wertes  mit Mittelwert p und Varianz
2

o
Rauschsignal

Diskretes Rauschsignal

Diskreter Rauschsignalvektor

Verhiltnis Leiterbahnbreite und -abstand
Restterm

Power Transfer Efficiency
Wahrscheinlichkeitsfunktion der Zufallsvariable x
Gesendete Leistung

Empfangende Leistung

Rauschleistung

Signalleistung



RLeiter

Rs

Rp

Rr

R,
RRange,Messbar

Rmag,m,n

R,

Kovarianzmatrix

Wahrscheinlichkeitsdichtefunktion der Zufallsvariable x
Kreiszahl

Magnetischer Fluss

Kreuzkorrelation der Signale z(¢) und y(t)

Phase der Spannung oder Strom

Giite

Kovarianmatrix des Systemrauschens

Diskretes Systemrauschen

Ohmscher Widerstand

Gleichstromwiderstand

Ohmscher Verlustwiderstand durch den Proximity-Effekt
Ohmscher Lastwiderstand

Radius eines runden Leiters

Ohmscher Verlust durch Leitungsverluste der Spule
Ohmscher Verlust durch die parasitire Kapazitiat der Spule
Strahlungswiderstand

Gesamte ohmsche Verluste der Wirbelstrome

Noch messbare Reichweite

Reluktanz (magnetischer Widerstand) zwischen den Spulen n
und m
Pfad der bewegenden Spule n

Abstand zwischen zwei Punkten im 3D-Raum/Radius
Radius der Leiterschleife
Koordinatenursprung/Mittelpunkt des Ortungsvolumens
Radius der Leiterschleife n

Vektor zwischen zwei Punkten im 3D-Raum

Berechneter Ort der gesuchten Spule aus einem Ortungsver-
fahren
Grenze des Fernfeldes

Grenze des Nahfeldes

Ort der Spule n

Ort der gesuchten Spule im 3D-Raum
Betragsvektor von Arg oder Aty

Abweichung/Fehler der gesuchten Spule im Vergleich zum be-
rechneten Wert 7y, s und realen Wert 7
Scheinleistung



O UKF,i,k
T
TCalc

TSymbol

Uind
UMess

U

—ext,n

Uzusan(a, b)
V

Va

Vi

KRect, f (jw )
Vg

URect, f (t)

Signalamplitude der Art n

Signal-Rausch-Verhéltnis (engl. Signal-to-Noise Ratio)
Nutzsignal

Kovarianzmatrix

Standardabweichung

Varianz

Rauschvarianz

i-ter Sigmapunkt des UKF zum Zeitpunkt &
Temperatur

Durchschnittliche Berechnungsdauer pro Prozess/Wert
Symboldauer

Zeit

Effektivwert der Rauschspannung (RMS)
Spannungsamplitude

Effektivwert der Spannung des thermischen Rauschens
(Johnson-Nyquist-Rauschen)
Spannung

Spannungsquelle oder Spannung an der Lastimpedanz an der
Spule n
Rechteckspannung

Induzierte Spannung von Spule m auf die Spule n

Induzierte Spannung zwischen den Wirbelstromen und der
Spule n
Allgemeine induzierte Spannung

Spannung am Messwiderstand Ry,g oder Zy

Induzierte Storspannung durch eine externe magnetische
Flussdichte B

—ext
Gleichverteilte Zufallsfunktion zwischen a und b

Volumen

Verstarkungsfaktor (fiir die Groke n)

Kovarianmatrix des Messrauschens

Rechtecksignal bei der Frequenz f im Frequenzbereich
Diskretes Messrauschen

Rechtecksignal bei der Frequenz f im Zeitbereich
Gewichtungsvektor des KNN

Verlustenergie

Gespeicherte Energie



XGAk

Ly

Ts
Iq

XGAnk

—mn

Mittelwertgewichtung beim UKF

Varianzgewichtung beim UKF

Grenzfrequenz zur Berechnung des Skin-Effektes
Gewichtung des Partikels ¢ zum Zeitpunkt &
Kreisfrequenz

Betriebskreisfrequenz

Kapazitive Reaktanz

Induktive Reaktanz

Sammlung aller Individuen zum Iterationsschritt & beim ge-
netischen Algorithmus
Zustandsvektor zum Zeitpunk &

Mess-/Moduliertes Signal
x-Koordinate der gesuchten Spule

x-Abstand der beiden x-Ortungsspulen bzw. x-Grofse des Or-
tungsraums

n-tes Individium zum Tterationsschritt k£ beim genetischen Al-
gorithmus

Ubertragungsadmittanz zwischen den Spulen m und n (ohne
Negierung der anderen Spannungen)

Skinfaktor

y-Koordinate der gesuchten Spule

y-Abstand der beiden y-Ortungsspulen bzw. y-Grofse des Or-
tungsraums
Referenzsignal

Komplexe Impedanz
Feldwellenwiderstand

Ubertragungsimpedanz zwischen den Spulen m und n (mit
Negierung der anderen Strome)
Systemimpedanz der Spule n

Systemimpedanz einer Leitung durch den Skin-FEffekt
Lastimpedanz

Transformierte Impedanz

Impedanz im Resonanzfall (f = fes)

Impedanz im MQS-Fall

Impedanz im QS-Fall

Messwerte zum Zeitpunk k

z-Koordinate der gesuchten Spule

z-Abstand der beiden z-Ortungsspulen bzw. z-Grofe des Or-
tungsraums



Abkiirzungen

Abkiirzung

1D

3D
Abb.
ADS
AoA
AWGN

BB
BS
Captcha

CDF

CDM
CPU
CST

DGPS
ECDF

EKF
EM
EMI

ESB
EQS
EU
FDM

FFT

FIT
FR-4

GA
GLONASS

Bedeutung

Eindimensionale Umgebung (nur x, y oder z)
Dreidimensionale Umgebung (z, y und z)
Abbildung

Schaltungssimulator Advanced Design System
Angle of Arrival

Additives weifies gaufsches Rauschen (engl. additive white
Gaussian noise)
Black Box

Backscatter

Completely Automated Public Turing test to tell Computers
and Humans Apart

Kumulative Verteilungsfunktion (engl. Cumulative Distribu-
tion Function)

Codemultiplexverfahren (engl. Code Division Multiplexing )

Hauptprozessor (engl. Central Processing Unit)

Simulationsprogramm zur Losung von elektromagnetischen
Feldproblemen

Differentielles Globales Positionierungssystem (engl. Differen-
tial Global Positioning System)

Empirisches kumulative Verteilungsfunktion (engl. Empirical
Cumulative Distribution Function)

Erweiterter Kalman-Filter (engl. Extended Kalman filter)

Elektromagnetisch

Elektromagnetische Stérungen (engl. Electromagnetic Inter-
ference)
(Elektrisches) Ersatzschaltbild

Elektroquasistatik
Européische Union

Frequenzmultiplexverfahren (engl. Frequency Division Multi-
plexing)

Schnelle Fourier-Transformation (engl. Fast Fourier Trans-
form)

Finite-Integral-Methode (engl. Finite Integration Technique)

Verbundwerkstoff aus Epoxidharz und Glasfasergewebe (oft
als Trégermaterial fiir Leiterplatten)
Genetische Algorithmen

Globales Navigationssatellitensystem (russ. Globalnaja nawi-
gazionnaja sputnikowaja sistema)



GPS

GUI
ICNIRP

1LS
IoT
KF

KNN/ANN

LGS
LKF
LORAN

LUT
MATLAB
MEMS
ML
MOSFET

MQS
OFDM

PCB
PEC

PF
PLL
PS

PSIM
PP

PPP
PTE

PWM

QS

Globales Positionsbestimmungssystem (engl. Global Positio-
ning System)
Grafische Benutzeroberfliache (engl. Graphical User Interface)

Internationale Kommission fiir den Schutz vor nichtionisie-
render Strahlung (engl. International Commission on non-
ionizing radiation protection)

Inductive Localization Simulator

Internet der Dinge (engl. Internet of Things)

Kalman-Filter

Kiinstliches neuronales Netz (engl. Artificial Neural Network)
Lineares Gleichungssystem

Linearer Kalman-Filter

Funknavigationssystem fiir die See- und Luftfahrt (engl. Long
Range Navigation)
Look-Up-Table

Programm zur Losung numerisches Problemstellungen
Mikroelektromechanisches System
Maschinelles Lernen

Metall-Oxid-Halbleiter-Feldeffekttransistor ~ (engl.  metal-
oxide-semiconductor field-effect transistor)
Magnetoquasistatik

Orthogonales Frequenzmultiplexverfahren (engl. Orthogonal
Frequency Division Multiplexing)
Leiterplatte (engl. Printed Circuit Board)

Perfekter elektrischer Leiter (engl. Perfect Electric Conduc-
tor)
Partikel-Filter

Phasenregelschleife (engl. Phase-Locked Loop)

Parallel- & Seriell-Resonanzschaltung bei zwei Spulensyste-
men

Phasengeschaltete  Impedanzmodulation  (engl.  Phase-
Switched Impedance Modulation)

Parallel- & Parallel-Resonanzschaltung bei zwei Spulensyste-
men

Préazisionspunktpositionierung

Leistungsiibertragungseffizienz (engl. Power Transfer Efficien-
cy)

Pulsweitenmodulation

Standard fiir eine drahtlose induktive Energieiibertragungs-

technologie
Quasistatik



RMS
RSSI
RTK
SNR
SS
SP

Tab.
TDM
TDoA
ToA
TP
UKF
UWB
WLAN

WPT

Effektivwert (engl. Root Mean Square)

Received Signal Strength Indication

Echtzeitkinematik (engl. Real-time kinematic positioning)
Signal-Rausch-Verhéltnis (engl. Signal-to-Noise Ratio)
Seriell- & Seriell-Resonanzschaltung bei zwei Spulensystemen

Seriell- & Parallel-Resonanzschaltung bei zwei Spulensyste-

men
Tabelle

Zeitmultiplexverfahren (engl. Time Division Multiplexing)
Time Difference of Arrival

Time of Arrival

Tiefpass

Unscended Kalman-Filter

Ultra-Breitband (engl. Ultra-wideband)

Drahtloses lokales Netzwerk (engl. Wireless Local Area Net-
work)
Drahtlose Energietibertragung (engl. Wireless Power Trans-

fer)
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KAPITEL 1

Einleitung

1.1. Motivation und Stand der Technik

Ortungsverfahren spielen in der modernen Technologie eine zentrale Rolle und sind in
zahlreichen Anwendungen unverzichtbar. Thre Notwendigkeit ergibt sich aus der zuneh-
menden Verbreitung mobiler Gerite, der Entwicklung des Internets der Dinge (IoT) und
der fortschreitenden Automatisierung in verschiedenen Bereichen. Von der Navigation
und Logistik bis zur Uberwachung und Sicherheit erméglichen Ortungsalgorithmen die
genaue Positionserfassung von Objekten, Personen oder Fahrzeugen in Echtzeit, wodurch
diverse Prozesse in ihrer Effizienz optimiert werden [1].

Die zahlreichen Eigenschaften von Ortungsalgorithmen sind abhdngig von den An-
forderungen der Problemstellung und k&énnen allgemein in Genauigkeit, Prizision,
Reichweite, Effizienz, Skalierbarkeit und Robustheit unterteilt werden, wobei je nach
Vorgaben weitere Eigenschaften hinzukommen. Genauigkeit und Prézision (Genauigkeit
= Nihe zum tatsidchlichen Wert, Prizision = Wiederholbarkeit) sind entscheidend, um
verldssliche Positionen zu berechnen, insbesondere in Umgebungen, in denen es auf
Zentimeter ankommt, wie bei der autonomen Fahrzeugsteuerung oder der Robotik.
Reichweite bezeichnet den maximalen Bereich, in dem das Ortungssystem zuverlissig
arbeitet und ist besonders relevant bei grofflichigen Anwendungen. Effizienz ist wichtig,
um die Berechnungen schnell und mit moglichst geringem Energieverbrauch durchzu-
fiihren, was insbesondere fiir batteriebetriebene Gerédte relevant ist. Die Skalierbarkeit
beschreibt die Moglichkeit, das Ortungsproblem auf eine hohe Anzahl von gesuchten
Objekten erweitern zu kénnen, und die Robustheit die Stabilitit gegeniiber externen und
internen Storungen, sodass eine weitere zuverlédssige Lokalisierung durchgefiihrt werden
kann [2].

Die Geschichte der Ortungsalgorithmen und -technologien ist eng mit der Entwicklung
der Navigation und der Kommunikationstechnologien verkniipft. Bereits in der Antike
nutzten Seefahrer astronomische Methoden zur Positionsbestimmung auf See. Diese frii-
hen Methoden legten den Grundstein fiir die spitere Entwicklung priziserer und techno-
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logisch fortschrittlicherer Ortungssysteme. Mit der Erfindung des Magnetkompasses im
11. Jahrhundert und des Chronometers im 18. Jahrhundert verbesserten sich die Naviga-
tionsméglichkeiten erheblich [3].

Im 20. Jahrhundert erlebte die Ortungstechnologie einen bedeutenden Wandel mit
der Entwicklung von Funknavigationssystemen wie LORAN und DECCA [4]. Ein
entscheidender Meilenstein war die Einfiihrung des Global Positioning System (GPS)
in den 1970er und 1980er Jahren. GPS revolutionierte die Navigation und ermdglichte
eine prézise Ortung nahezu iiberall auf der Erde [5]. Parallel dazu wurden andere
satellitengestiitzte Systeme wie das russische GLONASS, das europiische Galileo
und das chinesische BeiDou entwickelt, um globale und unabhingige Ortungsdienste
anzubieten [6].

Ortungsalgorithmen sind ein integraler Bestandteil zahlreicher wissenschaftlicher An-
wendungen und haben eine transformative Wirkung auf verschiedene Forschungs- und
Anwendungsbereiche. In der Umweltforschung beispielsweise ermdoglichen prézise Or-
tungstechnologien die genaue Uberwachung und Analyse von Klima- und Wetterphi-
nomenen [7]|. In der Geophysik und Geodésie werden Ortungsalgorithmen genutzt, um
die Bewegung der Erdkruste zu iiberwachen und prézise Karten zu erstellen [8].

In der Gesundheitsforschung und Medizintechnik sind Ortungsalgorithmen ebenfalls
von grofer Bedeutung. Telemedizinische Anwendungen und tragbare Gesundheitsgerite
nutzen diese Algorithmen, um die Position und Bewegungsmuster von Patienten zu
iberwachen [9]. Auch in der Robotik und der Automatisierung sind Ortungsalgorithmen
unverzichtbar, insbesondere fiir autonome Fahrzeuge und Drohnen [10].

Moderne Ortungsalgorithmen nutzen eine Vielzahl von Technologien und Methoden,
um die Positionen zu bestimmen. Satellitengestiitzte Systeme wie GPS, GLONASS oder
Galileo sind weit verbreitet und bieten eine hohe Genauigkeit auf globaler Ebene [11].
Die physikalischen Prinzipien dieser Systeme basieren auf der Laufzeitmessung von Signa-
len zwischen Satelliten und dem Empfénger. Eine hohe Genauigkeit, oft im Bereich von
wenigen Metern, kann durch die Verwendung von Differenzial-GPS (DGPS) oder Echt-
zeitkinematik (RTK) erreicht werden, die Korrektursignale verwenden, um systematische
Fehler zu reduzieren [5].

Fiir Anwendungen in Innenrdumen oder in Gebieten mit eingeschrinktem Satellitenemp-
fang werden alternative Technologien wie WLAN-basierte Ortung, Bluetooth-Beacons,
RFID oder Ultra-Wideband (UWB) eingesetzt [12]. Diese Technologien nutzen unter-
schiedliche physikalische Phé&nomene zur Positionsbestimmung, wie z.B. die Signalstéirke
(Received Signal Strength Indicator, RSSI), die Laufzeit (Time of Arrival, ToA), oder die
Winkelmessung (Angle of Arrival, AoA). Ultra-Wideband-Systeme, die kurze Impulse
im GHz-Bereich verwenden, bieten eine hohe Genauigkeit von bis zu 10 cm und sind
besonders niitzlich fiir Indoor-Navigation [13].

Die Entwicklung und Verbesserung von Ortungsalgorithmen erfordert ein tiefes Ver-
stindnis von Signalverarbeitung, Mathematik und Informatik. Algorithmen wie die
Kalman-Filterung, Partikel-Filter oder Machine-Learning-Anséatze werden oft kombiniert,
um die bestmogliche Genauigkeit und Zuverlassigkeit zu gewéhrleisten [14]. Die Wahl des
Algorithmus hingt von den spezifischen Anforderungen der Anwendung ab, einschliefs-
lich der benotigten Genauigkeit, der verfiigharen Rechenleistung und der Dynamik der
Umgebung.
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Die physikalischen Eigenschaften von Ortungssystemen, wie Signalstérke, Frequenz und
Modulationsart, haben einen direkten Einfluss auf ihre Genauigkeit und Reichweite. Bei-
spielsweise neigen Hochfrequenzsignale dazu, eine héhere Prizision zu bieten, aber sie
sind auch anfalliger fiir Dampfung und Streuung durch Hindernisse wie Wande oder Béau-
me [15]. In stédtischen Umgebungen, wo Mehrwegeffekte (Multipath) durch Reflexionen
an Gebauden und anderen Strukturen auftreten, miissen Algorithmen zur Mehrwegeun-
terdriickung eingesetzt werden, um die Positionsgenauigkeit zu verbessern [16]. In diesem
Kontext gewinnen Digital-Twin-Konzepte und Rapid-Prototyping-Ansitze zunehmend
an Bedeutung, da sie eine ganzheitliche, simulationsgestiitzte Abbildung des Ortungspro-
zesses ermoglichen. Wéhrend bei vielen etablierten Ortungsverfahren wie satelliten- oder
funkwellenbasierten Systemen eine vollstindige digitale Reproduktion aufgrund komple-
xer Umgebungs- und Signalinteraktionen kaum realisierbar ist, lisst sich die induktive
Ortung vollstandig modellieren und virtuell erproben.

Ein weiterer wichtiger Aspekt sind die technischen Anforderungen an die Hardware und
Software von Ortungssystemen. Diese beinhalten die Rechenleistung der verwendeten
Prozessoren, die Energieeffizienz der Signalverarbeitung und die Fahigkeit zur schnellen
Datenverarbeitung und -iibertragung. Fiir batteriebetriebene Geréte, wie Smartphones
oder tragbare Sensoren, sind energieeffiziente Algorithmen entscheidend, um eine lange
Betriebsdauer zu gewéhrleisten [17]|. Die Miniaturisierung von Hardware-Komponenten,
wie Antennen und Empfingern, ermdglicht die Integration von Ortungssystemen in
kleine und leichte Geriite, was fiir tragbare Anwendungen von Bedeutung ist.

Trotz der technologischen Fortschritte in der Ortung gibt es zahlreiche Problematiken und
Herausforderungen, die die Genauigkeit, Zuverlidssigkeit und Effizienz dieser Systeme
beeinflussen koénnen.

Eines der groften Probleme in der Ortungstechnologie sind Mehrwegeffekte (Multipath),
bei denen Signale auf dem Weg zum Empfinger von Gebduden, Baumen oder anderen
Hindernissen reflektiert werden. Diese reflektierten Signale kdnnen sich mit dem direkten
Signal iiberlagern und zu falschen Laufzeitmessungen fiihren, was die Genauigkeit der
Positionsbestimmung beeintrichtigt [18]. Besonders in stiddtischen Gebieten und Innen-
rdumen ist die Beeinflussung durch Mehrwegeffekte signifikant.

Zusitzlich zu den Mehrwegeffekten konnen elektromagnetische Storungen von anderen
elektronischen Gerédten oder natiirlichen Phinomenen die Signalqualitdt beeintrachtigen.
Beispielsweise kénnen starke Sonnenstiirme die Signale von GPS-Satelliten stéren, was
die Genauigkeit der Positionsbestimmung erheblich reduziert [19].

Ein weiteres Problem ist die Skalierbarkeit der Ortungssysteme. In dicht besiedelten stad-
tischen Gebieten oder in grofen Innenrdumen mit vielen Nutzern, wie Flughifen oder
Einkaufszentren, miissen die Ortungssysteme in der Lage sein, viele Gerate gleichzeitig
zu orten, ohne an Leistung zu verlieren. Dies stellt hohe Anforderungen an die Netzwerk-
Infrastruktur und die verwendeten Algorithmen, um Interferenzen zu minimieren und
eine schnelle Datenverarbeitung zu gewéhrleisten [20].

Fiir viele mobile und batteriebetriebene Anwendungen ist der Energieverbrauch ein kri-
tischer Faktor. Ortungssysteme, die kontinuierlich die Position eines Gerats berechnen,
konnen einen erheblichen Stromverbrauch aufweisen, was die Batterielebensdauer ver-
kiirzt. Energiesparende Algorithmen und Hardware-Optimierungen sind erforderlich, um
die Effizienz zu maximieren und die Nutzungsdauer der Geréte zu verlangern [21].

Ein weiterer wichtiger Aspekt, der bei der Entwicklung und dem Einsatz von Ortungs-
technologien beriicksichtigt werden muss, sind Datenschutz und Sicherheit. Die Erfassung



1. EINLEITUNG

und Verarbeitung von Standortdaten wirft Bedenken hinsichtlich der Privatsphére der Be-
nutzer auf, insbesondere in Anwendungen, die kontinuierliche Uberwachung erfordern. Es
miissen robuste Sicherheitsmechanismen implementiert werden, um sicherzustellen, dass
Standortdaten nicht missbraucht oder unbefugt zugénglich gemacht werden [22].
Hardware-Beschrinkungen wie die Grobe, das Gewicht und die Kosten der Or-
tungskomponenten stellen ebenfalls eine Herausforderung dar. Die Integration von
Ortungssystemen in bestehende Infrastrukturen und Geréte erfordert hiufig Anpassun-
gen und Optimierungen, um die Leistungsfédhigkeit zu maximieren und die Kompatibilitat
zu gewahrleisten. Dies kann besonders herausfordernd sein in Anwendungen, die spezielle
Anforderungen an die Miniaturisierung und Robustheit der Hardware stellen, wie z.B.
medizinische Implantate oder industrielle Sensoren [23].

Induktive Ortungsverfahren spielen eine zentrale Rolle in der Entwicklung und Op-
timierung von spulenbasierten Systemen, insbesondere in der drahtlosen Energieiiber-
tragung. Diese Technologien basieren auf der induktiven Kopplung von Spulen, bei der
Energie von einer sendenden zu einer empfangenden Spule iibertragen wird. Ein spe-
zifisches Beispiel ist das drahtlose Laden von Elektrofahrzeugen, bei dem die prizise
Positionierung des Fahrzeugs iiber der Ladeplatte entscheidend ist |24].

Ein weiteres Anwendungsgebiet ist die drahtlose Energieiibertragung in medizinischen
Implantaten. Hierbei ist die prizise Positionierung des externen Ladegerédts iiber dem
implantierten Gerit entscheidend fiir die effiziente Energietibertragung [25]. Induktive
Ortung er6ffnet auch neue Moglichkeiten in der Logistik, Landwirtschaft (Bewegungs-
muster von Nutztieren), Gesundheitsiiberwachung (bewegliche Implantate) und virtuellen
Realitdt (durch die Aufnahme von Bewegungsmustern) [26].

Die induktive Ortung bietet zahlreiche Vorteile, wie hohe Prazision, Robustheit gegen-
iber Umwelteinfliissen, Kontaktlosigkeit und Energieefltizienz [27]. Gleichzeitig gibt es
auch Nachteile, wie die begrenzte Reichweite und die Anfélligkeit fiir elektromagnetische
Interferenzen [28|. Die Kosten fiir die Implementierung und Wartung sowie die Komple-
xitét der Systemintegration sind weitere Herausforderungen, die beriicksichtigt werden
miissen.

Die Verwendung von planaren Spulen bei der induktiven Ortung bietet spezifische
Eigenschaften, die sie fiir verschiedene Anwendungen besonders geeignet machen.
Planare Spulen bieten eine flache Geometrie, ermdglichen eine prézise, kostengiinstige
und reproduzierbare Herstellung und konnen gut in integrierte Systeme eingebettet
werden [29]. Thre thermische Leistung ist vorteilhaft, jedoch sind ihre Induktivitéit und
Empfindlichkeit gegeniiber elektromagnetischen Einfliissen Herausforderungen [30].

Insgesamt sind Ortungsalgorithmen ein unverzichtbares Werkzeug in der modernen Wis-
senschaft und Technologie. Thre Fahigkeit, prazise und verldssliche Positionsdaten zu
liefern, unterstiitzt eine breite Palette von Anwendungen und trigt wesentlich dazu bei,
dass Fortschritte in Forschung und Praxis erzielt werden konnen. Die stindige Weiter-
entwicklung dieser Algorithmen wird auch in Zukunft eine Schliisselrolle bei der Bewélti-
gung komplexer wissenschaftlicher und technischer Herausforderungen spielen. Dennoch
miissen die bestehenden Problematiken, wie Signalstorungen, Datenschutzbedenken und
Energieeffizienz, weiterhin adressiert werden, um die Effektivitit und Akzeptanz dieser
Technologien zu gewéhrleisten.
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1.2. Ubersicht der Kapitel

Der Fokus dieser Arbeit ist die Beschreibung, Validierung und Analyse der relevanten
physikalischen Effekte bei der induktiven Ortung und deren Losung fiir eine mogliche
Durchfiihrung einer Lokalisierung durch Magnetfelder im Nahfeld. Am Anfang werden
dafiir einige ideale Annahmen getroffen und diese allmihlich durch reale Einfliisse auf
das System untersucht. Dazu werden diverse Modelle vorgestellt und gepriift, welche eine
Beschreibung des induktiven Ortungsprozesses ermoglichen und die einzelnen Effekte
sichtbar und somit kompensierbar machen. Dazu gehdren auch mégliche Mess- und
Berechnungsverfahren, um die gesuchten Grofen fiir die grundsitzlichen Schaltungsan-
ordnungen zu ermitteln. Aus diesen Grundlagen werden dann verschiedene komplexere
Berechnungsverfahren entwickelt, welche eine induktive Ortung anhand von einigen
Messergebnissen ermdoglichen. Aufgrund diverser Einfliisse durch externe Stérungen,
ungenauen Ortungsalgorithmen oder numerischen Abweichungen werden stochastische
Ansétze angewandt, um die Fehler zu minimieren und somit den kompletten Prozess der
induktiven Ortung darzustellen.

Die Arbeit schliefst detaillierte Betrachtungen der Messtechnik, verschiedenen Signalar-
ten oder Schaltungen zur Signalgenerierung und -auswertung aus und diese Faktoren
werden nahezu als ideal betrachtet. Es werden ausschlieflich planare Spulen untersucht,
wobei die Ergebnisse sich auch gut auf andere Spulengeometrien iibertragen lassen.
Der Zeitbereich wird vernachlissigt, da er fiir das lineare System nicht notwendig ist
und in dieser Arbeit nur monofrequente Signale fiir eine signalstérkebasierte Ortung im
stationdren Zustand betrachtet werden.

Ziel ist die Entwicklung grundlegender Formeln, analytischer Beschreibungen und
spezialisierter Losungen fiir ein induktives Ortungssystem sowie eine Guideline zur
Bewertung der Anwendbarkeit eines solchen Systems fiir verschiedene Anforderungen.

Diese Arbeit ist in sieben Kapitel unterteilt, die im Folgenden kurz vorgestellt werden:

e Kapitel 2: Grundlagen
In diesem Kapitel werden physikalische und elektrotechnische Grundlagen erldu-
tert, die das Fundament fiir die weiteren Analysen bilden. Zudem werden einige
Einschriankungen im Hinblick auf Materialeinfliisse vorgenommen, um die Komple-
xitdt der Abhdngigkeiten zu reduzieren und eine nachvollziehbare Darstellung der
Ergebnisse zu ermoglichen.

e Kapitel 3: Ermittlung und Modellierung der Parameter fiir eine induk-
tive Kopplung
Fiir die induktive Ortung werden in dieser Arbeit planare Spulendesigns verwendet,
da sie sich durch gute Reproduzierbarkeit, eine einfache Integration in bestehende
Elektronik und einen geringen Platzbedarf auszeichnen. Die physikalischen Einfliis-
se auf diese Geometrien miissen daher prézise untersucht werden, um daraus ein
Modell in Form elektrischer Ersatzschaltbilder zu entwickeln, das als Grundlage
fiir weitere Untersuchungen dient. Dazu ist es notwendig, diese Einfliisse mathema-
tisch zu beschreiben, sodass deren Eigenschaften, Effekte und resultierende Werte
in weiterfithrenden Verfahren genutzt werden kénnen. Auch die Gegeninduktivitét
zwischen zwei oder mehreren Spulen muss detailliert analysiert, berechenbar und in
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realen Schaltungen messbar® sein, da sie eine zentrale Rolle fiir das Verstéindnis der
induktiven Ortung und die Entwicklung entsprechender Ortungsalgorithmen spielt.

e Kapitel 4: Algorithmen und Eigenschaften der induktiven Ortung
Aufbauend auf den Modellen und Gleichungen des vorangegangenen Kapitels wer-
den in diesem Kapitel verschiedene Algorithmen zur Losung des induktiven Or-
tungsproblems vorgestellt. Je nach Anforderung kommen dabei unterschiedliche
Ansitze zum Einsatz. Dariiber hinaus werden die Eigenschaften der induktiven Or-
tung untersucht, um den Anwendungsbereich und die Grenzen klar zu definieren.
Dazu gehoren Analysen der Systemparameter, etwa der Einfluss der Anzahl der
Ortungsspulen, der Betriebsfrequenz, der Reichweite sowie der Wirkung externer
Storungen auf das System.

e Kapitel 5: Stochastische Verfahren zur Nachverarbeitung der Ortungs-
ergebnisse
Verschiedene interne und externe Kinfliisse konnen dazu fiihren, dass die Ergeb-
nisse der induktiven Ortung von den tatséchlichen Koordinaten abweichen. Solche
Abweichungen kénnen durch die gewédhlten Ortungsalgorithmen, externe Stérungen
oder Messfehler in den Generierungs- und Auswertungsschaltungen entstehen. Um
dennoch zuverldssige Ergebnisse zu erzielen, werden in diesem Kapitel stochastische
Verfahren vorgestellt, mit denen diese Messfehler durch Zustandsschiatzung korri-
giert werden kénnen. Dazu werden géangige Filtermethoden présentiert und mitein-
ander verglichen, um abhéngig von den jeweiligen Anforderungen den optimalen
Schétzer auszuwéhlen.

e Kapitel 6: Simulationsumgebung zur Abbildung des gesamten indukti-
ven Ortungsprozesses
Da insbesondere elektromagnetische Simulationen innerhalb des induktiven Or-
tungsprozesses sehr rechenintensiv sind, wird ein effizienterer Ansatz entwickelt,
der sich auf die Berechnung der relevanten Parameter konzentriert. Hierzu werden
die Erkenntnisse aus den vorherigen Kapiteln zusammengefiihrt, um eine modulare
Simulationsplattform zu erstellen, die den gesamten Ortungsprozess abbildet. Diese
Plattform kann als Basis fiir weitere Algorithmen dienen, die darin getestet wer-
den, und eignet sich dariiber hinaus zur Bewertung von Systemen mit spezifischen
Anforderungen sowie zur Generierung von Trainingsdaten.

e Kapitel 7: Zusammenfassung und Ausblick
In diesem abschliefenden Kapitel werden die zentralen Ergebnisse der Arbeit zu-
sammengefasst und potenzielle Themen fiir zukiinftige Forschung aufgezeigt.

'In dieser Arbeit wird der Begriff Messung bzw. Messtechnik verwendet, um die theoretische Beschrei-
bung und Berechnung der entsprechenden Grofien (z. B. der Gegeninduktivitit) anhand von bekann-
ten Stromen, Spannungen und Impedanzen darzustellen. Eine experimentelle Messung im physikali-
schen Sinne wird in dieser Arbeit nicht durchgefiihrt.



KAPITEL 2

Grundlagen

2.1. Elektromagnetische Induktion

Die elektromagnetische Induktion ist ein fundamentales physikalisches Prinzip, das be-
schreibt, wie eine Verdnderung des magnetischen Flusses durch eine Leiterschleife eine
elektrische Spannung in dieser Schleife induziert. Dieses Phinomen wurde erstmals von
Michael Faraday im Jahr 1831 vorgestellt [31] und ist die Grundlage fiir viele technologi-
sche Anwendungen, einschlieklich Generatoren und Transformatoren.

Die dritte integrale Maxwell-Gleichung [32], auch bekannt als das Faraday’sche Indukti-
onsgesetz, bietet einen Einblick in die Wirkung der elektromagnetischen Induktion und
lautet in integraler Form:

7{ Fas—— [ Bai-_é. (2.1)
0A

Diese Gleichung beschreibt, wie sich ein zeitlich verédnderliches Magnetfeld B auf das
Verhalten eines elektrischen Feldes E auswirkt. Hierbei steht A fiir eine Flache, die von
einem geschlossenen Weg 0 A umrandet wird, ds'ist ein infinitesimales Wegsegment dieses
geschlossenen Wegs, und dA ist ein infinitesimales Flichenelement von A, wobei dessen
Richtung durch die Normale auf der Fliche gegeben ist (siche Abb. 2.1).

Die induzierte Spannung wu;,q ist das Integral des elektrischen Feldes E entlang des ge-
schlossenen Pfades 0A, der die Fldche A umschlieft. Formal ausgedriickt wird die indu-
zierte Spannung durch das Umlaufintegral des elektrischen Feldes um diesen Pfad defi-
niert:

i = j{ Eds. (2.2)
0A
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Somit kénnen beide Gleichungen in folgende Form gebracht werden [33]:

OB - .
Uind — — —dA =-0]. 2.3
d /A ot (2:3)

Die Richtung der induzierten Spannung ist so, dass sie einer Anderung des Flusses
entgegenwirkt (Lenz’sche Regel), was durch das negative Vorzeichen in der Gleichung
ausgedriickt wird.

Wenn nun eine Leiterschleife mehre-

re Windungen hat, entsteht eine Spu-

le. Fiir eine Spule mit N Windun- Gind (%)
gen, die denselben sich &ndernden Ma-

gnetfluss erfahrt, verstiarkt sich die in-

duzierte Spannung entsprechend der

Windungszahl, was durch die erwei- ulnd(t)l
terte Form des Faraday’schen Geset-

zes ausgedriickt wird: /

Uina = — IV a—édg —No . ///
/A " 21y  B() / /!

Ein verdnderliches Magnetfeld kann

Abb. 2.1.: Darstellung des Prinzips der elek-

durch verschiedene Ursachen entste- tromagnetischen Induktion der
hen. Hierbei wird zwischen Bewe- Spannung uina(t) durch den zeit-
gungsinduktion und Ruheinduktion lich verdnderlichen magnetischen

Fluss B(t) einer Leiterschleife um

unterschieden [34|. Bewegungsindukti- e
der umschlossenen Fliche A

on tritt auf, wenn eine relative Bewe-
gung zwischen einem Magnetfeld und
einer Leiterschleife besteht z.B. durch
die Bewegung des Leiters oder der Ma-
gnetfeldquelle oder die Anderung der Orientierung. Diese Bewegungen verindern den
magnetischen Fluss durch die Schleife, was zur Induktion einer Spannung fiihrt. Ruhein-
duktion tritt auf, wenn sich sowohl der Leiter als auch das Magnetfeld in Ruhe zueinander
befinden, aber der magnetische Fluss durch die Leiterschleife aufgrund einer zeitlichen
Anderung der Feldstirke des Magnetfeldes (Signalform oder Betriebsfrequenz) variiert.
Diese Art der Induktion ist die Grundlage fiir die Funktionsweise von Transformatoren,
bei denen ein Wechselstrom in der Primérspule ein zeitlich verdnderliches Magnetfeld
erzeugt, das wiederum eine Spannung in der sekundéren Spule induziert, ohne dass eine
physische Bewegung zwischen den Spulen stattfindet [35-37].

2.2. Materialeinfliisse auf elektromagnetische Felder

Im Gegensatz zum vorhergehenden Abschnitt, welcher die elektromagnetischen Induk-
tion durch den Zeitbereich verdeutlicht hat, werden nun die Felder im Frequenzbereich
betrachtet. Dabei werden elektrische und magnetische Felder /Flussdichten als komplex-
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wertige Phasoren E(7,w)/D(,w) und H(7,w)/B(F,w) fiir eine feste Kreisfrequenz w
und der rdumliche Abhéngigkeit 7" dargestellt.

Wenn ein elektrisches Feld E auf ein Material mit einer bestimmten relativen Permit-
tivitat Q(E, 7,w) trifft, wird das resultierende elektrische Feld im Material durch die
elektrische Polarisation und die freien Ladungen im Material beeinflusst. Die Beziehung
kann durch die Gleichung bei konstanter Temperatur und ohne zeitliche Verdnderungen
fiir die elektrische Flussdichte D wie folgt beschrieben werden:

D(F\w, B, &) = ek (E, F,w)E(F,w) . (2.5)

Ahnlich beeinflusst die relative Permeabilitit &(ﬁ 7w, M ) die Reaktion eines Mate-

rials durch die Magnetisierung auf ein externes magnetisches Feld H. Die magnetische
Flussdichte B in einem Material wird bei konstanter Temperatur und ohne zeitliche Ver-
anderungen durch die magnetischen Momente im Material beeinflusst:

B(F,w, H, My) = oMy (H, 7, w) H(7,w) . (2.6)

Die unterschiedlichen Materialeigenschaften haben folgende Bedeutungen [35,37,38]:

e Anisotropie: £, und M, sind Tensoren zweiter Ordnung (durch eine 3x3 Matrix
im 3D-Raum), die die richtungsabhéngigen Reaktionen des Materials représentie-
ren. Die Skalarformen davon sind €, und pu,.

e Nichtlinearitit: Die Permittivitit ,(E) und Permeabilitiit y,(H) sind abhsingig
von den jeweiligen Feldstarken.

e Magnetische Sattigung: In ferromagnetischen Materialien kann die Magnetisie-
rung bei starken Magnetfeldern in eine Sdttigung iibergehen und zeigt dann ein
nichtlineares, hysteresisches Verhalten. Obwohl dieser Effekt eine zeitabhéngige Ma-
terialantwort ;LT(FI ,t) beinhaltet, wird er aufgrund der besonderen Eigenschaft er-
wahnt, ohne in der vorliegenden Arbeit weiter betrachtet zu werden.

e Inhomogenitit: Die Materialeigenschaften variieren im Raum, was sich in der
ortsabhéngigen Verteilung von &,(7) und pu,(7) widerspiegelt.

e Dispersion: Die Materialparameter ¢,(w) und p,(w) sind frequenzabhéngig.
e Verlustbehaftet /Absorption: Die Parameter aus der komplexen Beschreibung
von g, = &' — j&,” und p, = p," — ju,” lassen sich wie folgt erkliren:

— &/ fiir den dielektrischen Anteil, der die Energiespeicherung des elektrischen
Feld beschreibt.

— &/ fiir den Verlustanteil, der die Energieabsorption und -umwandlung in Wir-
me darstellt.

— u, fiir den magnetischen Anteil, der die Fahigkeit des Materials beschreibt,
ein magnetisches Feld zu verstéirken.

— " fiir den magnetischen Verlustanteil, der die Energieverluste durch Hystere-
se, Wirbelstrome und andere magnetische Verlustmechanismen représentiert.
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Im Folgenden werden die Materialeigenschaften der Ortungsumgebung als linear, di-
spersionfrei (aufgrund der primdren monofrequenten Betrachtungen), verlustfrei, ho-
mogen und isotrop bei konstanter Temperatur und ohne zeitlicher Verinde-
rung betrachtet, wodurch folgt:

é = Eo0&r E und B = Mol
~—~ —~—~
€ 7

[ssh

(2.7)

Dabei sind die elektrischen und magnetischen Felder sowie die zugehérigen Fliisse
komplex, da ihre Quellen nicht bekannt sind. Innerhalb der Ortungsumgebung sind die
jeweiligen Felder und Fliisse aufgrund der verlustfreien Materialeigenschaften phasen-
gleich zueinander. Die Materialeigenschaften der Ortungsspulen werden jedoch aufgrund
der elektrischen Leitfahigkeit als verlustbehaftet angenommen.

Verlustbehaftete Ortungsumgebungen werden im weiteren Verlauf beriicksichtigt und ana-
lysiert.

2.3. Nah- und Fernfeld

Das Nahfeld und das Fernfeld beschreiben zwei grundlegend unterschiedliche Ver-
haltensweisen elektromagnetischer Felder, welche abhéingig von der Entfernung und
Frequenz/Wellenlinge der Strahlungsquelle ist.

Das Nahfeld, auch reaktives Feld genannt, umgibt die strahlende Quelle in einem Be-
reich, dessen Begrenzung durch r, = % mit der Wellenldnge A der jeweiligen EM-
Abstrahlung definiert ist [39]. Der Begriff Nahfeld wird in der Literatur jedoch unein-
heitlich verwendet und umfasst laut [39] auch das strahlende Nahfeld (Fresnel-Zone) bei
% < r < 4\, in dem sich die Feldlinien bereits von der Quelle ablésen, jedoch noch kei-
ne kugelférmige Ausbreitung im Sinne eines Fernfeldes zeigen. In dieser Arbeit wird der
Begriff Nahfeld hingegen im engeren Sinne verwendet und ausschlieklich auf das reaktive
Nahfeld bezogen. Diese Abgrenzung ist sinnvoll, da fiir die Modelle der induktiven Or-
tung nur das reaktive Nahfeld relevant ist, weil die elektromagnetische Energie in diesem
Bereich im System verbleibt und nicht abgestrahlt wird, sondern iiber quasistationére
magnetische Kopplung zwischen den Spulen {ibertragen wird.

Im reaktiven Nahfeld dominieren lokal gebundene Felder, deren Eigenschaften sich
deutlich von denen des Fernfeldes unterscheiden. In diesem Bereich sind die elektrischen
und magnetischen Felder stark von der Form und Grofe der Strahlungsquelle sowie
deren unmittelbarer Umgebung abhéngig. Die Feldkomponenten im Nahfeld sind nicht
notwendigerweise in Phase und kénnen unabhingig voneinander existieren. Wéhrend
elektrische Felder oft von den Ladungen und der Spannung der Antenne herriihren,
werden magnetische Felder durch die Strome erzeugt. Diese Felder sind iiberwiegend an
die Quelle gebunden und strahlen kaum Energie in den Raum ab. Die in diesem Bereich
gespeicherte Energie verbleibt lokal und kann bei rein kapazitiven oder induktiven
Nahfeldanteilen auch iiberwiegend in elektrischer bzw. magnetischer Form auftreten,
ohne dass eine kontinuierliche Umwandlung zwischen beiden Feldformen stattfindet.
Bei elektrischen Antennen, wie etwa dem elektrischen Dipol, dominiert das elektrische
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Nahfeld, bei magnetischen Antennen, wie etwa einer kleinen Schleifenantenne (Loop),
das magnetische. Die Abhéngigkeit des Feldstirkeverlustes von der Distanz zur Quelle
kann hier bis zu 60 dB/dec (~ ) betragen, wodurch die reine Anwendung im Nahfeld
durch Frequenz und Signalstiarke der Quelle begrenzt ist.

Die induktive Ortung wird im Nahfeldbereich durchgefiihrt, da dort die magnetischen
Felder der Spulenanordnungen dominieren und so gezielt die Nahfeldeigenschaften
genutzt werden konnen. Um eine grofere Abdeckung des Ortungsbereiches zu erreichen,
kommen niedrigere Signalfrequenzen im hoheren Kilohertz- bis unteren Megahertz-
Bereich zum Einsatz. Diese Frequenzen ermdoglichen ebenfalls eine elektromagnetische
Induktion, die fiir die induktive Ortung erforderlich ist.

Im Gegensatz dazu steht das Fernfeld oder Strahlungsfeld, das in groferer Entfernung
von der Strahlungsquelle beginnt, typischerweise ab einer Entfernung von mehreren Wel-
lenléngen (laut Bundesnetzagentur: r¢ = 4\ [39]). In diesem Bereich sind die elektrischen
und magnetischen Felder orthogonal zueinander sowie zur Ausbreitungsrichtung der Welle
angeordnet und befinden sich in Phase. In verlustfreier Umgebung ergibt sich der Wel-
lenwiderstand zu:

||f[|| \/; WO\/E (2.8)

wobei der Wellenwiderstand Zyw o in der Luft bei Zw o ~ 1207 2 ~ 376 () ist. In realen,
verlustbehafteten Materialien ist diese Beziehung komplexwertig und frequenzabhéngig
(e,n€C).

Das Fernfeld kennzeichnet die effiziente Abstrahlung elektromagnetischer Energie in den
Raum. Die Intensitéit dieser Strahlung nimmt proportional zur inversen Entfernung (~ %)
und somit nur mit 20 dB/dec ab. Fernfelder zeigen eine deutliche Richtungsabhéngigkeit,
die stark durch die Antennenkonstruktion beeinflusst wird und in Antennendiagrammen
visualisiert werden kann [35,38,40-42].

2.4. Eigen- und Gegeninduktivitaten

Die Eigeninduktivitat L, oft auch nur Induktivitdt genannt, einer Spule beschreibt die
Fihigkeit, eine Spannung als Reaktion auf eine Anderung des fliekenden Stroms zu indu-
zieren. Dieses Phinomen basiert auf dem Faradayschen Gesetz der elektromagnetischen
Induktion, das besagt, dass eine zeitliche Anderung des magnetischen Flusses durch eine
Schleife eine Spannung in dieser Schleife induziert (siehe Gleichung (2.4)). Die Eigenin-
duktivtat ist durch das Verhiltnis eines erzeugten magnetischen Flusses ® und seiner
Quelle in Form der Stromstérke ¢ definiert:

=20 (2.9)

z

Diese Beziehung gilt unter der Annahme, dass Strom und magnetischer Fluss in Phase
sind, also keine Verluste im betrachteten System auftreten. In realen, verlustbehafteten
Materialien kann zwischen @ und ¢ jedoch eine Phasenverschiebung bestehen, sodass
die Induktivitidt komplex wird. Die Eigeninduktivitéit ist eine reine geometrische und
materialabhéingige Grofe und besitzt die Einheit Henry ([L] = H).

11
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Durch die Verwendung der Eigeninduktivititen kann das Faradaysche Gesetz in folgende
Form gebracht werden:

up = jwlLiy, (Frequenzbereich), up, = Liy, (Zeitbereich), (2.10)

wobei L die Eigeninduktivitdt der Spule ist und i; die Stromstédrke zur Erzeugung des
Magnetfeldes beschreibt.

Die Gegeninduktivitidt M beschreibt, wie der Stromfluss in einer Spule (primére Spule)
eine Spannung in einer anderen Spule (sekundére Spule) induziert, die sich in rdumlicher
Nihe befindet. Ahnlich wie die Eigeninduktivitit ist die Gegeninduktivitiit eine Funktion
der geometrischen Anordnung der Spulen zueinander sowie der Permeabilitdt p des Me-
diums, welches das Magnetfeld durchdringt. Hier wird die Gegeninduktivitdt durch das
Verhiltnis des magnetischen Flusses in der zweiten Spule, welches von dem Strom der
ersten Spule erzeugt wurde, und der Stromstéirke der ersten Spule definiert:

D, (1
My =—"". (2.11)

Diese Beziehung gilt im verlustfreien Fall, in dem der magnetische Fluss @, ,(i,) und
der Erregerstrom ¢, in Phase sind. Bei realen Materialien kann zwischen Fluss und
Strom jedoch eine Phasenverschiebung auftreten, was zu einer komplexen Beschreibung
der Gegeninduktivitét fithrt. Die damit verbundenen Effekte und Auswirkungen durch
Wirbelstrome werden in den spéiteren Kapiteln 4.3.1.3 und 4.3.2 detaillierter betrachtet.

Da in beiden Féllen die geometrischen und materialbedingten Eigenschaften zueinander

gleich sind, kann eine Reziprozitdt ausgenutzt werden, wodurch folgende Beziehung gilt
[43]:

D, (74 D, (2
Liall) )

2.12
1 19 ( )

Die Reziprozitét lasst sich durch die Neumann-Gleichung zwischen den beliebigen Spulen
m und n zeigen, welche zur Berechnung der Eigen- und Gegeninduktivititen verwendet
werden kann:

My f f A 4l ) _ j’{ ja{ ol ) _ e (2.13)
’ 47T Cm JCn ,rn‘ 47T n m ‘rn Tm’ ’

Die Bedingung fiir die Reziprozitdt gilt nur fiir lineare und isotrope Materialien, welche
ausschlieflich in dieser Arbeit verwendet werden.

Die in der sekundiren Spule induzierte Spannung w,,, aufgrund einer Anderung des
Stroms %, in der primdren Spule kann ausgedriickt werden als:

Uy = JO Mo i, (Frequenzbereich), Uy = S (Zeitbereich) .
(2.14)
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Hier ist M,,, die Gegeninduktivitit zwischen den beiden Spulen m und n
(mit den jeweiligen Eigeninduktivitdten L,, und L,) und kann Werte zwischen
Myn € [—\/Lan,\/LanJ annehmen.

Um die induktive Kopplung qualitativer zu beschreiben kann der Kopplungsfaktor &
genutzt werden, welcher durch

Mm,n
vV Ly,Ly
beschrieben wird. Hier beschreibt k,, ,, = 0, dass keine Kopplung zwischen den induktiven

Strukturen vorhanden ist und |k, ,| = 1, dass eine maximale Kopplung zwischen den
Spulen existiert, wodurch dann |M,, | = v/ L, L, gilt [35,41,43-45].

mit ko, € [<1,1] (2.15)

km,n =

2.5. Skin- und Proximity-Effekt

Der Skin-Effekt ist ein physikalisches Phénomen, das die Verteilung des elektrischen
Stroms in einem Leiter fiir Wechselstrome beeinflusst. Bei Gleichstrom verteilt sich
der Strom gleichmifig {iber den gesamten Querschnitt des Leiters. Im Gegensatz
dazu bewirkt Wechselstrom, dass sich der Strom stéirker an der Oberfliche des Leiters
konzentriert. Dieses Verhalten wird durch induzierte Wirbelstrome und magnetische
Felder verursacht, die den inneren Teil des Leiters weniger zugénglich fiir den Stromfluss
machen. Dadurch verringert sich der effektive Querschnitt, der vom Strom durchflossen
wird, was zu einem scheinbar erhohten Widerstand fiihrt. Je hoher die Frequenz ist,
desto stirker sind die induzierten Wirbelstrome laut (2.4) und somit die Auswirkungen
des Skin-Effektes.

Die Eindringtiefe (auch: Skin-Tiefe) gk, beschreibt die Abnahme der Stromdichte J,
durch die Bessel-Funktion Jg o (erster Art und nullter Ordnung) an der Oberfliche (r = 0)
am Beispiel eines runden Leiters mit dem Radius Ry entlang der Tiefe r durch [46]

JB O(EWT) . 1 - J
J(r)=J : mit kw = 2.16
() = Ir JB o (Ew Reeiter) W Sskin (2.16)
und ist allgemein definiert als [47-49]:
1
(2.17)

5Skin,0 - >
e K

— 1 -1

w\/ 2 ( * we? )

Fiir gute elektrische Leiter (k > we) wird die Gleichung zu folgender Formel [47, 49
vereinfacht:

2
Sskin = 1/ —— | . (2.18)
KW 4
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Bei schlechten elektrische Leiter (k < we) kann folgende Niherung genutzt werden:

2

Oskin = — 2.19
Sin = = (2.19)

<
e
Unter der Bedingung dskin << ReLeiter (0ft bei hohen Frequenzen) kann die folgende Néhe-
rung [50] genutzt werden:

(A+jr

i(r> = lRe_ Oskin | (2.20)
Die Induktivitit eines Leiters ist abhingig von der Verteilung des Stroms innerhalb des
Leiters. Der Skin-Effekt fiihrt dazu, dass sich der Strom an der Oberfliche des Leiters
konzentriert, was die effektive Fliche, durch die das magnetische Feld wirkt, reduziert.
Zusitzlich wirkt das Magnetfeld der Wirbelstréme dem eigentlichen Magnetfeld entgegen
(Lenz’sche Regel) und fiithrt zu einer Verringerung der Eigeninduktivitéit.

Ein Einfluss des Skin-Effektes auf die Gegeninduktivitit ist vernachlissigbar, da sich die
Gegeninduktivitit laut Definition auf die magnetische Kopplung zwischen zwei Induktivi-
tdaten ausserhalb des Leiters bezieht und der Anteil innerhalb des Leiters daher sehr gering
ist. Ahnlich sieht es bei der Kapazitit aus, da diese nur fiir Ladungen auf der Oberfliche
der Leiter bzw. Kondensatorplatten relevant ist und genau dieser Bereich vom Skin-Effekt
nicht betroffen ist.

Um die negativen Auswirkungen des Skin-Effekts zu minimieren, konnen Litzlei-
ter verwendet werden, die aus vielen diinnen, einzeln isolierten Drahten bestehen
und zusammen verdrillt sind. Diese Konstruktion erhoht die effektive Oberfliche fiir
den Stromfluss und reduziert den Widerstand, der durch den Skin-Effekt verursacht wird.

Der Proximity-Effekt tritt auf, wenn ein Leiter in der Néhe eines anderen stromfiihren-
den Leiters liegt. Die wechselseitigen magnetischen Felder der beiden Leiter beeinflussen
die Stromverteilung, indem sie den Strom weiter an die Rdnder des Leiters drangen oder
anziehen. Dies fiihrt zu einer weiteren Erhohung des Widerstandes.

Die Berechnung des Proximity-Effekts ist komplex, da sie von der spezifischen Anordnung
der Leiter, ihrem Abstand zueinander und der Frequenz des Stroms abhingt. Eine all-
gemeine Formel ist schwer anzugeben, da detaillierte Informationen iiber die Geometrie
und Materialbeschaffenheit der Leitungen benotigt werden.

Der Proximity-Effekt bei Induktivitaten verkompliziert die Situation weiter, da er die
Stromdichte an bestimmten Teilen des Leiters aufgrund der Nihe zu anderen stromfiih-
renden Leitern verdndert. In Systemen, in denen mehrere Leiter nah beieinander liegen,
kann dies dazu fiihren, dass die Gegeninduktivitat zwischen den Leitern steigt, wihrend
die Selbstinduktivitdt jedes einzelnen Leiters sinken kann.

Zusammengefasst beeinflussen sowohl der Skin- als auch der Proximity-Effekt die Leis-

tungsfiahigkeit elektrischer Leiter in Hochfrequenzanwendungen, indem sie die Impedan-
zen verdndern und somit ein anderes elektrisches Verhalten bestimmen [47-51].

2.6. Resonanz und Giite

In der Elektrotechnik und Physik bezieht sich der Begriff |, Resonanz® auf den Zustand
eines Systems, bei dem eine sehr starke Reaktion auf eine dufere Anregung bei einer
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2.6. RESONANZ UND GUTE

bestimmten Frequenz auftritt. Im Kontext elektrischer Schaltungen gibt es zwei Haupt-
arten von Resonanzen: Die Reihenresonanz und die Parallelresonanz.

Reihenresonanz, auch Serienresonanz
genannt, tritt auf, wenn Induktivitit (L)
und Kapazitit (C) in einer Reihe (seriell)
in einem Stromkreis angeordnet sind (sie-
he Abb. 2.2). Bei der Reihenresonanz ist
die Frequenz, bei der die Resonanz auftritt,

durch die Resonanzfrequenz f..s gegeben,
die durch

1
fres = m (221)

berechnet wird. An dieser Frequenz wird
der Gesamtwiderstand des Schaltkreises
minimal, weil die induktiven und kapaziti-
ven Reaktanzen (X, = wL und X¢ = &)

Abb. 2.2.: Elektrisches

Ersatzschaltbild  einer

RLC-Reihenresonanz

genau gleich sind (siche Abb. 2.3) und sich somit gegenseitig autheben. Das bedeutet, dass
der Stromkreis hauptséchlich durch seinen ohmschen Widerstand begrenzt wird, und der
Strom erreicht sein Maximum (siehe Abb. 2.5(a)). Reihenresonanzkreise werden hiufig
in Anwendungen wie Bandpassfiltern und Funkiibertragungssystemen verwendet, da sie
bei der Resonanzfrequenz eine hohe Selektivitit aufweisen.

1\? =
Z) = \/32 # (- o) Zr-z.
w

1500

Reihenresonanz

1000 [ Kapazitiv (X¢ > X1)

<

X/Q

500 [

Xc

— Xc
— X1,

Resonanzfrequenz fres

Induktiv (Xi, > X¢)

= X1,

T I
0 500 1000

I I I |
1500 2000 2500 3000

f/Hz

(2.22)

Abb. 2.3.: Verlauf des induktiven und kapazitiven Anteils bei einer Reihenresonanz in Abhdngigkeit
der Frequenz fiir die Bestimmung der Resonanzfrequenz fros mit beispielhaften Parametern
(R=1009Q, L =10mH und C = 1puF)
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2. GRUNDLAGEN

Parallelresonanz dagegen tritt auf,
wenn eine Induktivitit und eine Kapazitit
parallel zueinander in einem Schaltkreis
geschaltet sind (sieche Abb. 2.4). Ahn-
lich wie bei der Serienresonanz wird die
Resonanzfrequenz durch dieselbe Formel
(Gleichung (2.21)) bestimmt. Bei dieser
Frequenz wird der Gesamtwiderstand des
Kreises jedoch maximal, da die Strome
durch die Induktivitdt und die Kapazitit
gleich grof und gegenphasig sind, was
dazu fiihrt, dass sie sich im dufleren Kreis
gegenseitig aufheben. Dies fiihrt zu einem
sehr hohen Gesamtimpedanzwert (siehe

Abb. 2.4.: Elektrisches  Ersatzschaltbild  einer

RLC

-Parallelresonanz

Abb. 2.5(b)). Parallelresonanzkreise finden hdufig Anwendung in Bandsperrfiltern und in
Schaltungen, die darauf abzielen, bestimmte Frequenzen aus einem Signal herauszufiltern

oder zu blockieren.

Reihenresonanz
——R=Ry=100Q
—— R = 200 Q

R =400 Q
— R =800 Q
Resonanzfrequenz fies

Induktiv (X, > X¢)

> _3sg,

1500

1000 - Kapazitiv (X¢ > X1)

1Z(F)I/

500 -

0 500 1000 1500 2000 2500 3000

f/Hz

(a)

1Z(H)/9

1500

1000 -

(2.23)

Parallelresonanz
——R=Ry=1009Q
——R =200 Q

R =400 Q
— R =800 Q2

Resonanzfrequenz fies

Induktiv (Xt > X¢) | Kapazitiv (X¢ > X1)

500 1000 1500 2000 2500 3000

£ /8

(b)

Abb. 2.5.: Verlauf der Betragsimpedanz der Reihen- (links) und Parallelresonanz (rechts) fiir verschie-
dene Widerstinde R mit beispielhaften Parametern (Ry = 10092, L = 10mH und C = 1pF)

Da die induktive Ortung zur Erzeugung des Magnetfeldes eine Spule bendtigt, muss
der induktive Anteil durch einen kapazitiven Anteil kompensiert werden, damit eine
maximale Leistungsiibertragung erfolgen kann und somit die Signale detektiert und

ausgewertet werden kénnen.
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2.6. RESONANZ UND GUTE

Die Giite () ist ein wichtiges Mak fiir die Leistung von schwingungsfihigen Systemen
wie elektrischen Schwingkreisen, mechanischen Pendeln oder akustischen Resonatoren. In
elektrischen Schaltkreisen, speziell bei Resonanzkreisen, beschreibt die Giite die Damp-
fung der Resonanz und gibt ein Mafs dafiir, wie "scharf” oder "schmal” die Resonanzkurve
eines Kreises ist.

Die Giite () eines Schwingkreises ist definiert als das Verhéiltnis der Resonanzfrequenz fes
zur Bandbreite B des Kreises, wobei B der Frequenzbereich um die Resonanzfrequenz
ist, innerhalb dessen die Leistung des Kreises auf die Halfte ihres Maximalwertes fallt
(auch -3 dB-Grenze genannt). Mathematisch lésst sich dies fiir elektrische Schwingkreise
so ausdriicken:

fres

@="3

(2.24)

Die Werte lassen sich folgendermafen interpretieren (siehe auch Abb. 2.5(a) und 2.5(b)):

e Hoher Q-Faktor: Ein hoher Giitefaktor bedeutet, dass der Kreis eine niedrige
Déampfung hat und Energie iiber lingere Zeiten speichern kann, bevor sie signifikant
abnimmt. In solch einem System ist die Resonanzspitze sehr schmal, was auf eine
prézise Selektivitit bei der Resonanzfrequenz hindeutet. Solche Systeme sind ideal
fiir Filter- und Oszillatoranwendungen, wo eine hohe Frequenzselektivitit erwiinscht
ist.

e Niedriger Q-Faktor: Ein niedriger Giitefaktor weist auf eine hohe Dampfung hin,
was bedeutet, dass die Energie schnell in Warme umgewandelt wird. Die Resonanz-
kurve ist breiter, was zu einer geringeren Selektivitit bei der Resonanzfrequenz
fiihrt. Dies kann in Anwendungen niitzlich sein, wo eine breitere Bandbreite er-
wiinscht ist, wie bei Ddmpfungsvorrichtungen oder in einigen Arten von Sensoren.

Die energiebezogene Definition des Qualitidtsfaktors beschreibt @ als das Verhéltnis der
in einem schwingenden System gespeicherten Energie Wq (durch EM-Feldspeicher in
Form von Reaktanzen X) zur Energie Wp, die pro Zyklus verloren geht (z.B. durch die
Umwandlung in Wirme in Form von Wirkwiderstéinden R):
Wo X
_Q_ 2 2.25
“=W. "R (2.25)
Diese Formel unterstreicht, wie effizient das System Energie {iber Zeit speichern kann.
Ein hoher Q)-Wert zeigt an, dass das System nur wenig Energie pro Zyklus verliert, was
typisch fiir stark unterdampfte Systeme ist. Die Giitefaktoren der Resonanzarten lassen
sich im Resonanzfall dadurch folgendermafen beschreiben:

1 /L e
Q=== (Reihenresonanz), Q=R Z (Parallelresonanz).

RV C
(2.26)

Beide Definitionen sind durch das Konzept der Dampfung miteinander verbunden. Die
Dampfung in einem schwingungsfiahigen System beeinflusst sowohl die Energieverluste pro
Zyklus als auch die Breite der Resonanzkurve bei der Resonanzfrequenz. Mathematisch
lasst sich zeigen, dass eine geringe Ddmpfung (und damit ein geringer Energieverlust pro
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2. GRUNDLAGEN

Zyklus) zu einer schmalen Bandbreite fithrt. Dies erklart, warum ein hoher Q-Wert sowohl
eine hohe Energieeffizienz als auch eine schmale Bandbreite anzeigt. Der mathematische
Zusammenhang ist in [52] ausfiihrlich beschrieben.

Fiir induktive Anwendungen ist die sogenannte Spulengiite () von hoher Bedeutung,
da diese ihre gezielte Eigenschaft der Induktivitit L im Verhéltnis zum Verlust durch
die Leitungswiederstinde R beschreibt. Somit strebt man im allgemeinen nach einer
sehr hohen Spulengiite, solange es technisch und wirtschaftlich sinnvoll ist (Geometrie,
Material, Herstellungskosten, ...) und das gespeiste Signal die entsprechende notwendige
Bandbreite enthilt. Die Spulengiite kann dhnlich wie in (2.25) berechnet werden:

_XL wlL
R R

In der Realitdt sind die ohmschen Verluste und die Induktivitdten durch den Skin und
Proximity-Effekt auch von der Frequenz abhéngig [41,44,45,52,53|.

Q (2.27)
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KAPITEL 3

Ermittlung und Modellierung der Parameter
fiir eine induktive Kopplung

3.1. Elektrisches Ersatzschaltbilder von realen
Spulenanordnungen

In der Elektrotechnik findet die induktive Ortung mittels planarer Spulen vielfiltige
Anwendungen. Beispiele hierfiir sind die drahtlose Energietibertragung fiir mobile
Endgerite, die Positionsbestimmung in Sensornetzwerken, die Nachverfolgung von
Giitern in der Logistik sowie die Objektlokalisierung beweglicher Sensorplattformen
zur Qualitdtssicherung in der biochemischen Produktion und Medizintechnik. In dieser
Arbeit werden planare Spulen mit rechteckigen spiralférmigen Wicklungen, die auf re-
produzierbaren Leiterplatten platziert sind, verwendet. Die induktive Ortung basiert auf
dem Prinzip der elektromagnetischen Induktion, bei der Anderungen des Magnetfeldes
und der resultierenden induzierten Spannung genutzt werden, um die Position und
Bewegung anderer Spulen zu erfassen.

Die Grundlage der induktiven Ortung liegt in der Wechselwirkung zwischen den Magnet-
feldern zweier oder mehrerer Spulen. Wenn sich eine oder mehrere Spulen in der Nihe
einer aktiven planaren Spule befinden, entsteht eine gegenseitige Induktivitit. Diese
Gegeninduktivitat M fiihrt dazu, dass sich die elektrischen Systemeigenschaften der
beteiligten Spulen verdndern. Durch die Messung und Auswertung dieser Verédnderungen
koénnen die Position, Ausrichtung und Abstand der anderen Spulen zueinander berechnet
werden. Somit stellt dieses Verfahren eine signalstarkebasierte Lokalisierung dar, welche
Signalverzégerungen aufgrund der Verwendung im Nahfeld vernachlissigt.

Um jedoch detaillierte Untersuchungen und préazise Modellierungen der induktiven
Ortungssysteme zu ermoglichen, ist die Entwicklung eines elektrischen Ersatzschaltbildes
unerldsslich. Ein FErsatzschaltbild ist eine vereinfachte Darstellung eines komplexen
elektrischen Netzwerks, das die wesentlichen Eigenschaften und Verhaltensweisen des
realen Systems nachbildet. Fiir planare Spulen kann ein Ersatzschaltbild dazu beitragen,
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3. ERMITTLUNG UND MODELLIERUNG DER PARAMETER FUR EINE INDUKTIVE
KoPPLUNG

die Wechselwirkungen zwischen den Spulen besser zu verstehen und die Effekte zu
quantifizieren.

Das Ersatzschaltbild fiir ein System aus planaren Spulen beinhaltet typischerweise
Elemente wie Widersténde, Induktivitdten und Kapazititen, die die ohmschen Verluste,
die induktiven Eigenschaften und die parasitiren Effekte der Spulen représentieren.
Durch die Analyse dieses Schaltbildes kénnen Vorhersagen iiber das Verhalten der
Spulen und des induktiven Ortungsprozesses unter verschiedenen Bedingungen getroffen
und Optimierungen fiir spezifische Anwendungen vorgenommen werden. Insbesondere
ermoglicht es die Beriicksichtigung von Faktoren wie Frequenzabhangigkeit, Skin-Effekt
und Proximity-Effekt, die in der realen Durchfiihrung eine signifikante Rolle haben.

Zusammenfassend ldsst sich sagen, dass die induktive Ortung von planaren Spulen ei-
ne fortschrittliche Technik ist, die auf den Prinzipien der elektromagnetischen Induktion
basiert. Die Notwendigkeit eines elektrischen Ersatzschaltbildes ergibt sich aus dem Be-
darf, die komplexen Interaktionen innerhalb des Systems prizise zu modellieren und zu
analysieren. Ein solches Ersatzschaltbild ist entscheidend, um die Leistungsfihigkeit der
Spulen zu optimieren und ihre Anwendung in verschiedenen technologischen Bereichen
zu verbessern.

3.1.1. Eine Spule

Eine ideale Spule wird durch eine Induktivitit dargestellt, die den magnetischen Fluss
speichert und eine Spannung induziert, wenn ein Strom durch die Spule fliefkt. In der
Praxis zeigt eine reale Spule jedoch nicht nur die idealen induktive Eigenschaften, sondern
auch ohmsche- und kapazitive Effekte (siehe Abb. 3.1).

K2, €r2, Ur2

dRs  dLg

Abb. 3.1.: Darstellung der verschiedenen elektrischen Abhdingigkeiten und Eigenschaften einer plana-
ren Spule, welche zu dem elektrischen Ersatzschaltbild aus Abb. 8.2 fiihrt

Um diese realen Effekte abzubilden, umfasst das elektrische Ersatzschaltbild einer Spule

typischerweise mehrere Komponenten und kann wie in Abb. 3.2 zusammengefasst werden
[44]:
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3.1. ELEKTRISCHES ERSATZSCHALTBILDER VON REALEN SPULENANORDNUNGEN

e Induktivitat Lg: Dies ist das Hauptelement der Spule und représentiert die Fé-
higkeit der Spule, ein magnetisches Feld zu erzeugen und Energie in diesem Feld
zu speichern. Die Induktivitdt wird in Henry ([Lg] = H) gemessen und héngt von
Faktoren wie der Anzahl der Windungen der Spule, der Geometrie und dem Kern-
material ab.

e Serienwiderstand Rg: Der Serienwiderstand stellt die ohmschen Verluste dar, die
durch den elektrischen Widerstand des Drahts verursacht werden. Diese Verluste
sind auf die Erwdrmung des Drahts zuriickzufiihren, wenn ein Strom durch ihn
fliefst. Der Serienwiderstand ist durch verschiedene Effekte frequenzabhingig und
wird in Ohm ([Rs] = §2) gemessen.

e Parallele Kapazitit Cp: Die parallele Kapazitit repriasentiert die kapazitiven Ef-
fekte zwischen den Windungen der Spule. Diese parasitiren Kapazititen entstehen
durch die rdumliche Ndhe der Windungen und die daraus resultierenden elektri-
schen Felder. Die Kapazitit wird in Farad ([Cp] = F) gemessen und ist besonders
bei hohen Frequenzen von Bedeutung, da sie die Impedanz der Spule beeinflusst.

e Kapazitiver Verlustwiderstand Rp: Der kapazitive Verlustwiderstand steht par-
allel zu der Kapazitit und repréasentiert die Verluste, die durch dielektrische Ver-
luste in der Isolation zwischen den Windungen entstehen. Diese Verluste konnen
aufgrund von Leckstromen und der spezifischen Materialeigenschaften der Isolation
auftreten. Der Widerstand Rp wird ebenfalls in Ohm ([Rp] = §2) gemessen und ist
besonders bei hohen Frequenzen von Bedeutung.

Abb. 3.2.: Makroskopisches elektrisches Ersatzschaltbild einer Spule ohne Ummagnetisierungsverluste

Das elektrische Ersatzschaltbild einer Spule kann abhingig vom Frequenzbereich und
der betrachteten physikalischen Ndherung sowohl im Rahmen quasistatischer Modelle als
auch speziell in der magnetoquasistatischen (MQS) Ndherung analysiert werden. Unter
dem Begriff Quasistatik wird allgemein die Annahme verstanden, dass elektromagneti-
sche Felder sich so langsam &ndern, dass Wellenausbreitungs- und Retardierungseffekte
vernachléssigt werden konnen [44]. Dabei lassen sich zwei Hauptfille unterscheiden: Die
elektroquasistatische (EQS) Néherung, bei der elektrische Felder dominieren und induk-
tive Effekte vernachlissigt werden, wobei diese Betrachtung fiir die induktive Anwendung
nicht geeignet ist, sowie die magnetoquasistatische (MQS) N#herung, bei der umgekehrt
die magnetischen Felder im Vordergrund stehen und Verschiebungsstrome unberiicksich-
tigt bleiben.

21



3. ERMITTLUNG UND MODELLIERUNG DER PARAMETER FUR EINE INDUKTIVE
KoPPLUNG

e Quasistatik (QS): In der Quasistatik wird angenommen, dass die elektrischen
Felder und Strome langsam genug variieren, sodass die Verzogerungseffekte der
elektromagnetischen Feldausbreitung vernachlassigt werden konnen. Dies bedeutet,
dass die Spule im Wesentlichen als eine Anordnung von Komponenten betrachtet
wird, die sich im Gleichgewicht befinden und bei denen die Wechselwirkungen zwi-
schen elektrischen und magnetischen Feldern vernachléssigbar sind. Fiir das reale
Spulenmodell in der Quasistatik aus Abb. 3.2 ergibt sich somit durch Parallelschal-
tung (Kennzeichnung: ||) folgende Impedanz:

1

Zoe = (R jwlL R
Zos = (Rs+1wls) | o || o

Zyigs

Rs + 1 . wLS
—_— w —_—

P2+ R, Ry O\ 224 RE
it K = 1 1
mit = S : (3- )

e Magnetoquasistatik (MQS): In der Magnetoquasistatik dominieren die magne-
tischen Felder H, wihrend die Ausbreitungseffekte der elektrischen Felder D ver-
nachlissigt werden. Dargestellt werden kann dies durch die Anpassung des Durchflu-
tungsgesetzes, wenn die Leitungsstrome J iber die Verschiebungsstrome dominieren

7 9D\y.
(J > 57):
dos— [ faie [0 b o - I3 Y

Durch diese Anpassung kann die Impedanz in der Magnetoquasistatik folgender-
mafsen dargestellt werden:

Zyigs = Rs + jwls| . (3.3)

Fiir die theoretische Ermittlung der Komponenten kann in die Berechnungsformeln die
in Gleichung (3.2) dargestellte Vereinfachung implementiert und die entsprechenden Pa-
rameter geméf [44] extrahiert werden:

1
Rs = Re(Zyqs) und Ls = alm(ZMQS) : (3.4)
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Zur Ermittlung der anderen Komponenten konnen geméf [44] die Ergebnisse aus der
Quasistatik herangezogen werden:

1 1 1 1
Rp = und Cp = —Im (— - ) . (3.5)
_ - W Zaos  Zmgs

In der Regel bewegt sich fiir die planaren Spulen der kapazitive Verlustwiderstand Rp
in Bereich von einigen M) [44, 54|, wodurch sich die Beriicksichtigung des Parameters
vernachléssigen lasst.

Falls die Eigenresonanz des Spule (durch z.B. eine breitbandige Simulation) bekannt ist,
lasst sich die Kapazitit auch durch die Verwendung der Resonanzformel ermitteln, wobei
die Ndherung verwendet werden kann, dass der Serienwiderstand Rg nur einige €2 besitzt:

1 1 R 1
27 LsOp Lg 2mv/ LC .

fres = (36)

Falls die genauen Geometrien und Materialverteilungen einer Spule nicht bekannt sind
(Blackbox), miissen messtechnische Verfahren verwendet werden, da eine geometrische
Berechnung nicht moglich sind. Hier konnen die Komponenten durch die Verwendung
von sehr breitbandigen Frequenzanalysen durch folgende Ndherung ermittelt werden:

Rs+jwLs = Zygs, falls f < fues
Los = 1 . 3.7
=8 V) falls f > fres ( )
jwCp

Hierbei ist allerdings zu beriicksichtigen, dass die Komponenten als frequenzunabhingig
betrachtet werden.

3.1.2. Zwei Spulen

Wenn sich zwei angeregte Spulen im Nahfeld zueinander befinden, entstehen direkte
Wechselwirkungen und die Spulen sind gekoppelt. Dadurch haben Signalverdnderungen
an der einen Spule auch Einfliisse an der jeweils anderen Spulen. In dieser Arbeit werden
zeitliche Verzdgerungen bei der Ausbreitung der elektromagnetischen Felder vernachlis-
sigt, da aufgrund der Nahfeldbedingung dieser Einfluss minimal und fiir eine signalstarke-
basierte Messung nicht relevant ist. Diese Phinomen wird beispielsweise bei Transforma-
toren oder der drahtlosen elektrischen Energieiibertragung genutzt. Auch die induktive
Ortung nutzt diese Wechselwirkungen durch die Kopplungen aus, um die Lage der Spulen
zueinander zu bestimmen. In Abb. 3.4 ist das elektrische Ersatzschaltbild zweier gekop-
pelter Spulen dargestellt. Die jeweiligen Spulenparameter folgen aus dem Unterkapitel
3.1.1. Hier wurde der kapazitive Verlustwiderstand Rp vernachlissigt.

Daraus ergeben sich folgende neue Eigenschaften des elektrischen Ersatzschaltbildes:

e Kopplungskapazitit ) ,: Die Kopplungskapazitidt entsteht, wenn zwischen den

Windungen der beiden Spulen ein elektrisches Feld aufgebaut wird. Dieses Feld
resultiert aus der Potentialdifferenz zwischen den Spulen. Die Kopplungskapazitit
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Abb.

24

(12 kann wie bei einem Kondensator beschrieben werden, wobei die Spulenwin-
dungen die Rolle der Kondensatorplatten iibernehmen und das Dielektrikum das
Material zwischen den Spulen darstellt. Diese ist fiir praxisnahe Anwendungen sehr
gering und sogar fiir die induktive Ortungsverfahren zu vernachléssigen, da sich die
Werte in pF-Bereich befinden. Allerdings werden fiir riumlich sehr nahe Anwendun-
gen sogar drahtlose Energielibertragungen durch kapazitive Effekte durchgefiihrt,
wobei dort bei idealer Geometrie und Anpassungen ein Wirkungsgrad von 80% bei
einem Abstand von 5cm erreicht werden kann [55].

151 Spulenwindungen
N=3
—_— N =5
N=17
10 - —_—N=9

£
N
)

0 50 100 150 200
z/mm

3.3.: Verlauf der Kopplungskapazitit C1 o in Abhdngigkeit des Spulenabstandes z fir eine bau-
gleiche Spule (Gréfe: 100 mm x 100 mm, Leitungsabstand: 1 mm, Leitungsbreite: 1 mm, Lei-
tungsdicke: T0num) fir unterschiedliche Windungen N

Magnetische Kopplung/Gegeninduktivitit M ,: Die Gegeninduktivitét ist
ein Maf fiir die Induktion von Spannung in einer Spule durch den magnetischen
Fluss, der von einer benachbarten Spule erzeugt wird. Dies ist ein grundlegendes
Konzept in der Elektrotechnik und beschreibt, wie stark zwei Spulen magnetisch
miteinander gekoppelt sind.

Induzierte Spannungen u, , und u, ,: Die in Abb. 3.4 als Spannungsquellen dar-
gestellten induzierten Spannungen entstehen durch die magnetische Kopplung zwi-
schen den Spulen und folgen aus dem Faraday’schen Induktionsgesetz (vgl. (2.4)).
Das dort enthaltene Minuszeichen driickt geméaft der Lenz’schen Regel aus, dass die
induzierte Spannung stets so gerichtet ist, dass sie der Ursache ihrer Entstehung
entgegenwirkt. In der hier verwendeten Maschenregel tritt dieses Minuszeichen nicht
mehr explizit auf, da es durch die gewéhlte Definition von Strom- und Spannungs-
richtung bereits beriicksichtigt ist: Die Orientierung der induzierten Spannung wird
so gewahlt, dass sie in der Maschengleichung mit positivem Vorzeichen erscheint
und der Vorzeichenkonvention des Spannungsumlaufs entspricht.

Fiir eine Spule n, deren magnetisches Feld von einer externen Spule m mit Strom-
stirke ¢, stammt, ergibt sich somit [56]:

N Ind. Spannung
E u,+  jwe,, =0|. (3.8)
k=1 S

Qm’n:jWM"L,nlm




3.1. ELEKTRISCHES ERSATZSCHALTBILDER VON REALEN SPULENANORDNUNGEN

Dabei bezeichnet u, die Spannungen an den iibrigen Komponenten und M,,,
die Gegeninduktivitédt, welche die magnetische Kopplung zwischen den Spulen be-
schreibt.

Die Lastimpedanz Z;, wird hier vorerst als Hilfsgrofe fiir weitere Beschreibungen ge-
nutzt.

Abb. 3./.: Elektrisches Ersatzschaltbild der Einflisse zwischen zwei gekoppelten Spulen

Der Einfluss der Kopplung durch die Gegeninduktivitit, welche fiir die induktive Ortung
notwendig ist, verursacht auch eine Verschiebung des Arbeitspunktes. Diese lisst sich
durch die Gesamtimpedanz durch folgende Parallelschaltung (Kennzeichnung: ||) an der
ersten Spule darstellen [57]:

2 2
u ) w M12 1
Z, == =(R L :
Zy i (Ry +jwlLy + Z, ) |l wCp
N——
Zr
it Z R+'L+< ! | Z ) (3.9)
mi = w — || Liast | - .
) 2 T JwWis JOJCP,Q Last

Die transformierte Impedanz Z; ist durch die Elemente der zweiten Spulen komplex,
wodurch eine Verschiebung der Resonanzfrequenz entsteht. Gleichung (3.9) zeigt auch,
dass der Einfluss auf die Gesamtschaltung umso geringer ist, je kleiner die Kopplung M »
wird. Wenn die Gesamtimpedanz der zweiten Spule Z, grof ist, wird der Gesamteinfluss
auf die Spule klein.

Die Resonanzfrequenz als Parallelschwingkreis ohne Einfluss einer weiteren Spule
(MLQ = OH) ist:

1 1 R}
res M =0H)=— — 1 .
froa (M2 )= o LiCpy L3

(3.10)
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Fiir die induzierte Spannung u, , gilt ein Serienschwingkreis mit der folgenden Resonanz-
frequenz:

1 1 1
res,2 — A _ - fu Ras :Zas ceR. 3.11

fres2 = 5o \/ LCrs  RICpy st T Slas (3.11)

Um diesen Einfluss weiter zu untersuchen, wurde in Tab. 3.1 verschiedene planare Spulen

in der elektromagnetischen Simulationsumgebung von CST Studio Suite® erstellt und
deren Einfluss auf die Resonanzfrequenz fiir verschiedene Abstinde untersucht.

Spulenart klein (1) normal (2) | grof (3)

R, 129 m§2 1,352 6,209 Q2

L, 0,36 nH 4nH 9,25nH

Chn 3.12pF 7.66 pF 8,02 pF

Jresm 150,2 MHz | 28,76 MHz | 18,48 MHz

Weite /Hohe 50 mm 125 mm 175 mm

Windungen N,, | 3 5 d

Tab. 3.1.: Parameter der verwendeten planaren Spulen zur Untersuchung der Finfliisse auf die Reso-
nanzfrequenz

[y A
e Q | Verschiebung der Eigenresonanz
450 [ r 2 durch andere Spulen:
' & & Gleiche Spule (2)-(2)
400 1 g @ Normale und kleine Spule (2)-(1)
E : o g Normale und groBe Spule (2)-(3)
g 350 1 © S
! =4
-~ = '
S 300 - =
= (s ©
oy 12 S
% 250 = &
3 '8 S
= 200l o s
< | g
= ‘ Eigenresonanz - KI. Spule (1):
150 !
o | free = 150.2 MHz,
100 |
|
50F b/ I\ N\ Qiladereichweite
|
I
10 15 20 25 30 35 40 45 50

fres/MHz

Abb. 3.5.: Verschiebung und Entstehung von Resonanzfrequenzen durch réumliche Nihe anderer Spu-
len bei unterschiedlichen Abstinden

Abb. 3.5 zeigt den Einfluss der Eigenresonanzen f,os in Abhéngigkeit vom direkten Ab-
stand (ohne Verschiebung) der verschiedenen Spulen zueinander, die in der Tabelle 3.1
aufgefiihrt sind. In dieser Abbildung ist der Einfluss auf die andere Spule umso grofser,
je ndher die Spulen zueinander stehen bzw. je groker die Kopplung durch die Gegenin-
duktivitat ist. Hier bildet sich durch die magnetische Kopplung sogar eine zweite Re-
sonanzfrequenz, die eine grofere Verschiebung in Abhéngigkeit von der anderen Spulen
aufweist. So bildet sich in der Né&he der grofen Spule (3) eine Resonanzfrequenz nahe der
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Eigenresonanz der grofen Spule (3), die aber ab etwa 90 mm irrelevant klein wird und
dann vernachléssigbar wird.

Die Abb. 3.5 zeigt zum Vergleich auch die technische Reichweite der drahtlosen Energie-
tibertragungstechnik Qi, die eine Reichweite von etwa 4 cm [58] hat. In der Reichweite
fiir Qi ist der Einfluss sogar am groftten. Da die induktive Ortung aber je nach Betriebs-
frequenz in mehreren Metern Entfernung realisiert werden soll, konnen diese extremen
Einfliisse als Sonderbedingungen behandelt werden, denn eine Ortung mit einigen Mil-
limetern vor den Ortungsspulen ist fiir die Anwendung selten und kann als Sonderfall
betrachtet werden.

Relative Verschiebung der
450 [ Eigenresonanz durch Einfluss —
‘ von i Spulen: —

d = 250 mm)|
d =150 mm)|

400 F Normale Spulen (2) 25¢
Kleine Spulen (1)
350 | GroBe Spulen (3)

d =70 mm)|
d = 50 mm|
d =30 mm)|
d =10 mm)|

NNNRNN

(
(
(
(
(
(

Spulenabstand /mm
§
1/

L L - - L |
0.4 0.6 0.8 60 70 80 90 100

1.2 1.4 1.6 10 20 30 40

1
f/.fl‘cs

(a) (b)

Abb. 3.6.: Links: Einfluss der relativen Resonanzfrequenzen durch identische Spulen in Abhdngigkeit
vom Abstand; Rechts: Einfluss des Frequenzgangs der Eingangsimpedanz Z, der normalen
Spulen (2)

Abb. 3.6(a) zeigt die relative Verschiebung der Resonanzfrequenz fiir die gleichen Spu-
lenpaare. Hier ist zu erkennen, dass die Frequenzverschiebung der Resonanz (auch bei
gleichen Spulen) umso grofer ist, je groker die Spulenfliche oder die magnetische Kopp-
lung ist. Der Grund dafiir ist in Gleichung (3.9) dargestellt. Die Gegeninduktivitat M
bzw. die Kopplung k ist aufgrund der groferen Flache héher, wodurch der Einfluss der
transformierten Impedanz Z stiarker wird. Abb. 3.6(b) zeigt den Frequenzgang der Ein-
gangsimpedanz Z, fiir die normale Spule (2) fiir verschiedene Abstinde. Hier wird wieder
deutlich, dass der Einfluss umso geringer ist, je grofer der Abstand bzw. je geringer die
Kopplung oder die Gegeninduktivitét ist.

3.1.3. N-Spulen

Um die ausreichenden Informationen fiir eine dreidimensionale Ortung aus den Gegen-
induktivitdten zu extrahieren, sind mehr Kopplungsgrofen zu einer gesuchten Spule S
notwendig. Daher werden im Folgenden die Eigenschaften eines Ortungssystems mit Ny,
Ortungsspulen und einer gesuchten Spule S untersucht. Dazu wurde das Ersatzschaltbild
in Abb. 3.7 erweitert.
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Ortungsspule n
n e {1, 2, ..., NL}

Gesuchte Spule S

Abb. 3.7.: Elektrisches Ersatzschaltbild mit N1, Ortungsspule und einer gesuchten Spule S. In rot sind

die gesuchten KopplungsgréfSen zur Lokalisierung enthalten.

Das Systemverhalten der induktiven Ortungsumgebung ldsst sich durch folgendes Glei-

chungssystem beschreiben:

Mg, ]

£1L, Ms, Mpi 2 Uy
Mo Zy, My o Msp iy Uy
: : - : : N B [
My, Moy, ... Zpyn, Msnwy, Iny, Un,
Jll% ]\[QS . M NS Z LS | 1lg 0

NS

wobei folgende Definitionen gelten:

1
Zy,=— (R, +jwL,)  firne{l,2,., N}
b} Jw

und

1 1
Zig=—|Rs+jwls + Ziull—— | -
Z1L,S jw ( S T JWLS T L st HJWCP,S>

(3.12)

(3.13)

(3.14)

Die roten Spannungsquellen in Abb. 3.7 und die roten Gegeninduktivitdten in Gleichung
(3.12) sind die erforderlichen Kopplungsgrofen zur gesuchten Spule S, welche fiir die
induktive Ortung ermittelt werden miissen. Die anderen schwarzen Gegeninduktivité-
ten sind bei einem statischen Ortungssystem, wo sich der Ort der Ortungsspulen nicht
verdndert, konstant und miissen daher nur einmalig ermittelt werden. Aufgrund der Rezi-
prozitit (siche Gleichung (2.12)) muss nur die Hélfte aller Gegeninduktivitéten ermittelt

werden.
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Fiir den Fall, dass die parallelen Kapazititen Cp durch die Geometrie des Spulendesigns
oder fiir Frequenzen weit unterhalb der Eigenresonanz (f < fes, siche Gleichung (3.7))
vernachlissigt werden kann, kann die Gleichung (3.12) in folgendes lineares Gleichungs-
system (LGS) umgestellt werden:

Z-i1=— u firep - OF mit Zgq = Rs +jwls + Z; o) - (3.15)

il

3.2. Kompensationsschaltungen fiir induktive
Anwendungen

Nun werden verschiedene Kombinationen von Resonanzarten zur Kompensation der in-
duktiven Bestandteile der Spulen untersucht. Zur Auswahl stehen die Serienresonanz,
bei der die Resonanzimpedanz Z . minimiert wird, und die Parallelresonanz, bei der
Z ... maximiert wird. Eine Spule ohne Beeinflussung (sieche Abb. 3.2) hat eine Parallel-
resonanz, bei der der Strom fiir eine Spannungsquelle minimal wird. Abb. 3.8 zeigt die
verschiedenen mdéglichen Kombinationen von Resonanzkreisen, die untersucht werden. Da
die Signalstérke durch 4y, an der empfangenden Spule fiir eine anliegende Spannung u,
erh6ht werden soll, wird die Ubertragungsadmittanz Y,, als optimierbarer Parameter
gewahlt:

W, _ WMl wobei gilt: Y, # Y, | = 2 . (3.16)

)
Uy Zy Wy U fyy=0

X21 =

Dabei stellt die Impedanz Z, die jeweilige Gesamtimpedanz der Empfangerspule mit
Serien- oder Parallelresonanz aus Abb. 3.8 (rechte Seite) und iy den Strom durch die
Spule L; und somit der Quelle des Magnetfeldes dar.

il Cre'i Rl ZL1

1
19
Cres,Q
Uq — ZLast
i Ry iy, Ry i,
. > > ;
Lo L N
Uy Cres2 == == Cp,1 2 = Creso ll Z1ast
Ug 1

Abb. 3.8.: Verschiedene Moglichkeiten fiir gekoppelte resonante Spulen

Abb. 3.9 zeigt die unterschiedlichen Ubertragungsadmittanzen Y,, in den vier Schal-
tungskombinationen mit unterschiedlichen Lastimpedanzen. Als Parameter wurde hier
der Kopplungsfaktor gewihlt, da er mehrere Parameter (z.B. Ausrichtung, Material,
Geometrie der Spulen) zusammenfasst und die Aussagen dadurch allgemeiner werden.
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Als Spule wurde die normale Spule (2) aus Tab. 3.1 gewéhlt und die Resonanzfrequenz
durch zusétzliche Kapazitaten auf f.. = 5 MHz reduziert, um die Wirkung der neuen
Resonanzfrequenz zu verdeutlichen.

Lyt = 10 Q Zyoe =1 MQ
or or
20 -
-40
-60
£ g
= =
R S 100
>l >l
, -120 R .
Resonanzschaltung: lesonanzschaltung:
140 Parallel-Parallel (PP) 140 Parallel-Parallel (PP)
Parallel-Seriell (PS) Parallel-Seriell (PS)
-160 [ Seriell-Parallel (SP) -160 Seriell-Parallel (SP)
Seriell-Seriell (SS) Seriell-Seriell (SS)
180 : : . . . -180 n N . | ]
10° 107" 102 10 1074 10 10° 107 102 103 104 10°
k k
(a) (b)
ZLast =1mQ ZLast =1GQ
0 0
20 20
-40 -40 =
60 -60
2 3
Z eor = -80
E] B
' -100 - 1 -100
> =l
-120 Resonanzschaltung: -120
Resonanzschaltung:
Parallel-Parallel (PP) Parallel-Parallel (PP)
-140 . -140 -
Parallel-Seriell (PS) Parallel-Seriell (PS)
Seriell-Parallel (SP) Seriell-Parallel (SP)
160 Seriell-Seriell (SS) 160 Seriell-Seriell (SS)
-180 - - - - ’ -180
10° 107 102 10° 10 10°® 10° 107 102 10 10 10
k k

Abb. 3.9.: Transmissionsadmittanz |Y 5| in Abhdngigkeit vom Kopplungsfaktor k fiir verschiedene La-
stimpedanzen Z; . und Resonanzmoden zwischen zwei normalen (2) Spulen bei fo = fres =
5 MHz

In der Abb. 3.9 wird direkt deutlich, dass die richtige Wahl des Resonanzkreises einen
hohen Einfluss auf die empfangene Signalstirke hat. In der Abb. 3.9(b) ist zum Bei-
spiel ein Unterschied von bis zu 110 dB mdglich. Uber die ideale Schaltung kénnen aber
keine allgemeinen Aussagen gemacht werden. Je nach Lastwiderstand Z;,. ist entwe-
der die Serienschaltung (SS) (geringer Lastwiderstand) oder die Seriell-Parallelschaltung
(SP) vorzuziehen. Interessant ist auch, dass sich bei groken Kopplungen (k > 1071) im
Allgemeinen eine geringe Admittanz ergibt und die maximale Admittanz erst bei einer
geringeren Kopplung auftritt. Dies lisst sich durch die Verschiebung der Resonanzfrequen-
zen aus Abb. 3.5 erklidren. Je grofer der Abstand zwischen den Spulen bzw. je kleiner
die Kopplung und damit die Resonanzfrequenzverschiebung wird, desto starker wirkt das
Spulenpaar in Resonanz, was auch in der PP-Schaltung (3.9(a) und 3.9(c)) zu einem
interessanten Effekt fiihrt, so dass sie bei sehr kurzen Abstdnden oder sehr hohen Kopp-
lungen und kleinen Lastimpedanzen am besten funktioniert. Diese Effekte sind jedoch
fiir die induktive Lokalisierung nicht von priméirem Interesse, da grokere Entfernungen
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fiir die induktive Lokalisierung hiufiger sind, aber diese Eigenschaft ist fiir die drahtlose
Energieiibertragung wichtig.

k=0.1 k =0.001
0 or
-20
-40
-60
= 2
= -80 NG
S -100 =
hl 120 Resonanzschaltung: i‘ 120 |
Parallel-Parallel (PP) Resonanzschaltung: N\
-140 Parallel-Seriell (PS) -140 H Parallel-Parallel (PP)
Seriell-Parallel (SP) Parallel-Seriell (PS)
-160 Seriell-Seriell (SS) -160 Seriell-Parallel (SP)
Seriell-Seriell (SS)
-180 . - -180
10° 10° 10° 10°
£ Last R Z Last
| Z a5t /2 | Zrastl /92
(a) (b)
k=0.5 k=10°
or 0 Resonanzschaltung:
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|ZLnst|/Q ‘ZLaSt VQ

(c) (d)

Abb. 3.10.: Transmissionsadmittanzen |Y 5| in Abhdngigkeit von den Lastimpedanzen Zy . fir ver-
schiedene Kopplungsfaktoren k und Resonanzmoden zwischen zwei normalen (2) Spulen
bei fo = fres = 5 MHz

In den Abb. 3.10 wird der Einfluss der Admittanz in Abhingigkeit von den Lastwiderstén-
den Z, ., dargestellt. Der Ubergang vom SS-Kreis zum SP-Kreis hiingt von der Kopplung
der Spulen ab und die Admittanz ist um diesen Ubergang herum geringer. Es sollte da-
her versucht werden, den Lastwiderstand so einzustellen, dass er deutlich aufserhalb des
Ubergangs vom SS-Kreis zum SP-Kreis liegt.

3.3. Berechnung der Spulenparameter

Die Entwicklung eines neuen Ortungsverfahrens, welches auf die Nutzung von Magnetfel-
dern im Nahfeld durch Verwendung von planaren Spulen basiert, erfordert fiir die hohen
Anforderungen an Zuverléssigkeit und hoher Prizision genaue Kenntnisse iiber die einzel-
nen Elemente der Methode (siche die Gleichung (3.12) zur Losung der Problemstellung).
In dieser Arbeit sollen daher die Charakteristika planarer Spulen fiir den Einsatz der in-

duktiven Ortung untersucht werden. 3D-Simulatoren wie z.B. CST Studio Suite®k6nnen
die elektrotechnischen Eigenschaften (Widerstand, Induktivitit, Kapazitét) einer Spule
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und die Wechselwirkung zwischen mehreren Spulen (Gegeninduktivitit, Transmissions-
impedanz etc.) numerisch berechnen (siche Abb. 3.11). Allerdings besitzen solche Si-
mulatoren einen hohen Rechenaufwand, wodurch zahlreiche Berechnungen fiir weitere
Anwendungen (z.B. zur Erstellung von Trainingsdaten fiir eine KI oder zum Kalibrie-
ren von stochastischen Ortungsfilters wie z.B. Kalman Filter) notwendig sind. Zusétzlich
erzeugen solche Simulatoren nur die finalen Ergebnisse und kénnen die einzelnen phy-
sikalischen Faktoren nicht unabhéngig voneinander darstellen und analysieren, wodurch
Charakterisierungen und Optimierungen von Designs mit einem hohen Rechenaufwand
verbunden sind. Daher sollen hier einige Eigenschaften der planaren Spule durch numeri-
sche und analytische Verfahren analysiert werden, um somit eine alternative, fokussierter
und schnellere Berechnungsplattform zu erhalten. Dazu gehort die Berechnung von ohm-
schen Widerstinden, welche auch von der Betriebsfrequenz abhingen und somit durch
den Skin-Effekt und bei mehreren Leitungen vom Proximity-Effekt beschrieben werden.
Auch physikalische Phanomene wie der Strahlungswiderstand miissen untersucht und bei
der Berechnung des Spulenparameter beriicksichtigt werden. Zusétzlich soll auch die Be-
rechnung der Eigen- und speziell der Gegeninduktivitit dargestellt und verifiziert werden,
welches der mafigebende Parameter fiir die induktive Ortung ist und die benétigten Or-
tungsinformationen erhilt. Weitere Effekte wie parasitire Kapazititen und deren geringe
Verluste sind ebenfalls zu beriicksichtigen, um das daraus entstehende Berechnungsmodell
so préazise wie moglich zu gestalten (siehe Ersatzschaltbild aus Abb. 3.2).

Das Ziel ist somit eine numerische Simulationsplattform fiir die induktive Ortung zu er-
halten, welche die relevanten Parameter berechnet und somit eine Grundlage zur Erstel-
lung und Verifikation von neuen Algorithmen (Stochastische und ML-basierte Verfahren)
bietet.

Abb. 3.11.: Darstellung der induktiven Ortungsumgebung in CST Studio Suz'te® mit sechs Ortungs-
spulen (Auflen) und eine kleinere zu lokalisierende Spule (Mitte) ohne Leiterplattentriger-
material

3.3.1. Berechnung der Spulenwiderstinde Rg

Die klassische Berechnung eines linearen ohmschen Widerstandes kann durch Ry = ﬁ

(I = Léange, k = elektrische Leitfdhigkeit, A = Flidche) beschrieben werden. Allerdings
hat auch die Frequenz einen Einfluss auf die Berechnung des Widerstandes und muss
je nach Hohe der Frequenz und Geometrie des Leiters in der Berechnung beriicksich-
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tigt werden. Da auch in der induktiven Ortung hochfrequente Strome fiir die Erzeugung
von Magnetfeldern genutzt werden, werden im Folgenden diese Effekte analysiert und
beschrieben.

3.3.1.1. Skin-Effekt R,

Der Skin-Effekt beschreibt die bei hohen Frequenzen auftretende Stromverschiebung in
die duferen Leiterbereiche (siche Abb. 3.12 fiir rechteckige Leiter), die durch die geddmpf-
te elektromagnetische Wellenausbreitung in leitenden Materialien verursacht wird.

Abb. 3.12.: Darstellung des Skin-Effektes bei Kupfer (f =1MHz)

Die Gleichungen (2.16) und (2.20) (fiir dskin < RLeiter) beschreiben gut die Stromvertei-
lungen fiir runde Leiter, allerdings werden Spulen auf PCB-Ebene in rechteckige Form
gefertigt, welches die Komplexitit der mathematischen Beschreibung erhéht. Ein rechte-
ckiger Leiter mit Breite d,, und H&he d}, ldsst sich in Impedanz pro Langeneinheit durch
folgende Gleichung von Giacoletto berechnen [59,60):

> anh (Sskin k j—h anh Skin, k Z—‘" -
Z,:%RO(Z<t (Bsnse(§))  tanh (9 <h>>))> .

k=1 QSkin k BSkin,k(j—fv) O'Skin,k ﬁSkin,k(Z_:

mit

2
1 (2k — )7z . WIT
Ry = dods, Bskink(7) = <T> +l—

K:U’O:U’rdw dh .

2
2k —1 4
QSkink = (%) ; We = ————— (3.18)

Der ohmsche Widerstand pro Lingeneinheit lisst sich dann durch R (w) = Re(Z') be-

rechnen. Zur Verifikation wurde ein Kupferleiter in CST Studio Suite®simuliert und die
Ergebnisse in Abb. 3.13 verglichen. Dabei zeigt sich, dass das Berechnungsverfahren trotz
unterschiedlicher Berechnungsansitze ab der Uberschreitung der Grenzkreisfrequenz w,
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beinahe die gleichen Werte liefert wie die CST Simulation, aber durch die direkte Berech-
nung zu deutlich geringen Berechnungszeiten fiihrt.

%108
14 T 0.25
\ w. = 54.881 kHz
\ Giacoletto-Gleichung
121 — — —csT /o2
\ Giacoletto-Gleichung '
\ — — —csT
10
— —
I 0.15
= =
- —
an i G
= \q
~ -
~ 01 2
6
0.05
4
2 : : 0
10 107 100 10

f/MHz

Abb. 3.13.: Verifikation der Berechnung des Einfluss des Skin-Effektes durch eine dquivalente CST

Studio Suz'te@ Simulation fiir eine Kupferleitung mit dy, = 70 pm und dw, = 1 mm

Die Abweichungen entstehen fiir den Widerstand entstehen aus mehreren Griinden. So
ist der Strahlungswiderstand in der Giacoletto-Gleichung nicht beriicksichtigt. Zuséatzlich
musste in der CST-Simulation ein Schwingkreis aufgebaut werden, wodurch nicht nur der
reine Skin-Effekt betrachtet werden konnte, sondern auch andere Einfliisse hier inkludiert
sind. Je nach Berechnungsverfahren ergeben sich andere Effekte und Einfliisse, sodass
einzelne Effekte unmdglich komplett seperat betrachtet werden konnen.

3.3.1.2. Proximity-Effekt Ry,

Bei mehreren Leitern tritt der Proximity-Effekt auf, welcher eine Folge der Beeinflussung
der Leiter untereinander ist, welches durch die kapazitiven Eigenschaften zwischen den
Windungen entsteht und sich somit quasi ein Kondensator auf- und wieder entladt. Dieser
Effekt erweitert somit die Einfliisse des Skin-Effektes auf komplexere Umgebungen.
Abb. 3.14 zeigt die Verdriangung der Stromdichte durch mehrere benachbarte Leiter in
gleicher und entgegengesetzter Stromrichtung, da sich je nach Stromrichtungen die La-
dungsverteilungen eher anziehen oder abstofen. Fiir Spulen ist nur der Fall in gleicher
Stromrichtung (Abb. 3.14(a)) relevant, damit ein starkes gerichtetes Magnetfeld bei den
planaren Spulen erzeugt werden kann.
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(a) (b)

Abb. 3.1/.: Darstellung des Prozimity-Effektes bei Kupfer (f = 1 MHz) (links: gleiche Stromrichtung,
rechts: entgegengesetzte Stromrichtung)

Durch die Gleichungen von Dowell [61,62] ldsst sich der Proximity-Effekt durch folgende
Gleichungen fiir die gleiche Stromrichtung und rechteckige Leiter beschreiben:

= o (K (€) + PN~ DE(©)) (3.19)
. sinhx £ sinx dwdpn dy
t K = "= dn=—.

mit K (z) cosha’ Fcosx ’ ¢ Jskin e dx

Durch die Gleichung wird der Gleichstromwiderstand R, durch einen Faktor an-
gepasst, welcher den Einfluss des Proximity-Effektes beriicksichtigt. Dabei hat die
Spulengeometrie den Leiterbahnbreite d, Leiterbahnhohe d,, N Windungen und einen
Windungsabstand dy.

Abb. 3.15 zeigt die Verifikation der Gleichung (3.19) durch die Simulationssoftware CST

Studio Suite®. Fiir geringe Frequenzen bis etwa 3 MHz stimmen die Ergebnisse auch gut
iiberein und ist fiir die Verwendung im Bereich der induktiven Ortung geeignet. Zusétzlich
zeigt sich, dass je hoher der Windungsabstand ist, der Einfluss des Proximityeffektes sich
auch verringert. Bei den Ergebnissen aus Gleichung (3.19) wurden die Effekte bei Lei-
tungsecken nicht beriicksichtigt, da der Einfluss anhand der Abb. 3.15 gering scheint, wird
dieser auch weiterhin vernachléssigt. Die Abweichung bei hoheren Frequenzen entsteht
wiederum durch den Strahlungswiderstand Ry, welcher im Unterkapitel 3.3.1.3 betrachtet
wird und in der CST-Simulation nicht vernachlissigt werden konnte.
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Windungsabstand dy /

121 ——10 mm (Dowell)
——— 15 mm (Dowell) /

20 mm (Dowell)

——25 mm (Dowell)
~---10 mm (CST) /

102 107! 10° 10!

f/MHz

Abb. 3.15.: Validierung der Berechnung des Proximity-Effekts durch eine dquivalente CST-Simulation
und Darstellung des Einflusses des Proximity-Effektes fiir unterschiedliche Abstinde der
Windungen der planaren Spule auf die Linge der Spule normiert

3.3.1.3. Strahlungswiderstand Ry

Fiir Antennenstrukturen ist besonders der Strahlungswiderstand interessant, welcher die
abgegebene Leistung der Antennenstruktur in Form von elektromagnetischen Wellen be-
schreibt. Der Strahlungswiderstand Rgr wird primér durch die Geometrie der Struktur
und der Wellenlinge/Frequenz des abstrahlenden Signals beschrieben. Fiir die induktive
Ortung ist der Effekt nachteilig, da die Feldenergie weitestgehend innerhalb des System
bleiben soll und dadurch unnétige Verluste und somit geringere Signalstirken entstehen
wiirden. Die Berechnung des Strahlungswiderstandes kann je nach Geometrie sehr kom-
plex werden, wodurch diverse Ndherungen fiir unterschiedliche Geometrien entwickelt
wurden.

Eine Leiterschleife mit N-Windungen und einer umschlossenen Fliche A wird der Strah-
lungswiderstand mit

NAN?
Rp =320Q - w4<7) (3.20)

beschrieben [42,63].

Abb. 3.16 zeigt, dass der Einfluss fiir den relevanten Frequenzbereich fiir die induktive
Ortung gering ist. So ist der maximale Strahlungswiderstand bei f = 13,56 MHz, N = 10
Windungen und einer Fliche von A = 0,01m? bei Rg = 13mf). Da allerdings in der
Anwendung eher geringere Frequenzen relevant sind (z.B. Rg(f = 1 MHz) = 38,589 nf2)
sind, besitzt der Strahlungswiderstand eine geringere Prioritdt in der Berechnung der
Bauteilparameter fiir Spulen im Bereich der induktiven Ortung.

36



3.3. BERECHNUNG DER SPULENPARAMETER
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Abb. 3.16.: Abhéingigkeit des Strahlungswiderstandes (Links: Leiterschleife mit A = 10*mm? ); Rechts:
Leiterschleife mit N = 10 Windungen)

3.3.2. Eigeninduktivitit L

Fiir die induktive Ortung sind besonders die Induktivititsgrofen relevant, da diese die
Signalstirke an den Spulen ausgeben und die magnetische Kopplung beschreiben.

Die Eigeninduktivitdt L kann beispielsweise durch die Gleichung (3.17) fiir den Skin-
Effekt hergeleitet werden:

L'(jw) = Im(Z)) . (3.21)

Hier wird dann auch die Frequenzabhangigkeit beriicksichtigt, aber weicht fiir Frequenzen
unterhalb der Grenzfrequenz w, stark vom echten Wert ab (siche Abb. 3.12).

Die Neumann-Gleichung erlaubt es durch einen Integralansatz die Eigen- und Gegenin-
duktivitit von zwei beliebigen Spulengeometrien (C und C’) zu berechnen. Die Gleichung
fiir die Eigeninduktivitdt mit Leiterbahnbreite d,, und Spulenldnge [, wird folgenderma-
fen beschrieben [43,64]:

=7

dr dr”’
L=+ (j{ 7’—7; + lLYSkin) + O(pdy) | fiir pdy, — 0. (3.22)
A\ Je Jer | > L

Der Skinfaktor Ygy, ist fiir den Anpassungsterm und ist bei homogener Stromverteilung
Yauin = % (hier: f = 0Hz) und bei stark ausgeprigten Skineffekt Yg, = 0. Der Rest-
term O kann fiir deutlich groferer Spulenléinge im Vergleich zu Leiterbahnbreite durch
O(pdy) = 0 vernachléssigt werden [43,64]. Die Verifikation der Gleichung (3.22) erfolgt
in Unterkapitel 3.4 durch die Gegeninduktivitit.
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3.3.3. Eigenkapazitit
3.3.3.1. Parasitire Kapazitiat Cp

Die parasitire Kapazitdt Cp kann in zwei unterschiedlichen Kapazititen unterteilt wer-
den. Zwischen den Windungen entsteht die Kapazitdt Cpn (siche Abb. 3.1) und durch
die Riickfithrung der Spulenleitung (siehe gestrichelte Leitung in Abb. 3.1) entsteht die
Kapazitéit Cp’R [54,65]

Somit folgt fiir die parasitire Kapazitit bei planeren Spulen:

Cp = Cp7N + CP,R . (323)

Die einzelnen Kapazititsarten lassen sich wie folgt berechnen:

e Windungskapazitit Cpx in homogener Umgebung mit Material &, mit Win-
dungsabstand dy, Leiterbahnbreite d,, und der Leiterbahnlinge der Spule von [y
kann zwischen zwei rechteckigen Leiterbahnen durch folgende Gleichung beschrie-
ben werden [54,65]:

K(kp)

mlN_l : (3.24)

CE,N(dM IN-1) = €0&r

wobei gilt:

d
ko = R und ky=+/1— k2. (3.25)

Die Funktion K (x) bezeichnet das erste elliptische Integral und lésst sich beispiels-
weise durch folgenden Algorithmus l6sen |66, 67|:

N 1—+/1—2a2
al T (3.26)

K(z) =5 H(1 + ) mit zo =z und x, 1 =

2 Tryi-a

Die Leiterbahnldnge der Spule [ _; beschreibt die Lange bis zur vorletzten Windung
N — 1 von innen (1) nach aufen (N), da immer zwei benachbarte Leitungen zur
Berechnung genutzt werden. Fiir eine Umgebung in der zuséatzlich ein Substrat
erpcp vorhanden ist (z.B. bei planaren Spulen auf Leiterplattenbasis), erweitert
sich die Gleichung mit der Substratdicke dpcg zu [68]:

Ereff + 1 K(]{Z/)
Cpxldy,In1) = € B K(}fz)lel (3.27)
1 K(K') K(k
mit e,.¢ = 1 4+ (,pcg — 1)g, dem Fillfaktor ¢ = §K<(k)) KEkZ; und
B tanh(—QgggB)
tanh(—“(;ijpim ) '

Da eine Spule durch ihre Windungen mehrere mogliche Windungskapaziti-
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ten besitzt, miissen alle Kombinationen beriicksichtigt werden:

N-1

Con =Y Cplids + (i — 1)dy, Iy—i) - (3.28)

i=1

Hier bezeichnet der Parameter [_; die Spulenldnge bis zur Windung N — i von
innen (1) bis aufen (V).

e Riickfiihrungskapazitit Cpr mit Substrat e, pcp, der Substratdicke dpcp und
der iiberlappenden Fliche Apcpr, der Windungsanzahl N, der Leiterbahnbreite
dy, und der Anschlusslénge g mit Aufbaugeometrie aus Abb. 3.1 kann berechnet
werden aus [54]:

Apcer Nd2 + Irdy,

= 8O€r,PCB (329)

CP,R = €0&r,PCB

dPCB dPCB

10°g o
3
€
>
2
[
>
10%
. - dy = 0,5 mm
A, // dy =1 mm g
E 102? dy = 2 mm &
Q El/ dy = 5 mm =
dy = 10 mm
10’ 2
i g
e
r (3
o
< ]
C
o &
100 W | | L | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

€

Abb. 3.17.: Berechnete Verliufe der parasitiren Kapazitit Cp verschiedener homogener Permitivitits-
umgebungen bei unterschiedlichen Windungsabstinden

Die Abhéngigkeit der Dicke/Ho6he der Leiter d), wurde in den Gleichungen vernachléssigt,
da planare Spulen auf Leiterplattenbasis oft eine Kupferdicke von d;, = 35pum oder
70 pm besitzen. Auch die Kapazititseffekte an den Ecken der planaren Spule (falls keine
Abrundung existiert) wurde auch vernachlissigt, da die anderen Effekte dominieren.

Der Verlauf der parasitiren Kapazitit Cp fiir verschiedene Windungsabstéinde dy und
fiir verschiedene homogene Permittivitdtsumgebungen ¢, mit N = 5 Windungen, einer
Leiterbahnbreite d, = 3mm und einer Leiterplattendicke von dpcg = 1,55 mm ist in
Abb. 3.17 dargestellt, um den Wertebereich von der Kapazitit fiir diese Problemstellung
zu erhalten und somit den Grad des Einflusses auf die Ersatzschaltbilder zu bestimmen.

Die Validierungen der Gleichungen sind in [54] anhand von Simulationen und realen
Messungen ausfiihrlich dargestellt.
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3.3.3.2. Kapazitatsverluste Rp

Da die Kapazititsverluste Rp durch den Verlauf der elektrischen Felder der Eigenkapa-
zitdt Cp entstehen, konnen die Gleichungen aus Unterkapitel 3.3.3.1 auch in angepasster
Form fiir diese Berechnung genutzt werden, wobei hier die Widerstédnde parallelgeschaltet
sind:

-1
1 K(k{ 1 Nd2 + Irdy,
p=| - (o), 4 LN ¥ Iy (3.30)
ﬁK(k‘o) ok dpcg
Rp, " HdnoIn 1) Rpp ™

Die Kapazitatsverluste Rp zwischen allen Windungen und allen Kombinationen ergibt
sich somit zu:

N-1 -1
o z : / . . -1 y -1
RP — RP,N (/LdN + (Z - 1)dw, lN—’L) ‘I‘ RP,R . (331)
i=1
1015 —
3 dy = 0,5 mm
g dy = 1 mm
=
10101 ‘\\ dy = 2 mm
i \%\H dy = 5 mm
Luft P dx = 10 mm
1w05F TR
= B 5 g
o TSy g
[t | e <
ol S
10°] ~
= =
] S
B R
50 =
10 B ~
2 TRa
z E 5 S
£ 3 El & =
+ T = T ]
40710 ; i I L& | B | I = 1 | i
10712 10710 108 108 104 102 10° 102 10* 108 108
#/Sm !

Abb. 3.18.: Berechnete Verliufe der Kapazititsverluste Rp verschiedener homogener elektrischer leit-
fahigen Umgebungen bei unterschiedlichen Windungsabstinden

Um realistische Zahlen und einen groben Richtwert zu erhalten, wurden fiir Luft elek-
trische Leitfihigkeiten im Bereich von 107 bis 1072 Sm™" [69] zusammen mit weiteren
Materialien in Abb. 3.18 ausgewertet. Dabei zeigt sich, dass isolierende Materialien Wi-
derstinde im sehr hohen MQ-Bereich aufweisen [44], sodass die Kapazititsverluste Rp in
den folgenden Kapiteln vernachléssigt werden kénnen.
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3.4. Berechnung der Gegeninduktivitat

In Kapitel 3.3 wurden die Berechnungen der jeweiligen Spulenparameter untersucht, um
damit das Systemverhalten fiir den Ortungsprozess berechnen zu kénnen. Die Ortungs-
grofe fiir die induktive Ortung ist die induktive Kopplung k,, ¢ bzw. die Gegeninduktivitét
M, s zwischen der gesuchten Spule S und einer der Ortungsspulen n. Um Ortungsalgorith-
men zu entwickeln, miissen die Abhéangigkeiten dieser Kopplung bekannt sein, um somit
alle physikalischen Effekte zu beriicksichtigen und um Symmetrien und Vernachléssigung
zu nutzen. Zusétzlich konnen die Kopplungsgrofen fiir beliebige Ortungsprobleme auch
als Trainingsdaten fiir lernende Systeme und die physikalischen Eigenschaften in Filtern
eingesetzt werden. Elektromagnetische Feldsimulationen wie beispielsweise CST Studio

Suite®1iefern auf Basis der Diskretisierung der Maxwell-Gleichung (z.B. Finite Integra-
tion Theorie (FIT) [70]) sehr gute Ergebnisse, aber erfordern umfangreiche Berechnun-
gen des kompletten Simulationssraumes bei volumenbasierten Verfahren, wodurch die
Rechenzeit enorm ansteigt und somit die Anzahl von Trainingsdaten einschrankt. Zu-
sitzlich sind bei der Verwendung von elektromagnetischen Feldsimulationen die Griinde
der einzelnen physikalischen Effekte schwerer nachzuvollziehen, da eine generalisierte Be-
rechnungsart verwendet wird. Da die Problemstellung klar auf die induktive Ortung be-
schriankt ist, miissen auch nur Gleichungen fiir diesen Einsatzzweck entwickelt werden und
konnen somit effizienter und nachvollziehbarer ausgefiihrt werden. Dazu werden verschie-
dene Ansitze fiir die Berechnung der Gegeninduktivitdt zwischen einer Ortungsspule n
und einer gesuchter Spule S vorgestellt und verglichen. Die verschiedenen Ansétze haben
unterschiedliche Eigenschaften und Vorteile, welche fiir die spiteren Ortungsalgorithmen
genutzt werden kdnnen.

3.4.1. 1D-Gegeninduktivitat M, ,,(2)

In diesem Unterkapitel wird die Gegeninduktivitdt in Abhéngigkeit des Abstandes zwi-
schen einer runden Leiterschleife mit Radius rg, dem Strom iy und der gesuchten Spule
S mit einer umschlossenen Fliche Ag und Ng Windungen hergeleitet. Das Verhalten
der Leiterschleife soll dann auf die Eigenschaften von planaren rechteckigen Spulen
angepasst werden.

Als Ansatz wird das Gesetz von Biot-Savart gewihlt [41]:

F[(f’)—i_o/cw . (3.32)

% =k

Der Mittelpunkt der Leiterschleife bildet den Koordinatenursprung. Die Leiterschleife
befindet sich auf der x-y-Ebene, womit der Abstand auf der z-Achse aufgetragen wird
(vgl. Abb. 3.19).
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Ortungsspule n
gesuchte Spule S

Abb. 3.19.: Aufbau der 1D-Ortung/Abstandsermittlung mit M, s(z) durch eine Ortungsspule n in
Form einer Leiterschleife und einer gesuchten Spule S

Der Zielvektor wird als

0
7= 10 (3.33)
z
definiert und der Quellvektor als
ro COS ¢

7= |rosing| . (3.34)
0

Das Differenzial fiir das Kurvenintegral ist in Zylinderkoordinaten definiert:
—sin ¢
d§=rpey =1y | cos¢ | do . (3.35)
0

Fiir den Zahler des Bruches gilt:

— sin ¢ —7( COS ¢
dSx (F—=7")=rg | cos¢ | X |—rosing | d¢ . (3.36)
0 z

Und fiir den Nenner:

3
2

7= 7 = (r2cos® ¢+ risin® ¢+ 22)7 = (12 + 22)3 . (3.37)

Somit folgt aus der Gleichung (3.32) in Zylinderkoordinaten:

— ?:() T .
Hiz)=————"—¢€,|. 3.38
&= o (3.39)

Nun wird das Ergebnis in die magnetische Flussdichte mit der Gleichung (2.7) iiberfiihrt
und die allgemeine Definition fiir die Gegeninduktivitit verwendet (vgl. Gleichung (2.11)).
Hier wird angenommen, dass die magnetische Feldverteilung der gesuchten Spule S um
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die Fliache Ag nidherungsweise homogen ist und die gesuchte Spule entsprechend klein ist,
sodass die Feldunterschiede innerhalb der Fliache Ag gleich sind, sodass keine Integration
notwendig ist. Zusatzlich wird angenommen, dass sich die gesuchte Spule S parallel zur
Leiterschleife ohne eine Verschiebung (r = y = Omm) befindet, sodass die maximale
Flache As der Ladespule von der magnetischen Flussdichte durchdrungen wird und der
Einheitsvektor der Fliche Ag und der magnetischen Flussdichte B, gleich sind.

_ Ng®,, 5(io) _ Ns fAS B,dA _ NsB,As  iopopirAs Nsrg.,,

. 3
io io io 20 (r2, +22)2

ans(2>

_ NSAS,UO,UT Tg,n

3.39
2 (r},+22)2 (8.3

Je nach Abstand z ergeben sich folgende Félle:

NsA p 1
M— :K1 ﬁiI’Z<<T07n

2 T
M, — On 3.40
’S<Z) NSAS/IJOMI“ 7’8 n KQ . ( )
—— = — firz>nry,
2 23 23 ’

Somit kann bei entsprechender Substitution ein lineares Verhaltnis fiir z > r, angenom-
men werden.

Fiir eine quadratische Leiterschleife mit Kantenldnge a sieht die Formel fiir die Gegen-
induktivitdt sehr dhnlich aus und unterscheidet sich nur durch den konstanten Vorfak-
tor |41]:

_ NsAgpiop:  a?

21 (a2 —+ 22)%

M, s(z) (3.41)

Nachteilig bei diesem Ansatz ist, dass keine Verschiebungen (z = y = Omm) erlaubt
sind und nur der Abstand beriicksichtigt wurde. Somit eignet sich die Formeln 3.39 und
3.41 gut fiir Abstandsmessungen (z.B. bei Ubertragungsoptimierungen bei drahtlosen
Energieiibertragungen oder der ungefihren Detektion von Metallen im Boden).

3.4.2. 3D-Gegeninduktivitidt M, ,,(x,y, 2) von einer Leiterschleife

Im Unterkapitel 3.4.1 kénnen hohe Fehler bei Verschiebungen in z- und y-Richtung
(orthogonal zum Abstand) entstehen, da dieser Einfluss nicht beriicksichtigt wurde.
Nun soll die Gegeninduktivitit auch in Abh#ngigkeit der Verschiebungen x und y
hergeleitet werden. Dabei wird zur Vereinfachung wieder die Gegeninduktivitit fiir eine
Leiterschleife berechnet. Ausgangspunkt ist hierbei der Ansatz aus [71], der im Folgenden
weiterentwickelt wird.
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Als Ansatz gilt die allgemeine Losung fiir das magnetische Vektorpotential gmag(F) mit
der Stromdichte J:

T Ho j(F’)
Amag(fj = 4_ = iy
T Jy [T =17

av’|. (3.42)

In Abb. 3.20 ist die Leiterschleife mit Radius ry in kartesischen (links) und zylindrischen
Koordinaten (rechts) angeben, wobei r = y/2? 4+ 3? und ¢ = arctan(%) gilt.

To
T<—970,0,0)

1

Abb. 3.20.: Leiterschleife mit Radius ro in kartesischen Koordinaten (links) und zylindrischen Koor-
dinaten (rechts)

Die Leiterschleife wird als unendlich diinn angenommen, in welcher ein Strom i, fliefst
(siche Abb. 3.20). Dadurch ergibt sich fiir die Linienstromdichte J,, entlang von r = r
und 2z = 0 folgende Definition:

Jry = 100(1 — 19)d(2) . (3.43)

Somit ergibt sich fiir die jeweiligen Stromdichten in kartesischen Koordinaten:

. Jx —Jy, sin ¢ —100(r — 1ro)d(z) sin ¢
J(r,p,z) = |Jy| = | Jycos¢d | = | igd(r —rg)d(z)cose | . (3.44)
J, 0 0

Nun wird (3.44) in (3.42) eingesetzt und die Siebeigenschaft der Delta-Funktionen o(r)
und 0(z) mit den Integrationsgrenzen 2’ = 0 und r’ = [0, r¢] ausgenutzt. Dadurch ergeben
sich folgende Vektorpotentiale:

Amagx (2, Y, 2) = ZOMOTO / e (3.45)
mag,x\+» Y \/?"2 + 7"8 4+ 22 — 2rro COS<¢ - ¢0) 7

A (x,y,2) = ’LoMoTo / ooy (3.46)
mag,y IRVE] \/702 _|_ 7’-% + 22 — 27"TO COS(¢ - ¢0) 7

Anags(T,y,2) =0 . (3.47)
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Fiir weitere Berechnungen empfiehlt sich die Verwendung von Zylinderkoordinaten, da
diese die Verteilung von Magnetfelder inkl. den Symmetrien am besten beschreibt:

A _ zo,uoro sin(¢ — ¢')d¢’ _ .
gnlr 9,2 / 12+ 12 + 22 — 2rrgcos(¢ — dp) 0. (3.48)

A _ 20#07“0 cos(¢ — ¢')d¢’ '
w070 / V212 4 22— 2rrgcos(¢ — o) (3.49)
Anagz(r¢,2) =0. (3.50)

Da der Zahler des Integranden der Gleichung (3.48) eine ungerade Funktion und der
Nenner eine gerade Funktion ist, ergibt die Integration Null, wodurch A,,,e, = 0 gilt.

Das Integral der Gleichung (3.49) ist in dieser Form nicht losbar, wodurch es in den
nichsten Schritten durch zwei Substitutionen in die elliptische Integralform iiberfiihrt
wird, damit eine Reihendarstellung des Integranden moglich ist [71].

Dabei gilt:

_ _ /
P = # mit S [—g, g} (3.51)
bzw.
4rr,
9 win2 2 _ 0
COS<§Z5 - ¢,) = 2sin @l —1 UIld ]{7 = m . (352)
Dadurch folgt:
3r—a'
' 2sin? @’ — 1
Amag.o(r, 2) el P Ao’ . (3.53)

2y /(r o) + 22 n_o! 1 — k2sin® @/

Da iiber eine ganze Periode integriert wird, konnen die Integrationsgrenzen folgenderma-
fsen vereinfacht werden:

Z-Q/L()?”O 2 2sin (I)/ 1

Anago(r,2) =
80 2m\/(r +10)? + 22 Joz \/1 — k2 sin® <I)’

Die Ausnutzung der Symmetrie im Nullpunkt durch die gerade Funktion und weitere
Umformungen ergeben dann:

(3.54)

loHoTo .
T/ (r 4+ 1r9)? + 22

WP

2 Ao’ 2 (2
—/2 1— K2sin?® do | . (3.55)

Z 1 —
2 )0 V1 - k2sin? @ K Jo

~
Erst; Art Zweiter Art
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Diese Integrale werden elliptische Integrale erster und zweiter Art genannt und sind ana-
lytisch nicht losbar [66,67]. Sie konnen allerdings ndherungsweise durch eine binomische
Reihenentwicklung gelost werden, indem der Integrand als Summe dargestellt wird und
dann integriert wird. Damit die Summe schnell konvergiert muss k£ < 1 gelten, wodurch
der Radius der Leiterschleife 12 < r? + 22 sein muss. Dadurch gilt die Niherung nicht
fiir Bereiche nahe der Leiterschleife.

Die Definition der binomischen Reihe ist laut [72]:

(1+2)* = i (2) . (3.56)

k=0

Die Reihendarstellung fiir das elliptische Integral erster Art ist:

© /-1
(1—k*sin? @) 2z = E ( 2)(—k‘zsin2 P')*
m
m=0

1 3 ) 35
=1+ 5]{?2 sin? @' 4 §k4 sin® @' + EkG sin® @' + @kS sin® @' + O(k'%sin'? @)

(3.57)
und fiir die folgende Integration:
3 1 T 7 9 25m 12257
1 —k*sin? @) 2dd" = = + —k* + —&* kS kS 4+ O(k') .
/0( sin” &) > T st Tt it T
(3.58)

Die Reihendarstellung fiir das elliptische Integral zweiter Art ist:

© /1
(1 — k*sin? QD’)% = Z ( 2 > (—k?sin? ®)F
m

m=0

1 1 1 )
=1- §k2 sin? @' — §k4 sin* @' — 1—6k6 sin® @' — ESkS sin® @' + O(k'%sin'? @)
(3.59)

und fiir die folgende Integration:

2 1 T 37 5 1757
1— E2sin? @)3dd’ = — — " pd = 206 - 21O s (k10 3.60
/0 ( ek 2 128t st azmest O (3:60)

wobei verallgemeinert fiir den Binomialkoeffizienten bei o € C gilt [72]:

H:an_ol (v —n)

o - firm >0
(m) =941 fiir m =0 (3.61)
0 firm <0
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Somit ergibt sich aus Gleichung (3.55) folgende Ndherung und schlussendlich das magne-
tische Vektorpotential fiir die Leiterschleife:

) 3 75 1225
Amag,qb(T’, Z) _ LoloTo ( ™ 2 " 7Tk4 s 16 _ s

o el k’8 Oklo
i/ rtro)? + 22 \16° 64" 2048 32768 +O(T)

_doplo 7T
4 (r2422)

(3.62)

Durch B = rot(Amag.e €5) ergibt sich folgende magnetische Flussdichten in Zylinderkoor-
dinaten:

5 _ 3rz

q B %— a—zAmag,¢ iogtor? (r2+22)3

B(r,z) = |By| = 1 %_% ~ Ty : 2 20 2 309
Bl |1 (2 Amgs - Sbos) o

bzw. in Kugelkoordinaten (R = v/72 + 22):

B Br i‘OMQO g C});Esa
B(R,0) = | By | ~ |fomorising | (3.64)
) 0 1 3
By 0

Wie in der Gleichung (3.39) wird nun daraus die Gegeninduktivitit berechnet. Dabei
wird wiederum angenommen, dass die magnetische Flussdichte ndherungsweise homogen
durch die Fliache der gesuchten Spule Ag ist:

3rz
M 2 2 3
r NeA . 2 (r2+22)2
Mys(r.z) = | My | -agm =000 |00 ) dy (3.65)
MZ 222—7‘25
(r?+2%)2
bzw. in Kugelkoordinaten:
W] gt [
Mms(R, 9) = Mg . gAS =~ Tﬂ %s}%e . gAs . (366)
M, 0

Dadurch, dass sich auch die Fldche der gesuchten Spule drehen kann (siehe Abb.
3.21) und somit das Skalarprodukt der Gegeninduktivitit variiert, ergibt sich folgende
Gleichung;:

Zylinderkoordinaten:

NsAgfiofixrg
5

Mn /r’ Z? a’/B =
slrz.0,0) = L

(3rzcosa + (22° — r?) sina) cos B| . (3.67)
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Kugelkoordinaten:

NgAspioper? in 6
%(COSGCOSOH— =

M,s(R,0,a,p) = sina) cos 3 . (3.68)

Der Einfluss des Winkel v kann vernachlissigt werden, wenn angenommen werden kann,
dass sich die magnetische Flussdichte homogen innerhalb der gesuchten Spule S aufgrund

der ndherungsweise quadratischen Grofie verhilt.

gesuchte Spule S

Leiterschleife/
Ortungsspule n

Abb. 3.21.: Leiterschleife mit Radius ro und die gesuchte Spule mit allen geometrischen Parametern.
Die Spule ist im rechten Bild orthogonal zur z-Achse bzw. liegt auf der r-r x z-Ebene.

Um die Korrektheit der Gleichung (3.67) in Zylinderkoordinaten zu iiberpriifen, wird
der Verlauf der Gegeninduktivitdt mit dem Verlauf der Gegeninduktivitdt einer dqui-
valenten CST Simulation in Abb. 3.22(b) und der Berechnung der Neumann-Gleichung
(siche Unterkapitel 3.4.4) verglichen. Dabei beinhaltet die CST Simulation die Berech-
nung zwischen der Gegeninduktivitiat M, g zweier Leiterschleifen, wobei die gesuchte Spu-
le/Leiterschleife S (rot) sich entlang der gestrichelten Linie/z-Achse aus Abb. 3.22(a) mit
der Verschiebung zg = 0 mm und yg = 150 mm bewegt.

o Analytisch mit Naherung
Ortungsspule & o5l Neumann-Gleichung
Gesuchte Spule > ' //\ CST Simulation
2-Pfad B & e
08 ; 5 or
g /
05F [
06 2 /
— /
g nor {
< 04 - - ‘/
N > [
02 g /
0 o B
~~ I |
04 o4 o250
02 —~ = /
- \\ 02 AN
_ 2 3f
0 — 0 =} N
0.2 _— 02 35 | . . . . . . )
z/m 04 04 y/m 0 0.1 0.2 0.3 0.4 05 0.6 0.7 08

zg/m

(2) (b)

Abb. 3.22.: Vergleich  verschiedener  Verfahren  zur  Berechnung der  Gegeninduktivitit
M, s(xs = 0mm,ys = 150 mm, 2z5)  zwischen zwei gleichen  Leiterschleifen — mit
ro = 10mm. Links: Aufbau der Ortungsumgebung mit dem Verlauf auf den z-Pfad
fiir die gesuchte Spule. Rechts: Verlauf der Gegeninduktivitdt fiir verschiedene Berech-
nungsverfahren aus der linken Ortungsumgebung
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Es zeigt sich in den Abb. 3.23(a), 3.23(b) und 3.22(b), dass die simulierten Werte durch

das Simulationsprogramm CST Studio Suite®und der analytischen Gleichung sehr gut
ibereinstimmen und die Unterschiede nur marginal sind. Leider ist die analytische Glei-
chung zur Berechnung der Gegeninduktivitiat (3.67) nur giiltig, wenn einer der beiden
Spule (durch die Reziprozitit der Gegeninduktivitit) eine Leiterschleife ist, wobei die
jeweils andere Spule durch die durchdringende Fliche Ag nur Annahme der homogenen
Verteilung der magnetischen Flussdichte é(r,z) bestimmt werden kann. Die Folge ist,
dass die Gegeninduktivitét (siehe Abb. 3.22(b)) nur sehr gering ist, wodurch sehr geringe
Signalstérken folgen und eine signalstirkebasierte Auswertung erschwert wird. Zusétzlich
sind die Gegeninduktivitdten sehr nahe an der Leiterschleife durch die Vernachldssigung
der Leiterschleifenstruktur nicht korrekt. So wiirde M,, ¢(0 mm, 0 mm, 90°,0°) = 0 H laut
Gleichung (3.67) ergeben, wobei hier in der Realitit die Kopplung mit k,, s = 1 bzw. die
Gegeninduktivitdt M, s = v/L,Ls maximal wére. Somit muss ein gewisser Mindestab-
stand gelten, dass rZ < r? + 2% gilt, dessen Abweichung besonders in Abb. 3.23(a) und
3.23(b) sehr deutlich wird. Allerdings ergeben sich durch die Gleichung (3.67) viele Eigen-
schaften der Gegeninduktivitit, welche fiir die induktive Ortung genutzt werden kénnen.

108 ¢ 100
Analytisch mit Naherung Ana-Neumann
Neumann 90 Ana-CST
CST Simulation Neumann-CST
108 80
70 f
= 10 X 60t
=] ~
~ «©
%) s 501
: s
<
= 10%F < 40f
\ 30
100 £ TN 20
10
102 . . . . . . . I 0 | M —— i =
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

23 / m 23 / m

(a) (b)

Abb. 3.23.: Vergleich  verschiedener  Verfahren  zur  Berechnung der  Gegeninduktivitit
M,y s(zs = 0mm, ys = 0mm, zg) zwischen zwei gleichen Leiterschleifen mit ro = 10 mm.
Links: Verlauf der jeweiligen Berechnungsarten Rechts: Prozentuale Differenz der
verschiedenen Berechnungsarten

3.4.3. 3D-Gegeninduktivitit M, ,,(x,y, 2) von einer beliebigen
Spulengeometrie

Im Unterkapitel 3.4.2 wurde analytisch die Beschreibung der Gegeninduktivitit zwischen
einer Leiterschleife und einer Spule mit N-Windungen hergeleitet. Hier wurde ange-
nommen, dass die Feldverteilung innerhalb der zweiten Spule ndherungsweise homogen
ist und die Drehung mit den Winkel v (d.h. die Ausrichtung der Spule bleibt, aber die
durchdringende Fliche ist gedreht (siehe Abb. 3.21)) zu vernachléssigen ist.

Die magnetische Feldverteilung von einer planaren Spulengeometrie (Blackbox (BB))
kann ab einen gewissen Mindestabstand als homogen betrachtet werden. Gleichung
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(3.67), (3.39) und (3.41) haben diese Aussage bestéitigt. Dort ist ein konstanter Vorfaktor
My nm enthalten, welche die Kopplung zwischen den Spulen anhand deren Geometrie
verstarkt. Auf Basis dieser Kenntnisse konnen die Gleichungen aus Unterkapitel 3.4.2
verallgemeinert dargestellt werden als:

Zylinderkoordinaten:
My (2.0 B) ~ M (3rzcosa + (222 — r?)sina) cos 3 (3.69)
n,m\", <, &, 0,n,m (7"2 n 22)% .
oder in Kugelkoordinaten:
cos 0 cos o + 2% sin o) cos
Mym(R,0,a,5) ~ MO,n,m( R32 ) cos . (3.70)

Hierbei wurde allerdings die Naherungen aus Unterkapitel 3.4.2 vorerst {ibernommen.
Auch wurde die unterschiedlichen Radien der jeweiligen Windungen bei den Spulen nicht
beriicksichtigt, wodurch eine Ungenauigkeit entsteht.

Abb. 3.24 stellt diesen Ansatz als Kopplung zwei unbekannter Spulengeometrien in Form
von Blackboxen (BBI und BB2) dar, in der die magnetische Feldstiirke B; durch die
durchdringende Fldche ffg(rot) fiir die Induktion hier als homogen betrachtet werden,
wodurch die beiden Faktoren unabhéngig sind und somit miteinander multipliziert werden
konnen.

Abb. 3.24.: Konzept der induktiven Ortung als Black Box Modell

Um die Aussagen zu priifen, wurde anhand des elektromagnetischen Feldsimulations-

programmes CST Studio Suite® Gegeninduktivititen zwischen jeweils zwei planare und
baugleiche Ortungsspulen aus unterschiedlichen Richtungen (sieche Abb. 3.25) berechnet.
In Abb. 3.25 sind zwei beliebige planare Ortungsspulen (1. und 2.) in unterschiedlicher
Ausrichtung gekoppelt zur gesuchten beliebigen planaren Spule S in der Simulationsum-

gebung von CST Studio Suite®dargestellt. Diese Kopplung wird durch die Gegeninduk-
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tivitdten M; g und Mg dargestellt, um verschiedene Ausrichtungen bzw. Ausprigungen
der Kopplung zu iiberpriifen. Die gesuchte Spule S bewegt sich fiir die Verifikation durch
den Raum mit den Koordinaten aus 7s = (xs, ys, 25), wobei die jeweiligen Gegenindukti-
vitidten ermittelt werden. Der Koordinatenursprung ist mit 75 = (0, 0,0) gekennzeichnet.

Abb. 3.25.: Zwei beliebige planare Ortungsspulen (1. und 2.) in unterschiedlicher Ausrichtung gekop-
pelt zur gesuchten beliebigen planaren Spule S.

Der gesuchte konstante Anpassungsfaktor fiir die Gegeninduktivitit M, s wurde durch

die ermittelte Gegeninduktivitdt M, g sim(r, 2, @, 3) aus CST Studio Suite®berechnet,
wodurch aus Gleichung (3.69) folgt:

Mn,S,Sim(ra Z, ﬂ)<r2 + 22)2
(3rzcosa + (222 —r?)sina) cos

Mons =~ (3.71)

In Abb. 3.26 wurde aus (3.71) der Anpassungsfaktor fiir die Gegeninduktivitdt M, s
berechnet. Links ist der Verlauf fiir des Anpassungsfaktors die erste Spule (1.) und rechts
fiir die zweite Spule (2.) dargestellt. Der Verlauf der Koordinaten der gesuchten Spule S
ist bei beiden Graphen gleich, aber aufgrund der unterschiedlichen Perspektiven muss das
Koordinatensystem angepasst werden, wodurch unterschiedliche Aspekte der Gleichung
(3.69) berticksichtigt werden. Die Transformation ist in diesem Fall wie folgt:

Yo =21 ,20 =y1 +200mm , 25 = 21 = Omm und [y = a; — 90° . (3.72)

In Abb. 3.21 sind die jeweiligen Definitionen fiir die Koordinaten und Ausrichtungen fiir
die Beziehung zwischen zwei Spulen laut (3.67) dargestellt.

Es zeigt sich in Abb. 3.26, dass der Verlauf des Anpassungsfaktors fiir die Gegenindukti-
vitat My, s nicht konstant ist, sich aber zu einem Wert ab einer gewissen Entfernung zur
Ortungsspule konvergiert. Da Abb. 3.26(a) und 3.26(b) die gleiche Skalierung haben, ist
erkennbar, dass sogar beide Graphen scheinbar einen #hnlichen Anpassungsfaktor besit-
zen. Nahe der Ortungsspulen (Abb. 3.26(a): zs < —100 mm; Abb. 3.26(b): |ys| < 300 mm)
ist die Anpassung aufgrund der Vernéchlissigung der Spulengeometrie (bei der Leiter-
schleife der Radius rq aus Gleichung (3.55) in Kapitel 3.4.2) und geringfiigig durch die
kapazitive Kopplung durch die Spulen verdnderlich. In Gleichung (3.39) aus Kapitel 3.4.1
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ist die Geometrie berticksichtigt, aber aufgrund der komplexen Beschreibung nur im 1D-
Fall darstellbar. Bei einer komplexen planaren Spulengeometrie mit mehreren Windungen
ist es unmoglich, diese in nachvollziehbarer Form analytisch zu beschreiben. Abb. 3.26(a)
und 3.26(b) zeigt auch, dass unterschiedliche Ortungsparameter wie eine Verschiebung
oder die Ausrichtung auch Einfluss auf den Anpassungsfaktor hat und somit eine Be-
schreibung des Wertes deutlich komplexer gestaltet.

- %1012 o x10712

= 0ol ys = 0 mm, ag = 90° (Ana/Su{n) EE 0o 25 = 250 mm, 35 = 0° (Ana,/Sim)
g\\ ’ ¥s = (1)00 mi, as 289 (AAfmé_bm') r\f\ 25 = 350 mm, s = 0° (Ana/Sim)
S osl Ys =0 mm, a5 = 120° (Ana/Sim) € 08 2 = 250 mm, fs = 30° (Ana/Sim)
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V‘" w0
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g 04r g 04r
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Abb. 3.26.: Verlauf des Anpassungsfaktors fir die Gegeninduktivitit My , s entlang der z-Achse aus
Abb. 3.25 fiir zwei baugleiche Ortungsspulen aus unterschiedlichen Perspektiven

Um die Auswirkungen der Differenzen zu bewerten, wurde der konvergierte Wert aus
Abb. 3.26(a) fiir den einfachsten Fall (ys = 100 mm, ag = 90°) mit

Mys = Myss = 0,5645210113242655 pH m® (3.73)

gewahlt.

x10°° 4;w0"‘

ys = 0 mm, ag = 90° (Ana)
ys = 100 mm, ag = 90° (Ana)
8 ys = 0 mm, ag = 120° (Ana)
ys = 0 mm, ag = 90° (Sim)

A ys = 100 mm, ag = 90° (Sim)
- 6 ys = 0 mm, ag = 120° (Sim)

2 = 250 mm, Bs = 0° (Ana)
zs = 350 mm, s = 0° (Ana)
2 = 250 mm, Bs = 30° (Ana)
zs = 250 mm, s = 0° (Sim)
zs = 350 mm, Bg = 0° (Sim)
25 = 250 mm, s = 30° (Sim)

M s(zs = 0 mm, ys, 25, as, fs = 0°) /H
-
M, g(zs = 0 mm, yg, zs, as = 0°, Bs) /H

L L L L L L L L L - L L L L L L L L L
-400 -300 -200 -100 0 100 200 300 400 -400  -300 -200  -100 0 100 200 300 400
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(a) (b)

Abb. 3.27.: Verlauf der Gegeninduktivitit durch den Anpassungsfaktor in (3.71) und der dquivalenten
CST-Simulation
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Beim Einsetzen des konstanten Anpassungswertes in die analytische Beschreibung der
Gegeninduktivitit aus Gleichung (3.71) entstehen die Gegeninduktivitétsverlaufe aus den
Abb. 3.27(a) und 3.27(b), welche in der Legende mit ,(Ana)“ gekennzeichnet sind. ,,(Sim)*

bezeichnet die Gegeninduktivitdten aus der dquivalenten CST Studio Suite®Simulation
zum Vergleich.

Es zeigt sich in Abb. 3.27(a), dass die Verldufe der Gegeninduktivitidten hier sehr gut
tibereinstimmen, allerdings in Abb. 3.27(b) sind einige Differenzen im Verlauf erkennbar,
welche nahe der Ortungsspule sind und schon problematisch in Abb. 3.26(b) gezeigt
wurde.
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Abb. 3.28.: Prozentualer Fehler beider Berechnungsmethoden durch den Anpassungsfaktor und einer
daquivalenten Feldsimulation

Da die Fehler in Abb. 3.27(a) schwer erkennbar sind, sind in Abb. 3.28 die prozentualen
Fehler aufgetragen. Hier bestitigen sich die Erkenntnisse, dass nahe der Ortungsspulen
die Fehler aufgrund der Vernachlissigung der Spulengeometrie grofer ist, aber sich die
Fehler einen konstanten Wert ndhern. Wenn fiir die Anwendung ein Mindestabstand
der Spulen sichergestellt werden kann oder durch entsprechende andere stochastische
Verfahren Korrekturen vorgenommen werden konnen, kann in diesem Fall je nach
Parameter ein Fehler von etwa +£10% angenommen werden. Ausgehend von (3.67)
und (3.68) wiirde es nur fiir die Ungenauigkeit in diesem Fall eine Abweichung bei der
Lokalisierung von ~ 3 % ergeben.

Im Unterkapitel 3.4.2 wurde angenommen, dass der Einfluss des Ausrichtungswinkels ~
aus Abb. 3.21, keinen relevanten Einfluss auf die Berechnung der Gegeninduktivitit hat
und somit vernachléssigt werden kann. Begriindung war dafiir, dass die Leiterschleife auf-
grund ihrer runden und symmetrischen Geometrie diesen Einfluss relativiert. Fiir reale
planare Spulen gilt diese perfekte Symmetrie nicht, da die Windungen und die Leitungs-
verlaufe nebeneinander sind und somit das durchdringende Magnetfeld je nach Drehung
~ variiert. In Abb. 3.29 ist im Feldsimulator CST Studio Suite® die Ausrichtung einer
planaren quadratischen Spule fiir unterschiedliche Winkel dargestellt. Je nachdem wie die
magnetische Feldverteilung ist, werden an der Spule durch die Drehung andere magneti-
sche Feldanteile durchdrungen und kénnen so eine andere Kopplung ergeben.
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-
-/ ,
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() ys = 0° (b) s = 30° (¢) s = 60° (d) vs = 90°

Abb. 3.29.: Darstellung des Ausrichtungswinkels ~vs fiir verschiedene Werte anhand einer planaren
quadratischen Spule

In Abb. 3.30(a) ist der Verlauf der Gegeninduktivitdt mit g = 0 mm und ys = 100 mm
fiir verschiedene Drehungen durch den Winkel ~g dargestellt, wobei kein Unterschied
sichtbar ist. Die prozentuale Abweichung in Abb. 3.30(b) bestétigt diese Aussage, die
Abweichung ist unter einem Prozent, wobei hier noch das numerische Rauschen der CST-
Simulation beriicksichtigt werden muss. Die grofere Abweichung nahe der Ortungsspule
bei etwa zg = —430 mm entsteht durch den Nulldurchgang der Gegeninduktivitét.
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Abb. 3.30.: Links: Verlauf der Gegeninduktivitat bei xs = 0mm und ys = 100mm fiir verschiedene
Drehungen durch den Winkel ~vs; Rechts: Prozentuale Differenz der Gegeninduktivitits-
werte zwischen verschiedenen Drehungen und den Fall bei v = 0°

Um eine allgemeinere Aussage zu treffen, werden aufer quadratische Spulen auch weitere
rechteckige Spulen aus Abb. 3.31 genutzt.

In Abb. 3.32 ist die jeweilige prozentualen Abweichungen der Spule aus Abb. 3.31(b) (Lan-
ge Spule) dargestellt. Hier wird deutlich, dass der Ausrichtungswinkel vg doch Einfluss auf
den Verlauf der Gegeninduktivitit besitzt. In Abb. 3.32(a) ist bereits das Maximum der
Gegeninduktivitdt abhingig von der Ausrichtung 7s, wobei wie zu erwarten die Gegenin-
duktivitdt bei vg = 0° und s = 180° ziemlich gleich ist und hier wirklich vernachlassigt
werden kann (in Abb. 3.32(a) iiberdecken sich beide Verldufe, wodurch nur der griine
Verlauf dargestellt wird). Die prozentuale Differenz in Abb. 3.32(b) zeigt, dass auch hier
nahe der Ortungsspule (bei etwa zg < —100mm) der Ausrichtungswinkel g die hochste
Abhéngigkeit zeigt.
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=

(a) Quadratische (b) Lange rechteckige Spule (c) Sehr lange rechteckige Spule (Weite = 3 - Lénge)
Spule (Weite = 2 - Linge)

Abb. 3.31.: Verschiedene Spulengeometrien, um den Einfluss des Ausrichtungswinkels v zu untersu-
chen
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Abb. 3.32.: Links: Verlauf der Gegeninduktivitit bei xs = 0mm und ys = 100mm fiir verschiedene
Drehungen durch den Winkel s durch die lange Spule aus Abb. 3.31(b); Rechts: Prozen-
tuale Differenz der Gegeninduktivitdtswerte zwischen verschiedenen Drehungen und den
Fall bei vs = 0°

Um diesen Effekt weiter zu analysieren wurde in Abb. 3.33 die Perspektive wie in Abb.
3.25 geandert. Hier bestétigt sich der Effekt der Abhéingigkeit des Ausrichtungswinkels
vs nahe der Ortungsspule bei etwa |ys| < 300 mm. Die grofse Abweichung bei ys = 0 mm
entsteht hier auch dhnlich wie bei Abb. 3.32 durch den Nulldurchgang.

Um den Effekt noch weiter zu verstirken und die Annahme zu bestétigen, dass bei nicht
quadratischen Spulengeometrien der Winkel ~y fiir die Berechnung der Gegeninduktivitat
relevant ist, wird eine sehr lange Spule aus Abb. 3.31(c¢) genutzt und hier die Abhéngig-
keiten in Abb. 3.34 dargestellt. Hier zeigt sich ein deutlich starkerer Effekt im Vergleich
zu langen Spule aus Abb. 3.31(b) und Abb. 3.32.

Es hat sich gezeigt, dass nahe der Ortungsspulen sowohl durch den Anpassungsfaktors
fiir die Gegeninduktivitét M, s als auch die Abhéngigkeit der Ausrichtungswinkels +y fiir
nicht quadratische Spulengeometrien hohe Abweichungen entstehen kénnen. Der Grund
beim Anpassungsfaktor ist die Vernachlissigung der Eigenschaften der Spulengeometrie
die sehr nahe an der Ortungsspule einen grofen Einfluss auf die Gegeninduktivitit hat.
Beim Ausrichtungswinkels ~ ist ebenfalls nahe der Ortungsspule die magnetische Feld-
stidrke und somit auch die Kopplung am grofiten. Wenn hier die durchdringende Fliche
Ag (aus Gleichung (3.67)) sich verdndert, wird auch ein anderes Magnetfeld eingefangen
und somit resultiert auch ein anderer Gegeninduktivitdtswert. Ab einen gewissen Abstand
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ist dieser Effekt vernachlassigbar, da das Feld aufgrund der Ausbreitung ndherungsweise
homogen wird.

e
8r = 20r
—— Ay =30°
T 1sf ——— A = 60°
= Avs = 90°
o Avs = 180°
= 10

100 mm, zg, ag

xg = 0 mm, yg
o

M, g(xzs = 0 mm, ys = 100 mm, z5, ag = 0°, fs = 0°,7s)/%

Lo}

AM,
f
o

400 -300 200 -100 0 100 200 300 400 -400 300 200 -100 0 100 200 300 400
zg/mm zg/mm

(a) (b)

Abb. 3.33.: Links: Verlauf der Gegeninduktivitit bei x5 = 0 mm und ys = 100 mm durch den Winkel vg
durch die lange Spule aus Abb. 3.81(b) von einer anderen Perspektive; Rechis: Prozentuale
Differenz der Gegeninduktivititswerte zwischen verschiedenen Drehungen und den Fall bei
75 =0°)
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Abb. 3.34.: Links: Verlauf der Gegeninduktivitit bei xs = 0mm und ys = 100mm durch den Winkel
v durch die sehr lange Spule aus Abb. 3.31(c); Rechts: Prozentuale Differenz der Gegen-
induktivititswerte zwischen verschiedenen Drehungen und den Fall bei vs = 0°)

Diese Erkenntnisse konnen fiir einige Sonderfille dennoch genutzt werden, um eine hoch-
komplexe Beschreibung der Kopplung zwischen Spulen zu vereinfachen. Dabei miissen
die Randbedingungen allerdings eingehalten werden oder die Abweichungen durch ande-
re Verfahren kompensiert werden.
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3.4.4. 3D-Gegeninduktivitidt M, ,,(z,y, 2) beliebiger
Spulengeometrien durch Neumann-Gleichung

In Kapitel 3.4.2 wurde anhand der Gleichung (3.67) die 3D-Gegeninduktivitit
M, m(x,y, z) fiir eine Leiterschleife und diverse N#herungen hergeleitet und fiir diese
Randbedingungen verifiziert. Leider ist resultierend Gegeninduktivitit fiir Leiterschleifen
sehr gering und fiir reale Umsetzungen nicht empfehlenswert. Aus diesen Griinden soll
in diesem Unterkapitel eine Gleichung zur Berechnung der Gegeninduktivitit zwischen
zwei beliebige Spulenstrukturen mit mehreren Windungen hergeleitet werden.

Als Ansatz wird hier erneut die allgemeine Losung fiir das magnetische Vektorpotential
im magneto(quasi)statischen Fall/Nahfeld allerdings wird nun die linienhafte Stromdich-
teverteilung iy genutzt [51]:

y PR 1) Z 1
A = — 74
mag () ey ‘dl (3.74)

Hier beschreibt (3.74) das Kurvenintegral entlang des Leiters/Spule C,,. Nun ist die all-
gemeine Gegeninduktivitdt durch das magnetische Vektorpotential definiert als:

1 =4 e 1 1 datz v. Stokes 1 g "
Mpn=— | BupdA=—= [ rot(Apagm)dd =08 Z g L dll. (3.75)
to Ja, to Ja, to Je,
(]

m,n(iqg)

Hier ist C, die Pfad um die Begrenzung der Flache A,,.
Durch das Einsetzen der Gleichung (3.74) in (3.75) folgt die Neumann-Gleichung zur
Berechnung der Gegeninduktivitdt zwischen den Spulenpfaden C,,, und C, [43]:

dl’ dl
M 3.76
’ 7{7{ A (3.76)

bzw. mit besserer Unterscheidung der Spulengeometrien C,, und C,:

dr,, dr,
477% 7{ \rm | ( )

Nachteil der Neumann-Gleichung ist, dass diese sehr allgemein ist und sich wenig
Eigenschaften iiber konkrete Anwendungsfille ableiten lassen. Analytisch lasst sich aus
der Gleichung fiir konkrete Spulen mit mehreren Windungen nicht 16sen, allerdings kann
die Gleichung in eine numerische Umsetzung genutzt werden, indem die Bestandteile der
Spulengeometrie diskretisiert werden.

Eine numerische Umsetzung wurde in Abb. 3.22(b), wie fiir die analytische Gleichung

aus Kapitel 3.4.2 und anhand einer dquivalenten CST Studio Suite® Simulation durchge-
fithrt. Die Ergebnisse stimmen auch hier mit den anderen beiden Ansitzen iiberein und
bestatigen, dass die Gleichung zur Berechnung der Gegeninduktivitdt anwendbar ist.
Somit lassen sich wie in Abb. 3.35 beliebige Spulengeometrien anordnen und die
gewiinschten Gegeninduktivitdten berechnen.
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Zusitzlich erlaubt die Neumann-Gleichung in angepasster Form auch die Berechnung
der Eigeninduktivitdt L, da der gleiche Ansatz aus Gleichung (3.74) und (3.75) auch
anwendbar ist (siehe Kapitel 3.3.2 bei der Gleichung (3.22)).

Ortungsspule 1 Ortungsspule 1
Ortungsspule 2 Ortungsspule 2
Ortungsspule 3 Ortungsspule 3
Ortungsspule 4 Ortungsspule 4
Ortungsspule 5 Ortungsspule 5 A
Ortungsspule 6 6 08 Ortungsspule 6 bl

gesuchte Spule S -0.51833 %

gesuchte Spule S ;
-2.58066-08 H 06
- o
05~ 3.05196555H J oo oo 04 0.061307 % 07‘53 o13 6116 %
i b ~.. -3.045e-09 . - 0.13078% g
X 6.5087e-09 H 02| -
g o 2.7681e-09 H ' g oo U 4 J0.0556 %
£ o [ 4] & o | 4]
. l N 02
04 :
0.5 - 5 06 y 5
05 08+ 4
1 =i ) - o -0.5
- /05 - 05
05 0 05 0 r
02 y/m 92 y/m
z/m z/m ‘

(a) (b)

Abb. 3.35.: Darstellung der induktiven Ortungsumgebung mit den jeweiligen Gegeninduktivititen aus
der Neumann-Gleichung zur gesuchten Spule in der Mitte (links: Gegeninduktivititen
M, s; rechts: Kopplungsfaktoren ky, g)

3.5. Ermittlung der Gegeninduktivitaten

Fiir die Lokalisierung ist es notwendig, die Gegeninduktivitat messtechnisch zu bestim-
men, um daraus die jeweiligen Ortskoordinaten der Spulenanordnung zu ermitteln. In
Kapitel 3.1 wurden die unterschiedlichen Eigenschaften einer reale Spule dargestellt. Hier
hat sich gezeigt, dass die induktive Kopplung durch die Gegeninduktivitét M, ,, grofen
Einfluss auf das komplette Systemverhalten des Ortungssystems hat. Da die Gegenin-
duktivitdten nicht direkt messbar sind, miissen diese indirekt durch diverse Spannungs-
und Stromstirkemessungen ermittelt werden. Fiir reale Anwendungen wurde in Kapitel
3.2 gezeigt wie wichtig die Nutzung von Kompensationsschaltungen sind, um die Blind-
leistungen zu verringert und somit die Signalstirke zu erhdhen. Hier zeigte sich, dass
Seriell-Parallel (SP) oder Seriell-Seriell (SS) je nach hohen oder geringen Lastwiderstand
am sinnvollsten fiir die Ortung sind und daher in diesem Unterkapitel auch verwendet
werden. Zusétzlich wird angenommen, dass der Betriebsbereich deutlich unterhalb der Ei-
genfrequenz f. liegt. Dadurch kénnen die parasitire Kapazitit Cp und die kapazitiven
Verluste Rp vernachlissigt werden, sodass das magnetoquasistatische Ersatzschaltbild
aus Abb. 3.2 anwendbar ist.

3.5.1. Zwei-Spulensystem

In Abb. 3.36 sind zwei gekoppelte Spulen (Sende- und Empfangsspule) mit entsprechen-
der Kompensation (Seriell-Seriell (SS) und Seriell-Parallel (SP)) in einem elektrischen
Schaltbild zusammengefasst, wodurch i, = iy, gilt. Die gestrichelten grauen Késten stel-
len die elektrischen Ersatzschaltbilder (ESB) von den Spulen da, welche nur als Gesamt-
system betrachtet werden kénnen und beispielsweise nicht in den jeweiligen anliegenden
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Spannungen gemessen werden konnen. Daher kénnen nur Messungen zur Ermittlung der
gesuchten Gegeninduktivitdt M o auferhalb der gestrichelten Linie durchgefiihrt werden.
ESB der ersten Spule (MQS) ESB der zweiten Spule (MQS)

C11res,S,2

L

Abb. 3.36.: Elektrisches Ersatzschaltbild von zwei gekoppelten Spule in Reihenresonanz bei der Sende-
spule (1) und Reihen- bzw. Parallelresonanz mit Lastimpedanz Z; . bei der Empfinger-
spule (2) fiir den Magnetoquasistik(MQS)-Fall.

Je nach verwendeter Resonanzart in Abb. 3.36 ergeben sich unterschiedliche Eigenschaf-
ten bei den Spulenanordnungen. In Tab. 3.2 sind beide Md&glichkeiten dargestellt und es
wird gezeigt, wie die jeweilige Resonanzkapazitit Cles o fiir die Anordnung zu berechnen
ist und welche Auswirkung diese Resonanz auf die transformierte Impedanz Z und somit
den Charakteristika der Anordnung hat.

Parameter Seriell-Seriell (SS) (Cresp2 — 0) | Seriell-Parallel (SP) (Ciess2 — 00)
7 W2M12,2 w2M12,2
=T 1 +Ro4iwLa+Z il ZLast
TuCy FR2tiwlatZra Rotjwlot 105,00z
C 1 ZLas‘n+ V Ziast74w2L%
res,z,2 w2L2 2w2L2ZLast
Z mlt C w2M12,2 w2M12,2 (2R2+ZLast+ V ZiastiéleL%)
4 res,z,2 | Royz, 2(w?L34+Ra(Ra+Z1 ugt))

Tab. 3.2.: Parameter der verschiedenen Resonanzarten bei einem Zwei-Spulensystems

Bei der Ermittlung der gesuchten Gegeninduktivitit Mo zwischen den beiden Spulen
ergeben sich unterschiedliche Ansétze wie durch Spannungs- und Stromstéirkegrofen der
gesuchte Wert berechnet werden kann. Diese Ansétze haben unterschiedliche Vor- und
Nachteile, welche im Folgenden dargestellt werden.
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Ermittlung durch riickgefiihrte Induktion an einer Spule:

Da magnetische Kopplungen im Nahfeld agieren, gibt es nicht nur Auswirkungen auf den
Empféanger sondern auch eine riickgefiihrte Induktion auf die Sendeelektronik und somit
auch eine Verdnderung des Betriebsverhalten. Diese Riickfiihrung kann als transformierte
Impedanz Z dargestellt werden (sieche auch Gleichung (3.9)) und wird fiir Abb. 3.36 fiir
die Sendespule (1) dargestellt als

w?ME,
. + Ry + jwly + : :
chres,l ! ) ! R2 + JWL2 + L

1 Zl‘

jwCres P 2 || (ijreSA’S,Q +ZLast)

J/

-

Zry

(3.78)

Aus dieser Masche bei der Sendespule lassen sich fiir beide Resonanzfille die Gegenin-
duktivitdt berechnen:

1
SS: lim M, = \/ =5 (Ro+ Zy) (% - Rl) : (3.79)

SP: lim M,=

— 3.80
Cres,S,QHOO wz 2R2 + ZLast _'_ \/Ziast - 4w2L% ( )

1 2w’L3 4+ Ry(Ry + Zy,)) (Hl )
1

b

Vorteile dieses Verfahrens sind, dass die Gegeninduktivitidt direkt an der Sendespule
gemessen (durch w,, ¢; und die bekannten Spulen- und Bauteilparameter) und die
Empfiangerspule somit passiv (ohne einen Energieaufwand des Empfingersystems)
geortet werden kann. Zuséitzlich muss keine Anpassung am Empfingersystem in Form
von Messelektronik fiir die Ortung unternommen werden. Allerdings geht in der trans-
formierten Impedanz die Gegeninduktivitdt quadratisch ein (vgl. Gleichung (3.78)),
wodurch sich die Messung erschweren kann, da die transformierte Impedanz bei héheren
Abstidnden zu klein wird und damit die gemessene Spannung zu stark vom Rauschen
oder anderen unerwiinschten Einfliissen iiberlagert werden kann.

Ermittlung an beiden Spulen:
Durch die an der Empfiangerspule gemessene Spannung wu, ldsst sich ebenfalls die ge-
wiinschte Gegeninduktivitidt ermitteln:

. o 2
Uy = JwM 91; — 11, (Jsz + RQ) - m (3.81)
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Somit ergibt sich fiir die Gegeninduktivitdten im Resonanzfall:

1 R U 1
SS: lim M= — (1+—2 )2 = K2, (3.82)
Cres,p,2—0 7 Jw ZLast 41 ]
konstante:r Faktor K
A
RQ +JWL2 _I_ Z Last
jwCies p ol 1
SP: lim M, = WP res P2t T Uy _ pelly (3.83)
Crcs,S,2_>OO Jw ZLast l]_ Zl
jwcreS,P,QZLast + 1
konstanteTFaktor K

Der Vorteil bei diesem Messverfahren ist, dass die Gegeninduktivitdt nur linear in die
Berechnung eingeht, wodurch die Spannung besser messbar ist. Zusétzlich ist bei der
Ermittlung zu den Messwerten nur ein konstanter Faktor K fiir die Berechnung der
Gegeninduktivitat notig. Allerdings muss bei diesen Verfahren die Empfingerspule eine
Messung iibernehmen, wodurch ein zusitzlicher Energiespeicher und eine entspreche
Auswerteschaltung notwendig ist. Problematisch ist bei diesem Ansatz auch, dass die
jeweiligen Phasenmessung der Spannung u, und Stromstérke i; synchron sein muss, was
simulativ kein Problem darstellt, aber fiir reale Messungen ein grofes Problem darstellt.
Zusétzlich zur Synchronisierung ist auch ein Austausch der Daten zwischen den Spulen
notwendig, um die Gegeninduktivitdt zu berechnen.

Fiir die Synchronisierung der Phase gibt es verschiedene Losungsmdglichkeiten. Ziel ist
es die Phasendifferenz A¢,, zwischen der sendenden Spule x und der internen Phase der
empfangenden Spule y zu ermitteln. Eine Md&glichkeit ist wie bei GPS einen Zeitstempel
mitzuschicken [5], dieser muss allerdings sehr prézise sein, damit daraus die Phasendiffe-
renz ermittelt werden kann. Eine andere Méglichkeit ist die einmalige Nutzung der ersten
Methode durch die riickgefiihrte Induktion um alle Informationen zu gewinnen und die-
se im Ortungssystem zu speichern. Alternativ kann auch durch eine Kreuzkorrelation
die maximale Signalstirke zwischen den bekannten empfangenden Signal x(¢,) und den
abgespeicherten Signal y(¢,) mit der internen Phase ¢, durch

(I)zy(A(bxy) = Elz(¢. — A¢my)y(¢y>]

ermittelt werden. Fiir diesen Losungsweg ist allerdings eine prizise Abtastung des Signal
notwendig.

Ermittlung durch Impedanzmatrix Z

Simulatoren und Netzwerkanalysatoren konnen zwischen mehreren , Toren“ die Ubertra-
gungsimpedanzen Z,,,, berechnet. Dabei sind die Impedanzen eines elektrischen System
definiert als

(21) _ (Zl,l Z1,2> (h)
Uy Zyy ZLay) \i2) '

(3.84)
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wobei generell fiir ein N-Tor gilt:

U

. . (3.85)
Ln 14, =0 fiir k#n

Durch die Randbedingung i, = 0 fiir k£ # n ergeben sich einige Vorteile, da unerwiinsch-
te Einfliisse ignoriert werden kénnen und die gesuchten Parameter direkt ermittelt werden

konnen. Fiir das Zwei-Spulensystem ergeben sich folgende Impedanzen:

u nanz
Ziy == =R+ jwl + - fesonane o | (3.86)
’ 11 i5=0 chres,l
u Reziprozitét U .
Zi, == TR Z,, =2 =jwMis)|, (3.87)
L2 li;=o 4 Ji,=o
7 Uy Ry +jwly + —e— RO B fiir Clegpa — 0 (3.58)
Lgo = — = . e . .
() 43=0 (R2 +.]wL2) || m fiir Ores,P,Q — 00

Nachteile bei diesem Verfahren ist, wie beim vorherigen Verfahren, dass das Messgerit an
beide Spulen angeschlossen werden muss, damit alle Werte phasengleich sind und dadurch
die Einschrankung einer raumlich unabhéngigen Ortung eingeschrankt ist.

3.5.2. 6+1-Spulensystem

Fiir eine dreidimensionale Lokalisierung sind mehrere Ortungsparameter und somit meh-
rere Ortungsspulen notwendig, um daraus die gesuchten Ortskoordinaten der gesuchten
Spule zu extrahieren. Da fiir die gesuchte Spule S die drei Ortsparameter xs, ys und zg
und die drei Ausrichtungen der Spule ag, fs und ~s notwendig sind, wird hier vorerst
angenommen, dass auch mindestens sechs Ortungsspulen (N, = 6) bzw. sechs Gegenin-
duktivititen M, s notwendig sind, sodass die jeweilige Gleichung fiir die Berechnung der
Ortskoordinaten sich l6sen ldsst (wenn keine weiteren Unbekannten im System sind). Der
Ausrichtungswinkel 75 kann beispielsweise bei quadratischen oder runden Spulendesigns
vernachlassigt werden, aber wird hier vorerst beriicksichtigt.

In Abb. 3.37 ist solch ein Ortungssystem in einer dreidimensionen Simulationsumgebung
(links) dargestellt und rechts das dquivalentes elektrisches Ersatzschaltbild der Anord-
nung mit einer SP-Kompensation.
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Ores,n Rn
| ]
| L 1
% Ln
6
u
;@iﬁ@gj—% @s,n i
Ortungsspule n Gesuchte Spule S
ne{l,2,..,6}

(a) (b)

Abb. 3.37.: Links: 3D-Ortungssystem mit sechs Ortungsspulen und der gesuchten Spule S in der
Mitte; Rechts: Aquivalentes elektrisches Ersatzschaltbild der Anordnung mit einer SP-
Kompensation

Aus Abb. 3.37 folgt folgendes lineares Gleichungssystem:

Zy, Myy Msy My, Msy Mey Msq| [4 Uy
M o ZLQ Mszo Mys Mss Mso Msa| |[iy Uy
Mz Mys Zy3 Myz Mss Mes Mss| |43 1 |us
Myy Moy Mzy Zy, Mss Msg Msa| |iy| = —|w| |, (3.89)

: Jw

M1,6 M2,6 M3,6 M4,6 M5,6 ZL76 ﬂ/[s,e ig Ug
Mys Mys Mss Mys Mss Mes Zps| [is 0
N ~ ’ _4\__ _/_ \__ _/_
z i u
wobei folgende Definitionen gelten:
1 Resonanz Rn .
Z, =— (R, + —— +jwL, | "™ ¢ €{1,2,...6 3.90
Zin= o (Bat o +ioL) "2 e (200 (300
und
SS-Kompensation 1 1 . Resonanz 1
A = — | Rs+ Z as + - + jwL = —(Rs+Z as
— Jw( i hast chres,S,S o S) .]w< > =t t)

SP—KomBensation 1

1
— | Bs + Z1pst || —=—
Jw ( L tH.]WCres,P,S

: L _ 1 2(w2L§+RS(RS+ZLast))
+wlhs | =55 2 272
J 2Rs +ZLast + \/ZLast —4w LS

(3.91)

Die Gegeninduktivitdten zwischen den Ortungsspulen (schwarz) sind fiir die Systeman-
ordnungen des Ortungssystems konstant und miissen daher nur einmalig ermittelt werden,
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wodurch diese bei spiteren Ortungsverfahren als gegeben genommen werden kénnen. Die
Gegeninduktivitdten zur gesuchten Spule (rot) sind die gesuchten Gegeninduktivitéten,
welche zur Ortung genutzt werden sollen. Durch die Reziprozitit sind also sechs unbe-
kannte Gegeninduktivitdten gesucht mit sieben Gleichungen.

Somit ergibt sich folgende Gleichung zur Bestimmung der roten Gegeninduktivititen:

' U, — (Rn + jWCres N + JWLn) Qn - jw Z?;qll Mn,zlz
M, s(i) = ’ . (3.92)

JWigg

Wenn an der gesuchten Spule S keine Messungen erfolgen soll (um den Energieaufwand
und die Kosten der Messelektronik zu verringern), muss der gesuchte Strom an der Spule
S durch folgende Gleichung berechnet werden:
. 6 .
. jw iy Misi;
g = — L i . (3.93)

Rs+ jwlLs + Z _—
S Jwlg _LaSt”jWCres,P,S

Beim Einsetzen der Gleichung (3.92) in die Gleichung (3.93) folgt fiir den Spulenstrom:

1
6 . . . 6 . .

1
Rg +jwls + Z —
S J S Z Last || JWCres,P,S

(3.94)

g =)

Somit lasst sich die Gegeninduktivitdten zur gesuchten Spule S folgendermafsen berechnen
lassen:

1 6
— | R, + - jwLy, )1, —] i=1 My, 1,
tn ( * chres,n * i ) : i Zl7é71L ’ .

Mis(2) =
1
6 . . . 6 . .
Zj:l (gj B (Rj - J C(resj +JWLj) S Z;;}l Mj?iii) Y
w 9,
1
R jwlL Z _
s + Jwilg + Z Last ijcres,P,S

(3.95)
bzw. in Resonanz:

. . 6 .
. U, — RnZn —Jw Ei:l Mn,zlz
.y SS-Kompensation i#n
Mn,s (l) = - 5

6 ) . 6 2 .
E]’:l (Hj - lej —Jw Z;;}L M',ili) 25

RS + ZLast
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. . 6 .
U, — Rn@n —Jw ZZ;I Mn,ili
i#n

SP—KomBensation

(3.96)

6 . . 6 . .
23:1 (Qj - lej — Jw ZZZ;IZ Mj,ili) 2
2(w2L§ + RS(RS + ZLast))
2RS + ZLast + \/Ziast - 4w2L§

Somit ist bei Kenntniss aller Spannungsgrofen an den Energiequellen die Messung aller
Strome an den Ortungsspulen notwendig, um alle Einfliisse durch die gegenseitigen
Kopplungen zu kompensieren und ein exaktes Ergebnis zu erhalten.

Zusitzlich sollte darauf geachtet werden, falls die gesuchte Stromstérke iiber die Span-
nungsmessung an einem Messwiderstand Ryess erfolgt, dass dieser nicht zu grof gewahlt
wird, da sonst die Stromstérke iiber den ohmschen Anteil der Kapazitit des Platinenma-
terials einen zu starken Einfluss auf die Messung nimmt und nicht mehr zu vernachléssigen
ist.

Alternativ konnen die Spannungsquellen der Ortungsspulen bis auf eine Ortungsspu-
le durch Lastwiderstdnde ersetzt werden. An diesen Lastwiderstinden kénnen dann die
bendtigten Spannungen gemessen werden, wodurch die benotigten Stromstarken 7,, ermit-
telt werden kénnen. Damit sind alle Gegeninduktivitdten mit einem Schritt ermittelbar,
wodurch aber die induzierten Spannungen an den Lastwiderstinden geringer sind und
womoglich durch Rauschen zu stark iiberlagert werden.

3.5.3. N+1-Spulensystem

Fiir eine beliebige Anzahl von Ortungsspulen Vi, verdndert sich die Gleichung zur Be-
rechnung der Gegeninduktivitdten zur gesuchten Spule zu:

. Un ( +w@M+M))% wzﬁi’h
Mn,S(l) - -

1
N, . . . N, . .
> it (@j - (Rj + o +Jij) i — jw ZZ@;L% Mj,ilz’) i

w 1
Rg +jwLs + Z =" E—
sT)J S £ Last ||chres,P,S
(3.97)
bzw. in Resonanz:
Mn,s (l) SS—Komgensation . i#n :
N ) ) N, .
> s (uj — Rji; — jw Z@«;Ll Mj,ilz‘) i
w
RS + ZLast
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. . N .
. U, — Rnln — Jw § :i:l lun,zlz
SP-Kompensation i#n

. . (3.98)
Ejy:Ll (’l_ij - Rji; — jw ZZ{}L Mj,iiz‘) i
2(w?L§ + Rs(Rs + Zyast))
2Rs + Zy e+ \/ Lo — 402 L2

3.5.4. Systematische Anpassung durch symmetrische
Anordnungen

Dieses Unterkapitel hat gezeigt, wie umfangreich eine exakte Berechnung der Gegenin-
duktivitat ist. Kine Methode, um die Beeinflussungen zwischen den Ortungsspulen durch
die Gegeninduktivitdten M,,, zu verringern, ist die jeweilige gegeniiberliegende Ortungs-
spule um 180° zu drehen, sodass sich die Gegeninduktivitit zu den anderen Ortungsspu-
len nur durch das Vorzeichen dndert. Diese Anpassung ist nur bei einer symmetrischen
Anordnung der Ortungsspulen und bei der Verwendung von baugleichen Ortungsspulen
moglich. Abb. 3.38 zeigt die ausgerichteten Ortungsspulen in einem Ortungssystem ohne
die gesuchte Spule S in der Simulationsumgebung CST Studio Suite®, wobei hier ei-
ne PCB-Basis (tiirkis) zur besseren Visualisierung der Ausrichtung genutzt wurde und
beispielhaft sechs Ortungsspulen genutzt wurden.

Abb. 3.38.: Systematische Anpassung des Ortungssystems anhand von sechs Ortungsspulen, welche
eine Spule S zwischen ihnen lokalisieren sollen.

Dadurch gilt dann folgende Gleichung fiir z.B. die Ortungsspule 1:

wy = (B + 0Ly + g )+ (Mt + Mag(is — i) + Mys(is — i) + Misiv) -

(3.99)

1
jwcres,l

Hierbei wurde angenommen, dass durch die symmetrische Anordnung der Ortungsspulen
M, 3 = =M, 4 und M, 5 = —M, ¢ gilt.

Fiir den Fall, dass die gesuchte Spule S sich mittig im Ortungsraum in Abb. 3.38 befindet,
sind die Stromstdrken an den gegeniiberliegenden Ortungsspulen ndherungsweise gleich
bzw. in der Summe durch die verschiedenen Vorzeichen null, wodurch gilt:
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1 . . . . .
Uy ~ (R1 + jwL + - c ) by + JwMy gty + jwM gl

Jw res,1

Resonanz

=" Ryiy + jwMi ody + jwM sy (3.100)

Wenn die induzierte Spannung von der gegeniiberliegenden Ortungsspule durch den hohen
Abstand zu vernachlassigen ist, sodass gilt M; iy, > M, iy, kann folgende Néherung
genutzt werden:

Uy~ (R1 +jwL + JWLCH) 1) + jwM gig (3.101)
Dadurch ist fiir die Ermittlung der Gegeninduktivitit aus Gleichung (3.98) nicht notwen-
dig, sondern es konnen die Formeln aus Unterkapitel 3.5.1 fiir eine Ortungsspule verwen-
det werden. Allerdings sollte beachtet werden, dass diese Naherung nur einen Sonderfall
darstellt. Falls sich die gesuchte Spule zu nah an einer Ortungsspule befindet, ergeben
sich Fehler durch die Anpassung und die Ndherung ist nicht mehr zuldssig.

Wenn fiir Simulationszwecke eine Messung an den Ortungsspulen erzeugt werden soll,
indem die gesuchte Spule S mit einer Energiequelle ausgestattet wird, kann der Lastwi-
derstand Ryess grofs gewdhlt werden. Dadurch ist die resultierende Stromstérke an der
Ortungsspule gering und es gilt ndherungsweise ;. ~ —jwM, iy, )-
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KAPITEL 4

Algorithmen und Eigenschaften der induktiven
Ortung

Dieses Kapitel konzentriert sich auf die Eigenschaften des induktiven Ortungsprozesses.
Dazu gehort die Entwicklung und Analyse verschiedenen Ortungsalgorithmen, welche
aus den Kopplungsgréfien zur gesuchten Spule die Ortskoordinaten extrahiert werden,
wobei ein stationdrer Zustand vorausgesetzt wird und zeitliche Verzogerungen aufgrund
der rdumliche Ndhe im Nahfeld vernachléissigt werden. Zuséatzlich werden die Einfliisse
der Systemparameter und die Untersuchung der Auswirkungen von externen Storun-
gen auf das System untersucht. Fiir die Analyse der Ortungsalgorithmen werden diverse
Losungswege vorgestellt, ihre Figenschaften ausfiihrlich analysiert und der optimale An-
wendungsbereich bestimmt. Die dafiir genutzten Kopplungsgréfen M, ¢ bzw. k,, s wurden
durch Verfahren aus den Ergebnissen von Kapitel 3 ermittelt und bauen somit auf diese
Erkenntnisse auf. Nach der Betrachtung der Ortungsalgorithmen werden diverse System-
parameter und externe Einfliisse auf die induktiven Ortung untersucht, welche keinen
direkten Einfluss auf die Umsetzung der Ortungsalgorithmen haben, aber die Messver-
fahren zur Ermittlung der korrekten Kopplungswerte erschweren und somit zusétzliche
Kompensationen erfordern. Eine Nachverarbeitung der Ortungsergebnisse findet erst in
Kapitel 5 statt, wodurch die Ergebnisse aus diesen Kapitel nicht final sind, sondern nur
die Eigenschaften von verschiedenen Einflussfaktoren zeigen sollen.

4.1. Ortungsalgorithmen

Fiir eine Ortung sind Berechnungsverfahren notwendig, welche aus einer Anzahl von Or-
tungsgrofen die gewiinschten Ortskoordinaten ermitteln kénnen. Im Fall der induktiven
Ortung wird aus Np-Gegeninduktivitdten zwischen den Ortungsspulen n und der gesuch-
ten Spule S ermittelt. Diese kdnnen dann mit einer Funktion f verarbeitet werden, um
somit die gewiinschten Ortskoordinaten 75 der gesuchten Spule S zu erhalten. Alternativ
lasst sich dieser Prozess fiir die induktive Ortung durch
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—

f(Mys, Mas, ..My, s) = |ys (4.1)

darstellen.

Fiir eine physikalisch korrekte Ldsung ist die Funktion f eindeutig definiert. Bereits
die Herleitung der Gegeninduktivitit in Kapitel 3.4.2 hat jedoch gezeigt, wie komplex
selbst die Kopplung einfacher Strukturen trotz Ndherungen und Randbedingungen ist.
Komplexe induktive Strukturen lassen sich daher analytisch nicht mehr 16sen, und
Leiterschleifen sind aufgrund ihrer geringen Induktivitdt fiir eine praxisnahe Ortung
ungeeignet. In diesem Unterkapitel werden deshalb verschiedene Ansétze entwickelt, um
die hochkomplexe Funktion f durch geeignete Ndherungen approximativ zu bestimmen.

Im Folgenden wird angenommen, dass mindestens sechs Ortungsspulen (N, = 6)
bzw. sechs Gegeninduktivitdten M, g notwendig sind, damit sich die Gleichung (4.1)
16sen liasst. Die Begriindung ist, dass es drei unbekannte Ortskoordinaten (zg, ys und
zg) und drei unbekannte Ausrichtungswinkel (as, fs und ~s; siehe Abb. 3.21 fiir die
Definition) gibt. Weitere mogliche unbekannte Parameter, wie beispielsweise unbekannte
Umgebungsmaterialien, werden vorerst nicht beriicksichtigt, da hier weiterhin eine Luft
bzw. Vakuum-Umgebung angenommen wird. Weitere Untersuchungen zu der Anzahl der
Ortungsspulen werden im Unterkapitel 4.2.1 betrachtet.

yd = 500 mm

\w}mm
24 = 1000 mm
P

s ol

Abb. 4.1.: Beispiel eines Ortungssystems mit sechs Ortungsspulen und einer gesuchten Spule S am
Ort 7s und den Koordinatenursprung 7o im Mittelpunkt des Ortungsvolumens

In Abb. 4.1 ist ein beispielhaftes Ortungssystem mit sechs Ortungsspulen mit einem
umschlossenden Volumen von 0,5m X 0,5m X 1 m (24 X ygq X zq) dargestellt. Die gesuchte
Spule befindet sich hier an den Punkt 75 mit den Koordinatenursprung ro im Mittelpunkt
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des Ortungsvolumens. Fiir die Ortung sind hier nur die Gegeninduktivitdten zu der
gesuchten Spule relevant. In dieser Abbildung wurden die planaren Spulen zusétzlich mit
FR-4 als PCB-Triagermaterial ausgestattet, da diese aber nur Einfluss auf die parasitére
Kapazitdt und deren Verlust hat, hat diese keine Auswirkung auf die Kopplung der
Spulen. Andere Kopplungen und deren resultierende Einfliisse wurden in Kapitel 3.5
bereits beriicksichtigt.

0.08
0.06
0.04

0.02

M,s/nH

-0.02

-0.04

-0.06

-400 -300 -200 -100 0 100 200 300 400
zg/mm

Abb. 4.2.: z-Verlauf mit xs = Omm, ys = 100mm, as = 90° und Bs = vs = 0° bei einem Ortungs-
system aus Abb. 4.2 mit xq = 500mm, yq = 500 mm und zg = 1000 mm

Wenn sich die gesuchte Spule S entlang der z-Achse mit der Verschiebung zg = 0 mm
und ys = 100 mm und einer Ausrichtung von ag = 90° und fs = 5 = 0° bewegt, ergeben
sich zu den Ortungsspulen die Gegeninduktivitdten aus Abb. 4.2. Die grundsétzlichen
Charakteristika stimmen auch mit den Ergebnissen aus Unterkapitel 3.4.2 iiberein, wobei
sich in Detail diese je nach Geometrie der Ortungsspule unterscheiden kénnen (siehe Un-
terkapitel 3.4.3). Aus diesen Gegeninduktivitdtsverldufen soll nun der Pfad der gesuchten
Spule Rg extrahiert werden. Der gesuchte Pfad der Spule S ist bei Nyjess Standorten /-
Messpunkten! folgendermaken definiert:

I Ts2 -t TSN, Xg
Rs = [fs1 Tsp * ToNuee) = |¥Usa Us2 - Ysns| = |¥s||- (4.2)
28,1 %82 """ ZS,N.s Zg

Eine kleine Anderung in der Ausrichtung der gesuchten Spule kann groke Auswirkun-
gen auf die Kopplungsgrofen haben. In Abb. 4.3 wurde die Ausrichtung der Spule um
ag = 45° gedreht, wodurch sich die Verldufe der Gegeninduktivitdten betrédchtlich verén-
dert haben. Dadurch wird nochmal deutlich wie komplex und abhingig die verschiedenen
Kopplungsparameter bei der induktiven Ortung sind und wie grof dadurch die Herausfor-
derung fiir die Entwicklung eines geeigneten Algorithmus ist, welcher die Anforderungen
an der Losungsfunktion f erfiillt.

Bei den folgenden vorgestellten induktiven Ortungsverfahren werden je nach Anforderun-
gen unterschiedliche Spulengeometrien verwendet. In diesem Kapitel sind allerdings nur

'In dieser Arbeit werden Begriffe wie ,Messung® und ,Messpunkte® im Sinne einer theoretischen bzw.
simulativ dargestellten Messtechnik verwendet. Die Daten wurden simulativ erzeugt, um den realen
Messprozess und dessen Auswertung anschaulich zu beschreiben.
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0.4~

Mg
My
0.3 ZVIB.S

0.2

0.1

M, s/nH

-400 -300 -200 -100 0 100 200 300 400
zg/mm

Abb. 4.3.: z-Verlauf mit xg = Omm, ys = 100mm, ag = 45° und Bs = v5 = 0° bei einem Ortungs-
system aus Abb. 4.2 mit xqg = 500 mm, yq = 500 mm wund zqg = 1000 mm

der Verlidufe der Gegeninduktivititen in Abhangigkeit der Ortungsparameter relevant,
damit Aussagen iiber die Qualitit der Verfahrens generiert werden kénnen.

4.1.1. Verhaltnismethode

Das Konzept der Verhéltnismethode ist, aus den Verhéltnissen der Abstédnden zur der
gesuchten Spule, welche in der Summe den Gesamtabstand zwischen zwei gegeniiberlie-
genden Spulen bilden, zu nutzen, um daraus den Ort der gesuchten Spule S zu berechnen,
indem dieses Berechnungsverfahren dquivalent fiir die Kopplungsgrofen verwendet wird.
Dabei ist es wie in Abb. 4.1 notwendig, dass sich jeweils zwei Ortungsspulen genau
gegeniiber befinden, um somit auch das Abstandsverhéltnis ermitteln zu kénnen. Vorteil
dieses Verfahrens ist die einfache Berechnung des Ortes, da es nur iiber entsprechende
Verhéltnisse berechnet wird und dass wenige Informationen iiber das Messsystem und
die gesuchte Spule S bekannt sein miissen. Zuséatzlich soll das Verfahren unabhéngig
von dem Winkel der gesuchten Spule sein, da durch den symmetrischen Aufbau des
Ortungssystems auf den gegeniiberliegenden Ortungsspulen beide Faktoren gleichstark
wirken, wodurch sich dann diese Beeinflussung ausgleicht.

Um das korrekte Verhéltnis zu berechnen, muss die Einfluss des Abstandes in Abhén-
gigkeit zur Gegeninduktivitdt bekannt sein. Aus Gleichung (3.40) aus Unterkapitel 3.4.1
ergibt sich folgende Beziehung zur Gegeninduktivitat M, g fiir den Abstand z zu einer
Leiterschleife mit Radius 7 ,:

NgA 1
%W—:Kl fiir z < 79
M, s(z) = "9n . 4.3
7 ) —NSASMOMT?%—’" = & fir z > r -
2 23 23 om

Somit kann fiir die Verhéltnismethode bei entsprechender Substitution ein lineares Ver-
héltnis fiir z > r, angenommen werden. Dadurch folgt als Gleichung fiir die Verhélt-
nismethode am Beispiel der gegeniiberliegenden Gegeninduktivitdten M; g und M, g auf
der z-Achse in Abb. 4.1:
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1
—3
N M2,s - A 2! .
ZCalc,l— 1 _lZdNZ —i—ZZd_Z T2 (Zl—l—ZQ)—Zl . (4.4)
3 3 1 2 1 2
M1,s + M2,s

Fiir die z- und y-Koordinaten folgen entsprechende Formeln fiir die Ortungsspule auf der
x- und y-Achse. Es ist festzuhalten, dass die Verhiltnismethode nur die Abhéngigkeit
des Abstandes beinhaltet und die besten Ergebnisse fiir z > ry,, erhilt.

Im Folgenden werden die Ergebnisse aus der Verhédltnismethode diskutiert. Dazu wird ein
Ortungssystem &dhnlich zu Abb. 4.1 mit z4 = 250 mm, yq = 400 mm und zq = 800 mm
verwendet. Dabei wird jeweils die gesuchte Spule entlang der z-Achse bei verschiedenen z-
und y-Koordinaten verschoben. Die gesuchte Spule S ist senkrecht zur z-Achse (ag = 90°)
und parallel zur z- und y-Achse bei § = v = 0° ausgerichtet, wodurch sich fiir die z-
Ortungsspulen (1. & 2. in Abb. 4.1) bei keiner Verschiebung eine optimale Ausrichtung
einstellen kann. Bei den x- (3. & 4.) und y-Ortungsspulen (5. & 6.) wird bei zg = 0 mm
keine Kopplung und somit eine Gegeninduktivitit von

M;sg(zs = 0mm) = My g(zs = 0mm) = M;g(2s = 0mm) = Mgg(2s = 0mm) =0H
(4.5)

einstellen, da sich die gesuchte Spule genau parallel zu den magnetischen Feldlinien be-
findet und somit keine Induktion stattfindet. Untersucht wird zusétzlich der Einfluss der
Verschiebung der gesuchten Spule, der Grofe der Ortungsspule und die Ausrichtung der
gesuchten Spule auf die Ergebnisse des Ortungsverfahren. Die Gegeninduktivitdten wer-

den durch eine Simulation in CST Studio Suite®berechnet und mit den Verfahren aus
dem Unterkapitel 3.5 extrahiert.

4.1.1.1. Abhé&ngigkeit von Verschiebungen

Um die Ortskoordinaten der gesuchten Spule S zu ermitteln, wird die Gegeninduktivitat
zwischen der Ortungsspule und der gesuchten Spule bendtigt. In Abb. 4.4 ist der Verlauf
fiir die Gegeninduktivitit zwischen Spule 1. (vgl. Abb. 4.1) und der gesuchten Spule
abgebildet, welche die z-Koordinate ermitteln soll. Die xg und ys-Werte geben eine
Verschiebung zur z- bzw. y-Achse vom Mittelpunkt der z-Ortungsspule an.

Bei grofser Verschiebung in Abb. 4.4 entsteht ein Vorzeichenwechsel und ein Nulldurch-
gang. Zusitzlich ist erkennbar, dass eine Verschiebung die Gegeninduktivitdt bei der
2-Messspule abschwiécht. In der rechten Abbildung von 4.4 ist bei dem Verlauf fiir
g = 100mm und ys = Omm bei zg = 50 mm eine Abweichung der Gegeninduktivitét
erkennbar, welche dadurch entsteht, dass sich die gesuchte Spule zu nah an einer
Ortungsspule befindet (hier ist der Ort der 4. Ortungsspule 7y = (125 mm, 0 mm, 0 mm))
und von der Kopplungskapazitit C5g beeinflusst wird (vgl. Unterkapitel 3.1.2). Diese
Beeinflussung konnte durch weiteres Verschieben der Ortungsspule oder einen mathema-
tischen Ausgleich verringert werden.

Fiir die andere z-Messspule (2. Ortungsspule in Abb. 4.1) ergibt sich der gleiche
spiegelverkehrte Verlauf.
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Abb. 4.4.: Verlauf der Gegeninduktivitit der 1. Ortungsspule zu der gesuchten Spule (Verwendete Or-

Ein anderer Verlauf der Gegeninduktivitét stellt sich bei der 5. Ortungsspule ein, welche
die y-Koordinate der gesuchten Spule berechnen soll (siche Abb. 4.5(a)). Hier ist das
Koordinatensystem gedreht, wobei die urspriingliche z-Achse die Verschiebung und die
y-Achse den Abstand der gesuchten Spule zur Ortungsspule darstellt. Wenn sich die
y-Verschiebung erhoht bzw. der Abstand zwischen gesuchter Spule S und y-Ortungsspule
verringert, verstarkt sich die Gegeninduktivitit, wobei bei einem zu geringeren Abstand
die gesuchte Spule sich parallel zu den magnetischen Feldlinien befindet, wodurch die
Gegeninduktivitidt wieder abnimmt. Bei zg = 0 mm steht die gesuchte Spule komplett
senkrecht zu den magnetischen Feldlinien, wodurch ebenfalls keine Kopplung entsteht
und die Gegeninduktivitdt Null ist. Die Beeinflussung der x-Ortungsspule durch die
Kopplungskapazitat Csg ist auch hier bei g = 100mm & ys = Omm bei zg = £50mm

M g/nH

zg = 0 mm, ys = 0 mm

rg = 0 mm, yg = 100 mm
g = 0 mm, yg = 200 mm
xg = 50 mm, yg = 0 mm
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erkennbar. Ein dhnlicher Verlauf entsteht bei den x-Ortungsspulen in Abb. 4.5(b).
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Verlauf der Gegeninduktivitdt der 5. und 3. Ortungsspule zur gesuchten Spule
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Aus Gleichung (4.4) kénnen nun aus den gegeniiberliegenden Gegeninduktivitdten die
jeweiligen Koordinaten ermittelt werden. In Abb. 4.6(a) wird die z-Koordinate zcacs
aus den Gegeninduktivitdten berechnet. Da der Fehler fiir die Bewertung des Verfah-
rens interessanter ist, wird in Abb. 4.6(b) und auch in allen folgenden Abbildungen die
Differenz

Azs = 2cales — 25 (4.6)

zwischen den berechneten Werten zc,. und den realen Koordinaten zg dargestellt.
Zusitzlich werden zwei Grenzlinien hinzugefiigt, welche eine gewiinschte Genauigkeit
von +5cm zur Orientierung darstellen.

Azg/mm

x5 = 100 mm, ys = 100 mm L
x5 = 100 mm, ys = 200 mm 400
n n

500 — ‘ ‘ ‘ ‘ ‘ ‘
0 100 200 300 800 200 -100 0 100 200 300

zg/mm zs/mm

Abb. 4.6.: Berechnete z-Koordinate der gesuchten Spule zcaic,s (links) und deren Abweichung zum
realen Wert Azg (rechts) fir verschiedene Verlaufe an der z-Achse mit verschiedenen Ver-
schiebungen in x- und y-Richtung

Hier zeigt sich, dass die nicht beriicksichtigte Verschiebung grofie Fehler bei der
Ermittlung der Koordinaten verursacht, welche besonders beim Nulldurchgang der
Gegeninduktivitdt hohe Abweichungen erzeugt. Zusétzlich hat die vernachlissigte Spu-
lengréfe g, nahe der Spulen einen Einfluss auf die Berechnung fiir kleine Absténde (siehe
xs = 0mm & ys = O0mm). Es ist auch erkennbar, dass sich die z- und y-Verschiebung
gleich verhalten (zg = 100mm & ys = Omm und zg = Omm & ys = 100 mm),
wodurch der Unterschied zwischen der Verschiebung in z- und y-Richtung keine Rolle
fiir die Ermittlung der z-Koordinate spielt. Der Fehler durch die Beeinflussung nahe
der Ortungsspulen aus Abb. 4.4 fiir xg = 100mm & ys = 0mm zeigt sich auch hier,
allerdings ist der Fehler sehr gering und befindet sich in einem Bereich in dem das
Verfahren gute Werte liefert.

Der Fehler Ays wird in Abb. 4.7(a) gezeigt. Dabei sind die berechneten Werte fiir
ys = Omm sehr nah an der korrekten Position der gesuchten Spule. Fiir eine Verschie-
bung bei ys # 0mm entstehen allerdings grofe Fehler, welche sich alle auferhalb der
gewiinschten Genauigkeitsgrenze befinden, da in der Berechnung eine Verschiebung
nicht beriicksichtigt wird. Die maximalen Fehler nahe zg = Omm ldsst sich dadurch
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erklidren, dass hier die Gegeninduktivititen durch den Nulldurchgang sehr klein wird
und numerische Fehler von CST Studio Suite® hier grofkere Auswirkungen hat.
Fir den Azg in Abb. 4.7(b) stellt sich die gleiche Problematik wie beim y-Fehler dar,

wobei der absolute Fehler, durch den geringeren Abstand der Spulen untereinander
(x4 = 250 mm), geringer ausfillt.
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Abb. 4.7.: Abweichungen durch die Verhdltnismethode fiir verschiedene Verliufe an der z-Achse mit
verschiedenen Verschiebungen in x- und y-Richtung

Um eine allgemeinere Aussage iiber die Verhiltnismethode zu treffen, wird anhand der
analytischen Gleichung (3.67) aus Unterkapitel 3.4.2 eine Darstellung zur graphischen
Abweichung der Verhéltnismethode zu dem realen Koordinaten entworfen. Diese Simula-
tionsplattform vernachléssigt allerdings durch (3.67) die direkten Einfliisse der Spulengeo-
metrie auf die Berechnung der Gegeninduktivitit und beinhaltet auch die entsprechenden
Néaherungen. Zur besseren Visualisierung werden die Ergebnisse nur in der y-z-Ebene be-
trachtet und zg als konstant gesehen. Der Einfluss der z-Ortungsspulen (3. und 4.) ist
weiterhin gleich mit den y-Ortungsspulen (5. und 6.) und muss daher nicht noch zusétzlich
betrachtet werden. Die Ausrichtung s ist ebenfalls konstant bei S5 = 0°.
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Abb. 4.8.: Systematische Abweichungen der Verhdltnismethode in der y-z-Ebene fir rs = Omm
(Links: Abweichung Azs; Rechts: Abweichung Ays)
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In Abb. 4.8 sind die Fehler der jeweiligen Koordinate (ys und zg) fiir xg = 0 mm und
as = 90° farblich markiert. Die ,aktiven“ Ortungsspulen, welche fiir die Berechnung
der Koordinate genutzt werden, sind rot markiert, wobei die Skalierung der Spulen nur
beispielhaft ist. Um die Ausrichtung der gesuchten Spule S ebenfalls besser nachzuvoll-
ziehen ist ein beispielhafter Ort ebenfalls dargestellt, welches sich je nach Ausrichtung
ag andert.

In Abb. 4.8(a) bestétigen sich die Aussagen aus Abb. 4.6. Je hoher die Verschiebung
in y-Richtung desto hoher ist die Abweichung bei der Verhiltnismethode. Der Fehler
sinkt nahe des Mittelpunkts bei zg = O0mm, da sich hier der Einfluss der Verschiebung
ausgleicht. Daher ist der Fehler bei der y-Achse bei zg = Omm auch minimal. Beim
Nulldurchgang der Gegeninduktivitdt ist auch hier die Abweichung maximal (siehe
weifi-gelbe Geraden in Abb. 4.8(a), da dieser Sonderfall nicht in der Berechnung der
Verhéltnismethode beriicksichtigt wird.

Die Abweichung des y-Fehlers Ays in Abb.4.8(b) kann auch als Drehung des Fehlers
von Azgs um ag = 90° betrachtet werden. Hier ist ebenfalls der Fehler entlang z-Achse
bei ys = Omm minimal, da sich die Effekte durch die z-Verschiebung ausgleichen. Fiir
eine steigende Verschiebung wird hier sogar die Abweichung minimal und es entsteht
eine Ellipsen-/Kreisform (je nach Grofe der Ortungsumgebung und Skalierung), wo die
Abweichung Ays am geringsten ist.
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Abb. 4.9.: Systematische Abweichungen Arg . der Verhiltnismethode in der y-z-Ebene fir xs = 0 mm

Der Gesamtfehler Arg,, = /Az%+ Ay? aus Abb. 4.8(a) und 4.8(b) ist in Abb. 4.9
dargestellt. Hier sind nur die geringen Abweichungen bei ys = 0 mm gleich, sodass hier
weiterhin der Fehler minimal ist und bei Verschiebungen fiir ys oder xg immer eine
Abweichung zu erwarten ist. Generell kann hier empfohlen werden, dass sich bei diesen
Verfahren die gesuchte Spule S immer innerhalb der Maxima (weif-gelbe Geraden)
befinden sollte.

Wenn nun eine zusétzliche Abweichung durch die Verschiebung von ¢ = 100 mm ent-
steht, erhohen sich die Abweichungen fiir beide Fehler Azg und Ays. In Abb. 4.10(a) ist
nur noch die Gerade bei zg = 0 mm minimal und die Maxima durch den Nulldurchgang
haben sich ebenfalls gendhert, sodass diese eine Kugel im 3D-Raum formen, welche den
Ortungsraum begrenzt. Eine dhnliche Kugelbildung ist auch in Abb. 4.10(b) sichtbar, wo
sich die Minima Ellipse/Kugel ebenfalls verkleinert.
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Abb. 4.10.: Systematische Abweichungen der Verhdltnismethode in y-z-Ebene fir xs = 100mm
(Links: Abweichung Azs; Rechts: Abweichung Ays)

In Abb. 4.11(a) und 4.11(b) ist die gesamte Abweichung Arg,. der beiden Komponenten
dargestellt und zeigt nur noch punktuelle Minima und generell stéarkere Abweichungen.
Zusétzlich ndhert sich die Begrenzung des Ortungsraum hier auch wieder den Koordina-
tenursprung 7, und stellt eine Art radiale Begrenzung fiir die Verhéltnismethode dar.
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Abb. 4.11.: Systematische Abweichungen Ars . der Verhdiltnismethode in y-z-Ebene fiir g = 100 mm

(links) und xg = 200 mm (rechts)
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4.1.1.2. Verwendung von kleineren Ortungsspulen

Um den Fehler nahe der Messspulen durch die Vernachlédssigung des Wertes der Spu-
lengrofe 7o, zu verringern, wird eine Spule verwendet, deren Kantenlinge jeweils von
100 mm x 100 mm auf 50 mm x 50 mm halbiert bzw. die Fliche geviertelt wurde. Da-
bei zeigt sich in Abb. 4.12, dass sich der Fehler durch die Spulengréfse bei xg = Omm
& ys = 0mm etwas verkleinert, allerdings der Fehler fiir die Verschiebung gréfer wird,
da sich trotz der gleichen Verschiebung, die Ladespule wegen der geringeren Grofe der
Ortungsspule weiter entfernt hat.
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Abb. 4.12.: Abweichungen Azs durch die Verhdltnismethode fir kleinere Ortungsspulen (50mm X
50mm, N =10))

4.1.1.3. Einfluss des Ausrichtungswinkels «

Die Idee der Verhéltnismethode ist, dass es durch die genau gegeniiberliegende Ortungs-
spulen, keinen Einfluss auf die Lage der gesuchten Spule geben soll, da sich dieser Einfluss
kompensieren soll. Abb. 4.13 zeigt den Einfluss des z-Fehlers von der Drehung o und der
x-Verschiebung. Hier zeigt sich sehr klar, dass die Lage keinen Einfluss auf das Ergebnis
der beiden Parameter hat. Nur bei dem Nulldurchgang wird weiterhin durch die hohe
Néahe an der x-Ortungsspule bei xg = 100 mm ein Einfluss festgestellt.

ag =90° zg = 0 mm

500 ag = 90°, zg = 50 mm

ag = 90°, zg = 100 mm
400 - as = 120°, zg = 0 mm

ag = 120°, zg = 50 mm

300 -
ag = 120°, zg = 100 mm

200 F ag = 150°, g = 0 mm

ag = 150°, g = 50 mm

100

ag = 150°, g = 100 mm

Azg/mm

-200
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500 | | | | | | |
-300 -200 -100 0 100 200 300
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Abb. 4.13.: Abweichungen Azs durch die Verhdltnismethode mit Beriicksichtigung des Winkels ag

Anders sieht es bei Ermittlung der y-Koordinate unter Beriicksichtigung des Winkels
a zwischen der z- und y-Achse aus. Durch die vorgeschriebene Geometrie des Messsys-
tems, werden die y-Ortungsspulen unterschiedlich stark von Feld durchdrungen, wenn
die Ausrichtung zu einer Ortungsspule stirker gerichtet ist. Abb. 4.14 zeigt den magne-
tischen Feldstiarkeverlauf, fiir die relevanten y-Anteil des magnetisches Feldes fiir die y-
Ortungsspulen. Die z-Ortungsspulen werden von diesem Effekt nicht so stark beeinflusst,
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da diese einen groferen Abstand und die gesuchten Spule eine geringe Verschiebung hat.
Somit ist der Hauptfehler auch hier die Verschiebung, welche in der Verhiltnismethode
nicht beriicksichtigt wird. Der Ayg ist in Abb. 4.15(b) dargestellt und zeigt eine haupt-
sichliche Abhéngigkeit vom Winkel a.. Eine geringe Abhéngigkeit von der z-Verschiebung
ist auch hier erkennbar, welche aber nicht dominiert, sondern mit dem Verlauf aus Abb.
4.15(a) vergleichbar ist.
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Abb. 4.14.: Feldstirkenverlauf von H, bei dem Messsystem mit einer Ausrichtung von o = 150°
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Abb. 4.15.: Abweichungen Ays und Axs durch die Verhdltnismethode mit Bericksichtigung des Win-
kels ag

Um weitere allgemeinere Aussagen iiber den Einfluss der Ausrichtung durch ag zu ma-
chen, wurden weitere Simulationen in der y-z-Ebene durchgefiihrt. In Abb. 4.16(a) wurde
wie in Abb. 4.15(a) die Ausrichtung auf ag = 120° geéindert, welches auch durch die Aus-
richtung der gesuchten Spule S sichtbar ist. Als Folge ist ein schmalerer Minima-Bereich
(blau) erkennbar und die Begrenzung durch den Nulldurchgang ist hier stirker. Fiir den
Einfluss auf yg ist ebenfalls ein schmalerer Minima-Bereich (blau) sichtbar, da diese auf
die Fehlerverteilung von Abb. 4.16(a) geht. Zusétzlich ist auch hier schwach die Begren-
zung durch den Nulldurchgang (weik-gelbe Geraden/Begrenzungen) sichtbar.
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Abb. 4.16.: Systematische Abweichungen der Verhiltnismethode in y-z-Ebene fir vs = Omm und
ag = 120° (Links: Abweichung Azs; Rechts: Abweichung Ays)

Bei einer starkeren Drehung mit ag = 150° werden die Effekte stirker, sodass sich in
Abb. 4.17(b) die Begrenzung weiter néhert und die Minima-Fldache verringert. In Abb.

4.17(b) ist der Elipsenverlauf der Minima nochmal schmaler und geht weiterhin in das
Fehlerbild aus 4.17(a) iiber.
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Abb. 4.17.: Systematische Abweichungen der Verhiltnismethode in y-z-Ebene fir rs = Omm und
ag = 150° (Links: Abweichung Azgs; Rechts: Abweichung Ays)

Die resultierenden Abweichungen Arg,. sind in Abb. 4.18(a) und 4.18(b) fiir jeweils
as = 120° und ag = 150° dargestellt. Hier zeigt sich deutlich, dass die Erh6hung des
Ausrichtungswinkels ag den sinnvollen Bereich fiir die Verhaltnismethode verkleinert und
gleichzeitig die Minima-Fldche (blau) verringert.
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Abb. 4.18.: Systematische Abweichungen Arg . der Verhdltnismethode in y-z-Ebene fir xs = 0 mm
und ag = 120° (links) oder as = 150° (rechts)

4.1.1.4. Erweiterung des Messsystems durch mehr Ortungsspulen

In den vorherigen Untersuchungen wurde gezeigt, dass die grofiten Fehler der Verhéltnis-
methode durch die Verschiebung entstehen. Um diesen Verschiebungsfehler zu vermeiden
wird ein erweitertes Messsystem vorgeschlagen, welches mehr Ortungsspulen beinhaltet.
Dadurch soll, je nach Verschiebung, ein anderes Spulenpaar (gegeniiberliegender Ortungs-
spulen) angesprochen werden. Um mehrere Spulen unterzubringen, werden die kleinen
Ortungsspulen verwendet. Abb. 4.19 zeigt das gewdhlte CST Modell des neuen Messsys-
tems.

- - S

Abb. 4.19.: Ortungssystem mit einer erhéhten Anzahl (N1, = 26) von Ortungsspulen

Da jedes Spulenpaar die Koordinaten der gesuchten Spule mit der Verhaltnismethode
berechnet (bei z sind es vier, da vier Spulenpaare fiir die z-Achse existieren), muss auch
die beste Berechnung ermittelt werden. Die beste Auswahl besitzt das grofste Produkt
(max (M, s - M,, s)) aus beiden Gegeninduktivitiit, da dabei die Grofenordnung der Ge-
geninduktivititen besser beriicksichtigt wird.
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Abb. 4.20.: Fehler fir die Auswahl des grofiten Produktes der Gegeninduktivititen der jeweiligen Spu-
lenpaare von vier Spulenpaaren (gréfites geometrisches Mittel)

In den Abb. 4.20 sind die jeweiligen Berechnungsfehler der Verhéltnismethode dargestellt,
wobei das Spulenpaar iiber das grofte Produkt der Gegeninduktivitit des Spulenpaars
ausgewdhlt wird. Dabei zeigt sich deutlich, dass sich die Ergebnisse im Vergleich zum
normalen Messsystem mit sechs Spulen verbessert haben und zum groflen Teil die
gewiinschte Abweichung von 5cm erfiillen. Dabei wiirde bei einer noch héheren Anzahl
von Ortungsspulen, dass Ergebnis weiterhin verbessert werden. Allerdings wiirde es die
Kosten bei der Herstellung das Ortungssystem und die Ansteuerung und Auswertung
durch eine Schaltung steigern. Der grofste Vorteil der Verhiltnismethode ist die sehr
einfache Berechnung der Koordinaten, die geringe Abhéngigkeit der Ausrichtung und die
nicht erforderlichen Kenntnisse iiber das System, solange alle Ortungsspulen gleich sind.
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Abb. 4.21.: Systematische Abweichungen der Verhiltnismethode mit einer héheren Anzahl von Or-
tungsspulen in y-z-Ebene fir xs = 0mm und ag = 90° (Links: Abweichung Azs bei
Ny, =4 und N1,y = 2; Rechts: Abweichung Ays bei Ny, , =2 und Ny, , = 10)

Der Aufbau aus Abb. 4.19 soll nun auch in die Simulationsplattform iibertragen werden,
um daraus den Einfluss im gesamten Raum und fiir eine weitere sehr hohe Ortungsspu-
lenanzahl analysieren zu konnen. Bei einer optimalen Wahl des korrekten Spulenpaares
ergeben sich wie in Abb. 4.19 die Abweichungen Azg in Abb. 4.21(a) und Ays in Abb.
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4.21(b). Durch die hohere Anzahl der Ortungsspulen konnen somit die Fehler durch die
Verschiebung jeweils deutlich verringert werden, wobei die Nachteile der Verhiltnisme-
thode noch sichtbar ist.

Die resultierende Abweichung Arg,. aus Abb. 4.22(a) zeigt deutliche Verbesserungen
im Vergleich zu Abb. 4.9. Generell ist hier der Bereich fiir die Verhéltnismethode gréfer
bzw. die Begrenzung durch den Nulldurchgang weiter entfernt.
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Abb. 4.22.: Systematische Abweichungen der Verhdltnismethode mit einer héheren Anzahl von Or-
tungsspulen in y-z-Ebene fir g = 0mm und ag = 90° (Links: Abweichung Ars . bei
N, =4 und Ny, y = 10; Rechts: Abweichung Ars . bei Ny, , = 100 und Ny, = 100)

Wenn nun die Anzahl der Ortungsspulen auf jeweils 100 Ortungsspulen pro Koordinate
in Abb. 4.22(b) erhoht werden, sieht man die Konvergenz der Verhéltnismethode fiir die
Erhohung der Ortungsspulen bei xg = 0mm und ag = 90°. Es zeigt sich, dass es einen
minimalen Bereich (blau) entlang der z-Achse bei yg = 0mm gibt und die Abweichung
aufkerhalb des Bereiches sich konstant (und gering) entlang der z-Achse bewegt. Die
Fehler sind in diesem Fall gering und wiren fiir das Verfahren akzeptable, allerdings
ist der Hardwareaufwand durch die extrem hohe Anzahl der Ortungsspulen und der
notwendigen Messgeréte enorm und nicht wirtschaftlich.

Zusétzlich soll nun noch die Auswirkung dieser enormen Ortungsspulenanzahl auf die
Ausrichtung ag und die Verschiebung xg, wenn dort nur Ny, = 2 Ortungsspulen vorhan-
den sind. In Abb. 4.23(a) wurde die Ausrichtung der gesuchten Spule S auf ag = 120°
gedndert, wodurch sich die Abweichung Arg,, deutlich verringert. Der Grund dafiir ist,
dass durch die enorme Erhéhung der Ortungsspulenanzahl sich hier mehr Vorteile er-
geben, wenn durch die Ausrichtungen beide Koordinaten besser erfasst werden konnen.
Anders sieht es bei der Erhohung der Abweichung auf xg = 100 mm aus, da die Anzahl
der z-Ortungsspulen weiterhin bei Ny, x = 2 bleibt und sich dadurch kein Vorteil auf der
x-Achse ergibt. Hier ist sogar die Begrenzung klar durch ein Rechteck gekennzeichnet.
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Abb. 4.23.: Systematische Abweichungen Ars . der Verhdltnismethode mit einer hoheren Anzahl von
Ortungsspulen Ni,, = 100 und Niy, = 100 in der y-z-Ebene fir ag = 120° (Links:
Abweichung bei s = 0mm; Rechts: Abweichungen bei x5 = 100 mm)

4.1.2. Analytische Methode

Da die Verhéltnismethode hohe systematische Fehler bei Verschiebungen besitzt, wird
nun versucht die Gegeninduktivitdt auch in Abhangigkeit der Verschiebung zu beriick-
sichtigen. Dabei wird die verifizierte Gleichung (3.67) aus Unterkapitel 3.4.2 als Grundlage
genutzt, welche die Gegeninduktivitat zwischen einer Leiterschleife und einer beliebigen
Spule ndherungsweise beschreibt. Fiir die Umsetzung des Verfahrens werden entweder
vorher alle Gegeninduktivitdten berechnet und mit den simulierten Gegeninduktivitéten
aus CST Studio Suite®verglichen oder durch Optimierer versucht die Gleichung anhand
von den simulierten Daten zu losen. Diese Koordinaten werden dann mit den simulierten
Koordinaten der gesuchten Spule verglichen und der Fehler Arg wird daraus ermittelt.
Dabei bendétigt das Hinterlegen der Werte mehr Speicher, wohingegen die numerische Be-
rechnung mehr Rechenressourcen verlangt. Eine direkte Umstellung nach den jeweiligen
Koordinaten ist durch die transzendente Eigenschaft der Gleichung (3.67) nicht mog-
lich. Die Verwendung der Neumann-Gleichung aus (3.77) ist ebenfalls fiir eine beliebige
Spulenstruktur denkbar, aber erfordert eine deutliche hohere Berechnungszeit.

4.1.2.1. Ermittlung von drei unbekanntem Parameter (x, y und z)

Mit Hilfe eines Ortungssystems, welches je Koordinatenachse zwei Leiterschleifen besitzt,
soll nun der Ort der gesuchten Spule bestimmt werden (vgl. Abb. 4.24). Dazu werden
die gemessenen Gegeninduktivitiaten der Leiterschleifen myyess s (hier: Ny, = 6) ermittelt
und durch die Gleichung (3.67) als mg aus den jeweiligen Leiterschleifen bestimmt. Zur
Losung der gesuchten Koordinaten der gesuchten Spule 75 ergibt sich fiir die Messungen
myjess Und den berechenbaren Gegeninduktivitdten mg aus (3.67) folgende Darstellung:

M, 5(7s, as, fs)
My (75, as,
7?5 = argmin(mMess,S - ms) mit mgs = 275( S, > BS) . (47)

7s,0s,0s :
Mn, s(75, ag, Bs)
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b4

L.

)

Abb. 4.24.: Ortungssystem aus Leiterschleifen zur Lokalisierung der gesuchten Spule

Die Funktionen M, s entstehen aus der Gleichung (3.67), aber variieren je nach Ort und
Ausrichtung der jeweiligen Ortungsspule, sodass beispielsweise

M, s(ws,ys, 25, as, Bs) = Mag(xs, ys, za — 2s, ag + 180°, Bs) (4.8)

fir die 2-Ortungsspulen am Ort 7y, = (0,0,j:%d) mit dem Abstand zq und der
Ausrichtung zum Koordinatenursprung 7y (Mittelpunkt des Ortungsvolumens) gilt.

Zur Losung von (4.7) kénnen Optimierer genutzt werden, welche allerdings aufgrund
der hohen Dimensionalitit und der zahlreichen Unbekannten eine hohe Rechenleistung
erfordern. Diese Losung ware in der Realitdt nicht immer abhéngig von der gewiinsch-
ten Genauigkeit und verfiigharen Rechenleistung sinnvoll, da die Ergebnisse sehr zeit-
nah abgerufen werden sollen und kostspielige Rechenhardware und den damit hohen
Energieverbrauch vermieden werden soll (im spéateren Kapitel wird dieser Losungsweg
allerdings betrachtet). Alternativ kann eine hohe Anzahl von moglichen Gegeninduk-
tivitdten im Ortungsraum im Voraus fiir jede Ortungsspule n durch My, s berech-
net werden, in einer Datenbank abgelegt werden (Look-Up-Tables (LUT)), wodurch
nur noch einfache und schnelle Rechenoperationen mit den Messergebnissen Myjess s =

MM@SSﬂ%S ) ]lNLUT,xJVLUT,y,NLUT,z (ElnStensor>

NL
TCale,s = argmin E |MMess,n,S - MLUT7n,S| . (49)
Ts,as,8s \ ,—1

durchgefithrt werden muss. Hier ist in der Anwendung also eher ein hoher Speicher
mit allen Ergebnissen notwendig, welcher durch die Anzahl der vorberechneten Werte
Nrurx, Noury und Npur, der jeweiligen Koordinaten abhéngig ist.

In dem Fall von Abb. 4.24 werden sechs Look-Up-Tables Myt . s (fiir jede Leiterschleife)
berechnet. Es ist darauf zu achten, dass die jeweiligen Koordinatensysteme zueinander
passend transformiert werden, sodass die gesuchten Koordinaten iibereinstimmen. Die
Look-Up-Tables besitzen jeweils eine Groke von 665.091 Eintrégen (Npyr, = 161 X
Npury = 81 X Npyrx = 51) bei einer Abmessung von zq = 250 mm, yq = 400 mm und
zq = 800 mm, wobei eine raumliche Abtastung von 5 mm stattgefunden hat. Die jeweilige
Ausrichtung (bzw. die Winkel) der gesuchten Spule sind weiterhin bekannt.
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Arg/mm

Arg/mm

-400

500 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
400 300 200 100 O 100 200 300 400
zg/mm

(a) ohne Winkeleinfluss (b) mit Winkeleinfluss

Abb. 4.25.: Koordinatenfehler Arg fiir die Ermittlung des Ortes der gesuchten Spule entlang der z-
Achse fiir ys = 100mm und xs = 0 mm

Da die Abweichung am interessantesten ist, um das jeweilige Verfahren zu bewerten, wird
der jeweilige Koordinatenfehler Arg = 7aes — 7's in Abb. 4.25(a) dargestellt. Dabei wird
die gesuchte Spule entlang der z-Achse bewegt, wobei ys = 100mm und zg = Omm
ist. Es zeigt sich auch hier, dass sich der Groftteil innerhalb der 5cm Grenze befindet,
aber ein Rauschen auf den Ergebnissen liegt. Das Rauschen entsteht dadurch, dass die
Gleichung (3.67) von mehreren Parametern abhingt. Da immer die Gegeninduktivitét
gesucht wird, die die geringste Differenz zur simulierten Gegeninduktivitdt hat, konnen
dadurch falsche Entscheidungen getroffen werden. Losung wire eine feinere riumliche Dis-
kretisierung, welche allerdings den Aufwand zur Datengenerierung enorm erhéhen wiirde.

Zusitzlich entsteht auch bei CST Studio Suite® ein numerisches Rauschen (besonders bei
sehr kleinen Gegeninduktivitdten nahe des Nulldurchgangs), welche Fehler verursachen.
Die grofsten Fehler sind im Bereich von zg = —400mm, zg = Omm und zg = 400 mm,
welche durch die Ndherung der Formel entstehen (siche Unterkapitel 3.4.2).

4.1.2.2. Beriicksichtigung der Ausrichtung (z, y, z, @ und /)

Zusitzlich zu den jeweiligen Koordinatenachsen wird nun die Ausrichtung von a und 3
mitberiicksichtigt. Es ergeben sich allerdings technische Probleme bei der Berechnung.
Durch die Beriicksichtigung der zwei Winkel wiirde sich die Grofe einer Look-Up-Table
auf etwa 861 Millionen Elntrage (NLUT,Z = 161 x NLUT,y =81 x NLUT,X =51 X NLUT,a =
36 x NLut,s = 36) ergeben, wobei Berechnungen fiir jede 5 mm und jede 10° der Ausrich-
tung umgesetzt werden. Bei der Verwendung eines Double-Datentyps (8 Byte) werden
somit etwa 6.9 GB Arbeitsspeicher pro Leiterschleife notig. Eine Verringerung der Ge-
nauigkeit, um den Bedarf an Rechenleistung und Arbeitsspeicher zu verringern, fithrt zu
deutlich ungenaueren Ergebnissen, da sich die Ungenauigkeiten gegenseitig verstirken,
indem vermehrt falsche Riickschliisse getroffen werden. In Abb. 4.25(b) werden die jewei-
ligen Koordinatenfehler Arg fiir die Ermittlung des Ortes der gesuchten Spule durch die
analytische Ndherung gezeigt, wobei nun die Ausrichtung der gesuchten Spule auch unbe-
kannt ist. Die beiden zusétzlichen Unbekannten ag und fs erzeugen weitere Fehlerquellen,
wodurch sich der Fehler bei der Lokalisierung durch dieses Verfahren vergrofert. Ein wei-
terer grofer Nachteil des Verfahrens ist, dass die Gleichung 3.67 nur fiir Leiterschleifen
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gilt. Da die Leiterschleife eine geringe Eigeninduktivitat besitzt, folgt daraus auch eine
geringe Gegeninduktivitit zur gesuchten Spule, welches die Messungen erschwert. Hier
wiirde sich eine planare Spule mit mehreren Windungen besser eignen. Allerdings wiirde
sich eine analytische Formel fiir planare Spulen deutlich komplexer gestalten.

4.1.2.3. Verwendung von Optimierer

Fiir das Optimierungsproblem wird die Fehlerfunktion fga (auch Fitnessfunktion)

Ny,
FC&IQS = argmin Z |M1\/Iess,n,S - Mn,S(xSa Ys, zs, g, BS)| (410)
ms,as,8s |

-~

fGA (MI\ACSS,’ILS 7778 PIe%] 7ﬁs)

dahnlich zum LUT genutzt. Zur Losung dieser Problemstellung haben aufgrund der hohen
Anpassungsfahigkeit genetische Algorithmen (GA) aus |73, 74| gute Ergebnisse geliefert.
Genetische Algorithmen sind vom Prinzip der Evolution aus der Natur inspiriert, wo sich
nur das beste Eigenschaften/Ergebnisse ,fortpflanzen® (Selektion/Partnerwahl), diese an
ihre ,Kinder* weitergegeben (Nachkommen) und auch zufillige Eigenschaften hinzuge-
fiigt werden (Mutation). Im Folgenden wird der verwendete genetische Algorithmus kurz
dargestellt, wobei dieser sich je nach Anforderungen in seinen Gleichungen unterscheiden
kann:

0. Initialisierung;:

Bei der Initialisierung ist es vom Vorteil den Losungsraum einzuschrinken, damit kei-
ne ungewollten Berechnungen durchgefiihrt werden. Im Fall der induktiven Ortung sind
die Orte innerhalb des Ortungsraum fiir 75 min = —(5, %, %) und 75 max = (55, %, %),
sodass 7s € [FS.min, 7S,max] gilt. Die eckigen Klammern kennzeichnen hierbei die Ver-
bindungsstrecke (das abgeschlossene Streckensegment) zwischen den beiden Ortsvek-
toren im dreidimensionalen Raum. Fiir die Ausrichtungen der gesuchten Spule gelten
ag,fs € [—180°,180°]. Am Anfang werden Ngu zufiillige Parametervektoren (Indivi-
duen) fiir unsere Funktion M, s(xs,ys, zs, as, fs) mit einer zufélligen Gleichverteilung

Uzutan(a, b) zwischen a und b erstellt

0 Tq
7:)S,min 0 Yd
XGAn0 = |QSmin | +Uzutan | |Of , | 24 (4.11)
B min 0| |360°
0 360°

mit der gleichverteilten Wahrscheinlichkeitsdichtefunktion

1
— a<z<)
Uzntan(a,0) = p(z) = ¢ b—a = 7 (4.12)

0 sonst
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und durch die initiale Matrix Xga o als

TS n,k
YSs.n k

XGao = [Xaa10 Xcazo 0 XGANGaO) mit XCGAnk = | 28k (4.13)
Qs n.k

BS,n,k

zusammengefasst.

1. Fehler- /Fitnessbewertung:

Um die jeweiligen Individuen zu bewerten, wird eine Fitnessfunktion foa(Xcank)
verwendet. In diesem Fall wird es durch die Fehlerfunktion aus (4.10) durchgefiihrt, wo
eine minimale Abweichung angestrebt wird.

2. Selektion:
Da hier ein Minimierungsproblem vorhanden ist, wird der Kehrwert der Fehlerbewertung

genutzt und aus diesem Ergebnis das jeweilige Individuum Xga ,, 1 durch die Wahrschein-
lichkeit

1
foa(XGA,n,k) (4.14)

ZNGA 1
n=1 faa(XGAn.k)

gewichtet. Diese Gewichtungsform wird die Roulette-Wheel-Selektion genannt und durch
das Ziehen (mit Zuriicklegen) der jeweiligen Wahrscheinlichkeiten P(xga k) entstehen
die ,Eltern” xga Eitern, 1,4, Welche die besten Ergebnisse beinhalten, zur Bildung der néchs-
ten Generation:

P<XGA,n,k) =

X @A, Elternk = [XGA,Eltern,l,k XGA,Eltern,2,k " ° XGA,NGA,Eltem,k} . (4.15)

3. Rekombination /Nachkommen:

Nun sollen die Eigenschaften der ,Eltern” Xga gitern.nkx auf eine neue Generation tiberge-
ben werden. Diese Weitergabe wird wie bei der Evolution durch zwei zufillige Elternteile
gegeben, welche beide zwei ,Kinder” erzeugen. Die Figenschaft der Kinder enthilt wie-
derum Teile der Eigenschaften des Elternpaares. Diese Vererbung kann beispielsweise
durch

X@GA Kind, 1,k = OVererbung * XGA Eltern,1,k + (1 - aVererbung)XGA,Eltern,2,k (416)

und

XGA Kind 2,k = QVererbung * XGA, Eltern 2.k T (1 — QVererbung ) XGA, Eltern, 1k (4.17)

erfolgen, wobel avererbung € [0, 1] und durch den Anwender gewéhlt werden kann. Hier
wurde avererbung = 0,8 gewahlt.
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4. Mutation:
Die ,Kinder* kénnen dann auch zufillige Eigenschaften in Form von Mutationen durch

: 2
XGA,nk+1 = XGA,Kind,nk T EGA mit eca = Nzutan (0, 0¢4) (4.18)

besitzen und werden somit zur neuen Generation;

XaAkt1 = [XGALI+1 XGA2k+1 **° XGANaakt1]
= [Xaa1k T EGA XGA2k T EGA “*° XGANgak T EGA] - (4.19)
Abbruchkriterium:

Die Schritte 1. bis 4. wiederholen sich dann so lange, bis ein Abbruchkriterium
erfiillt ist. Typische Kriterien sind maximale Anzahlen von Generationen Nga Gen max,
zu lange Berechnungsdauer, das Erreichen der gewiinschten Genauigkeit, das Er-
reichen einer Konvergenz durch eine Toleranz pikonvergen, durch die Beziehung

|fGA (XGA,min,k+1) - fGA (XGA,min,k>| < NKonvergenz oder keine weitere Verringerung
der Toleranz nach einer bestimmten Anzahl von Generationen.

Die Beurteilungsverfahren der jeweiligen Schritte kdnnen je nach Anforderungen variie-
ren |73,74].

Im Folgenden werden als Parameter Nga genmax = 2000, Nga = 2000 und
HKonvergenz = 10732 gewihlt, welche eine hohe Berechnungszeit erfordern, aber auch hohe
Genauigkeiten erzielen. Die Ortungsalgorithmen werden anhand der Verldufe aus 4.1.2.1
und 4.1.2.2 gepriift und analysiert.
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Axg Axg

400 - 400 -
—Ays — Ays
300 Azg 300 Azg
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(a) ohne Winkeleinfluss (b) mit Winkeleinfluss

Abb. 4.26.: Lokalisierungsabweichungen durch die analytische Gleichung (3.67) unter Verwendung von
genetischen Algorithmen zur Minimierung der Fehlerfunktion in (4.10) bei xs = 0mm,
ys = 100 mm, ag = 90° und Bs = 0°

In Abb. 4.26(a) sind die Abweichungen der Ortungsergebnisse fiir nur die unbekannten
Ortskoordinaten, aber fiir bekannte Ausrichtungen (ag und fg) dargestellt. Hier zeigt
sich, dass durch die Bedingung von (3.67) durch 72 < r?+ 2%, hohe Abweichung nahe der
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Ortungsspulen entstehen, aber bei sonst sehr gute Ergebnisse liefert.

Fiir die zusédtzliche Betrachtung der Ausrichtungen ag und fs wird die Problemstellung
komplexer. Dadurch erhéht der Fehler in Abb. 4.26(b) nahe der Ortungsspulen. Wenn
also die Leiterschleifen entweder klein genug oder der Ortungsraum grof genug ist, sind
die Ergebnisse durch die Verwendung von Optimierer eine gute Moglichkeit fiir die Lo-
kalisierung von Leiterschleifen. Zusétzlich validieren die Ergebnisse erneut die Gleichung
(3.67).

Fiir die Berechnung wurde bei einer Workstation mit einem Intel i7-10700K CPU
eine durchschnittliche Berechnungszeit pro Wert von Tga. =~ 4,5s (ohne Winkel,
pro Wert) und Tgae ~ 7s (mit Winkel, pro Wert) benétigt. Durch Optimierungen
im Programmcode, Vermeidung von unnoétigen Hintergrundprozessen wihrend der
Berechnungen (Betriebssystem, andere Programme) und durch spezielle Anpassung an
die Berechnungshardware, kann die Berechnungszeit noch weiter verringert werden. Je
nach Anforderungen an die Genauigkeit ist somit eine simultane Berechnung aus den
Messwerten und eine Live-Darstellung der Ortungsergebnisse hier denkbar.

4.1.2.4. Verwendung von beliebigen planaren Spulengeometrien

In Kapitel 3.4.3 wurde anhand (3.69) angenommen, dass bei 12 < r? + 22 der Verlauf ei-
ner beliebigen planaren Spule durch den konstanten Faktor M, ,, g beriicksichtigt werden
kann. Dazu wurden in Abb. 4.27 genetische Algorithmen als Losung fiir die Spulenan-
ordnung (Ortungsspulen und gesuchte Spule) aus Abb. 3.31(a) fiir M, s = 68,398 pHm?
verwendet. Die Abweichungen sind dhnlich zu dem Fall durch Leiterschleifen, wobei bei
der planaren Spule die Abweichungen an den Begrenzungen bei zg = —450mm und
zs = 450 mm hoher sind. Aufgrund der hoheren Komplexitit der Spulengeometrie war
eine Berechnungszeit von Tgae &~ 31s (mit Winkel, pro Wert) erforderlich.

Axg

—Ays

Arg/mm

400 -300 200 -100 0 100 200 300 400
zs/mm

Abb. 4.27.: Lokalisierungsabweichungen durch die angepasste analytische Gleichung (3.69) unter Ver-
wendung von genetischen Algorithmen zur Minimierung der Fehlerfunktion in (4.10) bei
rs = 0mm, ys = 100mm, ag = 90°, Bs = 0° und ~vs = 0°

In Gleichung (3.69) wird eine quadratische Spulengeometrie vorgezogen, da die Aus-

richtung durch ~g nicht beriicksichtigt wird. Um diesen Einfluss fiir den Ortungsalgo-
rithmus zu analysieren werden die rechteckigen Spulen als gesuchte Spulen aus Abb.
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3.31(b) und 3.31(c) verwendet, wobei die Ortungsspulen weiterhin die quadratischen
Spulen bleiben. Als Anpassungfaktor werden My, s = 136,80 pHm?® (lange Spule) und
My,s = 188,09pHm? (sehr lange Spule) verwendet. Die Ergebnisse aus Abb. 4.28 zei-
gen dhnliche Ergebnisse wie bei der quadratischen planaren Spule, wobei die Fehler an
den Begrenzungen bei z = —450 mm und z = 450 mm nochmal héher sind, welches die
Bedingungen von (3.67) erneut unterstreicht.
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(a) Rechteckige Spule aus Abb. 3.31(b) bei vg = 0° (b) Sehr lange Spule aus Abb. 3.31(c) bei vg = 0°

Abb. 4.28.: Lokalisierungsabweichungen durch die angepasste analytische Gleichung (3.69) unter Ver-
wendung von genetischen Algorithmen zur Minimierung der Fehlerfunktion in (4.10) bei
s = 0mm, yg = 100mm, ag = 90°, Bs = 0° und vg = 0°
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(a) Rechteckige Spule aus Abb. 3.31(b) bei vg = 90° (b) Sehr lange Spule aus Abb. 3.31(c) bei vg = 90°

Abb. 4.29.: Lokalisierungsabweichungen durch die angepasste analytische Gleichung (3.69) unter Ver-
wendung von genetischen Algorithmen zur Minimierung der Fehlerfunktion in (4.10) bei
xs = 0mm, ys = 100mm, ag = 90°, Bs = 0° und vs = 90°

Fiir die Berechnung der Ortskoordinaten war bei der langen Spule aus Abb. 3.31(b)
eine durchschnittliche Berechnungszeit von T, =~ 32s und fiir die sehr lange Spule
aus Abb. 3.31(c) eine durchschnittliche Berechnungszeit von T, &~ 28s notwendig.
Somit ist fiir die bisherigen vorgestellten planaren Spulen eine Berechnungszeit auf dem
verwendeten System von etwa einer halben Minute fiir diese Optimierungsproblem mit der
Fehlerfunktion zu erwarten. Die Schwankungen enstehen durch die zufilligen Faktoren des
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Algorithmus, die unterschiedlichen Simulationsergebnisse der unterschiedlichen Spulen
und durch moégliche andere Hintergrundprozesse wiahrend der Berechnung, welche sowohl
die Berechnungszeit als auch die Losbarkeit der Problemstellung beeinflussen.

In Kapitel 3.4.3 zeigte sich, dass der Unterschied bei v5 = 90° am Grofsten ist, daher wur-
de in Abb. 4.29 auch diese Ausrichtung fiir die beiden rechteckigen Spulen als gesuchte
Spule betrachtet. Hier zeigt sich die gleiche Art der Fehler nahe der Ortungsspulen, wobei
die Hohe der Abweichung dhnlich ist, sodass eine Abhangigkeit von 75 nicht erkennbar ist.

Ergebnisse einer ganzen Ortungsebene:

Um einen anderen Blickwinkel auf die Ergebnisse der analytischen Methode durch Nut-
zung von genetischen Algorithmen zu erhalten, wurden verschiedene y-z Ebenen mit
jeweils 1000-Standorten der gesuchte Spule S fiir die Parameter xg € {0 mm, 100 mm}

und ag € {0°,90°} in CST Studio Suite®simuliert und die erzeugten Gegeninduktiviti-
ten mit (4.10) verwendet, um die jeweiligen Koordinaten wieder zu berechnen. Dadurch
ist es in Abb. 4.30 moglich die gesamten Abweichungsfehler Arg farblich darzustellen.
Diese Darstellung ist nicht so informationsreich wie die vorherigen Graphen, aber bil-
det dafiir einen kompletten Uberblick einer Ebene mit einer Ausrichtung innerhalb des
kompletten Ortungsbereiches. Die einzelnen Koordinatenfehler Axs, Ays und Azg sind
nochmal separat im Anhang E.0.1 dargestellt.
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Abb. 4.30.: Lokalisierungsabweichungen durch die angepasste analytische Gleichung (3.69) unter Ver-
wendung von genetischen Algorithmen zur Minimierung der Fehlerfunktion fir eine ganze
Ortungsebene (gesuchte Spule S wurde hier um den Faktor 10 vergrofSert!)
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Die Lokalisierungsabweichungen Arg durch die angepasste analytische Gleichung (3.69)
unter Verwendung von genetischen Algorithmen sind fiir zg € {0mm,100mm} und
ag € {0°,90°} in Abb. 4.30 dargestellt unter Beriicksichtigung der Ausrichtung der ge-
suchten Spule dargestellt. Zur besseren Darstellung wurde die gesuchte Spule um den
Faktor 10 vergrofert. Es ist auch zu beriicksichtigen, dass die Abmessungen der Ortungs-
umgebung nicht in allen Koordinatenrichtungen gleich ist, wodurch die Ortungsspulen
scheinbar unterschiedlich grof erscheinen. Die Abweichungen in Abb. 4.30 zeigen ein sym-
metrisches Verhalten, welches auf einen systematischen und somit nicht zufilligen Fehler

(z.B. durch numerischen Rauschen in CST Studio Suite®) hinweist und somit anders
behandelt werden muss, als beispielsweise normalverteilte Fehler. Diese Abweichungen
sind allerdings priméar durch die unzureichende Beriicksichtigung der Spulengeometrie in
(3.69) zu erklidren. Besonders an den jeweiligen Ecken ist der Ortungsumgebung ist der
Fehler am groften, da hier die Kopplung am geringsten ist. Generell zeigen die Fehler
allerdings eine gute Verwendbarkeit der angepassten analytische Gleichung (3.69) unter
Verwendung von genetischen Algorithmen, da die Fehler im Allgemeinen gering sind.

Fall | 25 = 0mm,as =0° | s = 0mm,as = 90° | zg = 100 mm, ag = 0° | xg = 100 mm, ag = 90°
Paxs | 1,0991 mm 2,6624 mm —20,2642 mm 15,2516 mm
OAxs | 98,1135 mm 77,1725 mm 51,7607 mm 80,2869 mm
0%, | 3377,2mm? 5955,6 mm? 2679,2 mm? 6446,0 mm?
tays | —0,1015 mm —0,1339 mm —1,8001 mm 2,3477 mm
oays | 107,3501 mm 119,4853 mm 112,1684 mm 129,012 mm
aiy | 11524,0 mm? 14277,0 mm? 12582,0 mm? 16644,0 mm?
Pazg | 1,7242 mm 1,5965 mm 0,1984 mm 1,1972 mm
OpAzs | 67,0803 mm 90,1602 mm 70,1984 mm 107,7434 mm
UZZ 4499,8 mm? 8128,9 mm? 4927,8 mm? 11609,0 mm?
targ | 118,8229 mm 144,9074 mm 116,6340 mm 117,2719 mm
OArg | 72,6098 mm 85,7419 mm 83,5821 mm 102,1683 mm
UQAN 5272,2 mm? 7351,7 mm? 6986,0 mm? 10438,0 mm?

Tab. 4.1.: Kennwerte aller Abweichungen/Fehlern aus den Ebenen in Abb. 4.50

Zu Abb. 4.30 sind in Tab. 4.1 die jeweiligen Kennwerte der Abweichungen Arg gesamt
und in den jeweiligen Koordinaten dargestellt. Die Abweichung des gesamten Fehlers Arg
wurde durch

1 N, Mess

Jars = VAT + A+ A2, (4.20)

Ness
Mess k=1

berechnet. Aufgrund der Nichtlinearitit zwischen den Gesamtfehler und den Koordinaten

gilt (rs = /o3 + y3 + 23) gilt
,LLAI”S 7é ,LLAXS + MAYS + ﬂAzs (421)

fiir die durchschnittliche Abweichung. Im Idealfall sind die einzelnen durchschnittlichen
Abweichungen der Koordinaten piazs = ftays = MAzs=0mm. Durch diese Parameter kon-
nen dann Kalibrierungsfehler sichtbar gemacht werden, welche beispielsweise entstehen
konnen, wenn der Mittelpunkt oder Anfang einer Spule nicht eindeutig sind und sich
somit leichte Verschiebungen ergeben. Fiir pa,, und pa., sind die Abweichungen in
Tab. 4.1 gering, wobei bei pa,, der Fehler hoher ist, welches sich dadurch erkldren
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lasst, dass die Abmessung z4 = 250 mm am kleinsten von den anderen Abmessungen
ist und die geringste Abdeckung besitzt (bei den gewéhlten Einstellung des GA) und
sich andere parasitire Finfluss und die Bedingung iiber den Mindestabstand hier am
stirksten ausprigt. Die Varianz o2 bzw. die Standardabweichung o ist wiederum hier bei
Ays am hochsten. Generell gelten diese Ergebnisse nur fiir diesen Fall mit den gewéhl-
ten Anpassungsfaktor M, ¢ und beinhalten noch keine Nachverarbeitung der Ergebnisse.

Eine weitere Darstellung von Ortungsergebnissen oder zur Bewertung von Ortungsalgo-
rithmen ist die CDF (engl. Cumulative Distribution Function) und entspricht der Wahr-
scheinlichkeitsverteilungsfunktion einer Zufallsvariable. Die CDF (auch oft ECDF fiir
empirische Daten genannt) beschreibt die Wahrscheinlichkeit, dass eine Zufallsvariable
X einen Wert kleiner oder gleich der Grenze z annimmt und ist somit definiert als

CDFx(z) = P(X <) , wobei gilt: CDF(x) € [0,1] . (4.22)

Da in dieser Arbeit x € X gilt, wird die Schreibweise vom CDF definiert als CDF(x) =
Durch den CDF ist es moglich sofort Aussagen zu erhalten, wie hoch die Wahrschein-
lichkeit bis zu einer bestimmten Abweichung ist. Dadurch kann der Genauigkeit eines
Ortungsverfahrens auch einer Wahrscheinlichkeit zugeordnet werden. Hierbei gilt es
die Grenze von CDF(z) zu verringern, wobei einzelne Ausreifter vernachlissigt werden
konnen.

Die entsprechenden CDF aus Abb. 4.30 sind in den Abb. 4.31 dargestellt. Eine hohere
Steigung und das frithe Erreichen von CDF(z) = 1 definiert hier ein besseres Ergebnis.
Auf der linken Seite von Abb. 4.31 sind die jeweiligen Félle aus Abb. 4.30 als CDF-Verlauf
dargestellt. Hier ist fiir den schlechtesten Fall bei xg = 100 mm, ag = 90° beispielsweise
eine Genauigkeit von CDF(300mm) = P(Arg < 300mm) ~ 90%. Hierbei ist allerdings
erneut anzumerken, dass diese Ergebnisse nur Zwischenergebnisse sind, da eine Nachver-
arbeitung der berechneten Ortskoordinaten rc,. noch nicht erfolgt ist.

Alle vier Félle aus Abb. 4.30 sind zusammengefasst auf der rechten Seite von Abb. 4.31
dargestellt. Hier zeigt sich, dass die Abweichung Azg insgesamt die besten Ergebnisse
liefert und eher die Verschiebungsfehler Axg und Ays die stirkeren Auswirkungen auf
die Ortungsabweichung Arg besitzen.

In der unteren Hélfte von Abb. 4.31 sind die gleichen Ergebnisse nochmal logarithmisch
dargestellt, damit auch sehr kleine Abweichungen hier erkennbar sind. Besonders bei der
Abweichung Azg scheint ein grofer Teil bis zu CDF(Azg = 1mm) ~ 20% einen sehr
geringen Fehler zu besitzen.

Im Anhang sind die jeweiligen CDF der Ortsabweichungen in Abb. E.5 und E.6 fiir die
Vollstédndigkeit dargestellt.
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o8y g =0 mm, ag = 0° ——Azxg
02} 25 = 0 mm, ag = 90° Ays
o1 xg = 100 mm, ag = 0° Azg
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Abb. 4.31.: Links: CDFs der unterschiedlichen Fille aus Abb. 4.38; Rechts: CDFs aller Fille aus Abb.
4.830; Oben: Lineare Darstellung; Unten: Logarithmische Darstellung

Verwendung der Neumann-Gleichung:
Fiir das Optimierungsproblem (4.10) kann die Gegeninduktivitdt M, s auch durch die
Neumann-Gleichung (3.77) berechnet werden:

NL
TCale,s = argmin E | Muessns — Mns(Con, Cos, Ta, Yd, 24, Ts, as, s, 7s)|

7s,as,087s | =1

(. J/
-~

Jaa (Mytess,n,S,7s,05,85,7s)

(4.23)

Die Positionen der Ortungsspulen sind durch die Abmessungen des Ortungsraum durch
Zq, Yqa und zg dem Anwender bekannt. Die Geometrie der Ortungsspulen ist ebenfalls
durch Cp, und der gesuchten Spule S durch Cjg ist ebenfalls vorgegeben, wodurch nur
die Koordinaten 75 und der Ausrichtungen ag, S5 und ~s durch die genetischen Algorith-
men gefunden werden miissen. Mogliche Losungen durch die Individuen kann dann durch
(3.77) berechnet werden. Vorteil ist hier, dass jede beliebige Spulengeometrie direkt (ohne
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Anpassungsfaktor) beriicksichtigt werden kann. Allerdings ist hier die Berechnungsauf-
wand deutlich hoher, da die Fehlerfunktion fga jedes Mal die numerische Umsetzung der
Neumann-Gleichung mit erforderlichen Diskretisierungsgrad durchfiihren muss (siehe fiir
Implementierung Anhang C). Dadurch entsteht bei gleicher Hardware eine durchschnitt-
liche Berechnungszeit Tga. ~ 2085,72s (~ 34,76 min), welche fiir praktische Anwendung
nicht mehr sinnvoll ist und daher im Folgenden nicht mehr betrachtet wird.

4.1.3. Nutzung von KNN

Bei der Verhidltnismethode sind mehrere Ortungsspulen notwendig, damit das Verfahren
ein zufriedenstellendes Ergebnis liefert. Die analytische Lésung ist moglich, wird allerdings
durch die Voraussetzung der Verwendung von Leiterschleifen, den zahlreichen Ndherungen
und der hohen Rechenleistung nicht fiir alle Anforderungen anwendbar sein. Alternativ
liasst sich nun ein LUT (Look-Up-Table) entwerfen, in dem alle Messwerte z.B. von CST

Studio Suite® vorher simuliert werden, um dann abgeglichen zu werden. Allerdings wiirde
bei einer Auflésung von 1cm und 15° fiir das verwendete Messsystem 1.194 Milliarden
Simulationen (81 x 41 x 26 x 24 x 24 x 24) bzw. 7.162 Milliarden Simulationsergebnisse bei
sechs Ortungsspulen vorhanden sein. Bei der Verwendung des Datentyps Double, welches
8 Byte Speicher benotigt, miisste 57.295 GB Speicher bereitgestellt werden. Dabei ist das
grokte Problem die hohe Anzahl von Simulationen und deren Rechendauer.

Mit dem entsprechenden Design von einem neuronalen Netz kann die Funktion zur Er-
mittlung des Ortes der gesuchten Spule approximiert werden. Diese Funktion kann dann
zur Ortung genutzt werden. Dazu ist ein entsprechendes Training des neuronalen Netzes
notwendig, wodurch einige Trainingsdaten durch Simulationen ermittelt werden miissen.
Je nach Auswahl der verschiedenen Designs der neuronalen Netze ergeben sich dann
unterschiedliche Ergebnisse.

4.1.3.1. Neuronale Netze

Neuronale Netze sind dem biologischen Gehirn von Sdugetieren nachempfunden. Das
menschliche Gehirn besteht aus 10 — 100 Milliarden Neuronen/Nervenzellen, die mit-
einander verbunden sind. Durch verschiedene Signale wird das Gehirn trainiert und
kann somit lernen. Dieses Lernen wird durch die Verstirkung bzw. Abschwéichung der
Verbindung zwischen den Neuronen umgesetzt. Kiinstliche neuronale Netze versuchen
die Vorteile von Gehirnen zu adaptieren, indem die Lernfihigkeit genutzt werden
soll, um komplexe Aufgaben zu l6sen, welche durch mathematische Beschreibung zu
aufwendig sind [75,76]. So kann ein Captcha-Test (Completely Automated Public Turing
test to tell Computers and Humans Apart) nur von Menschen gelost werden, da das
menschliche Gehirn in der Lage ist das gezeigte Bild zu abstrahieren und den Code zu
extrahieren. Ein klassischer Computeralgorithmus wire dazu nicht in der Lage, da sich
auf dem Bild zu viele andere Informationen und Rauschen befinden und dieser nicht
die relevanten Informationen erkennen kann. Ein kiinstliches neuronales Netz konnte
bei entsprechendem Training allerdings den Captcha-Test 16sen, da dieses gelernt hat,
worauf es achten soll.
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Abb. 4.32.: Klassisches kiinstliches Neuron eines kiinstlichen neuronalen Netzes

Ein kiinstliches Neuron ist auch dem biologischen Neuron nachempfunden und ist in Abb.
4.32 dargestellt. Es besteht aus verschiedenen Eingéingen (z1,%s,...2,), welche die Signale
aus anderen Neuronen in das kiinstliche Neuron beférdert. Diese Eingéinge sind gewichtet
(wy,wa,...w,), welche die Stiarke der Verbindung bei den biologischen Neuronen entspricht.
Diese Gewichtungen und der zusétzliche Offset (b,,) werden durch einen Trainingsalgo-
rithmus festgelegt. Danach werden die gewichteten Eingéinge zusammen mit dem Offset
summiert. Diese Summe wird dann in eine Transferfunktion/Aktivierungsfunktion f(z)
eingegeben und als Ausgang des kiinstlichen Neurons ausgeben, sodass folgende Formel
fiir ein kiinstliches Neuron gilt:

y= 1 wiai + b (1.24)
=0

Die Transferfunktion wird beim Design des neuronalen Netzes bestimmt und hingt von
der Problemstellung und dem Anwendungsfall ab. Fiir Regressionen werden oft Sigmoid-
Funktionen verwendet. Der Vorteil bei den Sigmoid-Funktionen ist, dass deren Ableitung
wieder eine Sigmoid-Funktion ist und somit einfacher differenzierbar ist. In dieser Arbeit
wurde die Tangens-hyperbolicus-Funktion (tanh(x)) als Transferfunktion verwendet, da
sie die besten Ergebnisse fiir das neuronale Netz im Vergleich zu verschiedenen klassischen
Transferfunktionen lieferte. Zusétzliche ist die Funktion auf —1 und 1 begrenzt und hat
genau im Nullpunkt einen Wendepunkt.

2
tanh(z) = — = — 1 4.25
anb(z) = 1 (4.25)
d d 2 4e=2

Ctanh(z) = = ([—2 1) = ¢ 1 _ tanh? 126
1 anh(e) = (1—1—6_2”” ) (1+e2)2 anh(z) (4.26)

Um die Freiheitsgrade des Systems zu erh6hen werden die Neuronen zu einem Netzwerk
zusammengefasst, wobei es hier auch mehrere Arten von Netzwerken gibt. In Abb. 4.33
wird das Feed Forward Netzwerk dargestellt. Es besteht aus einer Eingangsschicht (Input
Layer), welche die Eingangsdaten (hier die sechs Gegeninduktivititen durch die gesuch-
te Spule) auf die erste versteckte Schicht (Hidden Layer) verteilt. Die Eingangsschicht
besteht aus keinen wirklichen Neuronen, da dort nur die Daten verteilt werden. Die ver-
steckten Schichten {ibernehmen die eigentliche Berechnung des neuronalen Netzes. Die
Anzahl der Neuronen pro Schicht und die Anzahl der Schichten wird beim Design des
neuronalen Netzes festgelegt bzw. muss empirisch bestimmt werden. Dabei verbindet sich
jeder Ausgang eines Neurons mit dem Eingang jedes Neurons der néchsten Schicht. Die
letzte Schicht, welche Ausgangsschicht (Output Layer) genannt wird, verarbeitet die In-
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formationen dann zu einem entsprechenden verwertbaren Ausgang, welcher vom Benutzer
festgelegt wurde. In diesem Fall sollen die Koordinaten der gesuchten Spule ausgegeben
werden. Die Transferfunktion der Ausgangsschicht muss nicht die gleiche wie in den ver-
steckten Schichten sein. Hier wird eine lineare Funktion (f(z) = z) verwendet, da die
Ausgénge nicht begrenzt sein sollen und bereits in den verdeckten Schichten die Daten
verarbeitet wurden.

Ausgangsschicht
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Abb. 4.33.: Feed Forward Netzwerk
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In dieser Arbeit wird das neuronale Netz zur Regression genutzt. Das neuronale Netz

soll durch das Lernen von Trainingsdaten (aus CST Studio Suite®) eine Funktion ap-
proximieren, welche als Eingang die sechs Gegeninduktivititen besitzt und als Ausgang
die Koordinaten der gesuchten Spule S ausgibt. Zusétzliche kénnen neuronale Netze auch
fiir Klassifikation (z.B. Erkennung von Wortern in einem Sprachsignal) oder Clustering
(Strukturierung von riesigen Datenmengen um Gemeinsamkeiten zu finden) verwendet
werden.

4.1.3.2. Trainingsalgorithmus

Das Lernen des neuronalen Netzes wird umgesetzt, indem die Gewichtungen der
Verbindungen (wy,ws,...w,) und die Offsets (b,,) aller Neuronen angepasst werden. Diese
Parameter konnen angepasst werden, indem das Netzwerk trainiert wird. Das Training
wird umgesetzt, indem eine Vielzahl von Eingingen in das neuronale Netz eingegeben
werden. Dabei sind die Ausgéinge bekannt und anhand dieser Information kénnen mit
Hilfe eines Trainingsalgorithmus die Parameter entsprechend angepasst werden. Der
Trainingsalgorithmus versucht also die Gewichtungen und Offsets so anzupassen, dass bei
den entsprechenden Eingingen auch die korrekten Ausginge ausgegeben werden. Dabei
werden oft die gleichen Paare von Eingéngen und Ausginge (Trainingsdaten) mehrfach
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benutzt, da eine einmalige Eingabe nicht die gewiinschte Einstellung hervorruft. Es ist
allerdings darauf zu achten, dass das neuronale Netz nicht zu oft mit den Trainingsdaten
trainiert wird, da sonst ein Overfitting stattfindet. Beim Overfitting verinnerlicht das
neuronale Netz den Ablauf des Trainingsprozesses zu sehr und fokussiert sich nur auf die
Trainingsdaten. Dadurch ergeben sich fiir die Trainingsdaten sehr gute Ergebnisse beim
neuronalen Netz, allerdings werden unabhéngige und unbekannte Daten (Testdaten)
fiir die das neuronale Netz eigentlich verwendet werden soll, immer schlechter. Dafiir
wird ein dritter Datensatz namens Validierung verwendet, welcher unabhéngig von den
Trainingsdaten ist und iiberpriift, wann die Ergebnisse der Validierung schlechter oder
besser werden, um ein Overfitting zu erkennen. Die gesamten Daten werden also in
Trainings-, Validierungs- und Testdaten aufgeteilt. Die Aufteilung kann vom Anwender
entschieden werden, wobei sich eine Aufteilung von etwa 70% Trainingsdaten, etwa 15%
Validierungsdaten und etwa 15% Testdaten durchgesetzt hat [77-79|.

In dieser Arbeit gehoren die Trainings-, Validierungs- und Testdaten nicht einem
Datenpaket an, sondern es werden die Trainingsdaten nachtriglich durch CST berechnet,
wodurch sich hier eine Aufteilung von 80% Trainingsdaten und 20% Validierungsdaten
ergibt. Die Testdaten haben je nach Testbedingungen eine andere Anzahl von Vektor-
paaren.

Um noch mehr Unabhéngigkeit in die Trainingsdaten zu bringen, kénnen auch Mini-
Batches verwendet werden, welche die Trainingsdaten wiederum in kleinere Pakete
unterteilt. Da in dieser Arbeit relativ wenig Trainingsdaten zur Verfiigung stehen, da
jeder Wert von CST vorerst berechnet werden muss, bringt dieses Verfahren fiir das
Trainieren des neuronalen Netzes keinen Vorteil.

Bei den Trainingsalgorithmen gibt es eine Vielzahl von Verfahren, wobei diese meist
auf numerische Verfahren zum L&sen von nichtlinearen Gleichungssystemen beruhen. Je
nach Anwendung und Anforderungen haben die jeweiligen Algorithmen ihre Vor- und
Nachteile. In dieser Arbeit hat sich der Levenberg-Marquardt-Algorithmus als stabilster
und am schnellsten konvergierten Algorithmus herausgestellt. Die Gewichte werden mit
folgender Regel durch den Algorithmus angepasst:

Dabei beschreibt f; den Fehlervektor zwischen den gewiinschten Ausgéngen yj und den
durch das neuronale Netz berechneten Ausgingen y; da. Jj definiert die Jakobimatrix
des Fehlervektors, welcher nach den Gewichtungen wj abgeleitet wird. Der Levenberg-
Marquardt-Algorithmus ist eine Vereinigung von zwei anderen Trainingsalgorithmen na-
mens Gradientenverfahren und Gauss-Newton-Algorithmus. Das py beeinflusst die jewei-
lige Ausprigung des Algorithmus. Bei einem hohen p; wird der Levenberg-Marquardt-
Algorithmus zu dem Gradientenverfahren:

Wil = Wi — M_kak = wi — apJify , (4.28)
k
wobei oy, die Lernrate des Gradientenverfahrens entspricht.

Das Gradientenverfahren zeichnet sich dadurch aus, dass deren Konvergenz stabil, aber
langsam ist [80]. Bei einem kleinen py; wird der Levenberg-Marquardt-Algorithmus zu
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dem Gauss-Newton-Algorithmus:
Wil = W — (Jng)_lefk . (429)

Der Gauss-Newton-Algorithmus zeichnet sich dadurch aus, dass die Konvergenz schnell,
aber instabil ist [80]. Der Levenberg-Marquardt-Algorithmus vereinigte beide Vorteile
der beiden Verfahren, wodurch seine Konvergenz stabil und schnell ist. Der Faktor gy
wird wahrend der Ausfiihrung des Algorithmus verdndert, indem geschaut wird, ob die
Korrektur der Gewichtungen beibehalten werden soll [80-83].

In den folgenden Unterkapiteln wurde sich fiir ein 6-20-20-20-3 Netzwerk entschie-
den. Dieses Netzwerk wurde empirisch ermittelt, indem verschiedene Anzahlen von
Schichten und Neuronen pro Schicht getestet wurden. Fine héhere Anzahl erhoht die
Freiheitsgrade des neuronalen Netzes und ermoglicht eine Verbesserung bei der Appro-
ximation von umfangreichen Funktionen. Allerdings verursacht eine zu hohe Anzahl
von Freiheitsgraden Probleme, da das Overfitting des neuronalen Netzes verstiarkt wird.
Zusitzlich konnen Nebenmaxima auftreten, die Probleme beim Trainingsalgorithmus
hervorrufen oder starke Abweichungen bei einigen Eingaben beim KNN ergeben [84]. Die
zufillig gewahlten Startwerte bei den Gewichten der Neuronen kénnen bei einer geringen
Anzahl von Trainingsdaten einen entscheiden Einfluss auf das neuronale Netz haben. In
dieser Arbeit wurde bei der Auswahl des neuronalen Netzes darauf geachtet, dass jede
Kombination von versteckten Schichten und Neuronen mehrmals getestet werden, damit
verschiedene Startwerte genutzt werden. Unter Beriicksichtigung dieser Eigenschaften
des KNNs, des Trainingsalgorithmus (Levenberg-Marquardt), des Netzwerktyps (Feed
Forward) und der Transferfunktion (tanh(z)) ist bei dieser Problematik eine Verwen-
dung eines 6-20-20-20-3 zu bevorzugen, wobei dhnliche Netzwerke je nachdem welche
Startwerte verwendet werden und je nach Trainingsablauf bessere Ergebnisse liefern
konnen.

4.1.3.3. Ergebnisse ohne Beriicksichtigung der Ausrichtung

Durch mehrere CST-Simulationen wurden 4288 zufillige Vektorpaare erstellt, welche
jeweils aus sechs Gegeninduktivititen als Eingang des neuronalen Netzes und den
drei Ortskoordinaten bestehen (siche Gleichung (4.1)). Die gesuchte Spule S besitzt in
der Simulation immer die gleiche Ausrichtung, wodurch vorerst die Abhéngigkeit der
Ausrichtung nicht beachtet werden soll. Die Vektorpaare sollen nun genutzt werden,
um das neuronale Netz zu entwickeln und zu trainieren. Die Aufteilung der Simu-
lationsdaten ist 80% Trainingsdaten und 20% Validierungsdaten. Fiir die Testdaten
wurden eigene Simulationsdaten berechnet, die komplett unabhingig von den Trainings-
und Validierungsdaten sind, um das neuronale Netz auf unbekannte Daten zu {iberpriifen.

In Abb. 4.34 zeigen die Werteverteilung der Abweichungen der jeweiligen Koordinaten.
In den jeweiligen Verteilungen ist eine mittelwertfreie Normalverteilung erkennbar.
Die Varianz der Normalverteilung verringert sich mit der Anzahl der Trainingsdaten
und ist abhingig von der gewihlten Architektur des neuronalen Netzes und dessen
Trainingsalgorithmus. Durch die Steigerung der Anzahl der Trainingsdaten steigt auch
die Trainingsdauer des neuronalen Netzes und die Ermittlung der Trainingsdaten in

CST Studio Suite®.
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Abb. 4.34.: Werteverteilung der Koordinatenfehler Ars von den Trainings- und Validationsdaten (oh-
ne Winkel) des 6-20-20-20-8 neuronalen Netzes

Im Folgenden wird die gesuchte Spule entlang der 2-Achse bei einer Verschiebung

von xg = Omm und ys = 75mm in CST Studio Suite®bewegt. Die entsprechenden
Gegeninduktivitdten werden in das entwickelte neuronale Netz gegeben. Der Ausgang
des neuronalen Netzes, welches die Koordinaten der gesuchten Spule 7c,cs wiedergibt,
wird dann mit den simulierten Koordinaten 75 verglichen und in Abb. 4.35 ist die
Abweichungen des Ortungsverfahrens Arg angegeben.
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Abb. 4.35.: Koordinatenfehler Ars entlang der z-Achse fir ys = 7omm und xs = Omm eines
6-20-20-20-3 neuronalen Netzes

Die groften Abweichungen des neuronalen Netzes zu den realen Koordinaten der
gesuchten Spule entstehen bei zg = —400 mm, 25 = O mm und zg = 400 mm. Die grofen
Abweichungen am Rand des Ortungssystems (bei zg = —400mm und zg = 400 mm)
lassen sich durch das entstehende elektrische Feld bzw. die Kopplungskapazitit C,, g
der Ortungsspulen erkliren, da diese eine Approximation der Funktion erschweren. Der
Fehler bei zg = 0 mm entsteht durch den Nulldurchgang der Gegeninduktivitit von den
Ortungsspulen an den x- und y-Achsen. Die beiden Abweichungen kénnen durch eine
héhere Anzahl von Trainingsdaten und ein komplexeres neuronales Netzwerk verringert
werden, welche allerdings die Dauer fiir die Entwicklung des neuronalen Netzes und die
spitere praktische Ausgabe deutlich erhoht.
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Um das neuronale Netz fiir einen groferen Bereich abzudecken, wurde ein zweiter Daten-
satz von Testdaten erstellt, indem die gesuchte Spule sich entlang einer Spirale bewegt.
Die Ausgabe des neuronalen Netzes (griin) zu den simulierten Koordinaten (blau) sind in
Abb. 4.36(a) gegeben. Um einen qualitativen Eindruck zu erhalten, werden die jeweiligen
Koordinatenfehler Arg in Abb. 4.36(b) dargestellt. Die groke Abweichung bei zg = 0 mm
ist auch hier vorhanden, welche durch den Nulldurchgang der Gegeninduktivitét entsteht.
Der grofste Fehler ist bei der Ermittlung der xg-Koordinaten, da sich hier die Ortungsspu-
len den kleinsten Abstand voneinander besitzen und Kopplungseffekte starker dominieren.

Simulierte Werte in CST
Berechnete Werte durch KNN
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200
\ -300
0
y/mm — -400
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Abb. 4.36.: Berechneter Verlauf der gesuchten Spule (links) und die Koordinatenfehler Args (rechts)
entlang einer Spirale eines 6-20-20-20-3 neuronalen Netzes

4.1.3.4. Ergebnisse mit Beriicksichtigung der Ausrichtung

In der Praxis muss auch die Ausrichtung der gesuchten Spule beriicksichtigt werden,

dazu wurden in CST Studio Suite®8684 Vektorpaare erstellt, welche aus sechs Ge-
geninduktivitidten der Ortungsspulen und den drei Ortskoordinaten besteht. Diese
Trainingsdaten werden mit Hilfe eines Zufallsgenerators erstellt, wobei dieser auch
zufallig die Ausrichtung der gesuchten Spule beeinflusst. Die Trainingsdaten sind nur
etwa doppelt so viele wie die Trainingsdaten ohne Beriicksichtigung der Ausrichtung.
Der Grund dafiir ist die sehr zeitintensive Erstellung der Trainingsdaten und der Idee
mit wenig Trainingsdaten das Ziel eines geeigneten Ortungsverfahrens zu erfiillen, um
damit zu einem Verfahren zu gelangen, welches sich stark von einem LUT unterscheidet.
Die Testdaten bilden wie in Kapitel 4.1.3.3 eine Spirale, in der sich die gesuchte Spule
bewegen soll, allerdings mit der Abhéngigkeit der Ausrichtung. Abb. 4.37(a) zeigt den
berechneten Verlauf durch das neuronale Netz im Vergleich der simulierten Daten und
Abb. 4.37(b) zeigt die entsprechenden Koordinatenfehler Arg. Hier ist der Fehler grofer
als im Vergleich zu Kapitel 4.1.3.3 bei einem neuronalen Netz mit gleicher Architektur.
Der Grund dafiir ist die hohere Komplexitat durch die Mitbetrachtung der Ausrichtung.
Im Vergleich zu Abb. 4.36(b) ist hier keine groke Abweichung bei zg = 0 mm erkennbar,
da durch die Beriicksichtigung der Ausrichtung sich iiberall Nulldurchgénge innerhalb
des Messsystems befinden und nicht nur bei zg = 0 mm.
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Abb. 4.37.: Berechneter Verlauf der gesuchten Spule (links) und die Koordinatenfehler Ars (rechts)
entlang einer Spirale eines 6-20-20-20-3 neuronalen Netzes

Ergebnisse einer ganzen Ortungsebene:

Ahnlich wie in Kapitel 4.1.2.4 sollen nun die Ergebnisse der neuronalen Netzwerkes
als Ortungsverfahrens auf verschiedene ganze y-z-Ebenen iiberpriift werden, um einen
anderen Blickwinkel und einen besseren Uberblick auf die Ergebnisse zu erhalten. Dazu
sind die Lokalisierungsabweichungen Arg mit Beriicksichtigung der Ausrichtung in
Abb. 4.38 farblich dargestellt. Die einzelnen Koordinatenfehler Axg, Ays und Azg sind
nochmal im Anhang E.0.2 dargestellt.

Die Lokalisierungsabweichungen Arg durch Nutzung eines neuronalen Netzwerkes mit
Beriicksichtigung der Ausrichtung sind fiir g € {Omm, 100mm} und ag € {0°,90°}
in Abb. 4.38 dargestellt. Zur besseren Darstellung wurde auch hier die gesuchte Spule
um den Faktor 10 vergrofert. Es ist auch zu beriicksichtigen, dass die Abmessungen der
Ortungsumgebung nicht in allen Koordinatenrichtungen gleich ist, wodurch die Ortungs-
spulen scheinbar unterschiedlich grof erscheinen. Die Abweichungen in Abb. 4.38 zeigen
schwiichere Symetrie, wobei die Abbildungen Ahnlichkeiten mit der Verhiltnismethode
aus Kapitel 4.1.1 suggerieren. Da die Berechnung innerhalb eines neuronalen Netzwerkes
aufgrund der sehr hohen Komplexitdt nicht nachzuvollziehen ist, kann vermutet werden,
dass die neuronalen Netzwerke eine verbesserte Variante der Verhdltnismethode oder die-
se teilweise in ihrer Berechnung nutzen. Generell sind die Fehler hier sehr gering, wodurch
sich neuronale Netzwerke mit ausreichenden Trainingsdaten sehr gut als Ortungsalgorith-
mus fiir die induktive Ortung in der vorgestellten Konfiguration eignen.

Die entsprechenden Kennwerte aus Abb. 4.38 sind in Tab. 4.2 aufgelistet. Die Abwei-
chungen sind hierbei dhnlich zum GA aus Abb. 4.30 und Tab. 4.1, wobei beim KNN
die Abweichungen jiay, fiir zg¢ = Omm sogar grofer sind als beim GA. Aufgrund der
Nichtlinearitat durch rg = /23 + y2 + 23 zwischen den gesamten Fehler und der ein-
zelnen Koordianten gilt weiterhin piay, 7 flaxs + Mays 1 fagg fiir die durchschnittliche
Abweichung.
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Fall | 25 = 0mm,as =0° | zs = 0mm, ag = 90° | zg = 100 mm, ag = 0° | s = 100 mm, ag = 90°
Maxs | —1,9006 mm —1,8185 mm —54,0946 mm —59,7321 mm
OAxs | 23,161 mm 15,1908 mm 38,753 mm 53,4747 mm
aixq 536,4319 mm? 230,7593 mm? 1501,8 mm 2859,5 mm?
HAys | —4,2488 mm —2,4221 mm —4,1778 mm —3,1922 mm
OAys | 94,6423 mm 66,1298 mm 59,4222 mm 75,7327 mm
0%y | 2985,8mm? 4373,1 mm? 3531,0 mm 5735,4 mm?
MAzg | —3,1571 mm —3,4614 mm —2,74mm 0,9948 mm
OAzs | 90,2182mm 53,7666 mm 55,1439 mm 59,6809 mm
o%,. | 2521,9 mm? 2890,8 mm? 3040,8 mm 3561,8 mm?
,uA:S 65,3982 mm 62,0631 mm 94,5587 mm 96,0509 mm
Oarg | 42,362mm 60,5 mm 45,5795 mm 80,6504 mm
UQAN 1794,5 mm? 3660,2 mm? 2077,5 mm 6504,5 mm?

Tab. 4.2.: Kennwerte aller Abweichungen aus den Ebenen in Abb. 4.38
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In Abb. 4.39 wird nun auch der CDF aus den Ergebnissen aus Abb. 4.38 berechnet.
Auf der linken Seite von 4.39 sind CDFs die einzelnen Félle aus Abb. 4.38 dargestellt.
Hier zeigt, sich dass die Ausrichtung durch ag kaum Probleme fiir das KNN sind, wobei
die Abweichung zg eher eine héhere Abweichung verursachen, welches vermutlich durch
die geringe Distanz x4 verursacht wird. Die rechte Seite von Abb. 4.39 zeigt alle Fille
zusammengefasst, wobei hier die CDFs der einzelnen Koordinatenabweichungen Auzsg,
Ays und Azg sehr dhnlich sind und keine direkter Ausreifser erkennbar ist. In der unteren
Halfte von Abb. 4.39 ist die logarithmische Darstellung fiir kleine Abweichungen ebenfalls
abgebildet. Hier ist allerdings keine Besonderheit erkennbar und der Verlauf dhnelt den
linearen Abbild.
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Abb. 4.39.: Links: CDF's der unterschiedlichen Fille aus Abb. {.38; Rechts: CDFs alle Fille aus Abb.
4.88; Oben: Lineare Darstellung; Unten: Logarithmische Darstellung

Im Anhang sind weitere CDFs in Abb. E.11 und E.12 fiir die Vollstindigkeit dargestellt.
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4.2. Einfliisse von Systemparameter auf die Ortung

Das Gesamtsystem der induktiven Ortung basiert auf einer komplexen Wechselwirkung
zwischen den Ortungsspulen und den zu ortenden Spulen. Neben den physikalischen Ei-
genschaften der Spulen selbst spielen eine Reihe weiterer Parameter eine zentrale Rolle,
darunter die Betriebsfrequenz, die geometrische Anordnung und externe Storeinfliisse,
wie etwa durch Batterien in der Nihe der zu ortenden Spulen. Diese Parameter konnen
vom Entwickler in einem gewissen Rahmen angepasst werden, was direkten Einfluss auf
die Ortungsgenauigkeit und -effizienz hat.

In diesem Kapitel wird der Einfluss dieser wiahlbaren Parameter auf die Leistungsfahig-
keit des Ortungssystems systematisch untersucht. Im Rahmen von Simulationen werden
unterschiedliche Szenarien analysiert, um die Auswirkungen dieser Parameter auf die
Ortungsergebnisse zu quantifizieren. Besonders im Fokus steht hierbei die Frage, wie
sich verschiedene Betriebsfrequenzen, Materialeigenschaften der Spulen und externe Sto-
reinfliisse auf das Gesamtsystem auswirken. Eine vollstindige Analyse aller moglichen
Einflussfaktoren ist aufgrund der Komplexitit des Systems nicht praktikabel, jedoch las-
sen sich anhand der ausgewerteten Simulationsergebnisse klare Tendenzen erkennen, die
wertvolle Riickschliisse fiir das Design eines optimalen induktiven Ortungssystems ermog-
lichen.

Es ist zu beriicksichtigen, dass das Ortungssystem stark von &ufseren Einfliissen und
systemischen Wechselwirkungen gepragt ist. Daher ist die Wahl der richtigen Parameter
entscheidend fiir eine prazise und stabile Ortung. Die im Folgenden vorgestellten Erkennt-
nisse sollen dem Leser als Leitfaden dienen, um auf Basis der analysierten Tendenzen
fundierte Entscheidungen fiir die Optimierung des Ortungssystems zu treffen.

4.2.1. Anzahl der Ortungsspulen

Bisher wurde angenommen, dass die Anzahl der Ortungsspulen mindestens N, = 6
sein muss, da es drei unbekannte Ortskoordinaten (zs, ys und zg) und drei unbekannte
Ausrichtungswinkel (ag, fs und ~vs) gibt. Wenn es Vernachlissigungen wie bei den
geringen Einfluss von 7g gibt, kann sogar die Anzahl auf Ny, = 5 verringert werden. Um
den Einfluss der Anzahl der Ortungsspulen Ny, zu untersuchen, wird ein Ortungssystem
mit N, = 28 Ortungsspulen genutzt (siche Abb. 4.40). Durch ein kiinstliches neuronales
Netzwerk wie aus Kapitel 4.1.3 soll die Auswertung so allgemein wie moglich und mit we-
nig systemischen Abweichungen durch das Verfahren durchgefiihrt werden. Als Testdaten
wird auch hier wieder der Spiralverlauf aus Abb. 4.36(a) und 4.37(a) genutzt. Somit
werden unterschiedliche Netzwerke mit einer unterschiedlichen Anzahl von Neuronen in
der Eingangsschicht verwendet, wodurch fiir den Aufbau des Netzwerkes Np-30-30-30-3
folgt. Hier wurde die Anzahl der Neuronen in den versteckten Schichten erhoht, da
durch die hohere Anzahl der Ortungsspulen auch mehr Daten verarbeitet werden miis-
sen. In Abb. 4.40 ist die jeweilige Reihenfolge der ausgewihlten Ortungsspulen dargestellt.

Um die Ausgaben zu bewerten, wird die Varianz aller Koordinatenabweichungen
Var(Arg(Ny)) der Trainingsdaten und der Testdaten aus dem Spiralpfad fiir jede An-
zahl der Ortungsspulen Ny, berechnet. In Abb. 4.41 sind die jeweiligen Ergebnisse ohne
Beriicksichtigung der Ausrichtung und mit Beriicksichtigung der Ausrichtung dargestellt.
Es zeigt sich, dass ohne Winkelberiicksichtigung sich ab Np, i, = 4 und mit Winkelbe-
riicksichtigung ab Ny, in = 8 sich die Abweichung bei gleicher Netzwerkarchitektur kon-
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vergiert. Aufgrund der begrenzten Anzahl von Trainingsdaten und gleicher Netzwerkar-
chitektur sind diese Ergebnisse nur als Tendenz zu beurteilen. Eine héhere Anzahl von
Ortungsspulen bringen allerdings keine merkbare Verbesserung und sind sogar in der
Realitdt durch einen hoheren Mess- und Hardwareaufwand verbunden. Die Schwankun-
gen, welche besonders in der logarithmischen Darstellung in Abb. 4.41(b) sichtbar sind,
entstehen durch die zufilligen Eigenschaft beim Training des neuronalen Netz (Auswahl
der Reihenfolge der Daten, Startwerte, unterschiedliche Konvergenzen).

x10*

""""" ohne Winkel (Trainingsdaten) s ohne Winkel (Trainingsdaten)

at [ mit Winkel (Trainingsdaten) | N e mit Winkel (Trainingsdaten)
ohne Winkel (Testdaten) 2 ohne Winkel (Testdaten)

mit Winkel (Testdaten) mit Winkel (Testdaten)

104E:

103,

Var(Arg)/mm?

10!

Abb. 4.41.: Einfluss der Fehlervarianz (Varianz der Gesamtabweichung Ars) auf die Anzahl der Or-
tungsspulen mit und ohne konstante Ausrichtung/Winkel fir die Trainingsdaten und die
Testdaten (Spirale) aus Abb. 4.36(a) und 4.37(a) (Links: Lineare Darstellung; Rechts:
Logarithmische Darstellung)

Nun soll untersucht werden, ob durch die Anzahl der Ortungsspulen Nj, auch die Ro-
bustheit gegeniiber Storungen erhoht werden kann. Dazu wird additives weifses gaufsches
Rauschen n(t) (engl. additive white gaussian noise, AWGN) genutzt, welches ein sto-
chastisches Modell fiir Rauschen ist, dass oft fiir Analyse von Kommunikationssystemen
verwendet wird. Mathematisch wird AWGN als eine zufillige Grofe modelliert, deren
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2

Werte einer Normalverteilung mit einem Mittelwert von p, = 0 und einer Varianz o

folgt:
n(t) ~ /\/'Zufan(O, 0'721) . (430)

Das Rauschen ist additiv, was bedeutet, dass es sich zum iibertragenen Signal addiert,
und weifs, was wiederum bedeutet, dass die spektrale Leistungsdichte iiber alle Frequen-
zen konstant ist. Es gibt keine Korrelation zwischen den Rauschwerten zu verschiedenen
Zeitpunkten, was es zeitlich unkorreliert macht [85].

Das Signal-Rausch-Verhéltnis (engl. Signal-to-noise ratio, SNR) ist ein Maf dafiir, wie
stark ein Nutzsignal im Verhéltnis zum Rauschen ist. Physikalisch beschreibt das SNR
die Qualitét eines Signals, wobei ein hohes SNR darauf hinweist, dass das Signal deutlich
iiber dem Rauschpegel liegt, wihrend ein niedriges SNR auf eine starke Beeinflussung
des Signals durch das Rauschen hinweist. Das SNR wird in der Regel als Verhalt-
nis der Signalleistung zur Rauschleistung definiert und oft logarithmisch in Dezibel
(dB) angegeben. Physikalisch verbessert sich die Kommunikation, je hoher das SNR
ist, da das Rauschen weniger Einfluss auf die Genauigkeit der Signaliibertragung hat [85].

Fiir die Untersuchung wird AWGN in Form der Rauschspannung u,, ¢, mit Effektivwert
(RMS) U, auf die induzierte Spannung u,, 5 an der gesuchten Spule addiert, woraus sich
fiir die resultierende induzierte Spannung

: 2
Qn,S,n,Mess = gn,S + Qn,S,n mit Qn,S,n ~ NZUfﬂH (07 Un) (431)

ergibt. Obwohl weifses Rauschen nicht monofrequent ist, kann im hier betrachteten Fall
dennoch eine komplexe Darstellung mit Amplitude und Phase verwendet werden. Das
Anlegen eines weien Rauschens mit Mittelwert 0 und Varianz U? bewirkt bei der Aus-
wertung in einer schmalen Frequenzbandbreite um die Signalfrequenz eine normalverteilte
Storung der Amplitude des monofrequenten Nutzsignals sowie eine zufillige Phasenén-
derung, deren Grofe vom Signal-Rausch-Verhiltnis abhingt.

Es folgt fiir das resultierende Signal-Rausch-Verhéltnis:

Qn,S

un,s,n

SNR = 20dBlg

— 20dBlg (mg’S') . (4.32)

n

Fiir die Bewertung fiir Storungen und Einfliissen wird bei der Ortung die Abweichung
Arg = |Arg| der Positionsergebnisse genutzt. Hier wird angenommen, dass sich zur syste-
matische Stérungen (z.B. an der Ortungsspule) die Gegeninduktivitét verdndert und die
jeweiligen Stromstarken durch iy ,, ¢ =iy, g, gleich sind. Fiir die Untersuchung muss zu-
erst festgestellt werden, wie die Gegeninduktivitit M, ¢ sich abhangig von einer rdumliche
Verschiebung Arg verdndert:

d
@M(T)

3M,
Ar = 0

AM = Ar mit M(R) ~ — . (4.33)

rd

Fiir die Beziehung zwischen den Gegeninduktivitdten und der Entfernung rg wurde (3.68)
genutzt. Da die Ortungsverfahren nicht perfekt sind und ebenfalls Abweichungen vorwei-
sen, ist in der Realitit sogar ein schlechteres Verhalten zu erwarten.
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Daraus folgt fiir das SNR:

MO,n,S
3
s

Mng s
NR =20dBlg| —— | = 20dBlg | w——=>—— | = 20dBl1
SNR 0 g(MnSn) 0 & M)—4"’SATS 0 g(3ATS)
s

SNR ~ 20 dBlg (g—i> —9.5424dB| . (4.34)
S

Durch (4.34) lassen sich einige Aussagen iiber die Empfindlichkeit der induktiven Ortung
treffen. So ist der Einfluss auf die Anderung auf die induzierten Spannung U, s bzw. der
Gegeninduktivitdt M, ¢ um 9,5424 dB konstant schwécher. Dadurch sind die Ergebnisse
aufgrund dieses gedampften Einflusses robuster, wobei der Einflussgrad der Gleiche ist.
Diese Berechnung lésst sich theoretisch auch fiir die Bewertung der Ortungsverfahren aus
diesem Kapitel verwenden, da diese aber einige systematische Eigenschaften besitzen,
wire diese Bewertung nicht vollstandig korrekt. Allerdings ist (4.34) nicht die finale
Aussage iiber den Einfluss, da entsprechende Filterverfahren die Abweichung Arg noch
verringern konnen (siehe Kapitel 5).

Um nun die Robustheit und Einfluss von Storsignalen durch das SNR im Vergleich zur
Erh6hung der Ortungsspulenanzahl Np, zu untersuchen, wurde in Abb. 4.42(a) beispielhaft
die induzierte Spannung mit verschiedenen AWGN iiberlagert. Das Fehler (inklusive den
allgemeinen Ortungsfehler durch das Verfahren) ist in Abb. 4.42(b) sichtbar und zeigt,
dass ein geringeres SNR auch zu héheren Abweichungen fiihrt.
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Abb. 4.42.: Einfluss von externen Storungen durch AWGN fiir verschiedene SNRs (Links: Induzierte
Spannung; Rechts: Auswirkungen auf das Ortungsergebnis bei N1, = 28 fiir die Abweichung
AZS)

Die Ergebnisse fiir verschiedene SNR in Abhéngigkeit der Anzahl der Ortungsspulen Ny,
(ohne Winkeleinfluss) sind in Abb. 4.43 dargestellt. Hier zeigt sich, dass die Fehlervarianz
durch die Ortungsabweichung Var(Arg) mit steigender Anzahl der Ortungsspulen N,
ansteigt und sich nach der Mindestanzahl der Ortungsspulen bei N i, = 4 beim
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Erreichen der Konvergenz aus Abb. 4.41 wieder sinkt. Dieser Effekt lasst sich dadurch
erkldren, dass sich bei steigenden Anzahl von verrauschten Messwerten, sich auch
der gesamte Rauschanteil summiert. Sobald die Mindestanzahl der Ortungsspulen bei
Npmin = 4 (bei konstanter Ausrichtung) erreicht ist, sind zusétzliche Messwerte fiir das
neuronale Netzwerk Mehrinformationen, welche den verrauschten Werten entgegenwirken
kann und somit das Ergebnis wieder verbessert. Hier zeigt sich also, dass bei verrauschten
Messwerten eine héhere Anzahl von Ortungsspulen zu besseren Ergebnis fiihren.
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Abb. 4.43.: Auswirkungen des SNRs und der Anzahl der Ortungsspulen Ny, auf die Fehlervarianz der
Testdaten (Spirale) mit konstanter Ausrichtung der gesuchten Spule S
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Abb. 4.44.: Auswirkungen des SNRs und der Anzahl der Ortungsspulen Ny, auf die Fehlervarianz der

Testdaten (Spirale) mit konstanter Ausrichtung der gesuchten Spule S und mit geringen

Rauscheinfluss w,, s ,, durch hohere Anzahl von Ortungsspulen

Um diese Vermutung zu iiberpriifen, wurde der Rauscheinfluss so veréndert, dass die
Summe des Rauschens fiir jede Anzahl von Ortungsspulen Ny, gleich ist und somit

U
Up S nMess — Un,S + TL (435)
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gilt. Durch diese Anderung kann der Effekt des steigenden Rauschens bis Np, i, in Abb.

4.44 entfernt werden, sodass der Verlauf dhnlich zum Verlauf ohne Rauscheffekte ist,
wobei der SNR die gesamte Fehlervarianz veréndert.
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Abb. 4.45.: Auswirkungen des SNRs und der Anzahl der Ortungsspulen Ny, auf die Fehlervarianz der
Testdaten (Spirale) ohne konstanter Ausrichtung der gesuchten Spule S

Fiir die Beriicksichtigung der Winkelabhéngigkeit ist der Effekt ohne der Anpassung aus
(4.35) in Abb. 4.45 dhnlich. Hier ist die Differenz zwischen den Maximum bei Ny, min
geringer, welches durch die komplexe Beschreibung durch die Beriicksichtigung der Win-
kelabhingigkeit bei gleicher Netzwerkarchitektur entsteht. Dennoch ist in Abb. 4.45 der
Anstieg bis Np, min und dann der Abfall weiterhin erkennbar.
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Abb. 4.46.: Auswirkungen des SNRs und der Anzahl der Ortungsspulen N1, auf die Fehlervarianz der

Testdaten (Spirale) ohne konstanter Ausrichtung der gesuchten Spule S und mit geringen
Rauscheinfluss w,, g ,, durch héhere Anzahl von Ortungsspulen

Durch (4.35) entsteht dann in Abb. 4.46 der gleiche bereinige Verlauf, wie ohne Beriick-
sichtigung der Winkelabhingigkeit.

Die Ergebnisse in Abhéngigkeit des SNR und der Anzahl der Ortungsspulen Ny, zeigt auch
die Empfindlichkeit von neuronalen Netzwerk gegeniiber Storungen. So zeigt sich, dass
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die Abweichung und das SNR auch durch (4.34) sich nicht im linearen Einfluss befindet
und sogar robuster gegeniiber Rauscheffekte ist, welches vorteilhaft fiir die Realisierung
der induktiven Ortung ist.

4.2.2. Betriebsfrequenz

Die Wahl der optimalen Betriebsfrequenz f,, welches das {ibertragende Signal in den Spu-
len und als Magnetfeld beschreibt, hingt von diversen Faktoren ab. Grundsitzlich muss
fiir die induktive Ortung sichergestellt werden, dass sich die Ortungsumgebung komplett
im Nahfeld befindet, sodass das Magnetfeld und somit die induktiven Eigenschaften
dominieren. Je nach technischen oder gesetzlichen Anforderungen des Systems wird
die Frequenz weiter eingeschrankt, welche in dieser Arbeit allerdings nicht betrachtet
werden, da es sehr vom Anwendungsfall abhéngig ist.

ESB der ersten Spule (MQS) ESB der zweiten Spule (MQS)

Cres,l(Ll) Cres,S,Q(LQ)
|

Eal i
NORES Rl

Abb. 4.47.: Elektrisches Ersatzschaltbild zwei gekoppelter Spule mit in Reihenresonanz durch Cressn
fiir den Magnetoquasistik(MQS)-Fall (nur schwarz) und der hochfrequenten Betrachtung
mit den Windungskapazititen Cp,, zur Analyse der optimalen Betriebsfrequenz fir die
induktive Ortung.

Um eine Frequenzanalyse der induktiven Ortung durchzufiihren ist in Abb. 4.47 ein
Zwei-Spulen-System dargestellt. Hier sollen alle Effekte (Skin-Effekt/Proximity-Effekt
und EM-Abstrahlung durch den Strahlungswiderstand Rg) aus Kapitel 3.3.1 beriicksich-
tigt werden. Die Spulen befinden sich in diesem Beispiel je nach Frequenz in perfekter
Reihenresonanz durch Ches1(L1, fo) und Cres2(Lo, fo), sodass diese Effekte vernachlissigt
werden konnen. Als Umgebungsmaterial wird angenommen, dass diese nicht elektrisch
leitfihig k = 0 ist, sodass die Kopplung M o(+) nicht von der Frequenz abhéngt. Um die
einzelnen Effekte besser darstellen zu konnen wird der Einfluss der Windungskapazitédten
Cp1 = Cps = 100 pF ebenfalls analysiert und spéter fiir weitere Analysen vernachldssigt.
Wenn nicht anders angegeben, gilt fiir die Schaltung u; = 1V und Ry, = 10k mit
einem Kopplungsfaktor ko ;2 = 1% (ohne Einfluss der Windungen). Die Windungen der
Spulen sind N; = Ny = 10 und die Eigeninduktivitit ohne Windungen Ly; = Lo2 =
10 pH, wodurch eine Gegeninduktivitit von

Mo = ko12N1Nav/Lo1Los (4.36)

gilt. Die elektrischen Leiter der Spulen bestehen aus reinem Kupfer (Cu), wodurch
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RlLeiter = Kcu = D8S/m gilt. Bei einer Spulenabmessung von A; = A; = 10cm x 10 cm,
einer Leiterbahndicke d, = 70 pm mit einer Leiterbahnbreite von d, = 1 mm und einen
Windungsabstand von dy = 1 mm.

100

3 ; —
wM 53, > Proximity-Effekt
25
w2MZ2, =0
) .
<ﬂ (.4.)]\'11 le
™~ 5
i
|
1
ohne Cp
05 - = —mit Cp
ohne Cp
- = —mit Cp

5 10° 107 108 10°

fo/HZ

Abb. 4.48.: Darstellung der verschiedenen dominieren Effekte auf die Wahl der optimalen Betriebs-
frequenz bei einer induktiven Kopplung

In Abb. 4.48 sind die jeweiligen Effekte der induktiven Kopplung von der jeweiligen
Betriebsfrequenz f fiir die Betrachtung mit und ohne Windungskapazitiat Cp,, aus Abb.
4.47 dargestellt. Hierbei wurden zwei Parameter zur Unterscheidung der Effekte auf die
jeweiligen Spulen gewdhlt. Die Stromstérke 7, beschreibt den Energieverbrauch fiir das
System. Im Fall von Cp; = 0 gilt z; = 4 ;, wodurch auch die Stromstirke fiir die
Induktion in der Abbildung dargestellt wird. Die empfangende Spannung u, beschreibt
wiederum indirekt die Signalstirke, welches die empfangende Spule erhilt. Dabei gilt bei
Cpa =0, dass % = 1,5 ist und somit auch dadurch die induzierte Spannung indirekt
durch

91,2(ZL,1) . Ug

3 =1 =
RQ(fO) + RR,Q(f(]) + RLast + JWLQ + L L2 RLast

jwcres,S,2
7

s fiir (.UCPQ — 0 (437)

TV
0, da Resonanz

erkennbar ist. Fiir eine bestmdgliche Induktion muss also der induzierende Strom iy ;
und dadurch auch die nutzbare Spannung u, maximal sein.

Auf eine geringe Signalfrequenz folgt auch eine geringe Induktion bzw. der Einfluss der
transformierten Impedanz Z. ist zu vernachldssigen. Somit folgt, dass die Stromstérke
i, sich bei geringen Frequenzen kaum #ndert (siehe Gleichung (3.9)). Gleichzeitig erhoht
sich die induzierte Spannung u, , = jwM; o1y (fiir Cp; = 0) linear, da auch sich die
Frequenz erhéht, wihrend die anderen Parameter nahezu konstant bleiben und der
Einfluss der Windungskapazititen Cp,, vernachlissigbar ist.

Ab einer bestimmten Frequenz dominiert der Proximity-Effekt zwischen den Windungen
der Spulenleiter, wodurch sich der Verlustwiderstand R; erhoht und sich somit die
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elektrische Stromstarke i; bei einer Spannungsquelle verringert. Verstirkt wird dieser
Effekt durch die Erhéhung der transformierten Impedanz Z, da dieser durch die
quadratische Abhéngigkeit der Frequenz stark ansteigt und somit den Stromfluss i,
begrenzt. Die Folge daraus ist, dass sich die induzierte Spannung u, , auch verringert.

Da die elektrischen Leiter rdumlich begrenzt sind, ist auch der Einfluss des Proximity-
Effektes begrenzt und kann in Sattigung gehen. Die Folge daraus ist, dass die der
Frequenzanteil w aus der induzierten Spannung wieder dominiert und wieder ansteigt.
Fiir Cp,, # 0 beginnt der kapazitive Anteil der planaren Spule zu dominieren, wodurch
die Strome sich starker iiber die Windungsabstinde in Form einer Kapazitit bewegen und
dadurch den induktiven Anteil der Spule iiberspringen (hier ab der Spuleneigenfrequenz
von fres = 5.03 MHz). Die Folge daraus ist, dass durch den direkten Weg ein Kurzschluss
entstehen kann und sich dadurch die Stromstéirke ¢, von der Spannungsquelle erh6ht. An
der Empfangsspule entsteht ein dhnlicher Effekt, wo ein Stromkreis innerhalb der Spule
geschlossen wird und dadurch am Lastwiderstand Ry .y keine elektrische Leistung mehr
abfallt.

In Kapitel 3.3.1.3 wurde erkléart, dass sich abstrahlende Energie in Form von elektroma-
gnetischen Wellen durch den Strahlungswiderstand Ry beschreiben ldsst. Dieser Effekt
ist allerdings erst ab einer hoheren Frequenz relevant und da fiir die induktive Ortung
sichergestellt werden muss, dass sich die komplette Ortungsumgebung im magnetischen
Feld/Nahfeld befindet, sind diese Frequenzen auch nicht fiir die induktive Ortung
relevant. Wenn allerdings ein sehr hoher Frequenzbereich gewahlt wird, wird zusétzlich
der Verlustwiderstand durch den Strahlungswiderstand verstidrkt. Die Folge ist eine
weiter deutliche Verringerung der Stromstarke an der Induktivitit i; ; und somit auch
zu einer geringeren Induktionsspannung. Der Einfluss der parasitiaren Kapazitdt Cp bei
hohen Frequenz verstiarkt diesen Effekt, wodurch die Spule sich eher als Kondensator als
eine Spule verhilt. Die Folge ist ebenfalls, dass sich der Strom, dann iiber die kapazitiven
Anteile verteilt und nicht zur Generierung eines Magnetfeldes genutzt werden kann.

ohne Cp |1
- - —mit Cp |]
ohne Cp |
- - -mit Cp ||

; ’I Tn,0 <10 m
I’ f() > 4.77 MHz

0.5

o r . . . L e
107 10° 10! 102 103 10 10° 108 107

rn,O/m

Abb. 4.49.: Darstellung der verschiedenen dominieren Effekte auf die Wahl der optimalen Betriebsfre-
quenz unter Berticksichtigung der Wellenldnge zur Einhaltung der Bedingung des Nahfeldes
rn bei einer induktiven Kopplung
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Damit alle Bedingungen aus dieser Arbeit fiir die Ortung gelten, muss auch die
Einhaltung der Nahfeldgrenze r, sichergestellt werden. Je hoher die Frequenz steigt,
desto geringer wird auch diese Grenze, in der keine direkte induktive Kopplung mehr
dominiert, sondern elektromagnetische Wellen das System dominieren. In Abb. 4.49
wurde dazu aus Abb. 4.48 die entsprechenden Nahfeldgrenzen r, = % anhand der
Frequenzen berechnet (und dadurch invertiert!). Hier wird auch deutlich, warum das
zweite Maximum selbst fiir Cp, = 0 nicht zu priorisieren ist, da hier die Nahfeldgrenze
auf einige Meter sinkt und somit die induktive Ortung sinnlos macht, da diese nur sehr

geringe Abstédnde erreichen kann.

Im Folgenden wird der Einfluss der Windungskapazitaten durch Cp,, = 0 vernachléssigt,
wodurch die anderen Einfliisse besser analysiert werden koénnen. Um die zahlreichen
Abhéangigkeiten und deren Einfliisse auf die optimale Betriebsfrequenz zu analysieren,
werden in Abb. 4.50 und 4.51 diese dargestellt. Als Bewertungsparameter wird hier die
am Lastwiderstand Rp,.s anlegende Spannung u, gewiahlt, da diese alle Einfliisse aus
Abb. 4.47 vereint und Aussage iiber die maximal {ibertragende Leistung von der Sender-
auf die Empfangsspule Sy = % beinhaltet. Aussagen iiber Wirkungsgrade sind fiir
diese Anwendung nicht relevant, da hier nur die maximale Signalstérke fiir eine prézise
Auswertung relevant ist.

Abb. 4.50.: Einfluss des Kopplungsfaktors und der Leiterbahnbreite auf die Wahl der optimalen Be-
triebsfrequenz

Abb. 4.50(a) zeigt den Einfluss der Kopplung auf die Wahl der Betriebsfrequenz. Hier
wird deutlich, dass bis zum hoheren Megaherzbereich, die Kopplung nur Auswirkung aus-
gehende Spannung u, hat, wobei gilt, dass nachvollziehbarerweise eine hohere Kopplung
zu einer hoheren Ausgangsspannung u, fithrt. Je stirker die Kopplung ist, desto stirker
bzw. frither wirken die destruktiven Effekte (Proximity-Effekt, Strahlungswiderstand) auf
das System, welches den Frequenzbereich einschrinkt.

In Abb. 4.50(b) ist der Einfluss der Leiterbahnbreite d,, dargestellt. Wihrend breite
Leiterbahnen bei sehr geringen Frequenzen einen Vorteil aufgrund des geringeren
Leitungswiderstandes (durch die hohere Fliche) hat, kehrt sich dieser Effekt genau
gegenteilig bei hoheren Frequenzen um. Dieses Verhalten bestétigt die Aussagen fiir
Abb. 4.48, wo dargestellt wurde, dass der Einfluss des Proximity-Effektes abhingig von
der Leiterbahnengeometrie in Sattigung geraten kann. Bei schmaleren Strukturen ist
dieser Punkt friither erreicht, wodurch hier ab héhere Frequenzen schmale Strukturen zu
bevorzugen sind.
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Der Einfluss der Windungen auf die Auswahl der optimalen Frequenz wird in Abb. 4.51
dargestellt. Hier zeigt sich in Abb. 4.51(a), dass ein hohere Anzahl von Windungen bei
geringen Frequenzen eine hohere Ausgangsspannung liefern. Sobald der Proximity-Effekt
allerdings eintritt, hat die Spule mit einer Windung das bessere Ergebnis, da hier nur
der Skin-Effekt auftritt und da fiir héhere Anzahl der Windungen auch eine ldngere
Leiterbahn der Spule resultiert. Eine lingere Leiterbahn bedeutet hier damit auch ein
héheren Widerstand.

102 F /,/"’ / —N-1
—N=3

N=5
0 ——N=10 10 F
N =20

dy =1 mm
dy =3 mm
dy =5 mm
dy =7 mm
dx =10 mm

. . .
10° 10! 102 10° 10* 10° 10° 107 10° 10° 10° 10 10? 10° 10 10° 10° 107 10° 10°
- .
fo/Hz fo/Hz

(a) (b)

Abb. 4.51.: Einfluss des Windungsanzahl und des Windungsabstandes auf die Wahl der optimalen
Betriebsfrequenz

Um diese Effekte zu verringern, wurde in Abb. 4.51(b) der Abstand zwischen den
Windungen variiert. Hier zeigt sich deutlich, dass der Einfluss des Proximity-Effektes
sich verringert, aber irgendwann die Einfliisse aus Skin-/Proximity-Effekt und dann
durch den Strahlungswiderstand dominieren.

In den Abb. 4.50 und 4.51 ist dargestellt worden, wie sehr die unterschiedlichen Spulenpa-
rameter die Wahl der optimalen Spule beeinflusst. Bei allen Varianten wurde allerdings
deutlich, dass ab etwa 100 MHz der Effekt des Strahlungswiderstand nicht vermeidbar
ist. Allerdings ist die Wellenldnge in diesen Bereich nur noch einige Meter, wodurch die
Bedingung vom Nahfeld fiir die induktive Ortung nicht mehr erfiillt ist. Zusdtzlich ver-
hélt sich (je nach Eigenresonanz) die Spule in diesem Bereich eher wie ein Kondensator,
wo die parasitire Kapazitit die primére Eigenschaft der Schaltung bestimmt. Bei hohen
Frequenzen konnen auch weitere Dampfungen durch Zuleitung, Signalgenerierung oder
Signalauswertung entstehen, die hier nicht beriicksichtigt wurden. Wenn eine leitfihige
Umgebung (Salzwasser, Metallblocke) vorhanden ist, wird diese durch die Generierung
von Wirbelstromen bei héheren Frequenzen einen deutlich stirkeren Einfluss besitzen
(siche Kapitel 4.3.1). Fiir die Auswahl der Betriebsfrequenz fiir die induktive Ortung
kann ein Bereich von fy = 10kHz bis 10 MHz gewihlt werden, allerdings sollte je nach
Anwendung, Umgebung und Anforderungen dieser Bereich {iberpriift werden.

4.2.3. Design einer optimalen Spule

Das optimale Spulendesign fiir die induktive Ortung héngt von zahlreichen Parametern,
den Einsatzzweck und den vorgegeben Bedingungen (Groke, Betriebsfrequenzen, ...)
ab. Fiir die Bewertung einer optimalen Spulen gibt es verschiedene Ansitze. Ziel ist
es die maximale Signalstirke (und damit auch die Reichweite und Genauigkeit fiir
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Messverfahren) fiir jeden moglichen Ort fiir eine gesuchte Spule zu finden.

Durch die Giite @) = % lasst sich ein Teil der Problemstellung gut beschreiben. Die
Erhohung der Giite durch die Erhéhung der Eigeninduktivitdt und damit der induktiven
Kopplung bei gleichzeitiger Verringerung des Widerstandes fiir eine hohere Stromstérke
und somit starken Magnetfeld. Daher werden bei vielen Spulen auch die Giitewerte beim
Hersteller angegeben, welche allerdings oft Effekte wie den Proximity-Effekt oder den
Strahlungswiderstand wenig bis gar nicht beriicksichtigen. Zusatzlich wird der Einfluss
der induktiven Kopplung nicht bewertet.

Ein umfangreichere Bewertung stellt der PTE (engl. Power Transfer Efficiency) [86] dar.
Dieser wird durch

Pout o ‘ZS'QRL

PTE = o= S — —
i Y onsy |2, 2Ry + lig|*(Rs + Ry)

mit PTE € [0, 1] (4.38)

beschrieben und findet oft Anwendung fiir drahtlose Energieiibertragungszwecke. Dabei
wird nur die messbare Leistung P, am Lastwiderstand Ry, betrachtet und als Eingangs-
leistung die ohmischen Verluste an den Ortungspulen R, und der gesuchten Spule Rg.
Bei einem Zweispulensystem (Spule 1. und S) in perfekter Reihenresonanz mit den Strom-
starken

. Uy u, (Rs + Ry)
_ _ 4.39
b wM? w?M} g+ Ri(Rs + Ry) (39
— + ’
Rs + Ry,
und
- jwMigi; Jw M sy, (4.40)

T Rs+ R M2+ Ri(Rs+ Ry)

gilt dann folgender PTE:

2
WM slu,| R
w?M7 g+R1(Rs+Ry) L

( |u, |(Rs+R1) >2Rn n ( wM s u| )2 (Rs + Ry)

w2M? g+Ri(Rs+Ry) w2 M7 g+R1(Rs+Rr)

PTE =

n (Rs + RL)QRR + WQMI%S(RS + RL) - (Bs+R1)°Rn + Rs + Ry, ' ’

72
w Ml,S

In (4.41) ist auf dem ersten Blick erkennbar, dass bei steigender Betriebsfrequenz und
steigender Kopplung der PTE steigt. Leider hat die Frequenz laut (3.19) und (3.20) auf
die ohmischen Verluste, wodurch die Gleichung nochmal komplexer wird und auch die
geometrischen Eigenschaften der Spulen relevant werden. Je nach Ortungsumgebung wer-
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den auch noch andere Effekte in der Kopplung relevant (siehe die spéteren Unterkapitel
4.3.1 und 4.3.2).

Fiir die optimale Leistungseffizienz muss somit

min PTE (4.42)
R Rs—0

gelten. Somit gilt fiir das Design der optimalen Spule mit der Spulenlénge I;, ohne Beriick-
sichtigung der Ausrichtung und den Entfernungen in der perfekten Resonanz allgemein:

] PT . 4.4
Wi X 4 PTE(f) (4.43)

Die Wahl der optimalen Frequenz f; ist komplexer, da sich die unterschiedlichen
Effekte je nach Frequenz unterschiedlich stark beeinflussen. Die Ergebnisse dazu sind
im Unterkapitel 4.2.2 bereits betrachtet worden. Da verschiedenen Effekte einen starken
Einfluss untereinander haben, kénnen wenn sich nur einige Parameter gedndert werden,
die Resultate sogar schlechter werden.

Der PTE ist allerdings nur fiir die Betrachtung der Leistung in der optimalen Position
der Spulen zueinander sinnvoll (wie es bei der drahtlosen Energieiibertragung der Fall
ist). Bei der induktiven Ortung variiert die Gegeninduktivitit stark, wodurch auch ein
anderes Bewertungskriterium betrachtet werden muss. So muss die maximale Kopplung
im definierten Ortungsraum hergestellt werden. Diese ist stark von der gewihlten Plat-
zierung der Ortungsspulen abhéngig, aber kann auch die Spulengeometrien beeinflusst
werden. So kann eine erhéhte Flache A, bei den Ortungsspulen und der gesuchten
Spule fiir eine bessere generelle Signalstirke sorgen. Allerdings sind in der Anwendung
viele Spulengrofen durch Vorgaben begrenzt und Betriebsfrequenzen und Materialien
vorgegeben, wodurch die optimale Spule fiir jede Anwendung neu gewéahlt werden muss.

In dieser Arbeit werden nur planare Spulen betrachtet, da diese einfach zu fertigen
und aufgrund ihrer flachen Hohe gut an anderen Geriten implementierbar sind. Wenn
allerdings das notwendige Volumen fiir die gesuchten Spulen nicht relevant ist und
sogar 3D-Spulen genutzt werden kénnen, kénnen auch ineinander geschachtelten Spulen
verwendet werden.

Ein solches System ermdglicht eine dreidimensionale Erkennung, da die drei orthogonal
angeordneten Spulen das Magnetfeld in allen drei Dimensionen messen kénnen. Wie im
Folgenden gezeigt wird, fiihrt dies zu einer prizisen Bestimmung der Position und Ori-
entierung der zu ortenden Spule im Raum. Die Kombination der Signale aus den drei
Spulen erhoht die Empfindlichkeit und verbessert die Auflésung des Systems, wodurch
auch schwache Signale besser erkannt werden konnen. Ein weiterer Vorteil ist der erweiter-
te Messbereich, der eine grofere Flache abdeckt und somit eine hohere Flexibilitit in der
Anwendung bietet. Zudem bietet das System durch die Mehrzahl an Spulen eine gewisse
Redundanz, die die Fehlertoleranz und Zuverléssigkeit erhéht. Die Verwendung von drei
Spulen bringt jedoch auch einige Nachteile mit sich. Der Aufbau eines solchen Systems ist
komplexer und damit teurer als ein Einzelspulensystem. Es erfordert eine aufwendigere
Kalibrierung und eine komplexere Signalverarbeitung, was die Implementierungskosten
erhoht. Die geschachtelte Anordnung der Spulen benétigt mehr Platz, was den Einsatz in
kompakten oder rdumlich begrenzten Umgebungen erschwert. Zudem kdnnen durch die
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nahe Anordnung der Spulen gegenseitige elektromagnetische Wechselwirkungen auftre-
ten, die die Genauigkeit der Messungen beeintrichtigen konnen. Dies erfordert zusétzliche
Mafsnahmen wie Abschirmungen, um diese Effekte zu minimieren. Ein weiterer Nachteil
ist der hohere Energieverbrauch, da mehrere Spulen gleichzeitig betrieben werden miis-
sen, was in batteriebetriebenen Systemen problematisch sein kann. Schlielich wird die
Signalverarbeitung durch die Notwendigkeit, die Daten von drei Spulen zu kombinieren
und zu analysieren, deutlich komplexer, was leistungsfihigere Algorithmen und mehr
Rechenleistung erfordert.

Abb. 4.52.: Aufbau des Simulationsmodell der geschachtelte Spulengeometrie fiir jede Orientierung
(rechts: Ohne PCB zur besseren Darstellung)

Um dennoch solch ein System zu untersuchen, wurde in Abb. 4.52 ein entsprechendes Si-
mulationsmodell erstellt. Die gesuchte Spule besteht aus drei orthogonale und baugleiche
Spulen S1, S2 und S3. Abb. 4.52(b) wurde nur zur Darstellung erstellt. Fiir die Unter-
suchungen wurde das Spulensystem aus 4.52(a) verwendet. Das Ortungssystem wurde
wieder aus Abb. 4.1 mit x4 = 500 mm, y4 = 500 mm und zq = 1000 mm genutzt, wobei
die Verschiebung ys = 100 mm und zg = 100 mm gilt.

Aufgrund der orthogonalen Verschachtelung soll die Gegeninduktivitit zum gesuchten
Spulensystem Sn nahezu unabhéngig von der Ausrichtung sein. Dazu wurde in Abb. 4.53
der Einfluss in Abhéngigkeit von f fiir « = 0° und o = 30° bei einer Verschiebung von
z = 100 mm fiir die Ortungsspulen 1. und 3. aus Abb. 4.1 untersucht. Hier bestétigt sich
die Annahme, dass wenn eine Kopplung aufgrund der Ausrichtung schwécher wird, eine
andere Kopplung besser wird. Dadurch bleibt das Spulensystem ausrichtungsunabhéngig.
In Abb. 4.54 wird der Einfluss des Abstandes z auf das Spulensystem von den beiden
2-Ortungsspulen untersucht. Hier hat das Spulensystem nur geringe Vorteile, da aufgrund
des Designs keine Verstarkung stattfinden kann. Nur indirekt kann nur die Ermittlung
der drei Gegeninduktivititen die Genauigkeit fiir die Ortung erhoht werden.

Bei der Kopplung aus den y-Ortungsspulen (und auch den z-Ortungsspulen) ergibt sich
durch die perspektivische Verschiebung in Abb. 4.55 einen Vorteil, da hier durch die
perspektivische Verschiebung quasi die Ausrichtung &ndert.

Um den Einfluss des Abstandes z bzw. deren perspektivische Verschiebung besser zu
beurteilen wurden in Abb. 4.56 die jeweiligen maximalen und minimalen Gegenindukti-
vitdten ermittelt. Fiir eine normale induktive Lokalisierung mit planaren Spulen kann sich
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Abb. 4.54.: Verliufe der Gegeninduktivititen der geschachtelten Spulenanordnung unter Beriicksich-
tigung des Abstandes z fiir o = 0° und o = 30° zu verschiedenen Ortungsspulen

somit im schlechtesten Fall die Werte aus Abb. 4.56(b) ergeben. Durch das Spulensystem
wird aus diesen Kopplungswerten allerdings die Werte aus Abb. 4.56(a) moglich, welches
die Signalstarke und somit die Genauigkeit des Prozesses erhdht.

4.2.4. Gerateeinfliisse

Die gesuchte Spule S aus der beispielhaften Abb. 4.1 ist in der Realitdt auch an einem
anderen System fiir die Messauswertung und fiir andere Funktionen gekoppelt. Dieses
System kann natiirlich auch Einfluss auf die Kopplung und somit die Ortungsergebnisse
haben. Dazu wird im Folgenden ein typisches Beispiel analysiert, wo die gesuchte Spule
an einem Smartphone befestigt ist. Da das Leiterplattenlayout in Smartphones sehr
variabel, streng geheim und vermutlich aufgrund der minimalen Grofe kein merkbaren
Einfluss hat, wird nur der Einfluss des Akkus betrachtet. Als Material wurde hier
anhand von [87] das Material Aluminium genutzt, welches eine homogene Verteilung
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Abb. 4.56.: Mazimale und minimale mdgliche Gegeninduktivititen aus der geschachtelten Spulenan-
ordnung unter Beriicksichtigung des Abstandes z fiir o = 0° und § = 0°

und somit den maximalen Einfluss zeigt. Als Grofe des Akkus wurde beispielhaft das
aktuelle Smartphonemodell ,Samsung S23 Ultra“ genutzt, welche eine Abmessung von
72mm x 62mm X 6mm [88| besitzt und vorerst dap, = lmm von der gesuchten
Spule befestigt ist. In [87] ist zusétzliche erwéhnt, dass die Batterie eine Permeabilitét
von i, = 50 vorweisen kann. Anhand verschiedenen Ausrichtungen und Fille (ohne
Batterieeinfluss, nur Einfluss von Aluminium und mit Aluminium und Permeabilitdt von
i = 50) sollen nun die Unterschiede und somit der Einfluss auf die Kopplung anhand
des Ortungssystem mit Akku in Abb. 4.57 untersucht werden.
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M
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Abb. 4.57.: Typisches induktives Ortungssystem mit einem Akku in Form eines Aluminiumblocks an
der gesuchten Spule

S

Da die Ausrichtung hier am relevantesten ist, wurde in Abb. 4.58(a) der Ausrichtungs-
winkel fs fiir die drei Félle (ohne Batterie, mit Batterie und nur Aluminiumeinfluss und
mit Batterie und einer Permeabilitdt von p, = 50 (siehe [87])) untersucht. Wihrend der
Fall ohne Batterie einen perfekten Cosinus dhnelt, weichen die Amplituden unter Einfluss
der Batterien ab, wodurch

Mn,S ~ (COS(/BSﬁ) + KAkku(dAkkua Rr, ,ur)) (444)

gilt. Der Faktor Kaxku(dakku, Kr, f4r) verschiebt durch den leitfahige Einfluss der Batterie
und den damit resultierenden Wirbelstrémen das durchdringende Magnetfeld. Abhéngig
von der Dicke der Batterie und der Betriebsfrequenz wird dieser Effekt verstirkt (siehe
Unterkapitel 4.3.2). Eine permeabilitive Batterie wirkt diesen Effekt allerdings entgegen
und verstirkt wiederum die Kopplung.
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Abb. 4.58.: Einfluss einer Batterie nahe an der gesuchten Spule mit verschiedenen Parameter und
Ausrichtungen
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Da die Amplitudenunterschiede in Abb. 4.58(a) schwer erkennbar sind, wurde in Abb.
4.58(b) ein Vergleich fiir die Ausrichtungen s = 0° und fs = 180° fiir alle Félle fiir sogar
zwei z-Positionen dargestellt. Hier wird der Amplitudenunterschied deutlicher und auch
die Verstarkung durch die Permeabilitidt wird durch eine konstante Verstiarkung sichtbar.
Eine Erhéhung des Abstandes zwischen Spule und Batterie verringert nachvollziehbar
den Einfluss auf die Spule.

4.2.5. Verfahren zur Lokalisierung von mehreren Spulen

In dieser Arbeit wurde, abgesehen von diesem Unterkapitel, nur die Lokalisierung
einer gesuchten Spule S betrachtet. Der Grund dafiir ist, dass sich die generalisierten
Ergebnisse aus dieser Arbeit auf eine beliebige Anzahl von gesuchten Spulen Np g
anwenden lassen. In der Praxis ist es jedoch je nach Anwendung relevant, mehrere
gesuchte Spulen Np, g zu haben, die lokalisiert werden sollen. Da sich die Signale der zu
ortenden Spulen gegenseitig beeinflussen und dadurch blockieren kénnen, was entweder
die induktive Ortung verhindert oder zur Losung der Problemstellung den Einsatz zu-
sdtzlicher Ortungsspulen erfordert, werden in diesem Unterkapitel verschiedene mdogliche
Losungsansatze vorgestellt, die eine induktive Lokalisierung mehrerer gesuchter Spulen
ermoglichen. Dieses Themengebiet wird als Multiplexing bezeichnet und beschreibt
das Senden und erfolgreiche Dekodieren verschiedener Sender iiber einen gemein-
samen Kanal. Zu den vorgestellten Losungsarten werden Beispiele zur Durchfiihrung
angegeben, die lediglich der Veranschaulichung dienen, da es noch weitere Varianten gibt.

Frequency Division Multiplexing (FDM) (durch Backscattering):

Eine mogliche Losung zur gleichzeitigen Lokalisierung von mehreren gesuchten Spulen ist
die Verwendung von individuellen Sendefrequenzen fy,, (Frequency Division Multiplexing
(FDM)) je gesuchter Spule, da diese Signale sich im Frequenzbereich nicht beeinflussen
und einfach durch die Verwendung eines Mischers mit der jeweiligen Frequenz ausgewihlt
werden konnen. Damit hat dann jede gesuchte Spule einen eigenen Frequenzkanal, wobei
hier automatisierte Resonanzanpassung durchgefithrt werden muss, damit die maximale
Signalstdrke empfangen werden kann.

Eine Erweiterung davon und um den Energieverbrauch der gesuchten Spule stark zu ver-
ringern, ist die Verwendung von Backscattering mit individuelen Modulationsfrequenzen
fBssn- In Abb. 4.59 ist dquivalentes elektrisches Ersatzschaltbild dargestellt. Dazu wurde
hier ein idealer MOSFET parallel zur Lastimpedanz Z; . ¢ geschaltet. Dieser MOSFET
wird mit einer eindeutigen Frequenz fgsg in Form einer Rechteckschwingung vrect, i 5 (£)
gesteuert, wodurch je nach Zustand die Lastimpedanz kurzgeschlossen wird [41,89,90].
Durch die zeitliche Anderung der transformierten Impedanz Zrg (abhingig vom Steu-
ersignal Urect, fps s (f)) kann die Impedanz Z,, des Gesamtsystems in optimaler Resonanz
dargestellt werden durch

29 72
w Mn,s

ﬁs + URect,st,s (t)ZLast,S

0 T mod TBS,n < Tosm

Z =R, + .
- 1 ,tmod Tgs, > Tesn

mit VRect, fps . (1) = {

g

Zrs

(4.45)
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ESB einer Ortungsspule (MQS)  ESB der gesuchten Spule (MQS)

Cres,S,S

Abb. 4.59.: Elektrisches Ersatzschaltbild zwei gekoppelter Spule mit Reihenresonanz zur Darstellung
von Backscattering fir eine Spulenidentifikation

Der Operator mod bezeichnet die Modulo-Funktion (Division mit Rest), sodass eine
periodische Funktion generiert wird.

Die Rechteckschwingung kann durch die Fourierreihendarstellung auch als Summe dar-
gestellt werden und somit auch im Frequenzbereich betrachtet werden:

4 . i 2k’ — 1 wBS St)
URect,st S = ; Z o6k — 1
k=1
2]€ — 1)&)}35 S) — 5(w + (2]{3 - 1)&)]35 S)
V Rect, fis s (jw) = —4j Z ok 1 ) (4.46)

Fiir die Ermittlung der Gegeninduktivitdt ist hier die jeweilige erste Frequenzverschie-
bung durch die Faltung mit den Dirac-Impulsen §(w) am sinnvollsten, da diese die grofite
Signalstérke besitzen und nachfolgende Frequenzverschiebungen mit (2k — 1) geddmpft
werden.

Um die Einfliisse auf das System zu untersuchen, wurden im Folgenden unterschied-
liche Schaltungssimulationen fiir eine Ortungsspule und eine unterschiedliche Anzahl
von gesuchten Spulen durchgefiihrt. Wenn nicht anders angegeben, wurden fiir die
Simulationen eine Signalquelle mit u,(t) = 1V - sin(wyt) bei einer Signalfrequenz
von fo = 100kHz genutzt, wobei die Eigeninduktivitdt mit Lg = L, = 25nH
und einem Verlust von Rs = R, = 1) gleich gewihlt wurde. Die Lastimpedanzen an
der gesuchten Spule sind Zp.qt s, = 10k(2, wobei die Spulen mit k£ = 10 % gekoppelt sind.

In Abb. 4.60 und 4.61 sind die Ergebnisse bei einer gesuchten Spule mit einem Backs-
cattering von fpss = 4kHz dargestellt. In Abb. 4.60 sind die jeweiligen Stromstérken
i, und ig bei einer Kopplung von k& = 10 % dargestellt, welche je nach Steuerung des
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MOSFETs durch die Spannung ugg g sich anders verhalten, da die Lastimpedanz Zyas,s.n
kurzgeschlossen wird. Die Spannung ugg.n bezeichnet die angelegte Spannung, damit
der MOSFET leitet. Verluste und parasitire Effekte durch den MOSFET wurde hier
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Abb. 4.60.: Zeitliche Verlauf der Stromstirken an beiden Spulen in Abhdngigkeit des schaltetenden
MOSFETs bei einer Kopplung von k =10%
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Abb. 4.61.: Beirag des Frequenzspektrum des Backscatteringssignals anhand der Stromstéirke i, bei
der Ortungsspule mit der individualen Frequenz fpss = 4kHz bei einer Kopplung von
k =10% und keiner Kopplung k = 0% (Links: Linear; Rechts: Logarithmisch)

Die Modulation aus Abb. 4.60 wird nun durch eine Fast-Fourier Transformation (FFT)
in den Frequenzbereich in Abb. 4.61 transformiert. In Abb. 4.61(a) wird deutlich, dass
durch die Kopplung die Signalstirke an der Tragerfrequenz fy sinkt und sich die die
Stromstérke i, auf die Seitenbénder verteilt. Durch die Verwendung des Rechtecksignals
sind mehrere Harmonische sichtbar, wobei hier weiterhin fiir die Lokalisierung das
starkste Signal bei f = fy £ fpgg ist.

Nun sollen zwei verschiedene gesuchte Spulen Ny, g = 2 gleichzeitig durch Backscattering
detektiert werden. Dabei wird weiterhin eine Kopplung von & = 10% genutzt, um die
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Effekte besser deutlich zu machen. Beide Spulen haben eine eindeutige Mischfrequenz
von fgssi = 10kHz und fgssi = 16kHz. In Abb. 4.62(a) ist das Stromsignal an der
Ortungsspule dargestellt, wobei hier zu sehen es, dass sich die Effekte an manchen
Bereichen iiberlagern, wodurch eine noch stirkere Dampfung erfolgt. Das dazu passte
Frequenzspektrum in Abb. 4.62(b) zeigt die jeweiligen Harmonischen, wobei hier auch
deutlich wird, dass sich durch das Rechtecksignal die Seitenbénder auch untereinander
beeinflussen, welches bei der Auswahl der Mischfrequenzen berticksichtigt werden muss,
damit keine ungeraden Vielfachen sich iiberschneiden und somit das Ergebnis verfilschen.
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Abb. 4.62.: Elektrische Stromstirke an der Ortungsspule fir zwei gesuchte Spule Ny g = 2, welche
durch Backscattering unterschieden werden (Links: Zeitsignal; Rechts: Frequenzspektrum)

Fiir drei gesuchte Spulen Npg = 3 bei den Mischfrequenzen fggg1 = 10kHz,
fBss2 = 13kHz und fggss = 16kHz werden die Einfliisse der Seitenbdnder aufgrund
der Rechteckschwingung untereinander noch stirker (siehe Abb. 4.63), allerdings bei
Kenntnis der Mischfrequenz fiir die zugehorige gesuchte Spule ist eine eindeutige
Identifikation und somit Lokalisierung moglich.

Wenn die gesuchten Spulen senden konnen, ist natiirlich auch eine direkte Methode
moglich, bei der jede gesuchte Spule auf eine eigene Frequenz sendet.

Orthogonal Frequency Division Multiplexing (OFDM):

Das Prinzip des Orthogonal Frequency Division Multiplexing (OFDM) ist eine Erweite-
rung des FDM. Wahrend sich beim FDM die jeweiligen Signale der gesuchten Spulen Ny, g
nicht beeinflussen diirfen und sich die Signale auf einem fest definierten Frequenzbereich
befinden, wobei sich diese Bereiche nicht {iberschneiden diirfen, ist beim OFDM nur die
Bedingung, dass alle Signale untereinander orthogonal sind und somit zwischen Signal
z(t) und y(t) mit einer Ubertragungsdauer fiir das Symbol Tsympor gilt:

Boulr) = Bt = 0] = /0 T (-t = {OE - EE i ; z .

(4.47)

Dadurch ist es moglich, dass Signale sich im Frequenzbereich iiberlagern, solange diese
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Abb. 4.63.: Materialabhingigkeit der Gegeninduktivitat fiir verschiedene Frequenzen bei einem Ab-
stand von d = 1m (Links: Einfluss des Betrags; Rechts: Finfluss der Phase)

orthogonal zueinander sind. Je hoher die Orthogonalitit bei unbekannten Signalen ist,
desto hoher ist auch die Robustheit dieses Verfahrens. Bei Dateniibertragungstechniken
ist diese Eigenschaft sehr wichtig, um die Datenrate deutlich zu erhéhen [89).

Code Division Multiplexing (CDM):

Beim Code Division Multiplexing (CDM) wird ein #hnliches Prinzip wie beim OFDM
verwendet. Die Signale werden mit digitalen Codeworter ccoge, moduliert, welche eben-
falls orthogonal zu den anderen Codewortern ist. Dadurch wird immer das gleiche Fre-
quenzband genutzt, weil immer die gleiche Symbolart verwendet wird. Durch die digitale
Modulation ist dieses Verfahren einfacher umzusetzen, da beim OFDM die kontinuier-
liche Symbolgenerierung und -auswertung schaltungstechnisch komplexer ist. Nachteilig
beim CDM ist allerdings die héhere Symboldauer Tgymbo1, welche sich an die Anzahl der
gesuchten Spulen Ny g richtet, da die digitalen Codebits nur ccoqe € {—1,1} enthalten
konnen.

Fiir das CDM gilt durch die digitale Modulierung durch H generell:

H-H" = Nooged = Looae | - (4.48)

Eine mogliche orthogonale Codegenerierung kann durch den Hadamard-Code mit der
Hadamard-Matrix H,, [89-91] durchgefiihrt werden, welcher definiert ist als:

H, H,

H,, = {Hn _HJ =H), mit H =1|. (4.49)

Die Hadamard-Matrix Hy, . besitzt also Ngoge Codewdrter cooqe, wobei die Lange pro
Codewort Lcoge = Neode ist. Fiir diese Generierung der Hadamard-Matrix gilt H,, = H;f
Fiir die beliebigen Signale sg, fiir n € {1,2, ..., N s} und Np s < Ncoqe ergibt sich daraus
das modulierte Signal Xg,, = 53, * Ccoden- Fiir die Umsetzung sollte die Signalstérke der
Signale sg, bekannt oder gleich sein, sodass durch die Ddmpfung auf den gemeinsamen
Kanal die Gegeninduktivitit ermittelt werden kann.
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Durch das Assoziativgesetz kann das CDM durch folgende Gleichung beschrieben wer-
den, wenn es keinen Einfluss durch den Ubertragungskanal gibt (ss ne,q. = S5 n,,, Und

_ /
stNCode - XS,NCOde)‘

T _ T _
(88, Neoae HNcoae) HNe o, = 38 Vcoae (HNgoqes - HiNg,a,) = 88,Ncose Node (4.50)
Vv vV
XS, Ncode Ncodel

Aufgrund der Codeldnge Lcoge erhoht sich hier sogar die empfangende Signalstirke um
den Faktor Lceoqe = Neode, aber verringert auch die Messraten, da das Symbol auch eine
erhohte Symboldauer Tsympo um den gleichen Faktor besitzt (wenn der Frequenzbereich
gleich bleiben soll.

In Abb. 4.64 ist der Ablauf nochmal visualisiert. Interessant fiir die induktive Ortung ist
der Ubertragungskanal, welches sich je nach Ort des gesuchten Spule dndert und somit
ermittelt werden soll. Das zu sendende Signal (inkl. Signalstéirke) sollte bekannt oder am
besten gleich sein.

Dekodierte Signale der

Sendesi le d
endesignale der gesuchten Spulen

gesuchten Spulen
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r( \ . zg1 ,
f ’ L s
S CCode,1 i CodeSg,1
S:1 L SCoded Ubertragungskanal
p x ’
88,2 } CCode,2 5.2 yan Spuleneigenschaften Induktion Umgebungseinfiusse ! LCodessg
L J NS N, T3 N,
Nps < Ncoa [ §,Nooas S, Neode HT
< NCode 4 S R B s
s < Noote | |, . T Nooe
NN ST ——
( TS, Noode LCodeS5 N
L ssaNCode; > CCodeNowse [T C Schodf/
~ _

H Laode s/s Ne,
88, Ncode Node TS, Noode »1 Code

Abb. 4.64.: Genereller Ablauf eines Code Division Multiplezing (CDM), wobei hier das gesendete Si-
gnal sg , bekannt sein muss, um aus den Dimpfungen im Ubertragungskanal die gesuchten
Kopplungsgrifien zu ermitteln.

Um den Prozess des CDM mit Hadamard-Code besser darzustellen, wird im folgenden
ein Beispiel fiir N, g = Ncode = 4 durchgefiihrt.

Fiir Nogge = 4 ist die Hadamard-Matrix mit den Codewdrtern definiert als:

CCode,1 1 1 1 1
o CCode,2 . 1 -1 1 —1
H, = COodes =11 1 -1 1 (4.51)
CCode,4 1 -1 -1 1

Fiir die beliebigen Signale sg 4 wird dann folgende Modulation durchgefiihrt:
T
S§s1 + Ss2 + 533+ Ss4
8,1 — Ss2 1+ 83,3 — Ss4 ' (4.52)
88,1 T 8s2 — 833 — SS4
88,1 — 882 — 883 1+ Ss4

X84 = Ss4 H, =

Hier entsprecht jede Zeile einen Zeitpunkt des Signals.
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Nach den Einfliissen durch den Ubertragungskanal (siche Abb. 4.64) und der Demodula-
tion folgt:

Sg1 S50+ 853+ 854 1 1 1 1
! ! ! !
/ T _ [Ss1 ~ 852t Ss3 — Ssa L -1 1 -1
XS74'H4_ /’ _|_ /’ - /’ . /’ 1 1 _1 _1
831 T Sg2 — Ss3 7~ Ss4
/ / / /
Ss,1 7 852~ Sg3 1 S5 L -1 -11
_ / / / / o
=4-[sg, S5 53 S54] =SS 4Lcode (4.53)

Fir den Fall, dass die Sender untereinander nicht synchron arbeiten und somit die
Hadamard-Matrix keine optimale Losung gibt, muss durch Verschiebung des ccoge, der
optimale Kreuzkorrelation durch

SlS,ﬂLCOde = m’?X X/S,NLﬂngode,n[k] (454)
gefunden werden. Hier beschreibt [k] die zyklische Verschiebung des Hadamard-Codes.

Damit kein anderer Hadamard-Code (z.B. der dritte und vierte Zeile von (4.51)) durch die
zyklische Verschiebung ausgewahlt werden, ist es sinnvoll die Lange der Hadamard-Codes
zu erweitern, sodass Verwechslungen vermeidbar sind und auch gleichzeitig Effekte wie
Rauschunterdriickung optimiert werden. Ein Beispiel wire folgende Hadamard-Matrix
fiir ein asynchrones CDM [91, 92|

1 1 1 1 1 1 i -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
-1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
(4.55)

H, =

—

Time Division Multiplexing (TDM):

Zusitzlich ist auch eine Nutzung von festen Zeitbereichen (Timeslots) moglich, wo eine
gesuchte Spule aktiv und die anderen gesuchten Spulen mit sehr hohen Lasten geschal-
tet werden. Bei allen Verfahren ist allerdings eine dauerhafte Datenkommunikation
notwendig, wohingegen bei den Backscattering nur die Frequenz mit der zugehorigen
Identifikation bekannt sein muss [89-91].

Aktivieren ausgewihlter Spule:

Alternativ lassen sich mehrere Spulen auch Lokalisieren indem das Ortungssystem mit
den Ortungsspulen und die gesuchte Spulen miteinander iiber einen separaten Daten-
kanal miteinander kommunizieren. Somit kénnen &hnlich zu Abb. 4.59 zusétzliche noch
héherohmigere Lasten zugeschaltet werden, wodurch die Stromstérke an den gesuchten
Spulen ig , minimiert und somit Induktionen an deren Spulen durch ug ,, ,, = jwMs nmig ,
ebenfalls minimiert wird. Der Einfluss wire dann vernachlassigbar.
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4.3. Einfliisse von Storungen

Die induktive Ortung ist nicht nur von den internen Parametern des Systems, wie
den FEigenschaften der Spulen und der Betriebsfrequenz, abhéingig, sondern auch in
erheblichem Mafe von externen Einfliissen, welche der Entwickler nicht beeinflussen
kann und Gegenmafnahmen entwickelt werden miissen. Diese externen Faktoren konnen
die Ortungsgenauigkeit signifikant beeinflussen und miissen bei der Entwicklung und
Optimierung eines solchen Systems sorgfiltig bertiicksichtigt werden. Zu den wichtigsten
externen Einflussfaktoren zdhlen die Umgebungsmaterialien, externe Storquellen sowie
das unvermeidbare Rauschen, das in jeder elektrischen und elektronischen Schaltung
auftritt.

Die Materialien in der Umgebung des Ortungssystems spielen eine entscheidende Rolle,
da sie die elektromagnetischen Felder verzerren und somit die Detektion erschweren oder
verfilschen konnen. Metallische Objekte in der Ndhe der Spulen wirken beispielsweise
als starke Leiter und verursachen Wirbelstréme, die das magnetische Feld verdndern
und zu Fehlsignalen fiihren konnen. Auch nichtmetallische Materialien, insbesondere
solche mit hoher elektrischer Permittivitit oder magnetischer Permeabilitit, konnen
die Ausbreitung und Form des magnetischen Feldes beeinflussen. Daher ist eine genaue
Analyse der Umgebungsmaterialien unverzichtbar, um verlassliche Ortungsergebnisse zu
erzielen.

Ein weiterer wichtiger Aspekt ist das allgegenwirtige elektrische Rauschen, das sich
sowohl aus thermischem Rauschen in den elektronischen Komponenten als auch aus
externen Quellen, wie kosmischer Strahlung oder elektromagnetischer Umweltverschmut-
zung, zusammensetzt. Dieses Rauschen kann die Signalqualitiit erheblich beeintrachtigen,
indem es das nutzbare Ortungssignal verschleiert oder die Signal-Rausch-Verhiltnisse
verschlechtert und somit die messbare Genauigkeit und die messbare Reichweite
beschriankt. Eine effektive Filterung und Rauschunterdriickung sind daher zentrale
Aufgaben in der Entwicklung eines robusten Ortungssystems.

Zusitzlich gibt es noch externe Storquellen, wie andere elektrische Gerite, elektroma-
gnetische Felder oder Funksignale, und koénnen ebenfalls erhebliche Auswirkungen auf
die induktive Ortung haben. Diese Storungen koénnen das Ortungssignal iiberlagern
oder abschwichen, was zu einer Reduktion der Empfindlichkeit oder sogar zu falsch
berechneten Koordinaten fithren kann. Insbesondere in industriellen oder urbanen
Umgebungen, in denen zahlreiche elektromagnetische Storquellen vorhanden sind, ist die
Beriicksichtigung dieser Einfliisse von grofer Bedeutung.

In diesem Kapitel wird untersucht, wie diese externen Einfliisse die Leistung und Pra-
zision der induktiven Ortung beeinflussen. Anhand von Simulationen und empirischen
Daten werden die Auswirkungen der Umgebungsmaterialien, externen Storer und des
Rauschens auf das Gesamtsystem analysiert. Vorteil isit, dass Schwankungen bei der er-

mittelten Gegeninduktivitit relativ Robust durch VR_g ~ Vi bzw. Vi = V;;* sind und
nur schwach mit der dritten Wurzel in die Berechnung der Koordinaten eingehen. Ziel
ist es, Strategien zu entwickeln, um diese Einfliisse zu minimieren und so eine stabile
und prizise Ortung auch unter widrigen Bedingungen zu erméglichen. Die gewonnenen
Erkenntnisse sollen als Grundlage fiir die Optimierung der Systemgestaltung dienen, um
eine hohe Zuverléssigkeit und Genauigkeit der induktiven Ortung zu gewéhrleisten.
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4.3.1. Umgebungsmaterialien

Jedes elektrische Verhalten hingt von Materialparametern ab. Um diese Abhéngigkeit
zu bewerten, wird im Folgenden der Einfluss von Umgebungsmaterialien auf die induk-
tive Lokalisierung untersucht. In Abb. 4.65 wurden alle Materialabhdngigkeiten von der
Umgebung als Modell eines elektrischen Ersatzschaltbildes ergianzt [93,94].

Abb. 4.65.: Elektrisches Ersatzschaltbild mit allen Materialeinfliissen zwischen zwei Spulen

Die wichtigen Einfliisse unterteilen sich in Permittivitit (Coq(e,.)), Permeabilitét
(Mya(pr), La(pr), Lo(pr)) und die elektrische Leitfahigkeit (R.(rk), Ly, ., U, o) der
Umgebung. Als Bewertungskriterium wird die gesuchte Gegeninduktivitit M, » zwischen
den beiden Spulen herangezogen, wobei bei der Bestimmung der Grife keine Anderung
aufgrund der Materialverdnderung vorgenommen wird, um dadurch den Einfluss durch

die Umgebungsmaterialien darstellen zu konnen. Die Untersuchungen werden im Feldsi-

mulationswerkzeug CST Studio Suite®durchgefﬁhrt, indem die jeweiligen Spulenanord-
nungen als planare Spulen mit FR-4 als Trégermaterial in Serienresonanz (fo = 100 kHz,
N =10, A =20cm X 20 cm) in verschiedenen Abstéanden modelliert und dann die jewei-
ligen Materialwechsel in Form von quaderférmigen Strukturen zwischen den Spulen und
Umgebungsmaterialien separat platziert werden.

4.3.1.1. Dielektrische Umgebungen

Die Dielektrizitatskonstante e, beschreibt die Polarisationsfahigkeit eines Materials
durch elektrische Felder. Da dieser Parameter nur elektrische Felder beeinflusst, hat er
wenig Einfluss auf die induktive Ortung. Allerdings besteht zwischen den einzelnen elek-
trischen Objekten eine Kopplungskapazitit C' o, die durch die Dielektrizitdtskonstante
erh6ht werden kann, so dass eine zweite Kopplung zwischen den Windungsflachen besteht.

In Abb. 4.66 wurde die Dielektrizitdtskonstante zwischen zwei unterschiedlich weit von-
einander entfernten Spulen mit realen Materialien verindert und die Gegeninduktivit
Mcaic.2(g,)) einschlieflich des Einflusses durch die elektrische Kopplung (Cy;(g,) siehe
Abb. 4.65) zwischen den Spulen berechnet. Direkt ist die Gegeninduktivitdt nicht von
der Dielektrizitdtskonstante abhéngig, aber da bei der Kopplung zwischen den Spulen
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nicht in der Kopplungsart unterschieden wird, kann dadurch eine scheinbare Differenz
entstehen.
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Abb. 4.66.: Diagramm des Absolutwerts der berechneten Gegeninduktivitit zwischen den beiden Spulen
in Abhangigkeit von verschiedenen Abstinden und der Dielektrizitatskonstante

In der Abb. 4.66 ist zu erkennen, dass der Einfluss nun auch fiir hohe Permittivitdten
sehr gering ist. Erst beim kleinsten Abstand von d = 30 cm ist eine geringe Erh6hung der
Kopplung in Form der berechneten Gegeninduktvitdt Mcaic12(e,)) erkennbar und besté-
tigt, dass die induktive Kopplung nahezu unabhéngig von dielektrischen Umgebungen
ist.

4.3.1.2. Permabiltitskern

Die magnetische Permeabilitit u, beschreibt die Magnetisierung von Materialien durch
Magnetfelder. Die Permeabilitét ist daher fiir die induktive Ortung sehr vorteilhaft, da sie
die Gegeninduktivitdt M, , und folglich die Kopplung zwischen den Spulen erhéht. Sie
wird durch die Beziehung zwischen der Gegeninduktivitit und der Reluktanz Ryagm.n
(auch magnetischer Widerstand), die durch den Kehrwert mit der Gegeninduktivitit
verbunden ist, folgendermafen definiert [95]:

N, N,

Mm,n = 5 7
Rmag,m,n (/Lr)

(4.56)

Fiir eine homogene Verteilung des Magnetfeldes kann die Reluktanz wie ein ohmscher
Widerstand mit ebenfalls homogener Stromverteilung berechnet werden. Fiir einen Qua-
der mit der Linge [ und der Querschnittsfliche A kann die Reluktanz auch berechnet
werden mit

b
R mun\Hr) = — 4.57
i) = (157

wobei die Gegeninduktivitéit direkt proportional zur Permeabilitét ist [96].
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Da ferromagnetische Materialien (p, > 1) bei Raumtemperatur fest sind und eine hohe
Héarte aufweisen, konnen sie nicht im gesamten Ortungsraum verteilt werden, da dies
keine Bewegung im Raum zulassen wiirde. Mit Hilfe von Magnetkernen kann jedoch die
Gegeninduktivitit zwischen den Spulen verbessert werden. Zu diesem Zweck wurden die
Spulen mit Magnetkernen unterschiedlicher Permeabilitat und Dicke ergéinzt (siehe Abb.
4.67).

- I I I — I (.
3 12 12 |8 = iy
0.95 - = IN 12 IS IR G
I'5 1T |3 1% 8
09 | S 215 g g T
as, e 1Z 15 B 1T
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Abb. 4.67.: Einfluss eines Magnetkerns mit unterschiedlichen Dicken auf die Gegeninduktivitit im
Abstand d = 30 cm

Die Erh6hung der Gegeninduktivitit durch einen Magnetkern ist zwar sichtbar, aber im-
mer noch gering, was sich dadurch erkliren lisst, dass der Ortungsraum deutlich grofer
ist als die Dicke des Magnetkerns und somit der Verhaltnis der Strecke, welche das Ma-
gnetfeld im Magnetkern zuriicklegt deutlich geringer als die Strecke im freien Raum bei
Luft ist.

Wichtig bei der Erh6hung der Permabilitét ist, dass sich auch die Selbstinduktivitaten L,,
der jeweiligen Spulen dndert und somit auch die Resonanzfrequenz der Spulengeometrie:

1
res,m,n . 4.58
N (499)

Dies hat zur Folge, dass sich die Resonanzfrequenz &ndert, was sich auf den Betrieb der
Spulen auswirkt und beriicksichtigt werden muss.

4.3.1.3. Elektrisch leitfadhige Umgebungen

Die elektrische Leitfdhigkeit x beschreibt fiir Materialien die Stirke eines elektrischen
Stroms bei einem angelegten elektrischen Feld oder einer Spannung. Bei der induktiven
Ortung spielt diese Materialeigenschaft eine wichtige Rolle fiir die Ortungsumgebung,
da sie die Stirke der Wirbelstrome im Material beschreibt. Wirbelstrome werden in
leitfihigen Materialien durch das hochfrequente Magnetfeld erzeugt. Diese Wirbelstrome
sind abhingig von der elektrischen Leitfihigkeit £ oder dem elektrischen Widerstand
des Materials R,(r). Die Geometrie der Materialstruktur kann daher auch induktive
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Strukturen L, innerhalb des Materials bilden. Diese Strukturen verhalten sich wie
normale Spulen und erzeugen ihrerseits ein Magnetfeld, welches aber den urspriinglichen
Magnetfeld entgegengesetzt ist und somit eine entgegengesetzte Induktionsspannung
erzeugt (u,, und u,,). Wenn nun die Leitfihigkeit hoch genug oder der ohmsche
Widerstand des Materials niedrig genug ist und die Struktur eine induktive Geometrie
zuldsst (geschlossene Wege?), kann eine Kopplung zwischen den beiden Spulen zur
induktiven Lokalisierung nicht mehr bestehen. Ein entsprechendes Ersatzschaltbild
der Wirbelstrome ist in Abb. 4.65 dargestellt, dass das leitende Material als dritte
dquivalente Spulenstruktur mit einem ohmschen Widerstand R, (k), einer Induktivitit
L, und der induzierten Spannung der beiden Spulen , , und w, . zeigt [97].

Um dieses Phinomen zu untersuchen, wurde um den beiden isolierten Spulenmodellen
ein variables leitfahiges Material angebracht. In Abb. 4.68(a) ist eine logarithmische Dar-
stellung der Gegeninduktivitat zwischen den Spulen in Abhéngigkeit von der elektrischen
Leitfahigkeit dargestellt. Hier ist zu erkennen, dass bis einschlieftlich des Meerwassers kei-
ne relevanten Anderungen in der Kopplung bestehen. Zwischen dem salzigen Meerwasser
und dem amorphen Graphen kommt es zu einer deutlichen Abnahme der Kopplung, da
die Wirbelstrome bzw. das entgegengesetzte Magnetfeld dann zu stark werden.
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Abb. 4.68.: Verlauf des Absolutwerts und der Phase der Gegeninduktivitit zwischen den beiden Spulen
in Abhdngigkeit von verschiedenen Abstinden und der elektrischen Leitfahigkeit im ganzen
Raum. Phasendarstellung gekiirzt, da die Phasendnderung nicht mehr darstellbar war.

Die Phase der Gegeninduktivitit in Abb. 4.68(b) dndert sich wiahrend dieses Abklingens
ebenfalls drastisch, was die Resonanz der Schaltkreise enorm erschwert, da sie sowohl vom
Abstand als auch von der Grofe des Zwischenmediums abhéngt und sehr empfindlich
auf die elektrische Leitfahigkeit in diesem Bereich reagiert. Diese Eigenschaft macht die
Gegeninduktivitit fiir leitende Materialien scheinbar komplex:

Uind2 = Uy g — Uy o = jwiy My (1 — —_H) . (4.59)

2Bei Eisenkernen in Transformatoren nutzt man oft Metallschichten, die voneinander isoliert sind,
wodurch die unerwiinschte Wirbelstromerzeugung deutlich verringert wird.
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Fiir die Wirbelstrome 7, konnen somit fiir sehr niedrige und sehr hohe elektrische Leitfa-
higkeiten folgende Ndherungen gemacht werden

Qn,l + um,?

limz, = lim ——"F"— = 4.60

e R Ry(k) + jwL, (4.60)
. . . gnl—i_unQ le—i_gnQ

1 =1 : — = — : 4.61

oo T Rs0 Ru(k) + jwle  jwLn (4.61)
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Abb. 4.69.: Normalisierte Kurve des Betrags der Gegeninduktivitit zwischen den beiden Spulen in
Abhdngigkeit von verschiedenen Abstinden und der elektrischen Leitfihigkeit zwischen
den Spulen fiir verschiedene verdnderliche Materialrdume: Links: Komplette Ortungsum-
gebung; Rechts: Zwischen den Spulen/Ortungsumgebung

Um den Einfluss der Spulenabstinde besser vergleichen zu konnen, wurde der Verlauf
der Gegeninduktivitit in Abb. 4.69(a) betragsméfig normiert. Hier ist zu erkennen, dass
mehr leitfdhiges Material (durch den Abstand zwischen den Spulen) einen etwas fritheren
Abklingeffekt bewirkt. Wenn sich nun das leitfdhige Material nur zwischen den Spulen
(und nicht dahinter) befindet, ist der Effekt schwécher (siehe Abb. 4.69(b)), da es in der
Realitdt vorkommen kann, dass sich das leitfihige Medium nur innerhalb der Ortungs-
umgebung befindet und nicht auferhalb des zu lokalisierenden Raumes.

Berechnung des Einflusses von elektrisch leitfihigen Umgebungen

Um den Einfluss von leitfahigen Materialien fiir die induktive Ortung zu beriicksichtigen,
miissen die Effekte aus Abb. 4.68 und 4.69 ergénzend zu den Gleichungen aus Kapitel
3.4 fir die Gegeninduktivititen berechnet werden. Eine Unterscheidung zwischen den
Anteil der Verteilung des elektrisch leitfihigen Medium ist aufgrund der hochkomplexen
Beschreibung von R, (k) und L, analytisch nicht 16sbar. Daher soll hier fiir den gesamten
Raum eine Anpassung zur Berechnung der effektiven (Gegeninduktivitiat unter Einfluss
von Wirbelstromen umgesetzt werden und als Basis fiir weitere Anpassungen im Fall von
inhomogener Materialverteilung dienen. Als Basis dienen die Erkenntnisse aus [98-100],
die die Definition der angepassten Neumann-Gleichung auf Grundlage der Definitionen
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des Skin-Effektes und deren Verluste ermdglichen:

o~ (1+)
———dr,,dr, it = . 4.62
—m,n 47T ( % % |T17L rn‘ " " ) m 1 5Skin ( )

Anstelle der allgemeinen Darstellung dgkino wurde der approximierte Skin-Effekt dgyin
verwendet, weil bei der induktiven Ortung die magnetischen Feldkomponenten domi-
nieren und daher die elektrischen Feldkomponenten und deren Einfluss vernachlissigt
werden konnen. Fiir die elektromagnetische Wellen- oder kapazitive Ortung muss die
allgemeine Darstellung fiir die Skin-Tiefe dgyino verwendet werden. Durch den Skin-
Effekt der Materialien wird die Gegeninduktivitét wie in Gleichung (4.59) mathematisch
komplex, was zu einer Phasenverschiebung bei der Ortung durch die Induktion wie in
Abb. 4.68(b) fiihrt. Dies geschieht durch die Erzeugung von Wirbelstromen, die von
der Leitfdhigkeit ~ abhéngig sind. Je hoher die Leitfihigkeit, desto stirker sind die
induzierten Wirbelstrome und damit das erzeugte Magnetfeld, das dem gewiinschten
Magnetfeld entgegenwirkt.

Durch die Berechnung des Faktors K, mit K., = MMI‘ konnen im Folgenden die Ein-

fliisse der elektrischen Leitfahigkeit, der Signalfrequenz und des Abstandes Az 9 zwischen
den beiden Spulen bewertet werden. Zu diesem Zweck wurden in den Abb. 4.70 und 4.71
die Abhéangigkeiten untersucht und als Betrag und Phase aufgetragen.

Abb. 4.70(a) zeigt die Materialabhéngigkeit der Gegeninduktivitét fiir verschiedene Ab-
stdnde. Hier wird deutlich bestitigt, dass die induktive Ortung fiir leitfahige Materialien
(z.B. Silber, Salzwasser) schlecht oder gar nicht geeignet ist. Fiir Trinkwasser in einem Ab-
stand von Az 5 = 5m ist dagegen nur eine Abweichung von 10 % zu erwarten, womit die
induktive Ortung fiir inhomogene, schlecht leitende Materialumgebungen noch gut geeig-
net ist. Abb. 4.70(b) zeigt, dass die Phasenverschiebung aufgrund der Gegeninduktivitét
auch von der Leitfdhigkeit der Materialien abhidngt und bei der Ortung beriicksichtigt
werden muss.
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Abb. 4.70.: Materialabhingigkeit der Gegeninduktivitit fiir verschiedene Abstinde bei fo = 100kHz
(Links: Einfluss des Betrags; Rechts: Finfluss der Phase)

In Abb. 4.71(a) ist der Einfluss der materialabhéngigen Gegeninduktivitéit als Funktion
der Frequenz dargestellt. Die Ergebnisse zeigen, dass die Leitfahigkeiten des Trinkwas-
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sers fiir Betriebsfrequenzen bis etwa 1 MHz nur geringe Einfliisse haben. Daher sollte
der Betriebsbereich der induktiven Detektion in fliissigen Umgebungen mit Wasser ohne
Salzgehalt bis in den MHz-Bereich gewihlt werden. Dariiber hinaus ist in Abb. 4.71(b)
zu erkennen, dass es bei salzhaltigem Wasser starke Phasenverschiebungen gibt, was die
Auswertung fiir die induktive Ortung erschwert. Die Phasenidnderung fiir metallische Lei-
ter wie Silber wurde Abb. 4.70(b) und 4.71(b) nicht dargestellt, da die Phasenénderung
wie auch in Abb. 4.68(b) sehr stark und nicht mehr in der Abbildung erkennbar ist.
Somit bestétigt sich das Verhalten der Gegeninduktivitét fiir elektrisch leitfihige Umge-
bungen aus Abb. 4.68 und 4.69, wodurch die Beschreibung fiir den Einfluss von Wirbel-
stromen fiir die induktive Ortung genutzt werden kann.

180 1] Azip=1m
150 71 Luft
08r 120 Kunststoff
90 [ Destilliertes Wasser
— & 60 H Trinkwasser
-{_E 06 "2 30l Meerwasser
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0 S N S . . . . . )
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Abb. 4.71.: Materialabhingigkeit der Gegeninduktivitit fiir verschiedene Frequenzen bei einem Ab-
stand von d = 1m (Links: Einfluss des Betrags; Rechts: Finfluss der Phase)

4.3.2. Metallische Ortungsumgebungen

Im Unterkapitel 4.3.1.3 wurde der Einfluss von homogenen leitfdhigen Umgebungen auf
die induktive Ortung untersucht. Nun kénnen auch anwendungsbedingt elektrische leit-
fahige Korper in Form von beispielsweise Metallplatte sich in der Umgebung befinden,
welche ebenfalls das Ortungssystem und somit die Ergebnisse aus der Lokalisierung be-
einflussen. Fiir diesen Fall werden verschiedene Ortungsumgebungen mit Metallplatten
anhand des Abstandes dpetan 7z den Ortungsspulen untersucht. Die unterschiedlichen
Falle sind in Abb. 4.72 dargestellt. Die Metallplatten bestehen aus Perfect Electric Con-
ductors (PEC), wodurch der Einfluss zur Erzeugung der Wirbelstréme maximiert wird
und somit der stérkste Einfluss untersucht wird.

Um den maximalen Einfluss zu analysieren, wird der Aufbau aus Abb. 4.72(f) zuerst un-
tersucht. In Abb. 4.73 ist der maximal mdgliche Einfluss fiir verschiedene Absténde z in
Abhéngigkeit des Abstandes der Metallplatten zu den Ortungsspulen (links) und der Ver-
lauf der Gegeninduktivitit fiir verschiedene Abstéinde der Metallplatten in Abhéngigkeit
der Entfernung z dargestellt. In Abb. 4.73(a) ist erkennbar, dass die Metallplatten durch
die induzierten Wirbelstrome und der daraus generierten entgegengesetzten Magnetfel-
der, die scheinbare Kopplung zwischen den Spulen sinkt. Je weiter sich die Metallplatten
allerdings entfernen, desto schwécher wird der Einfluss. Hervorzuheben ist hier, dass in
Abb. 4.73(a) die Dampfung der Kopplung durch die Metallplatten auch mit steigenden
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Abstand stérker sinkt. Dieser Effekt entsteht dadurch, dass durch den héheren Abstand
auch mehr Fliache der Metallplatte zwischen den beiden Spulen liegt und somit mehr
induzierte Wirbelstrome zwischen den Spulen sind. Die resultierenden Magnetfeld haben
als einen stirken Einfluss auf das Ortungssystem. Bei héheren Abstdnden kann der Effekt,
wie Abb. 4.73(b) zeigt, sogar vernachlissigt werden, da bereits hier ab dyjeran = 500 mm
ein dhnlicher Verlauf wie bei keinen Metallplatten erkennbar ist.

(a) Keine Metallplatten

(d) Zwei Metallplatten (Ecke)

(b) Eine Metallplatte

(e) Vier Metallplatten (Rohr)

y

o

(f) Sechs Metallplatten
Abschirmung)

(c) Zwei Metallplatten (Parallel)

y

-

(Komplette

Abb. 4.72.: Untersuchte metallische Umgebungen anhand von PEC-Platten mit variablen Abstinden
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Abb. 4.73.: Einfluss verschiedener Abstinde der PEC-Leiterplatten nahe der Ortungsspulen fiir ver-

schiedene Abstande bei ag = 90°
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Um auch die anderen Komponenten der Gegeninduktivitit aus (3.67) zu untersuchen,
wird auch der Fall bei ag = 0° in Abb. 4.74 betrachtet(aus der Perspektive der 5. Or-
tungsspule). Hier sind die gleichen Eigenschaften wie in Abb. 4.73 erkennbar. In Abb.
4.74(b) ist sogar erkennbar, dass es bei dem Nulldurchgang keine Anderungen ergeben,
aber es sich leichte Verschiebungen bei den Maximalwerten ergeben.

T
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Abb. 4.7}.: Einfluss verschiedener Abstinde der PEC-Leiterplatten nahe der Ortungsspulen fiir ver-
schiedene Abstinde bei ag = 0°

Die komplette Abschirmung durch die sechs Metallplatten stellt durch den stérksten
moglichen Einfluss da. Fiir den Einfluss der anderen Ortungssysteme aus Abb. 4.72,
werden diese nun in Abb. 4.75 verglichen. Hier ist sogar bei einer sehr nahen Abstand
von dyietan = 10 mm bei zwei oder einer Metallplatte nur sehr geringe Einfliisse erkennbar.
Bei dem héheren Abstand dyetan = 100 mm verringert sich sogar der Einfluss weiterhin.
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Abb. 4.75.: Einfluss von verschiedenen Ortungsumgebungen mit PEC-Metallplatten auf die Kopplung

Da die Darstellung aus Abb. 4.75 aufgrund der Héhe der Kopplung schlecht bewertbar ist,
wird in Abb. 4.76 die prozentuale Abweichung fiir den Fall, dass keine PEC-Metallplatten
vorhanden sind untersucht. Hier bestitigt sich die vorherige Aussage, dass bei einem
hoheren Abstand zg sich die Ddmpfung durch mehr induzierte Magnetfelder zwischen
den Spulen erhoht oder sich bei vier und sechs Metallplatten sogar vollstdndig negiert
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und keine Kopplung mehr moglich ist, da das System komplett entgegen gewirkt wird.
Bei hoheren Abstand der Metallplatten verringert sich auch hier der Einfluss.
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Abb. 4.76.: Prozentuale Abweichung von verschiedenen Ortungsumgebungen mit PEC-Metallplatten
auf die Kopplung

Es zeigt sich also, dass sowohl der Abstand der Spulen als auch der Abstand der Me-
tallplatten eine hohen Einfluss auf das System haben. Einfliisse von einer oder zwei
Metallplatten sind allerdings verhdltnisméfig gering gewesen. In der Realitdt sind in
der Umgebung allerdings keine PEC-Metallplatten, sondern Metallplatten mit endlicher
elektrischer Leitfahigkeit und somit thermischer Verluste vorhanden, wodurch der Effekt
schwicher wird. Hier wurde eine Signalfrequenz von f, = 100 kHz genutzt. In Kapitel
4.3.1.3 wurde gezeigt, dass bei steigender Frequenz auch der Einfluss der Wirbelstrd-
me starker wird. Daher soll bei einer elektrisch leitfahigen Umgebung die Signalfrequenz
gering gehalten werden.

4.3.3. Reichweite

Bei den bisherigen vorgestellten und simulierten Ortungsumgebungen wurden mogliche
Absténde bis zu einem Meter vorgestellt, um die Bedingungen fiir das Nahfeld fiir die
verschiedenen Untersuchungen zu garantieren. Die Reichweite fiir die induktive Ortung
hingt wiederum von zahlreichen Systemeigenschaften ab, die je nach Anwendung stark
variieren konnen. Um dennoch einen groben Wert zu erhalten, werden anhand von realen
Kennwerten aus bisherigen Spulendesigns und anhand dhnlicher Technologien Werte zur
Berechnung der moglichen Reichweite genutzt. Fiir die Berechnung wird die Simulations-
umgebung aus dem Unterkapitel 4.2.2 fiir den Abstand erweitert, indem die Gleichung
(3.69) mit deren Spule bei f, = 100kHz und die Konfiguration aus Unterkapitel 3.4.3
genutzt wird. Das verwendete Zwei-Spulen-System befindet sich wie in Abb. 4.47 in
perfekter Resonanz. Als Zielgrofe wird die iibertragende Betragsspannungsabfall |ﬁ—j\
genutzt, um dadurch eine relative Zielgrofe zu erhalten. -

Das thermische Rauschen stellt eine fundamentale Grenze fiir die Messbarkeit von
elektrischen Spannungen dar, die durch die unvermeidbare thermische Bewegung
von Elektronen in einem Widerstand verursacht wird. Diese Art von Rauschen,
bekannt als Johnson-Nyquist-Rauschen, ist direkt proportional zur Temperatur des Sys-
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tems und zum Widerstand des Materials, durch das der elektrische Strom flieft [101,102].

Das Johnson-Nyquist-Rauschen kann durch die folgende Gleichung beschrieben werden:

Unyquist = V/AksTRAS | . (4.63)

In dieser Formel steht Unyquist fiir die effektive Rauschspannung, kg ist die Boltzmann-
Konstante (1,38-10723 JK™!), T ist die absolute Temperatur in Kelvin, R der Widerstand
in Ohm und A f die Bandbreite in Hertz.

Betrachtet man ein typisches 50-Q-System bei Raumtemperatur (7" = 300 K), so betrigt
die effektive Rauschspannung fiir eine Bandbreite von 1Hz etwa 0,9nV (= —168dBm).
Diese Spannung steigt proportional zur Wurzel der Bandbreite an, sodass bei einer Band-
breite von 1 MHz das thermische Rauschen etwa 0,9pV (~ —108dBm) betrigt. In der
Literatur wird die unterste thermische Rauschgrenze bei kgT ~ —174 dBm/Hz [103,104|
angegeben, wobei zum Vergleich sehr spezialisierte und erforschte Technologien wie das
Global Positioning System (GPS) Signale bis ~ —158dBm [105, 106 verarbeiten und
auswerten koénnen.

Obwohl das thermische Rauschen eine fundamentale Grenze fiir die Messbarkeit von
Spannungen darstellt, gibt es dennoch einige Techniken, um Spannungen zu detektie-
ren, die unterhalb dieser Grenze liegen. Eine der effektivsten Methoden ist die Lock-In-
Verstarkung. Das Prinzip des Lock-In Verstirker beruht auf der Kreuzkorrelation vom
gemessenen verstirkten Signal mit einem Referenzsignal. Das Referenzsignal ist das ver-
starkte Nutzsignal ohne den Rauschanteil. Damit das Referenzsignal bekannt ist, muss
dieses wie das Nutzsignal periodisch sein.

Das Blockschaltbild eines Lock-In Verstéirkers ist in Abb. 4.77 dargestellt.

n(t-T)
TN s(t-T) E at
> 2Dy (7)

T y(t) =w(t)e

Abb. 4.77.: Blockschaltbild eines Lock-In Verstirkers
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Fiir das verrauschte verstirkte Nutzsignal z(t) = Vi(s(t) + n(t)) und das Referenzsignal
y(t) = V5 - s(t) gilt somit allgemein:

Doy (7) = El(t — 7)y(t)] = ViVRE[(s(t — 7) + n(t — 7))s(t)]

Viva

TSymbol

TSymbol TSymbol
/ s@—ﬂd&ﬁ+/ n(t — 7)s(E)dt = Vi Vo (7)
0 0

J

~
0, da unkorreliert

(4.64)

Die Faltung aus Gleichung 4.64 entsteht somit aus der Multiplikation und einer Integra-
tion, wobei die Integration mit einem Tiefpass umgesetzt wird.

Da ein Multiplizierer schaltungstechnisch schwer umzusetzen ist, wird das Referenzsi-
gnal z.B. mit einem Komparator in ein Rechtecksignal umgewandelt, welches gleichméfig
zwischen der maximal gewédhlten Spannung U, und Null wechselt. Dieses Rechtecksignal
steuert dann wiederum einen Schalter (z.B. in Form eines MOSFETs ), welcher das Si-
gnal z(t) abwechselnd kurzschlieft und sperrt. Dadurch wird das Signal beim Passieren
mit einem konstanten Faktor multipliziert und beim Sperren mit Null multipliziert, wo-
durch ein simpler Multiplizierer entsteht. Das Umformen in ein Rechtecksignal ist dabei
unproblematisch, da das Rechtecksignal als Fourierreihe folgende Form hat:

AUy = sin((2k — L)wot)
Urect = T Z

4.
2k —1 (4.65)

k=1

Wenn nun diese Fourierreihe fiir das spezifische Nutzsignal s(t) = Uj sin(wyt) in Gleichung
4.64 mit dem Rechtecksignal verwendet wird:

ViVLU§ /TSY““‘)O1 > sin((2k — 1)wot)
P, = —_— (t — dt
y(T) TSyInbol Sin Wo T kz:; 2k —1

_2ViWUZ

TSymbol
/ Z cos(wo(t — 7) — (2k — 1wot) — cos(wot + (2k — 1)wot)dt
TSymbolﬂ_ 0

k=1

_ 2WlhUg

- cos(woT) = Ua,, (T) (4.66)

Somit ist das Nutzsignal x(¢) mit diesem Verfahren unter stark verrauschten Einfliissen
detektierbar. Allerdings gibt es auch dabei eine Grenze. Wenn die Signalstirke zu weit
unter der Rauschstérke liegt, kann das Signal auch nicht mehr mit dem Lock-In Verstarker
detektiert werden, da das Rauschen das Signal zu stark verzerrt. Der Wert w7 gibt dabei
eine mogliche Phasenverschiebung zwischen Referenz- und Nutzsignal an, welche ebenfalls
mit dem Lock-In Verstiarker detektiert werden kann [107|. Durch den Lock-In-Verstérker
kénnen Spannung im nV-Bereich detektiert werden [108|.
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Andere Ansitze wie die Verwendung von Elektronenmikroskope (Empfindlichkeiten bis
pV-Bereich), Kryogenik (Abkiihlen des Systems um die Rauschspannung zu verringern)
oder Verwendung sehr spezieller Materialien sind fiir die induktive Ortung nicht
wirtschaftlich und nur fiir sehr spezielle Anforderungen geeignet [108,109].

In Abb. 4.78 und 4.79 sind die Ergebnisse zur Bestimmung der noch messbaren
Reichweite Rpange Messbar anthand der relativen Spannung aus der jeweiligen gesuchten
Ausgangsspannung u, am Lastwiderstand Z;, oder die Spannung u, an der transfor-
mierten Impedanz Z; in Abhéngigkeit der Spannungsquelle u, als Betrag dargestellt.
Aufgrund des linearen Systems gilt hier bei einer Spannungsverstarkung V,, die Beziehung
Uy ~ 2wy und uy ~ .

Allerdings ist eine Verstiarkung der Signalstdrke durch entsprechende gesetzliche Richtli-
nien beschrankt. In der ICNIRP-Richtlinie ,for limiting exposure to time-varying electric,
magnetic and electromagnetic fields“ [110] wird eine Flussdichte von Byax1 = 27 pT (Ef-
fektivwert) fiir 6ffentliche Nutzungen innerhalb der Bevilkerung im Frequenzbereich von
3kHz bis 10 MHz angegeben. Fiir Arbeitnehmer gilt laut der EU-Richtlinie 2013/35/EU
[111] eine hohere Grenze bis zu Bpaxe = 300pT, wobei diese Grenze das absolute Ma-
ximum darstellt und nur mit entsprechenden Warnungen nutzbar ist (bspw. ist bei Im-
plantaten die Grenze geringer). Die Grenzen sind in Abb. 4.78 und 4.79 ebenfalls bei-
gefiigt, wobei beriicksichtigt werden sollte, dass je nach Anwendung sehr nahe an der
Magnetfeldquelle sich gegebenenfalls keine Menschen befinden kénnen. Um einen Grenz-
wert daraus zu berechnen, wurden in diesen Berechnungen Spulen mit einer Fliche von
A, = 10cm x 10 cm und einer Windungszahl von NV,, = 10 bei einer Betriebsfrequenz von
fo =100 kHz gewihlt. Die Berechnung der maximalen erlaubten Feldstirke erfolgt dann
iiber

’uRichtlinie,n’ = WONanax,RichtlinieAn . (467)

Je nach verwendeten Spulensystem (und speziellen gesetzlichen Anforderungen) kénnen
diese Grenzen sich verdndern und stellen nur ein Beispiel fiir dieses System dar.

In Abb. 4.78 ist der relative Spannungsabfall |*2| durch die direkte Induktion bei
Uy o = jwM; 2i; in Abhéngigkeit der Abstandes 2 und der Verschiebung y dargestellt, um
Jede rdumliche Abhéngigkeit der Gleichung (3.69) darzustellen. Die starken Dampfung
in Abb. 4.78(a) und teilweise nahe y = Om entstehen durch den systematischen
Nulldurchgang, wenn kein Magnetfeld die Spule durchdringt oder diese sich ausgleicht
(sieche auch Abb. 3.22(b)). Bei einem Abstand von etwa |z| = |y| = 10m sind hier
noch Spannungen im nV-Bereich bei u; = 1V messbar und somit durch die vorstellten
Messverfahren ermittelbar. Fiir eine Erhohung der Reichweite Vgange zur urspriinglichen
Reichweite RrangeMessbar,1v, kann die angelegte Spannung wu; durch den Faktor V,
verstarkt werden. Dadurch lasst sich eine Reichweite von Vyange = /V,, erhdhen (siehe
Gleichung (3.67)). Alternativ ist auch eine Erhohung Vj, der Gegeninduktivitdt M o
durch eine hohere Eigeninduktivitdt moglich. Hier gilt fiir die Reichweitenerhéhen die
Beziehung Vrange & /Vir. Die Wahl einer anderen Signalfrequenz ist in Unterkapitel 4.2.2
ausfiihrlich betrachtet worden, wobei dort die Nahfeldbedingung bei hohen Reichweiten
beachtet werden sollte.
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max. Grenze (Arbeitnehmer, 2013/35/EU) fiir u =1V max. Grenze (Arbeitnehmer, 2013/35/EU) fiir u,=1 V

] mV firu,=1 v ] my fir u,=1V

oL
10 Grenze (Bevélkerung, ICNIRP) fiir u =1V 10°F Grenze :Btzvm\k(z'u'vw ICNIRP) fir u,=1V
I
i

pV fir uy =1V

NV fiir uy=1 v

x5 =0m,y =0 m,a = 90°, 3 PV flru, =1V T2 = 0m, z = 0 m,ay = 90°, By = O° PV fliru =1V
2y =0m,yp = 0.1 m,ay = 90° . 0
2y = 0.1 m,y = 0.2 m, a5 = 90°, B B, =0
sk 22 =02 m,y, = 0.2 m, a5 = 120°, 3, sk By =00
2y =02 m, 1 = 0.2 m, ay = 120°, 4, = 45° 25 =02 m,2 = 0.2 m,a; = 120°, §, = 45°
2y = 0.3 m,y = 0.3 m, ay = 120°, B = 45° 25 = 0.3 m, 2 = 0.3 m, ay = 120°, § = 45°
2= 05 m,y, = 0.5 m,a = 120°, f, = 45° 25 =05 m, 2 = 0.5 m,az = 120°, §, = 45°
10'20 L L L L L L L L L ] 10—20 L L L L L L L L L I}
1 2 3 4 5 6 7 8 9 10 -10 -8 -6 -4 -2 0 2 4 6 8 10
Zp/m y2/m
(a) (b)

Abb. 4.78.: Relative iibertragende Spannung durch direkte Induktion w, , = jwM, 21, in Abhdingigkeit
der Abstinde fiir verschiedene Fille

Abb. 4.79 stellt den Einfluss durch die riickgefiihrte Induktion in Form der trans-

2772
w ML2

formierten Impedanz Z, = y o —

dar. Durch den quadratischen Einfluss der
Gegeninduktivitdat in der transformierten Impedanz sinkt die zu messende Spannung
u,r deutlich stirker, wodurch hier schnell Spannung in pV-Bereich bei u; = 1V erreicht
werden und somit eine induktive Lokalisierung fiir diese Spulengeometrie erschwert.
Eine Erhohung der Kopplung wiirde V,; wiirde durch die quadratische Abhangigkeit der
Gegeninduktivitiit eine Erhéhung der Reichweite Viange ~ v/Vis ergeben. Die Erhohung
der Quellspannung wu,; wiederum hat durch den quadratischen Einfluss eine geringe

Auswirkung und wiirde eine Erhéhung von Viyange = v/ V4, bringen.
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Abb. 4.79.: Relative iibertragende Spannung durch die transformierte Impedanz Z, = Ttz N

Abhdngigkeit der Abstande fir verschiedene Fille

Fiir die Messung durch eine direkte Induktion u; , = jwM; »i; konnen fiir die induktive
Ortung abhéngig von der Signalspannung, Spulengeometrie, Materialien, Signalfrequenz
und weiteren Optimieren fiir die Kopplung Reichweiten bis zu Rrange Messbar = 10m er-
reicht werden, wenn die notwendigen Messverfahren und -gerdte zur Verfiigung stehen.
Bei riickgefiihrte Induktion sind wiederum durch den quadratischen Einfluss diverse Opti-
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mieren notwendig, damit eine gewinnbringende Lokalisierung durchgefiihrt werden kann.
Allerdings sind alle Werte nur Richtwerte und héngen stark von den Bedingungen der
Anwendung, der Hohe der Spannungsquelle und der Geometrie der Spulen ab.

4.3.4. Externe Storungen auf das System

Wiéhrend des induktiven Ortungsprozesses konnen unbekannte Stérungen auftreten, wel-
che nicht systematisch sind und somit scheinbar zuféllig auftreten kénnen. Grund dafiir
kann andere Elektronik in der Umgebung sein, welche starke Magnetfelder generiert und
genau auf der gleichen Frequenz arbeiten wie das induktive Ortungssystem. Der Einfluss
der unbekannten externen Magnetfelder kann fiir die induktive Ortung wie in Abb. 4.80
dargestellt werden.

7 C’rcs,l Rl Mo RQ Crcs,Q
3l e T 1 |
| I |
Ly Ly
Ll #gll ¢B1’2 ZLast
Lﬂ(‘xl.l Lﬂwxl.;’ L9

Abb. 4.80.: Elektrisches Ersatzschaltbild mit externen Einflissen durch hochfrequente Magnetfelder
zwischen zwei Spulen

Direkte Rauscheffekte innerhalb des Systems wie das thermische Rauschen wurden in Un-
terkapitel 4.3.3 besprochen und sind hier nicht relevant, da hier die Annahme getroffen
wird, dass die jeweiligen Signalstérken iiber der Rauschgrenze liegen. Andere Rauschef-
fekte wie das Schrotrauschen durch Halbleiter oder interne Interferenzen durch die Signal-
generierung und -auswertung werden ebenfalls vernachléssigt, da nur die linearen Anteile
der induktiven Ortung betrachtet werden und die Signalgenerierung und -auswertung als
ideal angesehen wird.
Diese unbekannten externen Magnetfelder 4, induzieren wiederum Induktionsspannun-
gen an den Spulen n mit der Fliche A,, und der Windungszahl N,, durch

Uext,n = ijNnﬁextAn = ijMOMTNnﬂextAn : (468)
Obwohl die induktive Ortung hier durch die systematische Betrachtung im Frequenzbe-
reich analysiert wird, konnen die externen Storungen auf der Betriebsfrequenz fy durch
die Storspannung nicht periodisch und somit auch zeitlich verénderlich im Fre-
quenzbereich sein.
Aus diesen Stérungen folgt fiir die Strome an den Spulen die Stromstérken

Qext,n

(ul - gext,l)(RQ + ZLast) + ijML?Qext,Q

VA =
- w8M12,2 + Rl(RQ + ZLast)
U, — U jwoM o1
Y o o
RotZyne T Ry o2 P St
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und

i (t) _ ijMLQ(gl - ?—Lext,l) - Rl/l_iextg
- wWo M7y + Ri(Ry + Zy )

o jWOMl,Q (ul - Qext,l) o gext,? (4 70)
— 2772 w2 M2 ’
wy M7y + Ri(Ry + Z; ost) 03—11’2 + Ry + Zyp ot
U jwo M 2u
Ail _ “ext,1 JWo Vi1 2Ueyt o (471)

+ .
wo M, wiMi o+ Ri(Ry + Zy o
Rggr Z:St + Ry 01,2 (B2 + Zpast)

Da fiir die induktive Ortung oft woM; o < 1 gilt, hat durch diese Ddmpfung die Strom-
stirke i; einen geringeren Einfluss von den Stérungen der zweiten Spule u, ,, wobei bei
der Stromstérke i, dieser Einfluss nicht gilt, da die induzierte Spannung die Quelle der
elektrischen Energie bildet.

Es folgt somit fiir die Spannung an der Lastimpedanz Z;,:

Jwo M 2(Uy = Uex 1) Uext 2
Uy = Ly g 2172 7 — 22 : ) (4'72)
M A wo My,
wiMi o + Ri(Ry + Zy,.) MR 4 Ry o+ Zyog
wobei sich eine Messdifferenz bei der Spannung von
jwo My 28 Ugs,
Aty = =2y 20 L2 et + — (4.73)

2072
wOML2

WgM7y + Ri(Ry + Zyaet) &t R+ 2y

ergibt.

Wenn sich die Stérung genau auf die Frequenz des Nutzsignales f, befindet, ist eine
Unterscheidung der Signale sehr herausfordernd. Im Folgenden sollen daher Verfahren
dargestellt werden, welche eine mogliche Lésung sein konnen, aber sehr stark von der
Anwendung abhingig sind:

e Phasenkorrelation: In Kapitel 4.3.3 wurde bereits der Lock-In-Verstirker vorge-
stellt, welcher das gleiche Prinzip nutzt. Wenn ein externes Storsignal mit Amplitu-
de Syt und der gleichen Frequenz fy auf das Nutzsignal mit Amplitude Sj,q trifft,
kann es durch

x(t) = Sina cos(Winat + Gind) + Sext COS(Wextt + Dext) (4.74)

beschrieben werden. Mit der Multiplikation mit einem Referenzsignal y(t) =
Shef COS(Wexit + ¢ref) kann das entstandene Signal als

Sind Sref
2

x(t) - y(t) = (coS(Pind — Gref) + €0S(2wot + Pind + Prer)) (4.75)
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S ext S ref

T

(COS(¢ext - ¢ref) + COS(QWOt + Qbext + Qbref)) (476)

beschrieben werden. Durch beispielsweise einen Tiefpassfilter (TP) kénnen auch hier
die hochfrequenten Anteile entfernt werden, wodurch fiir die Gleichanteile folgt:

SindSref 5’extSref
2 2

Ppyrp = cOS(Pind — Prer) + COS(Pext — Pref) - (4.77)
Durch Kenntnis des zu erwartenden Nutzsignales fiir die induktive Ortung kann
beispielsweise durch Phasenregelschleifen (PLL) das Referenzsignal so angepasst
werden, dass cos(exy — drer) = 0 gilt. Hier wird allerdings vorausgesetzt, dass das
Storsignal konstant in seiner Phase ist bzw. dass das Messsystem schnell genug An-
passungen machen kann. Alternativ kann auch durch cos(¢inq — ¢ret) = 1 versucht
werden, den Anteil des Nutzsignales zu dominieren, wenn die Phase des Stérung
variiert. Falls das Storsignal phasengleich mit dem Nutzsignal ist, konnte automati-

sche Systeme die Signalphase &ndern und somit der Stérung teilweise entkommen.

Zeitkorrelation/Andere Zeitsignale: Wenn fiir die induktive Ortung andere
zeitliche Signale als reine harmonische Signale verwendet werden, kénnen durch
andere orthogonale Signalformen durch Kreuzkorrelation ®,, (wie bei der Phasen-
korrelation) die Signale ebenfalls vom Storsignal besser separiert werden.

Frequenzinderung/-spriinge: Falls sich der Stérer nur innerhalb eines kleinen
Frequenzbereiches, welcher auch die Betriebsfrequenz der induktiven Ortung
enthélt, beschrinkt, kann auch fiir die induktive Ortung die Signalfrequenz
fonew(t) = fo + Af verdndert werden. Fiir einen Signalgenerator ist diese Fre-
quenzverschiebung mit den aktuellen technischen Moglichkeiten unproblematisch.
Problematisch ist hier allerdings die weitere Induktion in Resonanz, da durch
die Resonanzkapazitit die Betriebsfrequenz festgelegt wurde und nun durch
CResnew,n = m fiir die Reihenresonanz verdndert werden muss. Durch
Kondensatoren mit verdnderlicher Kapazitat lasst sich diese Problematik l6sen.
Zuséatzlich konnen dadurch auch Resonanzverschiebungen durch die variable
Gegeninduktivitidt entgegengewirkt werden. Trimm- bzw. Drehkondensatoren sind
hier nicht empfehlenswert, da aktiv mechanische Verdnderung (oft durch einen
Menschen) die Kapazitidt verdndern. Besser steuerbar sind hier Varaktoren (Ka-
pazitétsdioden) oder mikroelektromechanische Systeme (MEMS), welche ebenfalls
durch mechanische Bewegungen die Kapazitidt durch Steuersignale verdndern
konnen. Nachteilig bei den Kapazititsdioden ist, dass das Steuersignal in Form
der Gleichspannung deutlich grofser als das Nutzsignal sein muss, welches bei
leistungsstarken Signalen fiir die induktive Ortung schwer umzusetzen ist, da hier
die maximale Reichweite/Genauigkeit/... erreicht werden will. Alternativ konnen
Phase-Switched Impedance Modulation (PSIM)-Kondensatoren [112] verwendet
werden. In Abb. 4.81 ist der Aufbau exemplarisch dargestellt.

Durch ein entsprechendes PWM-Steuersignal mit Tastverhéltnis dpwy an einem
Schalter (z.B. MOSFET) kann die Kapazitét

™

Cog = Co (4.78)

m — WdPWM + Sin(deWM) COS(?TdPWM)
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PWM
Ceﬂ'i\§ . unmn o_| )

Abb. 4.81.: Prinzip des PSIM-Kondensators fiir eine variable Kapazitit, welche iiber eine PWM an-
gesteuert wird

eingestellt werden, wobei Ceg € [Cp, 00| gilt [112]. Um die Empfindlichkeit und den
Wertebereich zu verdndern, kénnen konstante Kapazitdten Ckonst in Reihe vorge-
schaltet werden, sodass

CeffCKonst
Cges B Ceff + C(Konst (479)
mit Cges € [Co H CKonsta CKonst] gllt
Um den Einfluss von Storer dauerhaft gering zu halten ist es durch bspw. PSIM-
Kondensatoren auch méglich in regelméfiigen Abstéinden Frequenzspriinge fopew =
fo + Af(t) durchzufithren, um somit auch weitere Daten durch diese Modulation
zu iibertragen.

e Systematische oder dauerhafte Storungen: Falls sich das Storsignal Sey(t)
konstant oder periodisch verhélt, kann dieser Einfluss leicht entfernt werden. Wenn
allerdings das Sext(t) keine erkennbare Wiederholungen vorweisen kann (z.B. bei
Dateniibertragungen) kénnen durch externe Empfiangerspulen die Einfliisse aufge-
nommen und entfernt werden.

Das Gesamtsignal S(t) an der Ortungsspule oder der gesuchten Spulen enthilt das
Nutzsignal Siyq(t) und das Storsignal Sex(t), wihrend die Referenzspule das &hnli-
che Storsignal Sp(t) erfasst:

x(t) = Sina(t) + Sext(t) - (4.80)
Das Storsignal kann dann durch Subtraktion entfernt werden:
Sair(t) = 2(t) — Srer(t) = Sina(t) , (4.81)

wobei angenommen wird, dass Spef(t) & Sey(t) ist, das von der Referenzspule erfasst
wurde. Diese Naherung hingt stark vom Storsignal und vom Abstand der Referenz-
spule zum Ortungssystem ab. Gleichzeitig hat das Ortungssystem auch Einfluss auf
die Ortungsspule, wodurch dort das Signal

y(t) = V:axtSext(t) + VgndSind(t) . (482)

je nach Ort eine unterschiedliche Verstarkung oder Dampfung Ve und Vinq erhélt.
Der Einfluss Vj,q kann fiir die Ortungsspulen als konstant gesehen werden und je
nach Ausrichtung und Position der Referenzspule sogar Vi,q =~ 0 gesetzt werden,
aber fiir die gesuchte Spule durch deren verdnderliche Position nicht. Vi hingt
wiederum stark von der Storquelle ab, aber ist vielleicht ebenfalls charakterisierbar.
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Dadurch folgt fiir das Differenzsignal
Saier(t) = x(t) — y(t) = (1 — Vina) Sina (t) + (1 — Vexe) Sext (1) - (4.83)

Fiir den Fall Vi,q &~ 0 gilt somit, den Anteil aus 1 — V4 durch Anpassungsfaktoren
zU minimieren.

e Stochastische Filter/Zustandsschitzung: Der Einfluss der Stérungen kann
durch die Nutzung von stochastischen Filtern deutlich verringert werden, indem
vergangene Werte Einfluss auf die aktuellen Messungen besitzen. Diese Art von
Filtern werden ausfiihrlich in Kapitel 5 analysiert und verglichen.
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KAPITEL D

Stochastische Verfahren zur Nachverarbeitung
der Ortungsergebnisse

Stochastische Filter sind in der modernen Signalverarbeitung, Ortung und Navigation
essenziell geworden, um eine Verbesserung der Genauigkeiten und die notwendige Zu-
verldssigkeit der Verfahren zu gewéhrleisten. Diese Filter sind besonders wichtig in Be-
reichen, in denen Prézision von entscheidender Bedeutung ist, wie etwa der Luft- und
Raumfahrt, dem Automobilwesen, der Mobilfunkkommunikation und in sicherheitsrele-
vanten Uberwachungssystemen. Angesichts der allgegenwiirtigen Messunsicherheiten und
der dynamischen Umgebungen, in denen diese Systeme operieren, bieten stochastische
Filter eine robuste Losung fiir die Herausforderungen, die durch Rauschen und andere
storende Einfliisse entstehen.

Die grundlegende Herausforderung bei Ortungsverfahren liegt in der prézisen Schiatzung
des Zustands eines dynamischen Systems (wie Position, Geschwindigkeit und Ausrich-
tung) basierend auf unvollstdndigen und verrauschten Messdaten. Diese Problematik
wird weiter kompliziert durch die Tatsache, dass die Eigenschaften des Rauschens oft
unbekannt oder sich verdndernd sind, was eine flexible und adaptive Schitzungsmetho-
de erfordert. Stochastische Filter, insbesondere der Kalman-Filter und seine Varianten,
stellen eine leistungsfahige Technik dar, um solche Unsicherheiten systematisch zu behan-
deln. Sie ermdglichen eine fortlaufende Aktualisierung der Schéitzungen, indem sie neue
Messdaten einbeziehen und gleichzeitig die Unsicherheiten und Fehler der vergangenen
Daten beriicksichtigen.

Der Einsatz stochastischer Filter in Ortungsverfahren ist nicht nur aus technischer Sicht
notwendig, sondern auch aus ¢konomischer Perspektive vorteilhaft. Durch die Verbesse-
rung der Genauigkeit der Ortungssysteme konnen erhebliche Kosteneinsparungen erzielt
werden, beispielsweise durch Reduzierung von Fehlern, die zu unnétigen Korrekturen
oder sogar zu Ausfillen fithren kénnten. Dariiber hinaus tragt die Verbesserung der Zu-
verlassigkeit solcher Systeme zu einer erhohten Sicherheit bei, insbesondere in kritischen
Anwendungsbereichen.

Zusammenfassend ldsst sich sagen, dass stochastische Filter eine Schliisseltechnologie fiir
die Fortschritte in vielen Bereichen der Ortungstechnologie darstellen. Die Fahigkeit die-
ser Filter, effektiv mit der Unsicherheit und dem Rauschen in Messdaten umzugehen,
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macht sie unverzichtbar fiir die Entwicklung zuverlissiger und préziser Ortungsverfah-
ren. Diese Einfiihrung bietet einen Uberblick iiber die theoretischen Grundlagen und die
praktischen Anwendungen stochastischer Filter, um die Bedeutung dieser Technologie in
der modernen Welt zu verdeutlichen, anhand von Beispielen fiir die induktive Ortung.

5.1. Kalman-Filter

5.1.1. Allgemeiner/Linearer Kalman-Filter

Da Lokalisationsverfahren oft durch z.B. Umgebungseinfliisse, Ungenauigkeiten der
Sensoren, systematischen Rauschen oder numerischen Rauschen des Ortungsverfahrens
verzerrt werden, werden in den meisten Féllen diese Verfahren durch einen Zustands-
schitzer erganzt, welche die Schwankungen ddmpfen soll und die zukiinftigen Ergebnisse
durch Informationen aus vergangenen Messungen verbessern soll. Oft wird der Kalman-
Filter verwendet, welcher vergangene Varianzen und Mittelwerte der Messungen nutzt,
um zukiinftige Messungen zu schitzen und zu korrigieren. Der Kalman-Filter erfordert
eine Normalverteilung. Da sich in diesem Fall die gesuchten Spule ebenfalls bewegt, muss
zusitzlich auch die Bewegungsgleichung in die Berechnung beriicksichtigt werden. Im
Folgenden wird der (lineare) Kalman-Filter anhand der Erkldrungen von [113] konstruiert.

Grundlage fiir den Kalman-Filter ist der Satz von Bayes [114]

p(B | A)-p(A)
p(B) ’

p(A| B) = (5.1)

welche durch die Wahrscheinlichkeitdichte p(A | B) von A beschreibt, wenn B einge-
treten. Diese Beziehung ist sinnvoll, wenn p(B | A) einfacher zu berechnen ist und die
unabhéngigen Wahrscheinlichkeitsdichten p(A) und p(B).

Fiir den Zustand @) und den (fehlerhaften) Messwerten z; mit k € {1,2, ..., Nyjess } Mess-
werten ergibt sich hier somit

p(zk | ®r) -p(xr)  plzi | zr) - ples | 21-1)

D) plal e (52)

p(@r | 2x) =

Die Wahrscheinlichkeitsdichte p(xy | zx) beschreibt also bei die gesuchte Wahrscheinlich-
keitsdichte vom Zustand x; bei den Messwerten z; = Tcalcs k. Im Zustand @y, sind die
Information der Koordinaten und einige andere Parameter enthalten (bspw: Geschwin-
digkeiten, System- und Verlaufseigenschaften).

Da (5.2) unabhiingig von @ ist und dadurch p(zy | zx_1) konstant ist ergibt sich da-
durch [115]:

pl@s | z1)  ~plzi|ze) - play|zp-1) - (5.3)
—_—— ——
Korrektur (a posteriori) Vorhersage (a priori)
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Wenn durch eine Bewegungsgleichung die Wahrscheinlichkeitsdichtefunktion p(xy | x_1)
vorgegeben ist, ergibt sich aus (5.3) folgende Ablauf [115]:

p(@r | zx) ~ p(zk | Tk) / pl@e | @h-1) p(@r—1 | zp-1) degy (5.4)
N s A\ > A\ >
a posteriori,k Systemm;trrix Ao.g a poste;;ri,k—l

Durch die iterative Wiederholung von (5.4) soll mit diesen Grundprinzip die Wahr-
scheinlichkeitsdichte p(xy | zj) bei jeden Messschritt berechnet werden, um aus den
Ergebnissen Korrekturen an den Messwerten zj; durchzufiihren. Somit ist fiir diese
Durchfithrung p(zy | @) notwendig, welche im Folgenden anhand des Kalman-Filter-
Algorithmus berechnet wird.

Der Kalman-Filter beruht auf den Gleichungen einer diskreten, verrauschten Zustands-
raumdarstellung eines Systems:

Tp = Ap 1T+ Broug1 +qp |, (5.5)

Y = Crxy + vk | (5.6)

Das diskrete Systemrauschen g und das Messrauschen v wird dabei als weifs, mittel-
wertfrei, normalverteilt und untereinander unkorreliert (E[g,v{]| = 0) angenommen. Das
System- bzw. Prozessrauschen g beschreibt die mogliche Verteilung der gesuchten Ortsko-
ordinaten innerhalb des Ortungsumgebung, wohingegen das Messrauschen v die Abwei-
chungen der Koordinaten Arg beschreibt und somit die Messungenauigkeiten, numerische
Fehler etc. enthalt.

Aus den beiden Rauschwerten bilden sich folgende Rauschkovarianzmatrizen:

¥, = Elg,q;] = Q, (5.7)
3, = Evvl] =V, (5.8)

Diese sind normalerweise, wie die System- und Messmatrix konstant und fest vorgegeben
(A, = A, B, =B,C,=C, Q, =Q und V;, = V), kénnen sich aber je nach Ein-
satzfeld auch innerhalb des Algorithmus verdndern, wodurch diese daher in allgemeiner
Form weiterhin angegeben werden.

Fiir Lokalisierungsverfahren sind meist die Position und die jeweiligen Geschwindigkei-
ten interessant, da sich die gesuchte Spule innerhalb des Messsystems bewegen. Je nach
Umgebung kénnen noch Beschleunigungen hinzugefiigt werden.
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I —
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Somit ergibt sich fiir die Bewegungsgleichung folgende konstante Systemmatrix’:

(5.10)

OO0 O O
OO O~ O
oo R OO
oo, OoOMN
o, OO NO
— oo NOO

Da nur die Position (z, y und z) fiir die Lokalisierung relevant ist, entsteht folgende
konstante Mess-/Ausgangsmatrix':

100000
C,=C=1010000 (5.11)
001000

Der Algorithmus des Kalman-Filters besteht aus zwei Bestandteilen. In dem a priori Teil
wird der vermutete Zustand anhand &lterer Informationen vorausgesagt (Markierung mit
’-") und im a posteriori Teil wird mit der Schitzung der gemessene Wert korrigiert (Mar-
kierung mit +’). Diese beiden Bestandteile wechseln sich nach und nach ab und liefern
sich gegenseitig ihre Ergebnisse. Im ersten Schritt wird anhand der alten a posteriori
Zustinde @, , mit Hilfe der Gleichung (5.5) der a priori Zustand &, geschitzt. Da bei
diesen ermittelten Ortungsverfahren kein zusitzlicher externer Eingang vorhanden ist,
welcher das Verfahren beeinflusst, wird 4, = 0 gesetzt.

&y = Ay 1@ + Broityoy = A @) (5.12)

Nun wird zusatzlich die Kovarianzmatrix P, der Zustdnde aktualisiert, welche den Mit-
telwert des Zustands p, = &, zum realen Zustand x; enthélt.

P]; = Em = E[(.’Ilk — If}k)<$k — jik)T] = ...= Ak*lpz—flA’Iffl + Qk—l (513)

Hier miissen Initialwerte beim ersten Iterationsschritt gewéahlt werden.

'Da sich die verwendeten Bewegungsgleichungen der gesuchten Spule in dieser Arbeit wihrend des
Ortungsprozesses nicht verdndern, wird die Zustandsmatrix und die Ausgangsmatrix beim linearen
Kalman-Filter unabhéngig von den Iterationsschritt k festgelegt.
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Es wird anhand dieser Vorhersage nun der gemessene Wert als Referenz hinzugenommen
und dieser korrigiert. Wie stark diese Korrektur ist, wird durch den Kalman-Gain Ky
bestimmt, der in Gleichung 5.14 berechnet werden kann.

K, = PE_ICkT(CkP;Cg-i—Vk)_I (514)

Die Gleichung 5.14 folgt aus der Extremwertberechnung fiir das Minimum der Varianz
aus der Gleichung 5.15. Dabei enthélt P, die Varianz des Schitzfehler, welche auch als
Kovarianzmatrix dargestellt ist und die Unsicherheiten des geschitzten Zustands & zum
realen Zustand x; enthélt.

P} = E[(z, — &) () — &)
=.=I-K,C,P,(I-K,C,)"+ K,V,K} (5.15)

Wenn Gleichung 5.14 in Gleichung 5.15 eingesetzt wird, ergibt sich folgende kompaktere
Gleichung:

P =(I- K,C),)P; |. (5.16)

Schlussendlich wird der gemessene Wert zj, anhand des geschatzten Zustandes &, und
dem ermittelten Kalman-Gain K, korrigiert und als &, ausgegeben.

Der Ablauf der Gleichungen 5.12 bis 5.17 wird dann bei jedem Messwert wiederholt (siehe
Abb. 5.1). Der lineare Kalman-Filter kann allerdings nur bei linearen Bewegungsgleichun-
gen verwendet werden, da der Algorithmus ein lineares Gleichungssystem erfordert.

Y = Criy)

korrigiere
Messwerte/
Berechnungen

Vorhersage

g der tarkung:
—_p-.CT — T -1
K, = P, ,CY(C,P, CT +V;)
Aktualisierung der Kovarianzmatrix:
+_ -
Pl =(I-K;Cy)P,
Korrektur des Zustandes:
At A -
&) =&, + Ki(z — Ciy)

Zustandsvorhersage:

. -
& = Ay,

Vorhersage der Kovarianzmatrix:

P = A Pf AT |+ Q.

Initialisierung

Messwerte/Berechnungen

E

Abb. 5.1.: Ablauf des linearen Kalman Filters (KF/LKF)
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5.1.2. Extended Kalman Filter

Der erweiterte Kalman-Filter (EKF) wird bei nichtlinearen Bewegungsgleichungen
angewendet, welche bei der Ortung héufiger vorkommen. Der Algorithmus des EKF ist
der gleiche wie beim linearen Kalman-Filter, allerdings wird die Systemmatrix A, und
Ausgangsmatrix C, durch entsprechende Jacobimatrizen ersetzt. Diese Jacobimatrizen
sollen die nichtlinearen Bewegungsgleichungen approximieren, sodass eine Linearitdt
entsteht und der Algorithmus des Kalman-Filters wieder anwendbar ist. Die Gleichungen
des erweiterten Kalman-Filters sind [116,117]:

1. Vorhersage (a priori):

&, =g(@, )|, (5.18)
——
Akflizfl
P, =J, Pl J; +Q, | (5.19)
S~ N——
A A;crﬂ
2. Korrektur (a posteriori):
Kip=P,_J. (Jn, P, Jp +Vi) ', (5.20)
—~ =~
of C  of
P = (I- K, Jn,)P; |, (5.21)
Cy
c
k

Die vektoriellen Funktionen bilden die Jacobimatrizen, wobei die Systemgleichung g und
die Ausgangsgleichung h den Kalman-Filter beschreiben. Am Beispiel einer Spiralen-
funktion (Maximalradius 7y,.x), die sich in z-Richtung wie in Abb. 4.36(a) und 4.37(a)
ausbreitet, ist der Aufbau der beiden Gleichungen:

[ x| [ (Fmax — ) sin(e)] "
Y (Tmax — 1) cos(p)
z z+wv,-T
i]; = Ur = g(jz_l = Uy 5 hk = 1Y . (523)
v, v, z],
We Wy
r r+uv.-T
| "'max | E L Tmax dr_1
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In dieser Arbeit wird die Approximation der Differentiation fiir die Jacobimatrizen durch
eine Taylorreihenentwicklung am Entwicklungspunkt x unter Ausnutzung einer komple-
xen Variable und sehr kleinen Schrittweite h durchgefiihrt [118-120]:

B th/,(l") B jhgf///(iﬁ)

fle+jh) = f(x) +jhf'(z) - — 5 o, (5.24)

m{ f(z +ih)} = hf'(z) — w +OM) . (5.25)
Dadurch gilt:

fi(z) = tm{/ (Z“h)} L O], (5.26)

Mit dieser Approximation lassen sich die Matrixelemente (.J,,,) der Jacobimatrizen am
Beispiel der Systemmatrix (A = Jg ) folgendermaken berechnen:

Im{ g, (xr + €,jh)}
: .

Wie beim linearen Kalman Filter wird auch hier der Ablauf bei jeder Messung wiederholt
(siche Abb. 5.2).

(5.27)

Jmm,(mk:) ~

-
yr = h(&])
korrigiere
Messwerte/
Berechnungen
| Vorhersage
Zustandsvorhersage: Berechnung der Kalmanverstarkung:
_p- gT — T -1
5‘:]; — 9("3;—1) K= Pk*thJ( (Jhk Pk Jhp: =+ Vk)
- = N
R cr & er

Ap i,
Vorhersage der Kovarianzmatrix: Aktualisierung der Kovarianzmatrix:

. = N P} = (I - KyJy,)P,
B, =Jy P Jg , + Qe = ( &k JIh, ) Py,
Ci
Ay AT
et Korrektur des Zustandes:
At A .
& =2, + Ki(z *iy:b:ek)
Initialisierung ¥

s
Ty

Messwerte/Berechnungen

Zk

Abb. 5.2.: Ablauf des erweiterten Kalman Filters (EKF)

5.1.3. Unscendet Kalman Filter

Der Unscented Kalman Filter (UKF) ist eine Erweiterung des klassischen Kalman Filters,
die speziell fiir nichtlineare Systeme entwickelt wurde und wird anhand von [121-123].
Im Gegensatz zum Extended Kalman Filter (EKF), der eine lineare Approximation
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durch eine Taylorreihenentwicklung erster Ordnung verwendet, basiert der UKF auf der
,Unscented Transformation® , die die Wahrscheinlichkeitsverteilung des Zustandsraums
besser erfasst. Dies ermoglicht eine genauere Vorhersage und Korrektur auch bei stark
nichtlinearen Systemen.

Der UKF approximiert die Verteilung eines nichtlinearen Zustandsraumes, indem er
eine Menge von Sigma-Punkten verwendet, die systematisch um den Mittelwert verteilt
werden. Diese Sigma-Punkte werden durch das nichtlineare Systemmodell propagiert,
und die resultierende Verteilung wird zur Berechnung des vorhergesagten Zustands und
der zugehdrigen Unsicherheit verwendet.

Der zentrale Gedanke hinter den Sigma-Punkten im Unscented Kalman Filter (UKF)
besteht darin, die Verteilung eines Zustandsvektors in einem nichtlinearen System
besser abzubilden als mit herkémmlichen linearen Approximationsmethoden, wie
sie beispielsweise im Extended Kalman Filter (EKF) verwendet werden. Statt den
nichtlinearen Zustand durch eine Taylor-Entwicklung zu approximieren, nutzt der
UKF eine deterministische Methode, um repriasentative Punkte um den geschitzten
Mittelwert des Zustands zu erzeugen. Diese Sigma-Punkte werden so ausgewéhlt, dass
sie die statistischen Eigenschaften des Zustandsvektors, insbesondere den Mittelwert
und die Kovarianz, exakt représentieren. Jeder Sigma-Punkt repréasentiert eine mogliche
Realisierung des Zustands und wird durch die nichtlinearen Systemgleichungen trans-
formiert. Auf diese Weise wird die Verteilung des Zustands nach der Transformation
besser erfasst, als wenn man nur eine lineare Approximation verwenden wiirde. Der
Vorteil der Sigma-Punkte liegt darin, dass sie es ermdglichen, nichtlineare Effekte
zu erfassen, ohne die Notwendigkeit der Ableitung der Systemgleichungen. Dadurch
wird die Vorhersage der Zustandsverteilung nach der Transformation genauer, was zu
einer besseren Zustands- und Unsicherheitsabschitzung fiihrt. Insgesamt bietet dieses
Verfahren eine genauere und effizientere Moglichkeit, die Dynamik nichtlinearer Systeme
zu beschreiben, insbesondere wenn die Dynamik oder die Messungen stark nichtlinear
sind.

1. Sigma-Punkte Generierung:

Fiir die Durchfiihrung werden 2n + 1 Sigma-Punkte o,y aus dem aktuellen geschitz-
ten Zustand fcz_l und der Kovarianzmatrix PZ—L@‘ generiert, wobei Np die Anzahl der
Dimensionen des Zustandsvektors ist:

0’$KF,0,1§—1 =X/ (5.28)

Olirin 1 =X+ (Np+ doke)Pyy,  fir i€ {12, Np}, (5.29)

U$KF,i+ND,k71 = )A(l-:fl — \/(ND + /\UKF)PZ—l,i fiir 1€ {17 2, ceey ND} .

(5.30)

Hierbei ist Auxr = adip(n + kukr) — Np, wobei aykr und rykr Skalierungsparameter
sind.
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2. Vorhersage (a priori):
Die Sigma-Punkte werden durch die nichtlineare Systemgleichung g propagiert:

OUKF ik = g(a'[—i}KF,i,k—l) tiir u, =0 (5.31)

und stellt auch schon den groften Vorteil des UKFE dar, da hier die direkte Systemglei-
chung g und keine Approximation fiir Nichtlinearitdten verwendet wird.

Der vorhergesagte Zustand x; und die Kovarianzmatrix P, werden als gewichteter Mit-
telwert der transformierten Sigma-Punkte berechnet:

2n
X), = Zm/z‘(m)a-l_JKF,i,k ’ (5.32)
=0
2n
P, = Z Wi(C)(U[_JKF,i,k — X ) (o okpin — X))+ Quot |- (5.33)
i=0
3. Korrektur (a posteriori):
Die Sigma-Punkte werden durch die Ausgangsgleichung h propagiert:
O'I—;KF,i,k = h(aI_JKF,i,k:) . (5.34)

Der vorhergesagte Messwert g, und die Kovarianzmatrix P,, werden als gewichteter
Mittelwert der transformierten Messungen berechnet:

2n
Yp = Z VVi(M)U$KF,i,k ) (5.35)
i=0
2n
Pyy = Z Wi(v)(U$KF,i,k - @k)(a&m — 9"+ Vi |. (5.36)
=0

Die Mittelwertgewichtung Wi(m) und die Varianzgewichtung Wi(”) wird folgendermafien
berechnet:

AUKF (m) 1 .
pim — _AUKE W — T firie{1,2,...2Np}
0 n -+ >\UKF ! 2(n + )\UKF) { D}
(5.37)
) o _AUKE g2 g w® oL mie12 L oN)
0 n+)\UKF UKF » PV 2(n+>\UKF) 5 Ly ety

(5.38)
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Die Kreuzkovarianz zwischen dem Zustand und der Messung lautet:

Py = Z ‘/Vi(v)(o-aKF,Lk - f‘i?)("'a(m,k — )7 (5.39)

Der Kalman-Gain K, wird berechnet als:

K, =P, P, (5.40)

Die aktualisierte Schiatzung fiir den Zustand und die Kovarianzmatrix sind:

2n

%f =% + Ki(zi — ) =% + Ki(zi — Y W odp 0| (5.41)
=0

P, =P, - K,P,,K!|. (5.42)

Wie beim linearen und erweiterten Kalman-Filter, werden die Schritte 1.-3. entsprechend
der Anzahl der Messergebnisse z; wie in Abb. 5.3 wiederholt.

Die Parameter aykr, kukr und Syukr steuern die Verteilung der Sigma-Punkte:

e aykr bestimmt die Ausbreitung der Sigma-Punkte um den Mittelwert (typischer
Wert: 1074 < aygr < 1) [124,125],

e Kykr ist ein Sekundérskalierungsparameter (oft auf 0 oder 3 — n gesetzt) [125],

e [ukr beriicksichtigt das Vorwissen iiber die Verteilung des Zustands (fiir Gauf-
Verteilungen ist fukr = 2) [124,125].

In (5.29) und (5.30) soll eine Wurzel aus einer Matrix durchgefiihrt werden. Durch
Cholesky-Zerlegung kann diese mathematische Operation durchgefiihrt werden und die
beliebige quadratische Matrix in A = LLT aufgeteilt, wobei L eine untere Dreiecksma-
trix darstellt. Voraussetzung dafiir ist eine symmetrische und positiv definite Matrix A,
welches durch die Eigenschaft der Kovarianzmatrix gegeben ist (A = AT und xTAx > 0
fiir x # 0). Fiir die Diagonalelemente gilt

i—1
Li= | Ai—> L3 (5.43)
k=1
und fiir die restlichen Elemente unterhalb der Diagonale gilt:
Aii = S Ll
Li; = =L IR i > (5.44)

Lii
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Somit kann die Cholesky-Zerlegung durch die Nulleintrdge in der Dreiecksmatrix von
der ersten Zeile bis zur letzten Zeile gut iterativ durchgefiihrt werden [126, 127].

yr = h(&;)

korrigiere
Messwerte/
Berechnungen

Sigma-Punkte Generierung‘

+ — ot
TUKF k-1 — Tp1

UEKF,i,k—l = :i::_]_ +4/(n+ ’\U-KF)PF:—L:?

Berechnung der Kalmanverstirkung:

2n (m)
N m) 4+
Yr = Z W; TUKF, i,k

+ et " i—0
TUKF i+n k-1 — L1 (n+ Avke) Py_y o
— @)+ - + & \T
Py, = Z W; (UUKF,iJe - yk)(aU‘KF,i,}'«- — k)" + Vi
=0
2n I
- v, - + & \T
Py = Z W; (”UKF,i,k — %y )("'UKF,t,k ~ k)
| Vorhersage ‘ =0
Zustandsvorhersage: K; = _nyP’l
uxrik = 9 txr 1) "
UKF,i, UKFik— Aktualisierung der Kovarianzmatrix:
2n
+ — T
ao (m) P =P, — K\ P,K;
Ly = Z W; T UKF,ik
i=0 Korrektur des Zustandes: I
Vorhersage der Kovarianzmatrix: st A& (m) _+
n © Q— @, + Ki(zr — Z W™ o twr ie)
- _ < - - T =0
P, = Z W (ourin — B ) Ouxrie — #1) + Qi1
=0

Initialisierung H Messwerte/Berechnungen

=
2z
Abb. 5.3.: Ablauf des Unscendet Kalman Filters (UKF)
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Abb. 5.4.: Vergleich der Ergebnisse zwischen einen EKF und einen UKF. Aufgrund des sehr dhnlichen
Verlaufes ist in der rechten Abbildung die Differenz dargestellt.

Die Ergebnisse zwischen den EKF und UKF unterscheiden sich bei schwach nichtlinearen
Verlaufen (z.B. der betrachteten Spiralenform) nicht, da der grundlegende Algorithmus
der gleiche ist. So sind in Abb. 5.4 die Ergebnisse aus Arykp_gxr,s = Arukrs — ATgxr s
(siche Abb. 5.4(b)) nicht fiir ein Spiralenverlauf (siche Abb. 5.4(a)) zu unterscheiden,
da hier die Differenzen erst bei einer Skalierung von 10~% sichtbar werden. Bei stark
nichtlinearen Verlaufen, wo die 1. Ordnung der Taylorreihe keine gewiinschte Genauigkeit
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erzielen kann, ist der UKF im klaren Vorteil. Nachteilig ist, dass allerdings beim UKF
der Berechnungsaufwand hoher als beim EKF ist [128-130].

Wenn also Genauigkeit und Robustheit bei nichtlinearen Modellen von grofter Bedeutung
sind, sind die Ergebnisse des UKF in der Regel besser. Bei einfacheren Systemen oder
wenn die Berechnungseffizienz im Vordergrund steht, kann der EKF ausreichend und
schneller sein. In dieser Arbeit sind somit die Ergebnisse eines EKF gleichzusetzen mit
einem UKF, da stark nichtlineare Verlaufe nicht betrachtet werden.

5.1.4. Weitere Arten

Es gibt eine Vielzahl von Kalman-Filter-Varianten, die fiir unterschiedliche Anwendungs-
fille entwickelt wurden.

Der Distributed Kalman-Filter (DKF) wird in Sensornetzwerken oder verteilten
Systemen eingesetzt, bei denen jeder Knoten einen lokalen Kalman-Filter ausfiihrt und
Informationen austauscht, um eine globale Schitzung zu verbessern. Er ist skalierbar und
robust gegeniiber Knoten-Ausfillen, jedoch anspruchsvoll hinsichtlich Kommunikation
und Synchronisation [131].

Der Hoo-Filter ist eine robuste Variante des Kalman-Filters, die keine Annahmen
iiber die statistischen FEigenschaften des Rauschens trifft. Stattdessen minimiert er
den maximal moglichen Fehler und ist robust gegeniiber Modellunsicherheiten und
nicht-gaufschen Rausche. [132].

Der Dual Kalman-Filter fiihrt parallel zwei Kalman-Filter-Prozesse aus, einen zur
Schitzung der Zustdnde und einen zur Schétzung der Systemparameter, was ihn
besonders fiir adaptive Steuerung geeignet macht, jedoch auch die Berechnungszeit
erhoht [133].

Der Iterated Kalman-Filter (IKF) verfeinert durch mehrere Iterationen die Genau-
igkeit bei nichtlinearen Systemen, erfordert jedoch mehr Rechenzeit und garantiert nicht
immer Konvergenz [134].

Der Federated Kalman-Filter kombiniert mehrere lokale Kalman-Filter, um eine ver-
besserte globale Schitzung zu erhalten, was ihn in Sensornetzwerken besonders niitzlich
macht. Er benétigt jedoch eine prizise Synchronisation und hohe Rechenleistung [135].
Der Robust Kalman-Filter (RKF) ist fiir unsichere oder fehlerhafte Modellannah-
men ausgelegt und bietet eine gute Leistung bei starken Modellabweichungen, erfordert
jedoch einen hoheren Rechenaufwand und ist weniger effizient in gut modellierten
Systemen [136].

Zusétzlich gibt es noch den Ensemble Kalman-Filter (EnKF'), der auf Monte-Carlo-
Simulationen basiert und Ensemble von Schitzungen verwendet, um die Unsicherheit zu
approximieren. Er wird oft in grofsdimensionierten Systemen wie der Wettervorhersage
eingesetzt, ist aber rechenaufwendig [137].

Zusammengefasst bieten diese Kalman-Filter-Varianten spezialisierte Ansitze fiir ver-
schiedene Herausforderungen, wie numerische Stabilitdt, Robustheit gegeniiber Model-
lunsicherheiten und nichtlineare Systeme, allerdings oft auf Kosten von Komplexitidt und
Rechenaufwand.

Der Partikel-Filter (PF), welche als weitere Variante dargestellt werden kann, da beide
auf Zustandsmodelle und auf frithere Messungen durch die Bayes’sche Wahrscheinlich-

keitsrechnung P(A | B) = % basieren, wird in Kapitel 5.2 betrachtet.

162



5.1. KALMAN-FILTER

5.1.5. Anwendungen

Die bisherigen vorgestellten Kalman-Filter (LKF/KF, EKF /UKF) sollen nun anhand der
Ergebnisse aus Kapitel 4 verwendet und deren Ergebnisse analysiert werden, um daraus
die Figenschaften und héhere Genauigkeiten zu ermoglichen.

5.1.5.1. Analytische Methode

In Unterkapitel 4.1.2.1 und 4.1.2.2 wurde die Gleichung (3.67) genutzt, um eine Da-
tenbank in Form eines LUT zu entwerfen. Die ermittelten Gegeninduktivititswerte aus
CST Studio Suite®wurden dann entlang einer Gerade an der z-Achse benutzt, um die
Orte der gesuchten Spule Rg wiederherzustellen. Dabei waren die Verschiebungen durch
ys = 100 mm und zg = O mm festgelegt. Aufgrund der unzureichenden Abtastung beim
LUT entstand ein scheinbares Rauschen auf den Ergebnissen.

“Azs A
400 - Ays 400 | Ays
Az 300 | Az
300 -
| Azskr Azs kr
200 F —— Ayskr
-
~
= g
=] =
= =
< <
-400
500 ‘ ‘ ‘ ‘ ‘ ‘ ‘ | 500 ‘ ‘ ‘ ‘ ‘ ‘ H |
400 -300 200 -100 0 100 200 300 400 400 -300 -200 -100 0 100 200 800 400
zg/mm zg/mm
(a) ohne Winkel (b) mit Winkel

Abb. 5.5.: Koordinatenfehler Arg kv fir die Ermittlung des Ortes der gesuchten Spule entlang der z-
Achse fiir ys = 100mm und xs = 0mm bei zusdtzlicher Verwendung eines Kalman-Filters
(KF) mit bekanntem Startwert

Um das Rauschen zu kompensieren wird in Abb. 5.5(a) ein linearer Kalman-Filter auf
die Ergebnisse aus Abb. 4.25(a) angewendet. Dabei ist die Startposition als bekannt
vorausgesetzt. Da die entsprechenden Parameter des Kalman-Filters von der Anzahl der
Messungen, der Eigenschaft der Sensoren und der Dynamik der Messsystems (Stromung
etc.) abhingen, sind diese nicht als endgiiltig zu betrachten, sondern je nach Umgebung
und Anforderung neu zu wahlen.

Die Koordinatenfehler Arg xp weisen deutlich bessere Ergebnisse auf, als ohne Kalman-
Filter, wodurch die Verwendung eines Kalman-Filters bei verrauschten Werten empfohlen
wird, allerdings bei systematischen Abweichungen (wie z.B. bei der Verhéltnismethode
in Kapitel 4.1.1) nicht sinnvoll ist.

In Abb. 5.5(b) wird ein linearer Kalman-Filter mit bekannten Startwerten verwendet
fiir eine zusdtzliche Berechnung der Ausrichtungswinkel ag und fs, um das numerische
Rauschen durch CST, die Ndherung der Gleichung 3.67 und der Abtastrate der LUT zu
verringern. Hier ist ein grofser Teil der Fehler aufserhalb der gewiinschten 5cm Grenze
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und stellt durch die zusétzlich geforderten hohen Rechenleistung keine gute Alternative
zur induktiven Ortung dar.

5.1.5.2. Kiinstliches neuronales Netzwerk

Um die Ergebnisse des neuronalen Netzes aus dem Unterkapitel 4.1.3 zu verbessern wird
ein erweiterter Kalman-Filter (EKF) hinter dem Ausgang des neuronalen Netzes gesetzt
(siche Abb. 5.6).

Jl/f_)!g ]VIJYS JVI(j,S

Training

YcCale,S

YEKF,S

Abb. 5.6.: Aufbau des neuronalen netzwerkbasierten Systems mit EKF zur Ermittlung der Koordinaten
der gesuchten Spule aus sechs Gegeninduktivititen

Da der Verlauf der gesuchten Spule durch den Spiralenpfad nicht linear ist, wird nun der
erweiterte Kalman-Filter (EKF) genutzt. Der EKF besitzt die Startwerte der gesuchten
Spule und weifs, dass es sich um einen spiralférmigen Verlauf handelt, wobei allerdings
alle Parameter der Spirale variabel sind. Abbildungen 5.7(a) und 5.7(b) zeigen die
Ergebnisse nach einem EKF fiir den Fall, dass nur die Ortskoordinaten unbekannt und
die Ausrichtungen bekannt sind. Hier sind die Ergebnisse besser und zeigen sich deutlich
geglittet. Die Vorgabe zur Orientierung mit der Genauigkeit von 5cm ist hier erfiillt.

Fiir den Fall, dass auch die Ausrichtungen (ag und fs) fiir die gesuchte Spule unbekannt
sind, wird auch hier in Abb. 5.8(a) und 5.8(b) ein EKF genutzt, um das Ergebnis zu
verbessern. Hier entsteht ebenfalls eine deutliche Verbesserung der Ergebnisse, wodurch
sich alle der berechneten Ortskoordinaten innerhalb der gewiinschten 5cm Grenze
befinden.
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Abb. 5.7.: Berechneter Verlauf der gesuchten Spule (links) und die Koordinatenfehler Ars gpxr (rechts)
entlang einer Spirale eines 6-20-20-20-3 neuronalen Netzes nach einem EKF ohne Beriick-
sichtigung der Ausrichtung von S (Bekannt: ag und fs)
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Abb. 5.8.: Berechneter Verlauf der gesuchten Spule (links) und die Koordinatenfehler Ars gxr (rechts)
entlang einer Spirale eines 6-20-20-20-3 neuronalen Netzes nach einem EKF mit Bertick-
sichtigung der Ausrichtung von S (Unbekannt: ag und Ss)

Somit ist eine Berechnung der Ortskoordinaten der gesuchten Spule durch neuronale Net-
ze moglich und erfiillt die vorgebenden Bedingungen. Zusétzlich werden Effekte wie die
Beeinflussung der Ortungsspule untereinander und elektrische Felder je nach Training des
neuronalen Netzes auch durch das neuronale Netz beriicksichtigt. Das neuronale Netz
ist auch fiir jede Art von Ortungsspulen anwendbar, solange es entsprechend trainiert
wurde. Allerdings muss fiir jede neue Anordnung des Messsystems ein neues neuronales
Netz konstruiert werden, welches je nach Bedarf der Trainingsdaten zeitaufwendig wer-
den kann. Eine Erginzung durch einen Kalman-Filter bzw. erweiterten Kalman-Filter ist
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zu empfehlen, da dieser die Ergebnisse des neuronalen Netzes durch die normalverteilten
Fehler verbessert. Damit der Kalman-Filter ein gutes Ergebnis liefert, miissen Kenntnisse
iiber das Bewegungsprofil der gesuchten Spule im Medium vorhanden sein oder zusitz-
liche Messwerte von der gesuchten Spule in den Filter einflieken (z.B. Beschleunigung,
Geschwindigkeit).

5.1.5.3. Einfluss von leitfihigen Umgebungen auf die Ortungsalgorithmen

In Kapitel 4.3.1 wurde der Einfluss von Materialien auf die Gegeninduktivitdt untersucht.
Um diese Einfliisse auf die Ortungergebnisse zu bewerten, wurde ein Ortungssystem (sie-
he Abb. 4.1) fiir die jeweilige Materialumgebung implementiert. Die dadurch beeinflusste
Ermittlung der Gegeninduktivitdt wird dann mit Hilfe des erweiterten Kalman-Filters
(EKF) in das neuronale Netz gegeben, so dass daraus die Koordinaten berechnet und
die rdumlichen Abweichungen aufgrund der Materialeinfliisse bewertet werden kann. Der
Verlauf der gesuchten Spule S entspricht dem gleichen Spiralverlauf wie in Abb. 4.37(a).
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sFlussséure
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Abb. 5.9.: Absoluter Ortungsfehler durch die ANN und den EKF bei unterschiedlichen Materialein-
fliissen

Abb. 5.9 zeigt die unterschiedlichen absoluten Fehler als Fehlerradius Arg, die vom neuro-
nalen Netz ausgegeben und dann durch den EKF nachbearbeitet wurden. Hier bestéitigt
sich erneut, dass der Einfluss der Permittivitit (Flusssdure) nicht relevant ist. Auch der
Einfluss von Meerwasser im Ortungsraum (zwischen den Spulen) hat nur einen geringen
Einfluss. Wenn die Spulen vollstindig von Meerwasser umgeben sind, ist der Einfluss
grofser, aber immer noch gering im Vergleich zum allgemeinen Fehler. Nur die unrealisti-
sche Verwendung von Kupfer in der gesamten Umgebung der Ortungsstruktur fiihrt zu
einem sehr grofen Fehler, wobei in der Mitte (zg = 0 mm) der Ortungsalgorithmus wieder
deutlich bessere Ergebnisse liefert, da vermutlich alle Gegeninduktivitdten nahezu gleich
sind.

Abb. 5.10 zeigt als Erginzung den reinen Fehler aufgrund der Materialeinfliisse, der un-
abhéngig von Abweichungen durch das neuronale Netzwerk ist.
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Abb. 5.10.: Absoluter Ortungsfehler zur Differenz des Ortungsfehlers fiir Luft durch das ANN und den
EKF unter verschiedenen Materialeinfliissen

5.2. Partikel-Filter

5.2.1. Theorie

Der Partikel-Filter (PF) ist eine Verallgemeinerung des Kalman-Filters, der fiir nicht-
lineare und nicht-normalverteilte Systeme verwendet wird. Dieser stellt eine flexible
und leistungsfahige Alternative dar, da er keinerlei Annahmen iiber die Linearitdt des
Systems oder die Verteilung der Storgréfsen erfordert. Der Partikel-Filter verwendet
eine Monte-Carlo-Simulation?, um die Wahrscheinlichkeitsverteilung der Zustinde zu
approximieren. Er nutzt eine Menge von Partikeln (diskrete Stichproben), um komplexe
und mehrdimensionale Verteilungen zu reprasentieren. Durch wiederholte Gewichtung
und Resampling der Partikel kann der Partikel-Filter auch in hochgradig nichtlinearen
und verrauschten Umgebungen préazise Schiatzungen liefern. Im Gegensatz zum linearen
und erweiterten Kalman-Filter basiert der Partikel-Filter wie der UKF auf der direkten
Berechnung und Approximation von Wahrscheinlichkeitsdichten, was ihn besonders fiir
Systeme mit stark nicht-Gauss’schem Verhalten geeignet macht [115,138-141].

0. Initialisierung der Partikel:

Ziel des Partikel-Filters ist es durch eine hohe Anzahl von Partikel Npp mit deren Gewich-
tungen wy, die Verteilungsdichtefunktion p(xj | zx) aus (5.4) zu approximieren, sodass
der gesuchte Erwartungswert E[xy| des Zustandes anhand der einzelnen Zustéinde der
Partikel xpp; ; durch

Npp

Elz;] = / (x4 | zx)Trd), ~ sz kTPF i,k (5.45)

mit den Bedingungen w;; € [0,1] und Y.0"F w; ; = 1 berechnet werden kann [115]. Fiir

2Numerische Methode um komplexe mathematische Probleme durch Zufallsstichproben zu approxi-
mieren. Sie basiert auf der wiederholten Durchfiihrung von Zufallsexperimenten, um die Verteilung
moglicher Ergebnisse eines Systems zu analysieren. Monte-Carlo-Simulationen eignen sich besonders
fiir Probleme, die analytisch schwer l6sbar sind.
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die Initialwerte des Zustdnde der Partikel werden oft Verteilung wie die Normalverteilung
NZzutan um die Startwerten mit der Varianz des Prozessrauschens Q. und eine gleichméRige
Gewichtung gewahlt:

Thp = L1+ Nzuan (0, 1) | (5.46)
! (5.47)
Wi1 = —— .
1 Npp

Abb. 5.11(a) zeigt eine solche Initialisierung um den ersten Messwert bei

zZ = (406 1 42)Tmm bei einer Normalverteilung und noch gleichen Gewichtun-
gen.
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Abb. 5.11.: Links: Initiale und gleiche Gewichtung aller Partikel; Rechts: Gewichtung der Partikel
wdhrend des Prozesses zur Berechnung der Position

1. Vorhersage:
Die Zustandsgleichungen des PF ist wie beim EKF und UKF aufgebaut:

xp = g(xp_1) +q;_4 (5.48)

Yp = h(zy) + vy (5.49)

und der Ablauf verlduft auch hier dhnlich. Mit beispielsweise einer Normalverteilung wird
hier der Zustand durch die Partikel mit

Top, . = F (@pp 1) + Nouan (0, @_y) (5.50)

aktualisiert. Hier ist die korrekte Wahl des Prozessrauschens q,_; bzw. Q;_; zu wahlen.
Eine zu geringe Wahl wiirde nur einen zu kleinen Bereich abdecken und ein zu grofer
Wert wire bei unzureichender Anzahl von Partikeln zu ungenau.
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Durch

Y, = h(xprir) (5.51)

wird auch hier der vorhergesagte Messwert y, , der jeweiligen Partikel berechnet.

2. Gewichtsanpassung:

Um die Zusténde der einzelnen Partikel zu bewerten, wird aus (5.4) die Wahrscheinlich-
keitsdichtefunktion p(zy | @x) durch die Likelihood-Funktion genutzt. Die Likelihood-
Funktion soll somit neue Gewichtungen fiir die Partikel berechnen.

Fiir die Likelihood-Funktion wird nach [142] die Normalverteilung N (z, 4, o) genutzt,
sodass

p(zk | ) = N(zp, h(zig), Vi)

_ 1 o~ 3k h@ )V (2R )T (5.52)
(27)5 [ Vil

fiir Np Dimensionen gilt. Die Bewertung wird somit aus der Differenz zwischen den ge-
messenen Wert z; und den vorhergesagte Messwert ¢, , = h(x; ) der jeweiligen Partikel
unter Beriicksichtigung des Messrauschen v; gemacht. Die Gewichtungen werden dann
durch diesen Ansatz durch

Wo ik = N(Zk, h’(wI;F,i,k)7 ka) (553)

berechnet. Andere Bewertungsfunktionen sind allerdings auch denkbar [142].

Damit die Bedingungen fiir die Gewichte gelten, werden diese nun durch folgende Be-
rechnung

Wo i,k

_ (5.54)

Wy |, =

normiert, damit die Summe der Gewichte 1 ist. Eine mogliche Gewichtung der Partikel
ist in Abb. 5.11(b) dargestellt.

3. Neuverteilung der Partikel:

Die Gewichtungen w;; werden nun verwendet, um den aktuellen Zustand und somit
den Ort der gesuchten Spule zu schitzen. Fiir diese Auswertung existieren unterschied-
liche Algorithmen, welche ihre Vor- und Nachteile haben. Aus [143| empfiehlt sich das
systematische Neuziehen (engl. Systematic resampling), wo Npp zuféllige Partikel ausge-
wiahlt werden. Diese zuféllige Wahl wird durch die Gewichtungen w; ; beeinflusst und der
gleiche Partikel kann mehrfach ausgewidhlt werden (d.h. mit Zuriicklegen!). Aus diesen
ausgewahlten Partikeln :cngl  wird dann durch eine Mittelwertberechnung der geschatzte
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Zustand x; durch

Npr
1N

xy = Lpr; i
NPF i:1 bAS)

(5.55)

berechnet. Die ausgewahlten Partikel stellen dann auch die neuen Partikel dar. Die
Partikel mit geringem Gewicht (schlechten) werden somit entfernt, und die Partikel mit
hohem Gewicht (guten) werden vervielfacht. Dies verbessert die Schiitzung, indem mehr
Ressourcen auf die relevanten Zustandsregionen konzentriert werden.

Der Algorithmus des Partikel-Filters wiederholt sich entsprechend der Messwerte dann
von Schritten 1. bis 3. und ist kompakt in Abb. 5.12 dargestellt.

Y = h (&)
Neuverteilung der Partikel
Systematische Neuziehen

(engl. Systematic resampling)

‘ Vorhersage ‘

Zustandsvorhersage:

g = F(@pp) + N (0, gk)

Initialisierung

‘ Gewichtsanpassungen

Partikelgenerierung:
4 A
Tpp g = &1 +N(0,q1)

Gewichtungen:
1

Wil = Ny

Initialisierung

Bewertung der Partikel:
wo ik =N (i, b(zpp ), vk)

Normalisierung:
Wo,4,k

New |
21:1 Wo,ik

Wi =

Messwerte/Berechnungen

» Zufalliges gewichtetes Ziehen mit
Zuricklegen von Npp Partikeln
« Erstellung der neuen Partikeimenge:
Tpp ik
‘Wichtig: Gezogene Partikel kénnen
mehrfach vorkommen!

Schatzung als Mittelwert der Partikel.
Nep

A 1 +
\‘”’c = Ter pIL 7
i=1

korrigiere
Messwerte/
Berechnungen

& 2

Abb. 5.12.: Ablauf des Partikel-Filters mit systematischen Neuziehen

Die Anzahl der Partikel Npr im Partikel-Filters hat einen wesentlichen Einfluss auf die
Genauigkeit und Zuverléssigkeit der Schitzung. Eine grofere Anzahl von Partikeln fiihrt
in der Regel zu einer besseren Anndherung an die tatséchliche Zustandsverteilung, da
mehr Partikel die Moglichkeit bieten, die Verteilung feiner und detaillierter zu repra-
sentieren. Das bedeutet, dass der Filter mit mehr Partikeln genauer in der Lage ist,
auch komplexe Wahrscheinlichkeitsverteilungen zu approximieren, insbesondere in stark
nichtlinearen Szenarien. Wenn jedoch die Anzahl der Partikel zu gering ist, besteht die
Gefahr, dass der Filter nicht ausreichend verschiedene Zustinde beriicksichtigt. In die-
sem Fall konnten wichtige Regionen des Zustandsraums unterrepréisentiert sein, was zu
ungenauen Schitzungen fiihrt. Insbesondere nach dem Resampling kénnen sich bei einer
geringen Partikelanzahl nur wenige Partikel mit hohen Gewichten durchsetzen, was zu
einer schlechten Abdeckung des gesamten Zustandsraums fiihrt. Allerdings bringt eine
grofsere Anzahl von Partikeln auch erhohte Rechenkosten mit sich. Der Partikel-Filter
erfordert fiir jeden Partikel das Simulieren des Systemmodells sowie die Berechnung der
Gewichte und des Resamplings, sodass die Rechenlast linear mit der Partikelanzahl zu-
nimmt. Es gilt daher, einen Kompromiss zwischen Genauigkeit und Rechenaufwand zu
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finden. In der Praxis wird die Anzahl der Partikel oft anhand der Komplexitit des Mo-
dells und der verfiigharen Rechenressourcen gewahlt.

Fiir verschiedene SNR-Werte wurde in Abb. 5.13 die Abhéngigkeit der Partikelanzahl
Npr untersucht, indem die Abweichung vom realen Wert als Varianz berechnet wurde.
Hier bestétigen sich die Angaben, aber zeigen auch, dass die Genauigkeit durch das SNR
begrenzt wird und eine weitere Erhéhung der Partikel kein Effekt zeigt.

108 SNR
———-20dB
——-10dB
0dB
——6dB
10 dB
20 dB

10°

0 100 200 300 400 500 600 700 800 900 1000
Npp

Abb. 5.13.: Einfluss der Anzahl der Partikeln bei unterschiedlichen SNR’s auf die Fehlervarianz bei
der Ortung

5.2.2. Vergleich mit dem Kalman-Filter

Im Folgenden soll nun der Partikel-Filter mit den Kalman-Filter verglichen werden.
Dazu wird der typische Verlauf einer Spirale, welche in der Mitte zusammenliuft,
aus Abb. 5.14(a) genutzt. Um reale Einfliisse zu betrachten wird ein normalverteiltes
Rauschen zu den Koordinaten wie in (4.34) durch reaesy = rsy + ng bei SNR = 0dB
dazugegeben, um den Effekt des Zustandsschitzers darzustellen. Als Startwert wurde
bei allen Filter der erste verrauschte Messwert r'pijer 51 = Tcales,1 gewahlt. Als System-
und Messmatrix/-funktion wurden keine Kenntnisse iiber den Verlauf implementiert,
welche allerdings zu besseren Ergebnissen fiihren kénnen.

Die Signalleistung der Spirale wird durch

1 valess

N, Mess

ré; mit g =T, + Y5, + 25, (5.56)

52

— 2 —
PSignal - USignal -
=1

berechnet, wobei das Rauschen durch das gewihlte SNR folgendermafien berechnet wird:

Ny k NZufall(Oa aﬁ)

P

: 2 Signal

ng Ny k Nzt (0, 02) mit 0} = PRauschen = —sxg - (5.57)
Ny Nzugan (0, 02) 1010dB

In Abb. 5.14(b) ist durch Arcacg die verrausche Abweichung zur realen Position der
gesuchten Spule S gegeben. Es zeigt, dass die Abweichungen zwischen den Kalman-Filtern
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und den Partikel-Filter sehr dhnlich sind und sich kaum unterscheiden. Der EKF und UKF
sind hier scheinbar deckungsgleich, welches auch schon in Abb. 5.4 gezeigt wurde.
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Abb. 5.14.: Verlauf der gesuchten Spule (blau) und deren Abweichungen zum realen Wert rg fir ver-
schiedene Filterarten bei SNR = 0dB

Sogar die gesamte Abweichung in Abb. 5.15(a) zeigt nur geringe Differenzen zwischen
den Filtern. Die Differenz der Ergebnisse zwischen PF und UKF in Abb. 5.15(b) ist hier
sehr gering.
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Abb. 5.15.: Links: Absolute Abweichung der jeweiligen Filter; Rechts: Differenz der Ergebnisse zwi-
schen Partikelfilter und UKF

Um den Gewinn durch den Einsatz von Zustandsschétzern zu zeigen, wurde nun in
Abb. 5.16(a) und in Abb. 5.16(b) ein SNR = —20dB gewihlt. Sogar bei solch starken
Rauschwerten, kénnen die Ergebnisse noch gut gefiltert werden, wobei die Ergebnisse
sich nochmal verbessern kénnten wenn zusétzliche Informationen durch die System- und
Messmatrix /-funktion bereitgestellt werden wiirde.
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Abb. 5.16.: Abweichungen der verschiedenen Filterarten fiir SNR = —20dB bei verschiedenen Ach-
senskalierungen

Der grofe Unterschied zwischen den Partikel-Filter und den Kalman-Filtern ist, dass
der Partikel-Filter durch die Verwendung von lokalen Partikeln, welche sich um den ver-
mutenden Zustand versammeln. Die Kalman-Filter nutzen dieses Verfahren nicht und
agieren globaler. Um diesen Unterschied zu verdeutlichen wurde in Abb. 5.17(a) ein sehr

falscher Startwert von rprp g1 = rukrs,1 = TEkr,S1 = (4 4 4)Tm gewdhlt. Anhand der
Abweichung in Abb. 5.17(b) ist erkennbar, dass sich die Kalman-Filter sehr schnell an-
passen und direkt die gesuchte Spiralenform durch die weiteren Messwerte finden. Der
Partikel-Filter ist allerdings auf seine Partikel im Raum beschrinkt, welche sich weit ent-
fernt gebildet haben. Dadurch werden diverse falsche Schatzungen gemacht und der PF
benotigt einige Messwerte bis er den Spiralenverlauf findet. Die Ergebnisse danach sind
wieder dhnlich zu den Kalman-Filtern. Durch eine Erhéhung der Partikelanzahl Npp und
des Prozessrauschens q; kann diesen Effekt entgegengewirkt werden. Wenn allerdings eine
gleiche Genauigkeit angezielt werden soll, entsteht ein deutlich hoherer Rechenbedarf.
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Abb. 5.17.: Vergleich zwischen den Kalman-Filtern und den Partikelfilter bei sehr falschen Startwerten

T
rprs,1 = FUKFS,1 =TFEkFs1 = (4 4 4) m

Nun sollten die Ergebnisse der beiden Kalman-Filter (EKF und UKF) und des Parti-
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kelfilters mit der Anzahl der Messwerte Ny verglichen werden. Dazu wird der gleiche
Verlauf mit Nyjess = 4000 in Abb. 5.18 fiir ein SNR = 0dB und SNR = —20dB gewihlt
und der Fehlerabweichung Arg abs Bewertungskriterium genutzt. Um die gleichen ver-
rauschten Messwerte zu erhalten, werden bei Nyees = 40 nur jeder hunderste Wert und
bei Nyess = 400 nur jeder zehnte Wert verwendet. In Abb. 5.18 zeigt sich, dass bei we-
nigen Messwerte der UKF und EKF bessere Ergebnisse bei Nyess = 40 liefert, da dieser
wie in Abb. 5.17 besser auf starke Verdnderungen durch wenig Werte reagieren kann.
Bei einer hoheren Anzahl von Messwerte sind die Ergebnisse zwischen allen Filtern sehr
ahnlich.
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i A = Ve SRR Ar
}, 200 "'PF.S TPF.S
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(a) SNR = 0dB (b) SNR = —20dB

Abb. 5.18.: Abweichungen der verschiedenen Filterarten fiir SNR = 0dB und SNR = —20dB bei
verschiedenen Anzahl von Messwerten Nyjess

Durch unterschiedlichen Algorithmen der Zustandsschétzer haben ebenfalls andere Kom-
plexitit, welche jedoch auch mit der Funktionalitét (z.B. Beriicksichtigung von starker
Nichtlinearitat oder nicht normalverteilten Abweichungen) steigt. Diese héhere Komple-
xitdt spiegelt sich in der Berechnungsdauer der Filter wieder. In Tab. 5.1 sind fiir die
gleichen Messwerte die durchschnittliche Berechnungszeit Ty, fiir ein Messwert darge-
stellt, welche in MATLAB bei einem Intel i7-10700K CPU durchgefiihrt wurden. Hier
zeigt sich, dass der EKF aufgrund der geringsten Komplexitidt das schnellste Verfahren
ist. Der UKF als Erweiterung des EKF erfordert mehr Berechnungszeit, aber kann dafiir
fiir jede nichtlineare Funktion verwendet werden. Der Partikelfilter, welche in der Theorie
mit jede Art von Fehlerverteilungen umgehen kann, hat dass die hochsten Rechenbedarf.
Dieser ist allerdings stark von der Anzahl der Partikel Npp abhéngig. Die Zeitwerte sind
in der Realitit so gering, dass es bei einem Messwert vernachléssigt werden kann, wenn
allerdings sehr viele Messwerte gefiltert werden miissen, die Rechenkapazitit begrenzt
ist oder der Algorithmus ein Teil von anderen kritischen Berechnungsverfahren ist, ist
die Fall des geeigneten Zustandsschétzer unter Beriicksichtigung der zu erwartenden Er-
gebnisse wichtig. Um den verschiedenen Filter weiter zu bewerten, wurde der Parameter
ASNR Fitter sNRyponer = SNRpitter — SNRyorner eingefiihrt, welcher die SNR-Anderung fiir
die jeweiligen F'ilter berechnet. Hier zeigt der PF bei Npp = 10000 knapp die besten
Ergebnisse, wobei EKF und UKF &hnliche Verbesserungen hat. Hierbei ist anzumerken,
dass diese Ergebnisse nur fiir den Spiralenverlauf mit zufalligen Rauschen und somit ein
schwach nichtlineares Problem gilt und keine Informationen bei den Filtern iiber der
Bewegungsgleichung ermittelt wurde. Je nach Problemstellung und Informationsiiberga-
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be kénnen UKF und die PF noch bessere Ergebnisse erzielen. Es ist erkennbar, dass
die Wirkung der Filter bei geringen SNR bessere Ergebnisse liefert, als bei schwachen

Rauschwirkungen.
Filter EKF UKF PF (Npr = 100) | PF (Npp = 1000) | PF (Npp = 10000)
Tritter 6,7540 s 74,208 ps 121,166 ps 389,999 s 2625,384 11s
Tritter | Toxr 1 10,9873 18,013 57,7424 388,7154
ASNR piiter20as | 3,5638dB | 3,5638dB | 3,2171dB 3,5637 dB 3,5670dB
ASNRFitter0dB 10,0681 dB | 10,0681dB | 7,8963dB 9,8003 dB 10,1797 dB
ASNR pitter—20ap | 14,3824 dB | 14,3824 dB | 7,2181dB 14,3809 dB 14,6546 dB

Tab. 5.1.: Durchschnittliche Rechenzeit Tryer der unterschiedlichen Zustandsschitzer (und im Ver-
gleich zum EKF) bei einem Intel i7-10700K CPU und der jeweiligen SNR-Verbesserungen

Bisher wurde angenommen, dass das Rauschen eine Normalverteilung N7 besitzt. Im
Folgenden soll nun gepriift werden, wie die Fehler sich bei einer zufilligen Gleichverteilung
Uz verhalten und ob weiterhin die Zustandsschétzer die Abweichung minimieren kon-
nen. Da bisher fiir die Erstellung des Rauschens das SNR genutzt wurde, muss nun festge-
stellt werden, welche Grenzen die mittelwertfreie zufillige Gleichverteilung Uz (—a, a)
(siehe (4.12)) mit den Grenzen +a bei einer Rauschvarianz von o2 besitzt:

Var(z) = El(w — 1)) = Bla?) — 2u,Bla] + 2 "=" Ela’]

T

e X )= —a,a 1 @ 2
= /_OO r?p(x)da Pl =Hzten (=) % /_a ridr = % =02, (5.58)
Daraus ergibt sich folgende Beziehung:
Var (Uzutan (— V300, V30,)) = o2 (5.59)
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Abb. 5.19.: Abweichungen der verschiedenen Filterarten fiir SNR = —20dB bei einer Gleichverteilung

In Abb. 5.19 wurde ein gleichverteiltes Rauschen bei einem SNR = —20dB dem bisher
bekannten Spiralverlauf hinzugefiigt. Dabei zeigt sich, dass hier sogar die Kalman-Filter

175



5. STOCHASTISCHE VERFAHREN ZUR NACHVERARBEITUNG DER
ORTUNGSERGEBNISSE

fiir die ersten Messwerte bessere Ergebnisse liefern als der Partikelfilter. Spéter sind die
Ergebnisse aller Filter dhnlich, wobei sich durch die Gleichverteilung kein wirklicher
Nachteil ergibt und alle Zustandsschitzer gute Ergebnisse liefern. Diese Aussage ist
auch in [144-146| bestétigt, wo gezeigt wird, dass der Kalman-Filter auch bei nicht
normalverteilten Fehlerrauschen gute Ergebnisse liefert.

In diesem Abschnitt wird nochmals betont, dass die dargestellten Ergebnisse ausschliefs-
lich fiir den spezifischen Anwendungsfall gelten. Zusétzliche Informationen zum Verlauf
wurden hierbei nicht beriicksichtigt. Die relevanten Parameter, wie beispielsweise aykr,
Bukr, Yukr beim UKF, die Bewertungs- und Verteilungsfunktionen des Partikelfilters
sowie das vorhandene Wissen {iber spiralférmige Verldufe, konnen je nach Anwendungs-
szenario angepasst werden. Diese Variationen konnen zu unterschiedlichen Ergebnissen
fithren, da der Partikelfilter auf der Annahme einer Normalverteilung basiert. Die Wahl
der Filterparameter muss daher in Abhéngigkeit von den jeweiligen Anforderungen er-
folgen. In dieser Arbeit wird jedoch vorrangig aufgezeigt, welche Moglichkeiten diese
Methodik bietet, ohne auf sdmtliche Varianten einzugehen. Eine detaillierte Analyse der
Parameterwahl wiirde den Rahmen der Untersuchung sprengen, da der Fokus auch auf
eine generelle Betrachtung der induktiven Ortung gerichtet ist.
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KAPITEL O

Simulationsumgebung zur Abbildung des
gesamten induktiven Ortungsprozesses

Im Folgenden soll nun eine Simulationsplattform vorgestellt werden, welche die Ergebnisse
aus den bisherigen Kapiteln vereint und somit den kompletten induktiven Ortungsprozess
von der Erstellung der planaren Spulen, iiber die Berechnung der Kopplung zwischen den
Spulen und die Berechnung der Ortskoordinaten aus den induktiven Ortungsalgorith-
men zu der Verwendung der Zustandsschéitzern um die Ortungsergebnisse zu verbessern,
darstellt. Die Simulationsplattform ,, Inductive Localization Simulator (ILS) ist eine Be-
rechnungsumgebung, welche durch eine objektorientierte Programmierung eine modulare
Umsetzung ermoglicht, um somit weitere Verfahren in den jeweiligen Schritten einfach
ergidnzen und testen zu kénnen. Dadurch bildet die Simulationsplattform Grundlage fiir
weitere Entwicklungen im Bereich der induktiven Ortung.

Da die Simulationsplattform sich primér auf die jeweiligen Parameter der induktiven
Ortung konzentriert, verringert sich die Berechnungszeit im Vergleich zu CST Studio

Suite®enorm, da hier nicht die Feldverteilungen im gesamten Ortungsraum berechnet
werden muss. Diese geringe Rechenzeit erlaubt auch eine schnellere Bewertung, welche
priifen, ob die Anforderungen an das gestellte Problem erfiillt werden kann (Reichweite,
Genauigkeit, Normen, Storeinfliisse, ...) und wo die Grenzen dieser Anwendung mit den
gewdhlten Randbedingungen sind. Dazu gehort auch das Design und die Optimierung
von verschiedenen Spulengeometrien und ggf. die Verwendung von anderen Materialien.
Zusatzlich konnen auch in deutlich kiirzerer Zeit Trainingsdaten fiir kiinstliche neuronale
Netzwerke oder Kalibrierungsdaten fiir die Algorithmen und Filter erstellt und getestet
werden.

Der iterative Aufbau der Plattform (Spulendesign, Ortungsumgebung, Kopplungsverlau-
fe, Ortungsalgorithmen, Zustandsschiitzer) erlaubt ebenfalls gutes Verstindnis der ein-
zelnen Schritte fiir den induktiven Ortungsprozess, welche bei elektromagnetischen Feld-
simulatoren schwieriger nachzuvollziehen sind. Gleichzeitig ist auch eine Integration mit
anderen Systemen (z.B. Schaltungssimulatoren fiir die Generierung und Auswertung der
Signale) denkbar.

Insgesamt kann durch die Plattform viel Zeit und somit auch Kosten eingespart werden,
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6. SIMULATIONSUMGEBUNG ZUR ABBILDUNG DES GESAMTEN INDUKTIVEN
ORTUNGSPROZESSES

da rechenintensive Simulatoren wie CST Studio Suite®

verringert oder sogar ganz vermieden werden kénnen.

Bei der Simulationsplattform ILS wurde bewusst auf die Verwendung einer grafischen
Benutzeroberfliche (GUT) verzichtet, da die umfangreiche Interoperabilitét zwischen den
einzelnen Klassen durch eine GUI sowohl die Nutzung einschrinken als auch mogliche
Erweiterungen erheblich erschweren wiirde.

oder reale Messungen deutlich

6.1. Aufbau der Simulationsplattform

Der induktive Ortungsprozess besteht aus verschiedenen unterschiedlichen Systemen und
Algorithmen, welche voneinander abhéngig sind und eine hohe Anzahl von Parameter
zur Konfiguration besitzt. Abb. 6.1 zeigt den Ablauf und auch die Simulationsplattform
ILS als Blockschaltbild mit allen Abhédngigkeiten, Eingabe- und Ausgabewerten fiir den
Fall, dass die gesuchte Spule S mit einer Energiequelle (in Form einer Spannungsquelle)
ausgestattet ist. Bei der Verwendung von Ortungsspulen mit Energiequellen ist das
Blockschaltbild nur mit der gesuchten Spule vertauscht.

Der graue Block (Ortungsumgebung fiir die Spulen) beinhaltet die Ergebnisse
aus Kapitel 3, welche die elektrotechnischen Eigenschaften der planaren Spulen und
die Gegeninduktivitdt zwischen den Spulen beinhalten. Dazu sind die geometrischen
Parameter der Spule (dyws,dns, Ns, dN S, Tmax,Ss Ymax,S, KLeitung, dpcp,s) notwendig und
auch die Materialparameter (kg,e,s, pirs) zwischen der Spulenwindungen. Gespeist
wird hier die gesuchte Spule S mit einer Spannungsquelle mit Spannung ug und der
Signalfrequenz fy,. Rauscheffekte durch eine nicht ideale Generierung der Spannung
konnen durch das SNR; hinzugefiigt werden, wobei hier weiterhin eine Analyse im
Frequenzbereich durchgefiihrt wird. Fiir die Resonanz muss dann zwischen Seriell und
Parallel durch die jeweiligen Kapazititen Ciesgs oder Crespg gewdhlt werden. Fiir die
Ortungsspulen m € {1,2,..., N} konnen hier andere Spulendesigns genutzt werden,
wobei die Generierung hier &dhnlich zur gesuchten Spule verlduft, wobei in diesem
Fall noch eine Lastimpedanz Zj,y ,, fir die Messung der empfangenden Spannung
notwendig ist. Aus den rdumlichen Beziehungen zwischen den Spulen ergeben sich
dann die gewiinschten Gegeninduktivitdten Mg, aus der Neumann-Gleichung (3.77),
wobei Effekte wie Wirbelstrome durch die elektrische Leitfihigkeit ken,, Anpassung
durch permeable Umgebungen g, ¢,y und Stérungen H.., und weiteren Systemeinfliisse
Ksystem,n beriicksichtigt werden konnen, wenn die Werte bekannt sind. Aus diesen Block
konnen dann die gesuchten Gegeninduktivitaten Mg, ..., Mg n, direkt oder die Span-
nungen an den Lastwiderstinden w, ..., uy, fiir die weiteren Schritte extrahiert werden,
wobei hier auch Messrauschen durch SNRy hinzugefiigt werden kann. Der violette Block
(Signalverarbeitung) beschreibt die die unterschiedlichen Algorithmen, welche aus den
Messwerten die Ortskoordinaten wiederherstellen. Falls die Gegeninduktivititen iiber die
Messspannungen berechnet werden, konnen hier Gleichungen wie das LGS (3.89) oder
(3.98) verwendet werden (Berechnung der Gegeninduktivititen/Kopplungen).
Aus den Gegeninduktivitdten konnen dann in Ermittlung der Ortskoordinaten die
unterschiedlichen Ortungsverfahren aus Kapitel 4 ausgewahlt werden. Diese geben dann
die berechneten Ortskoordinaten Zcacs, Ycale,s Und zcale,s aus, welche mit den Eingabe-
daten (zs, ys und zg) verglichen werden kénnen, um durch die Differenz (Azgs, Ays und
Azg) die vorherigen Verfahren und Einstellungen zu bewerten und zu analysieren. Durch
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6.1. AUFBAU DER SIMULATIONSPLATTFORM

die Zustandsschitzer (Korrektur durch Zustandsschitzer) konnen die Ergebnisse
weiterhin verbessert werden, indem ein Filter aus Kapitel 5 ausgewdhlt werden kann
und hier ebenfalls die Differenz der Koordinaten (Azpijer.s, AYpirters Und Azpiers) als
Bewertungskriterium genutzt werden kann. Ziel ist es somit diese Schleife zu optimieren
und den jeweiligen Ortsfehler zu minimieren.

L i Externe Storung

K
Legende Firjenvy Kenv Eext
Eingabe - -
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Abb. 6.1.: Aufbav der Simulationsplattform ILS (Inductive Localization Simulator) am Beispiel, dass
die gesuchte Spule S mit einer Signalquelle ausgestattet ist und die Ortungsspulen nur eine
Lastimpedanz Zy g ,,, besitzen.

Die Umsetzung der Simulationsplattform ILS wurde in MATLAB mit einer Objektori-
entierung durchgefiihrt. Die Klassendiagramme und deren Beziehungen zueinander dazu
sind in Abb. 6.2 dargestellt, wobei hier nur die wichtigsten Methoden dargestellt werden
und weitere Varianten und Methoden zur Visualisierung der Ergebnisse nicht dargestellt
werden. Die Datentypen der Parameter fiir die Funktionen sind ebenfalls aufgrund der
besseren Darstellbarkeit nicht dargestellt, da diese auch oft aus dem Kontext heraus
identifizierbar sind oder MATLAB diese teilweise automatisch definiert.

Die Klasse Coil enthélt alle Informationen iiber eine planare Spule. Diese Informationen
beinhalten den Pfad und den Aufbau der Spulengeometrie, woraus wie in Abb. 3.2
die Bauteilewerte fiir das elektrische Ersatzschaltbild anhand der Eingaben berechnet
werden. Zusétzlich werden auch Eigenschaften iiber die Resonanz, die gewiinschte Signal-
frequenz und falls die Spule als Empfianger dient ein Lastwiderstand definiert werden.
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6. SIMULATIONSUMGEBUNG ZUR ABBILDUNG DES GESAMTEN INDUKTIVEN

ORTUNGSPROZESSES

Die Kapazititswerte fiir die ausgewdhlte Resonanzart wird iiber die Signalfrequenz
automatisch berechnet. Die dreidimensionale Spule kann dann im Raum verschoben
und rotiert werden, damit im Zusammenspiel mit einem einem Coil-Objekt auch die
Gegeninduktivitit berechnet werden kann.

+ Path: double[]]
+ Conductor_Height: double
+ Conductor_Width: double
+1D: char

+1.0: double

+ Kappa_Conductor: double
+R_Coil: double

+L_Coil; double

+C_Coil: double
+R_C_Coil: double
+1_Res_Coil: double

+Z_Load: double

+C_Res: double
+ Resonance_Type: String

+ Coll(ID, Geometry_Parameters, f_0, Material_Parameters)
Coil

+ newFrequency(newFrequency): void

+ setX(newX): void
+setY(newY): void
+ setZ(newZ): void
+setXYZ(newX, newY, newZ): void

+ setAlpha(rotateAlpha): void
+ setBeta(rotateBeta): void

+ setGamma(rotateGamma): void
+setR Ipha,

): void

+ resetLocation(): void
+ caleMutualinductance(Coil2, mu_r, kappa): double

+ copy(): Coil

=

Localization_Environment

+ LocationCails: Coll
+ SearchedCoil: Coil
+x_size: double
+y_size: double
+2_size: double

+ kappa_Environment: double
+mu_r_Environment: double

+ Localization_Environment(LocationColl, x_size, y_size, z_size, SearchedColl,
kappa_| mu_r_E ): L _Environment

+ calcMLocationCoils(): double[][]

+ calcMSearchedCoil(): double[]

+ calcMAII(): double[][]

+ calcMXYZSweep(r_Path): Localization_Data

+ calcMXYZWinkelSweep(r_Path,Winkel_Path): Localization_Data
+ calcCurrentsSendingSearchedCoil(u_S): double[]

+ caloV onZL oil(u_S): double[]

Localization_Data

+M_S: double[][
+1_S: double[]]]
+ Winkel_S: double[][

+ Localization_Data(M_S, r_S,
Winkel_S): Localization_Data

+ plotM(xData, XLabelText): void
+ plotMYLog(xData, XLabelText): void

+ addNoise(SNR): Localization_Data
+copy(): L _Data

+caICCurremsSendlngLocatlonCO\I(u 0, LocationCoilNR): double|
ocationCoil(u_0, LocauonCollNR) double(]

+ copy(): Localization_Environment

v

a

Ortungsverfahren

Analytisch_Optimierer ‘

N

Analytisch_LUT

+X_size: double
+y_size: double
+2_size: double

Verhaeltnismethode

+x_size: double
+y_size: double
+2_size: double

+Vert
Verhaeltnismethode
+ run(Localization_Data): Localization_Results

_Environment)

+ winkelBerueksichtigen: boolean
+ gaMaxGenerations: int

+ gaPopulationSize: int
+ gaTolerance: double

+M_0_Faktor: double

+x_size: double
+y_size: double

+2_size: double

+ winkelBerueksichtigen: boolean
+xSteps: int

+ySteps: int

+2Steps: int

+M_0_Faktor: double

+ Analytisch_Optimierer(Localization_Environment,

KNN ‘

+ TrainedNetwork: net

+ KNN(TrainedNetwwork)
+ run(Localization_Data): Localization_Results

+ train(TrainingDatas, KNN_Parameter): void
+ view(): void

+ Analytisch_LUT(L

+ run(l

M_0_Faktor, g Y
Analytisch_( Opnm\erer

_Results + run(Localization_Data,

M_0_Faktor, xSteps, ySteps, zSteps) Analyus.ch LuT

_Results

<

+ plotMProcessionWithMO(Localization_Data): doublel]

>

Localization_Results

—) + calcDeltaR(): double(]

\ 4

+M_S: doubleJ]
+r_S: double[][]
+r_Calc: doublef][]

+ Localization_Resuits(Localization_Data,
r_Cale). Localization_Results

+ copy(): Localization_Results

Filterverfahren

+A: double[][] + 1. function[]
+C: doublef]] + h: function(]
+R: double[][ +1: double
+Q: double[][] +q: double

‘ UKF

+: function]]

+ f: function]] + h: function[]

+ h: function[]
+r: double
+q: double

+1: double
+q: double
+N_Particles: int

+ LKF(R_Wert, Q_Wert, KF_A, KF_C);
LKF

+ run(Localization_Results, startValues, + an

+ EKF(R,Wert‘ Q_Wert, EKF_f, EKF_h)

1_Results,

+ UKF(R_Wert, Q_Wert, UKF_f, UKF_h)
UKF

PF_f, PF_h): PF

+ run(L 1 Resulls startValues,

OwnStartValues): Localization_Reslts

OwnStartValues): Localization Resu\ls

O I _Results

+ PF(R_Wert, Q_Wert, N_Particles,

+ run(LccaHzanon Results, startValues,
O

_Results

Abb. 6.2.: Grundlegende Klassendiagramme und deren Abhdingigkeiten von der Simulationsplattform
ILS (Inductive Localization Simulator) mit den wichtigsten Funktionen

Die Coil-Objekte dienen dann als Eingabe fiir die Klasse Localization Environment
und konnen als Ortungsspule oder gesuchte Spule S definiert werden. Hier sind zuséatzlich
Angaben zur Grofe und zur Materialeigenschaften des Ortungsraum notwendig, damit
wie in Abb. 4.1 ein Ortungssystem fiir sechs Ortungsspulen generiert werden kann.
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Durch leichte Anpassung der Klasse konnen auch beliebige andere Platzierungen und
Anzahl von Ortungsspulen generiert werden, da in dem vorherigen Kapitel allerdings
ein System mit sechs Ortungsspulen ausreichend war, wurde sich hier darauf fokussiert.
Nach der Bildung eines Objektes der Klasse Localization Environment konnen dann
Bewegungsverldufe fiir die gesuchte Spule S definiert und eingegeben werden, damit
daraus die Kopplungsdaten zu der gesuchten Spule berechnet werden konnen. Auch
die Gegeninduktivitdten zwischen den Ortungsspulen und die elektrischen Signalgréfien
kénnen berechnet werden. Als Ergebnis wird ein Objekt der Klasse Localization Data
ausgegeben, welche die realen Koordinaten der gesuchten Spule und die jeweiligen
Gegeninduktivititen beinhaltet. Hier konnen die Rauscheffekte aus Abb. 6.1 hinzugefiigt
werden, welche beispielsweise durch Messrauschen, Signalgenerierung oder externen
Einfliissen entstehen. Die Zuordnung kann dann verwendet werden um einen der ver-
schiedenen Ortungsverfahren zu nutzen. Je nach Verfahren sind hier unterschiedliche
Eingabeparameter notwendig, wobei jeder Algorithmus mit obj.run(Localization Data)
ausgefithrt wird. Das Objekt Localization Data kann hier sogar als Trainingsdaten-
satz dienen, wobei ein zweites unabhdngiges Objekt von Localization Data dann
die Testdaten reprisentiert. Das Ergebnis der Ortungsverfahren ist dann ein Objekt
der Klasse Localization Results, welche &hnlich zu Localization_ Data ist, aber
zusédtzlich auch die Ergebnisse aus der Ortung (oder der Filterung) enthélt, damit diese
schnell ausgewertet werden konnen und somit der gew#hlte Simulationsablauf beurteilt
werden kann. Diese Ergebnisse kénnen dann auch noch in eines der unterschiedlichen
Filterverfahren verbessert werden, wobei hier vereinfachte Eingaben genutzt werden
konnen und zusatzliche Parameter noch gewahlt werden konnen.

Da hier eine objektorientierte Umsetzung durchgefiihrt ist, wurde den einzelnen relevan-
ten Klassen die Funktion obj.copy() hinzugefiigt, um gleiche Objekte fiir verschiedene
Anwendungszwecke zu nutzen ohne dass sich diese weiterhin aufeinander beeinflussen.

6.2. Beispielhafter Ablauf

Um die Funktionalitit der Simulationsplattform ILS zu zeigen, wird anhand eines bei-
spielhaften Ortungsbeispiels mit einem LUT aus dem analytischen Verfahren und einem
UKF durchgefiihrt. Dazu wird im Folgenden ein Beispielablauf in MATLAB durchgefiihrt
und die Ausgaben angegeben. Andere Ortungsverfahren oder Filter kénnen dhnlich zu
den folgenden Programmcode verwendet werden.

Im Programmcode 6.1 werden priméir die Initialisierungen fiir die Simulationsumgebung
durchgefiihrt. Dazu gehért die Einbindung der notwendigen Klassen und Funktionen und
die Erstellung der Spulenobjekte (Coil). Fiir die gewiinschten Ortungsspule und gesuchte
Spule wird hier die gleiche Spulengeometrie gewihlt, welche durch die Methode Coil2 =
Coill.copy() ausgefiithrt wird. Da auch eine Verschiebung beriicksichtigt werden soll, wird
die spétere gesuchte Spule Coil2 auf der y-Achse um 0,1 m verschoben.

Programmcode 6.1: Beispiel der Nutzung des Simulators ILS (Teil 1/3)

cle; clear all; close all;
addpath (' Classes '
addpath ( 'Location
addpath ('Filter ');

addpath (' General ') ;

)

Algorithms ') ;
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%% Anzahl der Werte
N values=100;

%% Coil-Parameter

d_innen_ start=18/1000; % 18mm
Windungen=>5;

Abstand Leiter=1.3/1000; % 1,3mm
PCB_hoehe=1.5/1000; % 1,5mm

signal frequency=10"5; % 100kHz

Kappa Conductor=5.8e7; % Kupfer
Conductor_height=0.00007; % 70Mikrometer
Conductor width=0.001; % lmm

PCB eps Material=4; % FR—4 (Platinenmaterial)
kappa_ between Turns=10"(—9); %isolierend
mu_r core=1; % kein Magnetkern

Z_load=1000; % 1kOhm

ResonanceType="Seriell";

%% Spulengeometrien und elektrische Schaltungsparameter werden berechnet

Coill = Coil('l',d innen start, Windungen, Abstand Leiter, PCB_ hoehe, signal frequency ,
Kappa_Conductor, Conductor height, Conductor width, PCB_eps Material,
kappa between Turns, mu r core, Z load, ResonanceType);

Coil2 = Coill .copy ();

Coil2 .ID="2";

Coil2 .setY (0.1); % Verschiebung auf der y—Achse um 100mm

%% Inhalte der Coil—Objekte
Coill
Coil2

Die berechneten und vorgegebenen Parameter der beiden Coil-Objekte Coill und Coil2
sind in Abb. 6.3 dargestellt. Hier ist erkennbar, dass auch die Bauteilparameter (bspw.
fres = 11,931 MHz, R, = 1,65720Ohm) fiir das ESB berechnet wurden, im Parameter
Path die Geometrie der planare Spule beinhaltet und alle notwendigen Informationen
besitzen. Der Unterschied ist durch die Kopierfunktion gering, da nur die ID und die
y-Verschiebung beide Objekte unterscheiden.

Coill = Coil2 =

Coil with properties: Coil with properties:

Turns: S
s: 0.0013
t: 0.0015

6.5192e-11

: 5.4327e+08
: 1.1931e+07
¢ 1000

C_res: ©.2794e-07

: "Seriell”

4
1.0000e-09
1
0

.4327e+08
.1931e+07
: 1000

1 9.2794e-07

ResonanceType: "Seriell"
PCB_eps_Material: 4

kappa_between ° : 1.0000e-09
1
10

(b)

Abb. 6.3.: Inhalte der beiden Coil-Objekte Coill und Coil2 mit allen Parametern (aus MATLAB )

Im néchsten Schritt wird im Programmecode 6.2 die Ortungsumgebung erstellt. Dazu wird
anhand der Abmessungen des Ortungsraumes die Platzierungen der Ortungsspulen (hier:
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Coill) festgelegt und Coil2 als gesuchte Spule definiert.

Programmcode 6.2: Beispiel der Nutzung des Simulators ILS (Teil 2/3)

%% Ortungsumgebung wird erstellt mit Coill fiir die Ortungsspulen und Coil2 als gesuchte
Spule S

x_size=0.5;

y size=0.8;

z_size=1;

LocEnv = Localization Environment(Coill , x size, y size, z size, Coil2);

%% Ortungsumgebung wird dargestellt mit den Gegeninduktivititswerten
LocEnv. plotSixCuboidCoilSystemWithM () ;
LocEnv.plotSixCuboidCoilSystemWithSearchCoilWithM () ;

Durch die Funktionsaufrufe LocEnv.plotSizCuboidCoilSystem WithM() und  Lo-
cEnv.plotSizCuboid CoilSystem WithSearchCoil WithM() wird die erstellte Ortungs-
umgebung LocEnv in Abb. 6.4 visualisiert. In Abb. 6.4(a) sind die Ortungsspulen und
alle Gegeninduktivititen zwischen ihnen im 3D-Raum dargestellt. Abb. 6.4(b) stellt
die Gegeninduktivitdten der Ortungsspulen zu der gesuchten Spule dar, welche fiir die
Ortung am interessanten sind.
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Abb. 6.4.: Ausgabe aus dem Objekt LocEnv, welche den Aufbau des Ortungssystem zeigen und die
jeweiligen berechneten Gegeninduktivititen (Links: Innerhald der Ortungsspulen; Rechts:
Zwischen den Ortungsspulen und der gesuchten Spule S) darstellen

Im letzten Schritt sollen im Programmcode 6.3 die Verlaufe von Gegeninduktivitiaten zur
gesuchten Spule S generiert werden, damit daraus das gewéhlte Ortungsverfahren und der
Zustandsschétzer genutzt werden kann. In diesem Beispiel wird also die gesuchte Spule S
mit 100 Werten von zg € [—0,5m, 0,5 m] bewegt, wobei ys = 0,1 m und xg = 0 m weiter-
hin bleibt. Entlang dieser Bewegung werden alle Gegeninduktivitdten berechnet und die
Daten in LocDatal-Objekt abgespeichert.Da sich die Ausrichtung der gesuchten Spule S
hier nicht dndert, wird diese Eigenschaft mit Winkelberuecksichtigen=false gewahlt, da
auch dadurch der benétigte Speicherbedarf extrem verringert wird, da die Ausrichtungen
nicht berechnet werden miissen.

Durch den Anpassungsfaktor mit My, s = 12,99 pHm?® kann dann das LUT erstellt wer-
den und der Ortungsalgorithmus durch Ana_ LUT.run(LocDatal) ausgefiihrt werden.
Die Ergebnisse werden dann mit dem UKF mit den gewéhlten Rauschvarianzen ebenfalls
durchgefiihrt.
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Programmcode 6.3: Beispiel der Nutzung des Simulators ILS (Teil 3/3)

%% Pfad der gesuchten Spule entlang der z—Achse wird erstellt und die Gegeninduktiviti
ten zur gesuchten Spule werden berechnet

z_ Path—=linspace(—0.5, 0.5, N values); % Pfad von —0,5m bis 0,5m

LocDatal=LocEnv.calcMzSweep (z Path) ;

%% Als Algorithmus wird Analytisch mit LUT gewdhlt (Ausrichtung ist bekannt!) und
Algorithmus wird anhand der erstellten Gegeninduktivitdtswerten aus LocDatal
durchgefiihrt

x_steps=20;

y_ steps=50;

z steps=100;

Winkelberuecksichtigen=false ;

M 0 Faktor=1.299e—11;

Ana LUT = Analytisch LUT (LocEnv, Winkelberuecksichtigen, M _ 0 Faktor, x steps, y_steps,
z_steps);

LocResult=Ana LUT.run(LocDatal);

%% Ergebnisse werden durch den UKF gefiltert
R_Value=100; % Messrauschvarianz

Q_ Value=0.01 % Systemrauschvarianz

Filter method=UKF(R_Value, Q_Value);
LocResult2=Filter method.run(LocResult, "Real");

%% Ergebnisse (vor und nach Filter) werden dargestellt und der berechnete Wert wird mit
den realen Pfad dargestellt

ShowBegrenzung—true

Begrenzungswert=0.05 % 5cm

LocResult . BeforeAfterDeltaXYZOnSelectedValues (3, LocResult2, ShowBegrenzung,
Begrenzungswert ) ;

LocResult2.plotPaths (LocEnv.x size, LocEnv.y size, LocEnv.z size);

Die Ergebnisse der Simulationsplattform fiir die gewédhlten Parametern sind in Abb. 6.5
dargestellt. In Abb. 6.5(a) ist der Fehler Arg vor den Filter als gestrichelte Verldufe
und nach dem Filter als durchzogene Verldufe dargestellt. Wie sich diese Abweichung in
3D-Raum auswirkt ist in Abb. 6.5 dargestellt.
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Abb. 6.5.: Ergebnisse der Simulationsplattform ILS fiir die gewdhlten Parametern
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KAPITEL (

Zusammenfassung und Ausblick

7.1. Zusammenfassung

In dieser Arbeit wurden die unterschiedlichen Aspekte und Modelle, die den induktiven
Ortungsprozess abbilden, dargestellt, nachgebildet und deren Berechnungen validiert. Die
induktive Ortung basiert auf der geometrieabhéingigen, magnetfeldbasierten Kopplung
von Spulengeometrien und der Auswertung der induzierten Spannung aufgrund einer
hochfrequenten elektrischen Signalquelle. Somit stellt sie ein auf Signalstirke basierendes
Ortungsverfahren dar. Um diese Eigenschaften zu gewéahrleisten, wird dieses Prinzip nur
im elektromagnetischen Nahfeld der Spulen untereinander verwendet, um eine Dominanz
der Magnetfelder sicherzustellen. Der induktive Ortungsprozess besteht aus mindestens
sechs ortsfesten Ortungsspulen, die das Ortungsvolumen jeweils an einer Aufenfliche
umgeben, sowie der gesuchten Spule S, die sich frei im Volumen bewegt und lokalisiert
werden soll. Dadurch zeichnet sich die induktive Ortung durch ihre Einzigartigkeit in
der Nutzung der Magnetfelder deutlich von bereits etablierten Ortungsverfahren ab.

Aktuelle Technologien, die Magnetfelder zur Ortung nutzen, beschréanken sich oft auf
eine Boolesche Detektion von Objekten, eine Ermittlung von Abstinden zu Metal-
lobjekten (z.B. Rohre in der Erde) oder eine zweidimensionale Detektion anhand
vieler Ortungsspulen. Das Ziel dieser Arbeit ist es, eine dreidimensionale Lokalisierung
gesuchter Spulenobjekte in einem durch die Ortungsspulen begrenzten Ortungs-
volumen anhand verschiedener Losungswege und Stéreinfliisse zu erstellen, um eine
nahezu generalisierte Grundlage der induktiven Ortung durch planare Spulen zu schaffen.

Aufgrund der unterschiedlichen Herausforderungen, den Prozess nachzubilden und
eine zufriedenstellende Losung fiir die Ortungsproblematik zu finden, ist es notwendig,
den gesamten Ablauf von den physikalischen Grundlagen iiber die Transformation in
aquivalente elektrische Ersatzschaltbilder, die Entwicklung von Ortungsalgorithmen und
die Analyse moglicher Storeinfliissse bis hin zur Nutzung stochastischer Verfahren zu
analysieren. Der Fokus dieser Dissertation liegt daher darauf, ein Fundament fiir den
induktiven Ortungsprozess anhand planarer Spulengeometrien zu bilden, das Antworten
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auf mogliche Ungenauigkeiten oder Fehler realer induktiver Ortungsprozesse liefert.

Zunichst werden einige grundlegende physikalische und elektrotechnische Eigenschaften
sowie Begrifflichkeiten definiert, die fiir die induktive Ortung notwendig sind und die
Basis fiir die weiteren Modelle in dieser Arbeit bilden. Zudem wird festgelegt, dass sich
diese Arbeit auf lineare, dispersionsfreie, verlustfreie (nur Umgebung), homogene und
isotrope Materialien bei konstanter Temperatur und ohne zeitliche Verdnderung bezieht.
Spiter werden jedoch auch verlustbehaftete Umgebungen betrachtet. Eine wichtige
Voraussetzung ist zudem die Einhaltung der Nahfeldgrenze, um sicherzustellen, dass die
Magnetfeldanteile dominant sind und die magnetoquasistatische Approximation an die
Maxwellgleichungen zur modellbasierten Auswertung der Messwerte sowie zur Simulati-
on des Ortungsprozesses zuldssig ist. Die Nutzung einer Resonanz, die den induktiven
Anteil der Spulen kompensiert, ist ebenfalls eine wesentliche Voraussetzung, um hohere
Signalstdrken und damit grofere Genauigkeiten und Reichweiten zu ermdglichen.

In dieser Arbeit wird die induktive Ortung auf die Verwendung planarer Spulen auf
Leiterplattenbasis beschrinkt, um eine klare Einschriankung fiir die Darstellung der
Ergebnisse zu gewahrleisten. Diese Spulen sind reproduzierbar und lassen sich leicht in
andere aktuelle Technologien integrieren. Um die komplexen physikalischen Effekte der
Magnetfeldgenerierung und Induktion durch ein hochfrequentes Signal zu beschreiben,
werden nachvollziehbare elektrotechnische Modelle in Form von Ersatzschaltbildern
verwendet.

Je nach Anzahl der Spulen erhéhen sich die gegenseitigen Finfliisse und verdndern
deren elektrische Eigenschaften. Dies muss bei spateren Ortungsproblemstellungen
beriicksichtigt werden und kann durch entsprechende Gleichungen fiir eine beliebige
Anzahl von Spulen dargestellt werden.

Eine korrekte Wahl der Resonanzart ist essenziell, um eine hohe messbare Signalstirke
an der jeweils anderen Spule zu erhalten. Es zeigt sich, dass bei hohen Lastwiderstan-
den eine Seriell-Parallel-(SP)-Resonanz am besten geeignet ist, wihrend bei geringen
Lastwiderstinden eine Seriell-Seriell-(SS)-Resonanz die hochste Signalstéarke liefert. Eine
Ausnahme bildet ein sehr hoher Kopplungsgrad, bei dem eine Parallel-Parallel-(PP)-
Resonanz die besten Ergebnisse erzielt.

Zur Bestimmung der unterschiedlichen dquivalenten Bauteilparameter werden je nach
Komponentenart verschiedene Gleichungen verwendet. Eine besondere Herausforderung
stellen die rechteckige Leiterstruktur und die parasitdren Eigenschaften zwischen den
Windungen dar. Zudem miissen die frequenzabhingigen Einfliisse durch den Skin- und
Proximity-Effekt in den Modellen beriicksichtigt werden. Die Gleichungen wurden mit
CST-Simulationen validiert. Einfliisse durch die Abstrahlung elektromagnetischer Wellen
konnen bei Frequenzen unterhalb des Megahertz-Bereichs vernachlassigt werden.

Fiir die Berechnung der Kopplungsgrofen in Form der Gegeninduktivitdt werden ver-
schiedene Ansitze vorgestellt, da sie sowohl fiir das Versténdnis als auch als Basis fiir die
spateren Ortungsalgorithmen dienen. Im eindimensionalen Fall wird die Gegeninduktivi-
téat ausschliefslich in Abhéngigkeit vom Abstand berechnet, ohne dabei Verschiebungen zu
beriicksichtigen. Hier zeigt sich eine klare Abhingigkeit der Gegeninduktivitit vom Ab-
stand, allerdings erfordert ihre korrekte physikalische Anwendung einen Mindestabstand,
der deutlich grofer als das Spulenobjekt sein muss. Die Gleichung zur dreidimensionalen
Kopplungsabhingigkeit zwischen zwei Leiterschleifen ist wesentlich aufwendiger in der
Herleitung und fiihrt zu einer transzendenten Funktion. Zusétzlich gilt hier ebenfalls die
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Bedingung, dass die Entfernung deutlich grofer als die Leiterschleife sein muss. Zudem
wird angenommen, dass sich das Magnetfeld mit der empfangenden Spule innerhalb ihrer
Fliche ndherungsweise homogen verhélt. Eine Validierung durch eine CST-Simulation
bestitigt die Korrektheit der Gleichung.

Da diese Gleichung nur strikt fiir Leiterschleifen gilt, muss angenommen werden, dass
sich die Gegeninduktivitdt ndherungsweise gleich verhilt und durch die Spulengeometrie
lediglich mit einem Verstirkungsfaktor angepasst wird. Simulationen zeigen, dass diese
Annahme unter Beriicksichtigung der Randbedingungen mit entsprechend geringem
Fehler giiltig ist. Die Randbedingung, dass das Magnetfeld innerhalb der Spulenfliche
ndherungsweise homogen ist, kann fiir quadratische Spulen gut verwendet werden. Bei
rechteckigen Spulen, deren Breite und Lénge sich deutlich unterscheiden, fiihrt diese
Annahme jedoch zu geringen Fehlern in der Berechnung.

Als abschliefendes Berechnungsverfahren zur Ermittlung der Gegeninduktivitdt wird
die Neumann-Gleichung verwendet, die ebenfalls erfolgreich durch Simulationen und die
zuvor hergeleitete Gleichung validiert wurde. Eine besondere Eigenschaft dieser Methode
ist, dass sie fiir beliebige Spulengeometrien verwendet werden kann. Allerdings ist ihre
Losung aufgrund der komplexen Darstellung nur numerisch fiir reale Spulengeometrien
sinnvoll.

Um aus den Gegeninduktivitdten die Ortskoordinaten zu extrahieren, miissen diese zu-
néchst messtechnisch bestimmt werden. Da eine direkte Messung der Gegeninduktivitit
nicht moglich ist, werden entsprechende Gleichungen verwendet, die aus Spannungs-
und Stromgroken die Kopplungsgrofe fiir eine beliebige Anzahl von Ortungsspulen im
Resonanzfall berechnen. Dies fiihrt im Resonanzfall auf ein lineares Gleichungssystem
und kann bei bekanntem System schnell gelost werden.

Dabei wird zwischen verschiedenen Arten von moglichen Messpunkten unterschieden.
Eine Messung direkt an den Ortungsspulen, bei der die Ortungsspulen gleichzeitig die
Signalquelle enthalten, ermoglicht eine sehr einfache Umsetzung, verursacht jedoch die
stiarkste Signaldimpfung. Um die hochste Signalstirke zu erreichen, ist es vorteilhafter,
dass eine Spule als Signalquelle dient, wiahrend die andere Spule die Signalauswertung
iibernimmt. Fiir eine korrekte Messung muss hierbei eine Phasensynchronisation durch
verschiedene Methoden beriicksichtigt werden.

Neben den Systemparametern und verschiedenen Einfliisssen sind Ortungsalgorithmen
erforderlich, die aus den Kopplungsgréfen der jeweiligen Ortungsspulen zur gesuchten
Spule deren Ortskoordinaten berechnen. Aufbauend auf den Gleichungen zur Berechnung
der Kopplung zwischen zwei Spulenelementen wurden drei unterschiedliche Ansétze zur
Losung der Problemstellung entwickelt und analysiert. Typische Anwendungsszenarien
fiir induktive Nahfeldortung, wie z.B. die Lokalisierung eines markierten Paketes in
einem Frachtraum oder die Indoor-Lokalisierung von Smartphones, motivieren eine
maximale Unbestimmtheit von 5cm, um das Verfahren sinnvoll einsetzen zu koénnen.
Dieser Wert wird hier zur Bewertung der Verfahren herangezogen.

Der erste induktive Ortungsalgorithmus wird als Verhéltnismethode bezeichnet und
basiert auf einem eindimensionalen Modell fiir die abstandsabhéngige Gegeninduktivitit
zweier auf einer Achse angeordneter Spulen. Aufgrund des Verhiltnisses der Gegen-
induktivitdten zweier genau gegeniiberliegender Ortungsspulen kann die Position der
gesuchten Spule, sofern keine Verschiebung vorliegt, mit sehr geringen Fehlern, sogar bei
einer Drehung der gesuchten Spule, berechnet werden. Bei vorhandenen Verschiebungen
steigt der systematische Fehler jedoch erheblich. Eine Lésung besteht in der Erh6hung
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der Anzahl der Ortungsspulen, sodass durch die korrekte Wahl des gegeniiberliegenden
Ortungsspulenpaares keine Verschiebung auftritt. Dadurch liefert das Verfahren gute
Ergebnisse, allerdings steigen die Kosten und der Aufwand fiir Herstellung und Auswer-
tung des Ortungssystems erheblich.

Ein erweiterter Ansatz besteht in der Verwendung der speziellen Funktion, die auch
Verschiebungen beriicksichtigt. Zur Losung der entstehenden Gleichung kann ein Look-
Up-Table (LUT) mit vorher berechneten Werten erstellt oder ein genetischer Algorithmus
eingesetzt werden. Letzterer bendtigt zwar weniger Speicherplatz, erfordert jedoch eine
deutlich hohere Rechenzeit, liefert aber genauere Ergebnisse. Eine Anpassung der analy-
tischen Formel durch einen konstanten Verstarkungsfaktor zur Imitation einer beliebigen
Spulengeometrie fithrt in Kombination mit genetischen Algorithmen ebenfalls zu guten
Ortungsergebnissen mit geringen Abweichungen. Statt der speziellen Funktion kann
auch die dem Modell zugrunde liegende Neumann-Gleichung numerisch gelost werden,
um die jeweiligen Spulengeometrien priziser abzubilden. Aufgrund der rechenintensiven
Durchfiihrung steigt die Berechnungszeit fiir die genetischen Algorithmen jedoch von
etwa einer halben Minute auf eine halbe Stunde enorm, wodurch dieser Ansatz mit der
aktuellen Technologie fiir nahezu echtzeitbasierte Losungen nicht praktikabel ist.

Die Verwendung neuronaler Netzwerke stellt eine weitere Losung fiir das induktive
Ortungsproblem dar. Das Netzwerk wird mit einer grofsen Anzahl an Simulationswerten
trainiert, die die Koordinaten mit den zugehorigen Gegeninduktivitdtswerten verkniipfen.
Der Vorteil dieses Ansatzes liegt in der hohen Genauigkeit der Ortungsergebnisse und
der Moglichkeit, simtliche Einfliisse des Ortungssystems zu beriicksichtigen. Allerdings
erfordert dies eine sehr grofe Menge an Trainingsdaten und damit einen erheblichen
Vorbereitungsaufwand. Zudem gilt das trainierte neuronale Netz nur fiir die spezifische
Ortungsumgebung mit den verwendeten Spulen. Anderungen am System erfordern neue
Trainingsdaten fiir einen erneuten Trainingsprozess.

Auch die Systemparameter haben einen grofen Einfluss auf das Ortungsergebnis. Eine
hohere Anzahl an Ortungsspulen verbessert die Ergebnisse, da mehr Informationen zur
Verfiigung stehen. Mithilfe eines neuronalen Netzes konnte gezeigt werden, dass eine
grokere Anzahl an Ortungsspulen den Einfluss von Stérungen trotz Rauscheinfliissen
kompensieren kann.

Die Betriebsfrequenz beeinflusst nicht nur die Héhe der Induktionsspannung, sondern
wirkt sich auch auf den Skin- und Proximity-Effekt sowie den Abstrahlungswiderstand
aus, weshalb eine zu hohe Betriebsfrequenz vermieden werden sollte. Zusétzlich muss
die Nahfeldbedingung eingehalten werden. Die optimale Frequenz hangt stark von
der Geometrie der Spule ab, wobei Frequenzen im Kilohertz- bis Megahertz-Bereich
bevorzugt werden.

Eine ideale Spule fiir die induktive Ortung hat keine Verluste, keine parasitiren
Komponenten und eine stets optimale Kopplung. Diese Figenschaften kénnen durch
eine hohe Windungszahl, einen groken Windungsabstand, breite Leiterbahnen, eine
maximale Durchdringungsfliche und eine hohe Permeabilitdt bei gleichzeitig geringer
Leiterbahnléinge erreicht werden. Die Kriterien hierfiir sind eine hohe Leistungseffizienz,
sodass Signalverluste an den Spulen minimiert werden und die maximale Signalstirke
ibertragen wird, und eine moglichst grofe Feldabdeckung. In der Praxis beschrinken
jedoch physikalische und technologische Vorgaben diese idealen Geometrien, sodass
alternative Designs erforderlich sind. Eine Moglichkeit ist eine Spulenkonstruktion,
die drei orthogonal geschachtelte planare Spulengeometrien kombiniert, um stets die
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bestmogliche Kopplung zu gewéhrleisten. Nachteil bei dieser geschachtelten Spule ist
allerdings der hohere Raumbedarf, wodurch kleine Gerdte wie Smartphones fiir diese
Spulenkonstruktion nicht geeignet sind.

Die Lokalisierung mehrerer gesuchter Spulen ist durch verschiedene Multiplexing-
Verfahren moglich, wobei die Komplexitit der Implementierung stark variieren kann
und abhéngig von den Anforderungen ist. Dabei werden héaufig kontinuierliche oder
digitale Orthogonalitidtsmethoden verwendet, um jede Spule eindeutig zuzuordnen. Bei
kontinuierlichen Signalen werden entweder verschiedene Frequenzbdnder (z.B. durch
Backscattering, indem das Signal an der gesuchten Spule moduliert wird) oder generell
orthogonale Signalformen genutzt. Digital konnen Verfahren mit dem Hadamard-Code
eingesetzt werden, der orthogonale Signale erzeugt. Auch Timeslots oder das selektive
Aktivieren der jeweiligen Spulen sind mogliche Losungsansétze.

Externe und oft nicht beeinflussbare Storungen kénnen ebenfalls Fehler bei der Ortung
verursachen. Wenn die Art der Storung bekannt und charakterisierbar ist, kdnnen
Gegenmafknahmen entwickelt werden, um die Ortungsergebnisse zu verbessern.

Die induktive Ortung basiert auf dem Prinzip, dass das Magnetfeld im Nahfeld dominiert
und das elektrische Feld vernachlissigbar ist. Der grofe Vorteil dieses Verfahrens besteht
darin, dass die Permittivitdt der Umgebung kaum einen signifikanten Finfluss auf die
Kopplung der Spulen hat.

Die Permeabilitdt hingegen hat einen sehr grofien Einfluss und geht bei einer homogenen
Verteilung als linearer Verstirkungsfaktor in die Berechnung ein. Da Ferrite meist eine
feste Struktur aufweisen, ist das vollstdndige Fiillen des Ortungsvolumens in praktischen
Anwendungen nicht moglich, da die zu ortenden Gegenstinde, die mit den gesuchten
Spulen verbunden sind, in den Anwendungen mehr oder weniger beliebige Positionen
annehmen koénnen. Magnetische Kerne kénnen die Kopplung zwar erhéhen, sind aber
aufgrund ihrer relativ geringen Dicke im Vergleich zum gesamten Ortungsvolumen
zu vernachlissigen und bieten lediglich eine geringe Optimierung der magnetischen
Kopplung.

Ein grofser Einflussfaktor fiir die induktive Ortung ist die elektrische Leitfahigkeit der
Umgebung, da sie es dem hochfrequenten Magnetfeld ermoglicht, Wirbelstrome zu
erzeugen, die wiederum ein entgegengesetztes Magnetfeld induzieren. Dies fiithrt zu
einer Dampfung der Induktion und somit zu einer scheinbar schwicheren Kopplung mit
einer Phasenverschiebung. Starke Anderungen treten allerdings erst bei Materialien wie
Meerwasser oder noch leitfahigeren Stoffen auf. Der ddmpfende Effekt einer solchen
Umgebung kann mit hoher Genauigkeit durch eine geeignete Feldsimulation bestimmt
werden und ldsst sich in einfachen Fallen auch iiber eine Anpassung der Berechnung der
Gegeninduktivitit unter Beriicksichtigung der Eindringtiefe (Skin-Effekt) im Medium
abschétzen.

Ahnliche Effekte wie bei einer leitfihigen Umgebung treten auch bei nahegelegenen
Metallplatten oder -rohren auf. In beiden Fallen wird das hochfrequente Magnetfeld
durch induzierte Wirbelstrome abgeschwicht und phasenverschoben. Wéihrend bei
einem homogenen leitfahigen Medium (z. B. Meerwasser) die gesamte Ausbreitung des
Magnetfelds beeinflusst wird, ist die Wirkung bei Metallplatten oder -rohren aufgrund
ihrer begrenzten Geometrie lokal beschrénkt. Dadurch fillt die resultierende Stérung der
induktiven Kopplung zwischen Detektor- und Tag-Spulen insgesamt schwicher aus.

Die Reichweite der induktiven Ortung héngt stark von diversen Parametern, darunter
Spulendesign, Kopplung, Betriebsfrequenz, externe Storungen, Materialeigenschaften
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und Spannungsquelle, ab und lisst sich daher nicht pauschal angeben. Allerdings gibt es
gesetzliche Grenzen, die die maximale Feldstirke limitieren, sowie technische Grenzen,
die bestimmen, bis zu welcher Distanz noch eine messbare Grofe ermittelt werden
kann. Wird die Energiequelle an einer Spule platziert und die Messung an einer anderen
Spule durchgefiihrt, konnen problemlos mehrere Meter Reichweite erreicht werden. Soll
hingegen sowohl die Energieversorgung als auch die Messung durch eine Riickkopplung
an einer einzigen Spule erfolgen, sind je nach Anforderungen oft nur sehr geringe
Reichweiten von einigen wenigen Metern oder weniger moglich.

Storungen durch externe Signaleinspeisungen kénnen mit Korrelationsverfahren und
Orthogonalitdtsmethoden reduziert werden. Dabei besteht die Moglichkeit, auf andere
Frequenzbinder auszuweichen, um Uberschneidungen mit den Stérquellen zu vermeiden.
Alternativ oder ergidnzend konnen bekannte Storsignale mittels Vergleichsverfahren
identifiziert und anschlieffend aus dem Messsignal herausgefiltert werden, wodurch die
Signalqualitdt und die Zuverldssigkeit der Ortung deutlich verbessert wird.

Die Lokalisierungsergebnisse der Ortungsalgorithmen sind nicht endgiiltig, sondern
konnen durch stochastische Verfahren weiter optimiert werden, um die Abweichung
vom realen Ort zu minimieren. Diese Zustandsschitzer nutzen vorherige Messwerte,
um zukiinftige Ortskoordinaten zu korrigieren und typische Unsicherheiten durch
verschiedene Rauschquellen zu reduzieren. Unbekannte systematische Fehler lassen sich
jedoch nur bedingt korrigieren, da sie vom Bewegungsverlauf des gesuchten Objekts
abhéngen. Durch den Einsatz von Kalman-Filtern kénnen Abweichungen, die beispiels-
weise durch unzureichendes Training neuronaler Netzwerke oder ungenaue Lésungen von
Gleichungssystemen mit fehlerhaften Messwerten entstehen, deutlich reduziert werden.
Es existiert eine Vielzahl an Kalman-Filter-Varianten mit anpassbaren Parametern,
die sich je nach Vorwissen weiter optimieren lassen. Aufgrund dieser Vielfalt kann
keine allgemeingiiltige Aussage iiber den idealen Zustandsschéitzer getroffen werden,
stattdessen miissen die optimalen Eigenschaften durch Simulationen und Messungen
unter den jeweiligen Randbedingungen bestimmt werden.

Ein weiterer Zustandsschitzer ist der Partikelfilter, der im Gegensatz zum Kalman-Filter
keine mehrdimensionale Normalverteilung der Messwerte annimmt. Reale Anwendungen
zeigen jedoch, dass diese Eigenschaft auch beim Kalman-Filter nicht immer erforderlich
ist. Wahrend der Kalman-Filter eine globale Betrachtung der Zustdnde durch entspre-
chende Gleichungssysteme ermoglicht, betrachtet der Partikelfilter mogliche Zusténde
lokal in Form einzelner Partikel im Raum. Dadurch ergibt sich eine deutlich héhere
Rechenzeit, da die Anzahl der Partikel direkt die Genauigkeit der Abweichungsreduktion
bestimmt. Zudem treten Probleme bei sehr dynamischen rdumlichen Anwendungen
auf. Der Vorteil des Partikelfilters liegt jedoch in seiner Generalisierbarkeit, da er fiir
jede Bewegungs- und Anwendungsform in der Ortung verwendet werden kann und eine
Vielzahl moglicher Bewegungsmuster beriicksichtigt.

Ein Vergleich zwischen dem Unscented-Kalman-Filter und dem Partikelfilter zeigt, dass
beide Verfahren dhnliche Ergebnisse liefern, wobei der Grad der Ubereinstimmung stark
vom jeweiligen Anwendungsproblem abhingt. Aufgrund der zahlreichen Varianten von
Kalman- und Partikelfiltern stehen leistungsstarke und notwendige Zustandsschéitzer zur
Verfiigung, um die berechneten Koordinaten weiter zu optimieren.

Die gewonnenen Erkenntnisse decken den gesamten induktiven Ortungsprozess ab, von
den physikalischen Effekten bei planaren Spulen iiber die Signalauswertung bis hin zur
Nachverarbeitung der berechneten Koordinaten mithilfe von Zustandsschétzern. Diese
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wurden in einer Simulationsplattform in MATLAB implementiert, die den gesamten
Prozess betrachtet und sich auf die wesentlichen physikalischen Effekte beschrankt.
Dadurch konnen Trainingsdaten schnell generiert, neue Berechnungsalgorithmen mo-
dular entwickelt und getestet sowie vorgegebene Randbedingungen einer Anwendung
effizient {iberpriift werden. Die Plattform unterstiitzt damit die Auslegung indukti-
ver Ortungssysteme unter produktspezifischen Randbedingungen und stellt zugleich
eine Grundlage fiir weitere Entwicklungen und Erweiterungen mit anderen Systemen dar.

Die induktive Ortung ist besonders fiir geringere Reichweiten von einigen Metern
(z.B. Indoor-Lokalisierungen und Logistikanwendungen) und fiir inhomogene per-
mittive Materialumgebungen (z.B. biochemische und medizinische Anwendungen)
aufgrund ihrer physikalischen Eigenschaften gut geeignet. Aufgrund der Nutzung von
Magnetfeldern lassen sich drahtlose Energieiibertragungstechnologien (wie z.B. Qi in
Smartphones) leicht mit der Funktionalitit der induktiven Ortung erweitern. Diese
Eigenschaften konnen in kritischen Anwendungen, in denen eine sehr prézise Loka-
lisierung notwendig ist, durch Sensorfusion Ergebnisse mit hoherer Genauigkeit erreichen.

Diese Dissertation hat ausfiihrlich die Herausforderungen und moglichen Lésungswege
der induktiven Ortung analysiert. Die Ergebnisse ermoglichen es, ein tiefgehendes
Verstédndnis der induktiven Ortung zu erlangen und darauf basierend eine induktive
Ortungstechnologie zu entwickeln und umzusetzen. Durch die erstellte modulare Simu-
lationsplattform konnen sowohl die Systemparameter des Ortungssystems als auch die
zugehorigen Auswertealgorithmen entworfen und erste Tests fiir praktische Anwendungen
durchgefiihrt werden.

7.2. Ausblick

In dieser Arbeit wurde die induktive Ortung priméir im Frequenzbereich bei einer
monofrequenten Anregung im eingeschwungenen Zustand betrachtet, da dieser Zustand
den Regelfall fiir den Prozess darstellt und sich leicht auf andere Frequenzen adaptieren
lasst. Um die Stabilitdt gegeniiber Storungen zu erhdéhen, die Messbarkeit der Signale
zu verbessern und mehrere Spulen gleichzeitig zu lokalisieren, sind jedoch breitbandigere
Signale vorteilhaft. Diese werden iiber das Frequenzspektrum hinweg unterschiedlich
beeinflusst, was insbesondere bei nennenswerter Dispersion eine erginzende zeitbasierte
Analyse der frequenzabhéngigen Systemanregung im betrachteten Band sinnvoll macht.
Dadurch lassen sich die Einfliisse unterschiedlicher Frequenzanteile auf die Ortungsge-
nauigkeit gezielt untersuchen und gegebenenfalls kompensieren.

Auch Aspekte wie die Inbetriebnahme, elektromagnetische Storungen auf nicht ideale
Schaltungselemente vor und nach den Spulenelementen sowie mogliche Stabilitatsana-
lysen der Systeme sind noch nicht abschliefend geklért. Diese Fragen kénnen jedoch
erst beantwortet werden, wenn eine konkrete Auswahl der elektrischen Komponenten
fiir die Signalgenerierung und -auswertung, die Energieversorgungseinheit und weitere
notwendige elektronische Schaltungskomponenten getroffen wurde. Sobald diese Para-
meter festgelegt sind, kann das erweiterte System analysiert werden. Zudem ist davon
auszugehen, dass nichtlineare Bauteile eine Rolle spielen, was eine Anpassung der bisher
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meist linearen Modelle erfordert.

Alternativ zur vorgestellten signalstidrkebasierten Ortung durch die Kopplungsgrofe
der Spulen untereinander ist auch eine zeit- oder phasenbasierte Auswertung denkbar,
ahnlich zu Time Difference of Arrival (TDoA) oder Angle of Arrival (AoA). Die bisher
verwendeten Modelle beriicksichtigen jedoch keine Verzogerungen zwischen den Spulen-
elementen und miissten daher entsprechend angepasst oder erweitert werden. Da sich das
magnetische Feld nahezu mit Lichtgeschwindigkeit ausbreitet, miissen die technischen
Moglichkeiten fiir eine préizise Zeit- bzw. Phasenmessung untersucht werden. Da die
induktive Ortung fiir geringe Reichweiten konzipiert ist, sind hochgenaue Messungen
erforderlich, um eine zufriedenstellende Ortsgenauigkeit zu erreichen. Zudem ist bei
diesem Verfahren eine hochprizise Synchronisation zwischen den Spulen notwendig,
um Differenzen korrekt zu ermitteln. Die Ergebnisse einer zeit- oder phasenbasierten
Auswertung konnen jedoch parallel zur signalstirkebasierten Ortung genutzt werden,
wodurch sich die Genauigkeit des Prozesses erheblich verbessern lésst.

Bei der Verwendung nicht idealer Schaltungselemente treten sowohl bei der Herstel-
lung als auch durch Alterung wihrend des Betriebs Toleranzen in den elektrischen
Eigenschaften auf. Daher ist ein weiterer Forschungsschwerpunkt die Untersuchung, wie
sich Fertigungstoleranzen oder dauerhafte Umgebungseinfliisse auf die Genauigkeit der
Signalgenerierung und der Messung der Kopplungswerte auswirken. Zudem ist zu klaren,
wie diese Effekte wihrend des Betriebs gemessen oder vorhergesagt werden kénnen, um
eine Selbstkalibrierung des Systems zu ermoglichen. Je nach Komplexitit der gesamten
Elektronik kann diese Aufgabe nur durch Erfahrungswerte oder vereinzelte Tests fiir die
komplette Schaltung gelost werden. Daher miissen klare Gegenmalknahmen entwickelt
werden, die sich an der jeweiligen Sensibilitdt der Komponenten orientieren.

Die FErgebnisse weiterer Forschungsarbeiten konnen anschlieffend in die modulare
Simulationsplattform implementiert werden, um die Funktionalitit zu erweitern und die
Genauigkeit der Ergebnisse zu verbessern. Je nach Entwicklungsstand der Plattform
wire eine vereinfachte grafische Benutzeroberfliche (GUI) mit reduzierten Einga-
bemdglichkeiten fiir den Anwender sinnvoll. Zudem konnten Schnittstellen zu anderen
Simulatoren die Entwicklung der Systemparameter fiir die induktive Ortung erleichtern,

indem beispielsweise automatisiert CST Studio Suite®—Pr0jektdateien erstellt und zur
Validierung neuer Verfahren ausgewertet werden.

Das iibergeordnete Ziel besteht darin, die in dieser Arbeit entwickelte induktive Ortungs-
technologie als reale Elektronik zu realisieren. Dazu miissen die gewonnenen Erkenntnisse
in physische Schaltungen implementiert werden, wodurch die Entwicklung spezifischer
Schaltungsdesigns oder sogar integrierter Schaltkreise (ICs) erforderlich wird. Auch
die Implementierung einer Datenkommunikationsschnittstelle zwischen den Spulen ist
notwendig. Dariiber hinaus stellt sich die Frage der Energieeffizienz und des Energieaut-
wands, insbesondere wenn eine Spule aktiv Signale von einem Smartphone senden soll.
Hierbei muss untersucht werden, wie Energieverluste minimiert werden kénnen. Eine
mogliche Losung konnte die Integration von drahtloser induktiver Energielibertragung
sein, um zuséitzliche Vorteile zu erzielen.

Die induktive Ortung bietet eine vielversprechende Losung fiir das Ortungsproblem,
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insbesondere in Umgebungen mit nicht leitfihigen Materialien. Andere Verfahren wie
Ultraschall, Kamerasysteme oder die Nutzung elektromagnetischer Wellen sind jedoch
bereits fest am Markt etabliert. Durch die Fusion verschiedener Messquellen kann die
Ortungsgenauigkeit weiter verbessert werden, da sich die unterschiedlichen Technologien
aufgrund ihrer verschiedenen physikalischen Prinzipien nicht gegenseitig storen. Zudem
ist zu untersuchen, inwieweit die induktive Ortung bestehende Systeme erginzen kann
und ob sie — unter Einhaltung gesetzlicher Bestimmungen — andere elektronische Systeme
oder Lebewesen negativ beeinflussen kdnnte.

Zusammenfassend sind die nichsten Forschungsaufgaben vorrangig bei ungewdhnlichen
Betriebszustéinden des induktiven Ortungsprozesses zu finden oder hingen von den
technischen und wirtschaftlichen Einschrinkungen zur Realisierung ab. Diese Faktoren
bestimmen, inwiefern die bisher vorgestellten Modelle und Verfahren erweitert werden
miissen. Ziel ist es somit, Losungen fiir alle relevanten Probleme bei der Umsetzung der
induktiven Ortung zu finden, indem die jeweiligen Herausforderungen analysiert und als
Modell abgebildet werden. Durch die Simulationsplattform sollen alle Hindernisse bei der
Umsetzung der induktiven Ortung abbildbar sein, um ein Design fiir jede Anforderung
zu ermoglichen.
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ANHANG A

Verwendete Theoreme und Rechenregeln

A.0.1. Mathematische Theoreme

Satz von Stokes:

/ rot FdA = f{ Fdl
A 0A

Definitionen:
o I Stetig differenzierbares Vektorfeld
e A: Von OA berandete Fliche

Satz von Bayes:

p(B[A)-p(A)

p(A| B) = P

Definitionen:

A): Wahrscheinlichkeitsdichte von A

B): Wahrscheinlichkeitsdichte von B

A | B): Wahrscheinlichkeitsdichte von A beschreibt, wenn B eintritt

p(

e p(B | A): Wahrscheinlichkeitsdichte von B beschreibt, wenn A eintritt
»(
p(
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A. VERWENDETE THEOREME UND RECHENREGELN

A.0.2. Tabellen

Funktion

Reihen- und Folgenentwicklungen

Bessel-Funktion (erster Art, allgemein)

i 2k+n
Ton( kZ:Ok' n—i—k ( )

Mg

Bessel-Funktion (erster Art, nullter Ordnung) | Jg o ( )
k=0
Binomische Reihe (1+z) Z < )
k=0
Eliptisches Integral K(k) = / \/ 1 tQ a k,gtz)

/ 1—kzs1n (0]

:§£[1(1+k;n)

R
14+ /T — k2

mit k() =k und kn+1 =

Elliptischer Integrand erster Art!

(1—K’sin? @)~z =

m=0 m
© /1
Elliptischer Integrand zweiter Art! (1 — k?sin? @)% = Z 2 )( k? sin® ®)*
m
m=0
m—1
o [z C'Y " fiir m >0
Binomialkoeffizient bei oo € C (m) =191 m fiir m = 0
0 fiirm <0
, , , 4 I sin((2k — 1)wot)
Rechtecksch Zeitb h ect.fo () = —
echteckschwingung (Zeitbereich) URect, fo (1) - kz:; -

Tab. A.1.: Verwendete Reihen-

!Legendre-Form fiir ¢t = sin ® bei k € [0, 1]
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und Folgenentwicklungen




Kartesisch Zylinder Kugel
x=rcos¢ = Rsinfcoso | r = /22 + 9> R= 22+ 12+ 22 =r2+ 22
y=rsing = Rsinfsin¢ | ¢ = arctan(y/x) 6 = arccos(z/R)
z=z= Rcosf z=2z ¢ = arctan(y/z)
detJ =1 detJ =r detJ = r?sinf
of of of
oz or or
= | of = |19f = 19f
grad f o grad f 1 grad f 15
of of 1_9of
0z 0z rsin@ ¢
0(vz) d(rv,) 1 9(r*v,)
div v = div v =— divt =————-+>
Ox r or r2  Or
8vy 1 8U¢ 0
— - + ————(sinfv
dy r 0¢ 7"3111989( 2
ov, ov, n 1 %
B B rsinf 0o
v, v 1 0v, v 1 0 (a3 v
B T os vog T os reind (%(Sm Ovg) — 54
rot o= | dv _ v rot ¥= | Qv _ dv. rot ¥ = 1(,1 f%r_a(f’%))
0z oz 0z or r \ sinf 9¢ or
A(vy)  dvg 10(rvg) 1 0v, 1 (5(”)9) _ Ovr>
ox dy r Or r O¢ r or 00
Tab. A.2.: Unformungen zwischen Koordinatensystemen
Zeitbereich Frequenzbereich

F0) =5 [ Pl | Pl = [ feear
Ft) jwF(jw)

F(t) - g(t) %F(jw) ¥ Gl(jw)

£t) # g(t) F(jw) - G(jw)

sinuwot) i (8(w — w0) — 3w+ wo)

f(t) - sin(wot)

jlﬂ (F(i(w = wo)) = F(j(w +wo)))

Tab. A.3.: Verwendete Fouriertransformationen
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ANHANG B

Herleitung des magnetischen Vektorpotentials

In den Kapiteln 3.4.2 und 3.4.4 wurden Gleichungen zur Berechnung der Gegeninduktivi-
tat auf Basis des magnetischen Vektorpotentials Ay, hergeleitet. Im Folgenden soll nun

die Herleitung des magnetischen Vektorpotentials /Ymag zur vollstindigen Betrachtung
beschrieben werden.

Generell soll das magnetische Vektorpotential folgende Beziehung fiir den magnetischen
Fluss B erfiillen:

B= rotffmag . (B.1)

Das Magnetfeld B kann also als Rotation eines anderen Vektors A ausgedriickt werden
und da die Divergenz eines Rotationsfeldes immer null ist, gilt auch (durch die Quellen-
freiheit des Magnetfeldes):

divB =0 (B.2)

Die Herleitung des Vektorpotentials beginnt mit den Maxwell-Gleichungen, insbesondere
mit dem Gesetz von Ampére:

5w OE
rotB = ,LLoJ + IU()EQE 5 (B3)

wobei .J die Stromdichte und E das elektrische Feld darstellen.
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B. HERLEITUNG DES MAGNETISCHEN VEKTORPOTENTIALS

Beim Einsetzen von B = rot/fmag in die Ampére’sche Gleichung ein, ergibt sich:

rot rotffmag = Moj—i- /L?ioa , (B.4)

MQS/Stationérer Fall

wobei die Anderung des elektrischen Feldes im MQS-Fall vernachlissigt werden kann.

Die Vektoridentitét fiir die Rotation eines Rotationsfeldes ergibt:

rot rotA = grad divA — V24 . (B.5)

Um die Gleichungen zu vereinfachen, kann die Coulomb-Eichung verwendet werden, die
besagt, dass:

divA=0. (B.6)

Damit vereinfacht sich die Gleichung zu:

rot rotffmag = grad divff—VQmeag = ,uoj. (B.7)
——
=0

Die Gleichung B.7 ist in Form der Poisson-Gleichung (—V?u = f) und kann durch die
Fundamentallosung ®(r,7’) der Laplace-Gleichung gelost werden 35,37, 38]:

B 1
n Arc|r — 7|

o(7, ) (im 3D-Fall) . (B.8)

Durch die Faltung ® x f erhalt man eine Lésung der Poisson-Gleichung:

—

Aag(7) = (® * £)(7) = pto / o7, 7)J(F)av’ = L2 J (i)

A | |7 — 7|

av’|. (B.9)
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ANHANG C

Implementierung der Neumann-Gleichung

Die Neumann-Gleichung aus (3.77) gilt fiir jede beliebige Spulegeometrie zwischen den
Spulen C,, und C,,,. Da sich die Gleichung analytisch nicht 16sen ldsst, muss eine numerische
Umsetzung durchgefiihrt werden. Dazu wird (3.77) in die numerische Néherung

Ncn Nep,
ZZ AT L - AT
k 1 =1 ‘ka_rnll

umgesetzt, wobei Ng und N, die jeweilige Anzahl der Diskretisierungabschnitte der
Spulengeometrie beschreibt, approximiert. Die einzelnen Parameter sind definiert als

Tm,k,Ende — Tm,k,Anfang Tm k
Arm,k = | Ym,k,Ende — Ym, k,Anfang und T'm,k = | Ym,k ; (02)
Zm,k,Ende — “m,k,Anfang Zm.k
wobei
Tm,k,Anfang = T'm k—1,Ende und somit T'm,k,Ende = T'm,k+1,Anfang (C3)
gilt.

Abb. C.1 zeigt einen Spulenabschnitt mit den jeweiligen Parameter, welcher in kleinere
Segmente fiir die numerische Berechnung zerlegt wurde.

Um korrekte Ergebnisse durch (C.1) zu erhalten, muss eine Konvergenzstudie mit der
Anzahl der Segmente pro Spule (N¢, und Ng, ) durchgefiihrt werden. Dazu werden die
baugleichen Spulen aus Abb. C.2 genutzt, welche N = 6 Windungen besitzen und somit
mindestens N, = N¢,, = 29 Segmente benétigen (Ne, min = Ne,, min = 4N + 5), damit
diese Geometrie korrekt nachgebaut werden kann. Fiir die Konvergenzanalyse wird die
Spule 2 entlang der z-Achse bei 5 = 0m und y = 0,3 m verschoben.
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C. IMPLEMENTIERUNG DER NEUMANN-GLEICHUNG

In Abb. C.3(a) ist der Verlauf der Gegeninduktivitét fiir den Pfad entlang der z-Achse
dargestellt. Hier zeigt sich, dass bei Ng, = N¢,, = 200 bereits der Verlauf gut konvergiert.
In Abb. C.3(b) ist die Gegeninduktivitit zwischen den beiden Spulen bei zo = 0,5 m fiir
verschiedene Anzahl von Segmenten pro Spule angezeigt. Durch die steigende Anzahl
von Ng, erhoht sich auch die bendtigte Berechnungszeit, wodurch je nach Anforderungen
zwischen erforderlicher Genauigkeit und Berechnungszeit T, entschieden werden muss.
In dieser Arbeit wurde sich im Bereich von N¢, = N¢, € [800, 1000] entschieden.

- - -

Tm,k—1,Ende : Tm,k,Ende * Tm,k+1,Ende *
\ . \ . 1 :

v \ r \

\ vl Tr'n,kJrl,Anfa,ng vl

’ ‘ ’ Voo, v

/ \ \ AJ

* T'mk—1,Anfang * Tmk,Anfang
- . - 4

A"_:m,k—l AFm,k AFm,k-f—l

Abb. C.1.: Aufbau der Diskretisierung der Spulenabschnitte durch Segmente

Spule 1 Spule 1
Spule 2 Spule 2
= = = Verlauf der Spule 2 = = = Verlauf der Spule 2

0.04 -

0.03

0.02

0.01

y/m
z/m

-0.01 1

-0.02

-0.03

-0.04

(a) (b)

Abb. C.2.: Aufbau der Spulenanordnung zur numerischen Berechnung der Gegeninduktivitit durch die
Neumann-Gleichung
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Abb. C.3.: Links: Verlauf der Gegeninduktivitit fiir unterschiedliche Anzahl von Diskretisierungen
N¢,, wobei diese Diskretisierung fiir beide Spulen gelten (N¢, = N¢,,); Rechts: Konver-
genzstudie an Abhdngigkeit der Diskretisierung N¢, und der bendtigten Zeit einem Intel
i7-10700K CPU
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ANHANG D

Verwendete Spulen

Folgende Spulen wurden (wenn nicht anders angegeben) in Kapitel 4 und 5 als Referenz
zur Darstellung und Bewertung der Verfahren verwendet:

Parameter Leiterschleife | kl. gesuchte Spule | Ortungsspule (kl.) | Ortungsspule
Windungen N, 1 6 10 20
Spulenbreite 20 mm 4mm 50 mm 100 mm
Spulenlénge 20 mm 5,1 mm 50 mm 100 mm
Leiterbahnhdhe dy, 0,1 mm 35 pm 70 pm 70 pm
Leiterbahnbreite d, 0,1 mm 0,1 mm 1mm 1mm
Leiterbahnabstand dy | - 0,1 mm 1 mm 1mm
Leiterbahnenmaterial | Cu Cu Cu Cu

R, (fo = 100kHz) 0,3464 2 6,03182 1,9733 Q2 5,5781Q

L, (fo = 100kHz) 59,126 nH 0,84399 uH 23,597 uH 177,01 nH
Cn 1,8677 pF 17,558 pF 484,69 pF 3,169 nF

Rp ,,(kn = 1nS/m) 4,7408 GQ 2,1684 G2 78,551 MQ 12,014 MQ
Frosm 151,45 MHz | 41,344 Mz 1,4882 Mz 0,21251 M1z

Tab. D.1.: Verwendete Spulen (wenn nicht anders angegeben) in Kapitel 4 und 5
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ANHANG E

Weitere Ergebnisse der Ortungsverfahren

E.0.1. Analytischer Ansatz mit GA

In Kapitel 4.1.2.4 wurde fiir eine ganze Ebene die Ergebnisse der analytischen Methode
durch Nutzung von genetischen Algorithmen in Form der gesamten Abweichungen Arg
analysiert. Im Folgenden sind die jeweiligen Abweichungen der einzelnen Koordinaten
zusatzlich dargestellt. Hier wurde fiir die Vergleichbarkeit die gleiche Skalierung genutzt,
wobei hier sogar negative Abweichungen moglich sind. Dabei wurde die Falle mit
zs € {Omm,100mm} und ag € {0°,90°} mit der Beriicksichtigung des Ausrichtungs-
winkels betrachtet. Bei allen Ergebnissen ist eine Symmetrie erkennbar.

Fall x5 = O0mm, ag = 0°:

0

_Nm‘w
: 88 8 8
0°)

zg/mm
0 mm, ag

‘ zg/mm
0 mm, ag
: 0 ;m, ag

zs(zs
Azg(as

4

Ays(zs

500 E
200 150 100 50 O 50 100 150 200 200 150 100 50 0 50 100 150 200 200 150 100 50 0 50 100 150 200
ys/mm ys/mm ys/mm

(a) Azs (b) Ays (c) Azs

Abb. E.1.: Abweichungen der einzelnen Koordinaten durch (3.69) unter Verwendung von genetischen
Algorithmen (Spule S um den Faktor 10 vergrifert!) fir xs = 0mm und ag = 0°
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E. WEITERE ERGEBNISSE DER ORTUNGSVERFAHREN

Fall x5 = 0mm, ag = 90°:

500 500 500
400 o 400 00
w3 w3 w3
200 Il 200 Il 200 Il

w @ @
w S 00 S wo S

g g E g g g

= o E = o g g o E

7 = 7 = P -

o 100 o 100 o 00
200 & 200 & 200 £

<4 < <
E 400 -300 b 400 400
w00 500 500
200 150 100 50 0 50 100 150 200 200 150 100 50 0 50 100 150 200 200 150 100 50 0 50 100 150 200
ys/mm ys/mm s /mm
(a) Ams (b) Ays (C) AZS

Abb. E.2.: Abweichungen der einzelnen Koordinaten durch (3.69) unter Verwendung von genetischen
Algorithmen (Spule S um den Faktor 10 vergrifert!) fir xs = 0mm und as = 90°

Fall x5 = 100 mm, ag = 0°:

500 500 500
400 — 400 400 —
z I~ Z
w S w ® w &
2 o 20( » 200 @
w0 & ° & g

100 100 100
: : - :
~ o =3 ~ o =3 ~ o =3
om =1 o0 =1 Nw =
g s & o = ) o
0 @ . w0 @
200 \sl ) 200 é’, 200 é
w0 Z w0 % w 7
4 J 4

400 E 400 400

-500 -500 500

-200 -150 -100 -50 o 50 100 150 200 -200 -150 -100 -50 o 50 100 150 200 -200 -150 -100 -50 0 50 100 150 200
ys/mm ys/mm ys/mm
(a) Azg (b) Ays (c) Azg

Abb. E.3.: Abweichungen der einzelnen Koordinaten durch (3.69) unter Verwendung von genetischen
Algorithmen (Spule S um den Faktor 10 vergréfert!) fir xs = 100 mm und ags = 0°

Fall x5 = 100 mm, ag = 90°:

s00 s00
w0 — w0 w
g z Z
=3 =3 =3
300 & 300 & 300 &
I I I
200 o 200 200
& & g
100 & 100 o 0 o
g £ g g g g
E o E E 0 E 0 E
F g 7 8 & =
& 100 = & 100 = 8 100 =
E | - I - I
200 g 200 200
e w0 g w %
4004 -400 < _400 <
500 -500 -500
-200 -150 -100 -50 o 50 100 150 200
ys/mm
(a) Azxg (b) Ays (c) Azs

Abb. E.4.: Abweichungen der einzelnen Koordinaten durch (3.69) unter Verwendung von genetischen
Algorithmen (Spule S um den Faktor 10 vergrifert!) fir xg = 100 mm und ag = 90°
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CDFs fiir die einzelnen Koordinatenfehler fiir alle Fille (linear):

p
p
09 7
08 /
0.7 /i
= ,/
& 06
4 ),
— 05
Eol |
Q04
)
03 25 = 0 mm, ag = 0°
02 25 =0 mm, as = 90°
x5 = 100 mm, as = 0°
1 o
0 25 = 100 mm, as = 90
o
] 100 200 300 400 500 600 700

|Azg|/mm

(a) CDF(|Azs])

— a5 =0 mm,as = 0°

—— a5 =0 mm,as = 90°
25 = 100 mm, ag = 0°

——as = 100 mm, as = 90°

100 200 300 400 500 600 700
|Azg|/mm

(b) CDF(JAys])

-
p
0.9 7,
08 /
07 b/
fa— f
Zosb
<4 J
— o5
2 ol |
A o4
O
03 — 25 =0 mm,as = 0°
02 —— x5 =0 mm, as = 90°
x5 = 100 mm, ag = 0°
1 o
0 —— a5 = 100 mm, as = 90°
0
o 100 200 300 400 500 600 700

|Azg|/mm

(¢) CDF(JAzs])

Abb. E.5.: Lineare Darstellung der CDFs der unterschiedlichen Fille aus Abb. 4.30 fiir die jeweiligen
Koordinatenabweichungen

CDFs fiir die einzelnen Koordinatenfehler fiir alle Fille (logarithmisch):

—— 5 =0 mm,as =0
—— 5 = 0 mm, as = 90°
08 25 = 100 mm, ag = 0°
25 = 100 mm, ag = 90°

107 107 100 10’ 102 10°
|Azg|/mm

(a) CDF(|Azs])

— 5= 0mm,as = 0°
25 = 0 mm, ag = 90°

s = 100 mm, ag = 0°
s = 100 mm, as = 90°

107 10° 10' 102 10°
[Azs|/mm

(b) CDF(JAys])

75 = 0 mm, as = 0°

x5 = 0 mm, ag = 90°
x5 = 100 mm, as = 0°
25 = 100 mm, ag = 90°

107 10° 10! 10% 10°
|Azg|/mm

(c) CDF(|Azs])

Abb. E.6.: Logarithmische Darstellung der CDFs der unterschiedlichen Fille aus Abb. 4.30 fiir die
jeweiligen Koordinatenabweichungen
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E. WEITERE ERGEBNISSE DER ORTUNGSVERFAHREN

E.0.2. Kiinstliche neuronale Netzwerke (mit Einfluss der
Ausrichtung)

In Kapitel 4.1.3.4 wurde fiir eine ganze Ebene die Ergebnisse der kiinstlichen neuronalen
Netzwerke in Form der gesamten Abweichungen Arg (mit Einfluss der Ausrichtung)
analysiert. Im Folgenden sind die jeweiligen Abweichungen der einzelnen Koordinaten
zusitzlich dargestellt. Hier wurde fiir die Vergleichbarkeit die gleiche Skalierung genutzt,
wobei hier sogar negative Abweichungen moglich sind. Dabei wurde die Falle mit
s € {Omm,100mm} und ag € {0°,90°} mit der Beriicksichtigung des Ausrichtungs-
winkels betrachtet. Bei allen Ergebnissen ist eine Symmetrie erkennbar.

Fall 25 = O0mm, ag = 0°:

500 500 500
100 400 100
a0 5 a0 o a0 o
Il I Il
20 | w0 20y
3 S w o
0 0 & .
g g g g ]
o & & o B Kl o 8
< & o 3 =
B 00 || i “100 ) : 00 |
» - »
20 B 200 & 200 &
K -300
w00 5 a0 4
- -400 A -400 - -400
-500 -500 -500
-200 -150 -100 -50 0 50 100 150 200 -200 -150 -100 -50 o 50 100 150 200 -200 -150 -100 -50 0 50 100 150 200
ys/mm ys/mm $y_\mathrm{S}/$mm
(a) Azg (b) Ays (c) Azg

Abb. E.7.: Abweichungen der einzelnen Koordinaten durch Verwendung von KNN aus Kapitel 4.1.3.4
(Spule S um den Faktor 10 vergrifert!) fir xs = 0mm und ag = 0°

Fall x5 = 0mm, ag = 90°:

500 500
400 400 400
=3 & =Y
0 0 9 g
200 Il 200 |l 200 |l
@ @ @
w0 S 0 S wo S
g £ g g g g
o £ o g o g
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A 100 ) A 100 ) A 100 )
20 £ 20 & 20 &
w0 & - w0 & : w &
< < <
-300 -400 E -400 B -400
500 -500 500
200 150 100 50 0 50 100 150 200 200 150 100 50 0 50 100 150 200 200 150 100 50 0 50 100 150 200
ys/mm s /mm s /mm
(a) AQES (b) Ays (C) AZS

Abb. E.8.: Abweichungen der einzelnen Koordinaten durch Verwendung von KNN aus Kapitel 4.1.3.4
(Spule S um den Faktor 10 vergrifert!) fir xs = 0mm und as = 90°
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Fall x5 = 100 mm, ag = 0°:
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Abb. E.9.: Abweichungen der einzelnen Koordinaten durch Verwendung von KNN aus Kapitel 4.1.3.4
(Spule S um den Faktor 10 vergrofert!) fir xs = 100mm und ag = 0°

Fall x5 = 100 mm, ag = 90°:
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Abb. E.10.: Abweichungen der einzelnen Koordinaten durch Verwendung von KNN aus Kapitel 4.1.3.4
(Spule S um den Faktor 10 vergréfert!) fir xs = 100 mm und ag = 90°
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E.11.: Lineare Darstellung der CDFs der unterschiedlichen Fdlle aus Abb. 4.38 fir die jeweiligen
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E. WEITERE ERGEBNISSE DER ORTUNGSVERFAHREN

CDFs fiir die einzelnen Koordinatenfehler fiir alle Fille (logarithmisch):

1 1 1
s s = 0 mm, ag = 0° ool [—2s = 0mmas = 0° 0 75 = 0 mm, ag = 0°
2 = 0 mm, as = 90° ——2g = 0 mm, ag = 90° zs = 0 mm, ag = 90°
0.8 s = 100 mm, ag = 0° 08 g = 100 mm, ag = 0° 08 g = 100 mm, ag = 0°
o7 L|——=s = 100 mm, as = 90° o7 L |——2s = 100 mm, a5 = 90° o 2g = 100 mm, ag = 90°
& o G os T os
< < <
— 05 — 05 — 05
= = B
A 04 A 04 A o4
o &} o
03 03 03
02 02 02
01 [ 0.1
[ 0 0
10 102 10 10° 10! 10° 10° 10° 10?2 10" 10° 10' 10? 10° 10 10 107" 10° 10! 10? 10°
[Azg|/mm | Azg|/mm |Azg|/mm
(a) CDF(|Azs]) (b) CDF(JAys]) (¢) CDF(JAzs])

Abb. E.12.: Logarithmische Darstellung der CDF's der unterschiedlichen Fille aus Abb. 4.38 fiir die
jeweiligen Koordinatenabweichungen
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ANHANG F

Simulation des Lock-In Verstarkers

In Kapitel 4.3.3 wurde der Lock-In Verstirkers vorgestellt, um sehr schwache Si-
gnalstdrken detektieren zu konnen. Um die Funktionsweise zu Priifen wurde eine
Schaltungssimulation in der Schaltungssimulations ,Advanced Design System® (ADS)
durchgefiihrt.

Als Grundlage bietet sich dafiir ein Differenzverstirker (auch Subtrahierer genannt)
aus einem Operationsverstirker an, wobei zusitzlich ein Widerstand R4 durch einen
parallelen Schalter mit dem Schalttakt entsprechend der gesuchten Frequenz zugeschal-
tet werden kann. Der Schalter wird durch das Rechtsignal des Referenzsignals et
angesteuert. Abb. F.1 zeigt den Differenzverstiarker mit einem anschliefsenden passiven
Tiefpass.

Fiir den Ausgang ug,, gilt somit folgende Formel:

RiRy — RyRy pi—n,  Ri— Ry

U(bz’y e Rl (Rg + R4) e Rl -+ R4
—u i fiir SW; geschlossen (R4 = 0)
_ e '8 += (F.1)
0, fiir SW; offen (R4 = Rs)

Dadurch wird mit dem Schalter SW; eine Multiplikation ausgefiihrt, wodurch das
Ausgangssignal ug,, entsteht. Zusétzlich kann durch das Verhéltnis g—f eine Verstarkung

des Ausgangssignales eingestellt werden. Hier wurde g—f = 1000 als Verstiarkung gewéahlt.

In Abb. F.2 ist das verrauschtes Eingangssignal u, = wus; + u, und das Nutzsignal
us dargestellt, welches in der Schaltungssimulation verwendet wird. Als Rauschquelle
wurde ein mittelwertfreies normalverteiltes Rauschen mit einem Effektivwert von
U, = o0, = 500nV genutzt. Um die Simulationszeit deutlich zu verringern, wurde
keine zu geringe Abtastzeit gewihlt, wodurch hohe Frequenzen beim Rauschen nicht
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F. SIMULATION DES LOCK-IN VERSTARKERS

dargestellt werden. Da die sehr hohen Frequenzen am stéirksten bei dem Tiefpassfilter
gedampft werden, ist die gewihlte Abtastung fiir diesen Anwendungsfall zuldssig. In der
Lock-In Verstarkers dargestellt. Es zeigt
sich hier, dass der Grofteil des Signals negativ ist, aber es noch nicht moglich ist, auf

rechten Abb. F.2 ist das Ausgangssignal des

die Signalstirke des Eingangssignales schliefen zu koénnen.

Ry
]
L 1
Ry
Uy Rs
4| |740 u%
o]
RS ULockIn Cl -
Urect o— R4

SW;

Abb. F.1.: Beispielschaltung eines Lock-In Verstirkers durch die Zusammenschaltung eines Differenz-

verstirkers und eines Tiefpasses

4 x10°

N

U/U()

e

8 N N RN NN NN NN NN S N
4.001 4.0011 4.0012 40013 4.0014 40015
t/ms

(a) Verrauschtes Eingangssignal w, und nicht ver-
rauschtes Eingangssignal u

4 x10°

ULockin/ Uo

o Y N NN AN Y NN SN NN S
4.001 4.0011 40012 40013 40014 40015
t/ms

(b) Ausgangssignal vor dem passiven Tiefpass

Abb. F.2.: Signale am Lock-In Verstirker
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Der Schalter SW; setzt die Spannung je nach Schalterstellung abwechselnd auf 0 bzw. auf
ein Verhéltnis des Eingangssignales. Somit wird am Lock-In Verstirker die Multiplikation
sichergestellt.

Urect

0.5 1
1

05 N N N (RN S AN N 5
4.001 4.0011 4.0012 4.0013 4.0014 4.0015
t/ms

Abb. F.3.: Signale, die durch den Schalter SW1, welches durch uecy gesteuert wird, beeinflusst werden

Nach dem Lock-In-Verstarker bzw. nach der Multiplikation und Verstirkung wird das
Ausgangssignal durch einen Tiefpass gefiltert. Der verwendete Tiefpass hat eine Grenz-
frequenz von f, = 159,155 Hz (R5 = 10092 und Cy = 10 uF). Hier ist die Grenzfrequenz
so klein wie moglich zu wihlen, da das Ausgangssignal eine konstante Spannung sein
soll, anhand der die Gegeninduktivitit ermittelt werden kann. Allerdings ist dabei
zu beachten, dass je niedriger die Grenzfrequenz ist, desto hoher die Zeitkonstante
7rp = RC auf das System auswirkt und sich somit auf den méglichen Messtakt auswirkt.
Die Abb. F.4 zeigen die endgiiltigen Signalausginge ug,, des Lock-In Verstérkers nach
dem Tiefpass fiir unterschiedliche verrauschte Eingangssignale. Es zeigt sich, dass bei
einer Verdopplung des Eingangssignals bei gleicher Rauschstirke das Ausgangssignal
auch verdoppelt wird. Somit funktioniert der Lock-In Verstérker wie gewiinscht und es
konnen damit sehr geringe Spannungen, die stark verrauscht sind, detektiert werden. Der
Lock-In Verstéirker ist durch viele Erweiterungen noch verbesserbar (z.B. Nutzung eines
Bandpasses am Eingangssignal, hohere Ordnung der Tiefpésse (sieche Abb. F.4) etc.).
Allerdings ist es oft nicht notwendig eine solche Schaltung nachzubauen, da integrierte
Schaltkreise (ICs) existieren, die als Lock-In Verstédrker verwendet werden konnen. Oft
wird ein Demodulator-IC verwendet, welcher giinstiger und préziser als ein Nachbau der
Schaltung aus Abb. F.1 fungiert.
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F. SIMULATION DES LOCK-IN VERSTARKERS

10° o x10°
ug,, (nach 1. TP) ug,, (nach 1. TP)
05 ——ug,, (nach 2. TP) 05 ——ug,, (nach 2. TP)

-35

0o 5 10 15 20 25 30 3 40 45 50 0 5 10 15 20 25 30 35 40 45 50
t/ms t/ms

Abb. F.J4.: Ausgangssignale ug,, nach einem und zwei passiven Tiefpissen fiir verschiedene Eingangs-
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Anmerkung:
Beim Stichwortverzeichnis werden keine Begriffe aufgefiihrt, welche in dieser Arbeit sehr
préasent sind (z.B. Gegeninduktivitit, Induktion, Ortungsspulen, gesuchte Spule).
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