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ABSTRACT Relation extraction plays a fundamental role in applications of various research fields such as
knowledge graph construction, event extraction, and question answering over knowledge graphs, as they
often rely on extracting relationships between named entities. Relation extraction has been extensively
studied in high-resource languages like English. However, there remains a significant gap in supporting
languages with limited resources, defined as those lacking comprehensive annotated corpora, linguistic tools,
or pre-trained models, limiting the completeness and accuracy of applications that rely on multilingual
data. This paper provides a comprehensive survey of recent advances in relation extraction, focusing on
multilingual approaches. We systematically review state-of-the-art methods, datasets used for evaluation,
and key features leveraged in these approaches. Additionally, we perform a detailed comparative analysis
of the surveyed methods, examining their methodologies, target domains, levels of extraction, explored
languages, and effectiveness. Finally, we identify promising directions for future research, with an emphasis
on enhancing multilingual relation extraction.

INDEX TERMS Low-resource languages, multilingual, natural language processing, relation extraction,

systematic survey.

I. INTRODUCTION

Relation extraction (RE) is a fundamental task within natural
language processing (NLP) that aims to discern semantic
relationships between entities in text of multiple paragraphs
or a single sentence [1], [2], [3], [4]. For example, in “The
European Union’s headquarters are situated in Brussels.”
the named entities “European Union” and “Brussels”
are connected by the ‘“headquarters” relation. RE holds
immense significance for extracting structured information
from unstructured textual data, facilitating knowledge graph
construction and enhancing natural language understanding
systems [5], [6]. RE is pivotal in various domains, including
GraphRAG, biomedical research, finance, and customer
support automation, aiding in automated processing of vast
amounts of text.

The associate editor coordinating the review of this manuscript and

approving it for publication was Maria Chiara Caschera

Despite notable strides in RE techniques, challenges persist
due to natural language variability, ambiguity, and contextual
dependencies [7]. For instance, extracting the “headquarters”
relation from the sentence ‘“The multinational technology
conglomerate, Alphabet Inc., which is the parent company of
Google, has its parent campus in Mountain View, California,
while its European headquarters are in Dublin, Ireland.”
illustrates the complexities involved in accurately identifying
such relationships. Specifically, challenges include distin-
guishing between nested entities (e.g., recognizing ““Alphabet
Inc.” as the parent of “Google’”) and extracting multiple
relations, such as the headquarters locations in ‘“Mountain
View, California” and ‘“Dublin, Ireland”. The sentence
also presents long-range dependencies between entities and
requires handling pronoun co-references (e.g., “‘its’ referring
to “Alphabet Inc.””), while identifying implied relations like
the existence of multiple headquarters further complicates the
extraction process. Researchers have explored methodologies

© 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

VOLUME 13, 2025

For more information, see https://creativecommons.org/licenses/by/4.0/

151907


https://orcid.org/0000-0001-8403-5160
https://orcid.org/0009-0001-0151-5538
https://orcid.org/0000-0001-7112-3516
https://orcid.org/0000-0002-3580-0505

IEEE Access

M. Ali et al.: Multilingual Relation Extraction: A Survey

like rule-based approaches, neural networks, and transfer
learning to address these challenges [2], [8].

Multilingual RE (MRE) is crucial for delivering com-
prehensive and nuanced information. By leveraging data
from diverse linguistic sources, MRE ensures inclusivity,
accuracy, and depth [9]. It enables global reach and local
content accessibility, catering to users who do not speak
English as their first language. This inclusivity is vital as
significant information is often available only in local lan-
guages, enhancing the richness of the information pool [10].
Furthermore, MRE captures cultural nuances and cross-
verifies information across languages, improving reliability
and providing a balanced perspective essential for thorough
data analysis.

What fundamentally distinguishes MRE from monolingual
RE is its ability to operate across language boundaries,
extracting relations from texts in multiple languages using
a unified framework. While monolingual RE systems are
designed for and optimized on a single language (pre-
dominantly English), MRE systems must handle diverse
linguistic phenomena, syntactic structures, and semantic
expressions that vary significantly across languages. This
cross-lingual capability introduces unique challenges not
present in monolingual settings:

Linguistic Diversity: Languages differ in word order
(Subject-Verb-Object in English vs. Subject-Object-Verb in
Japanese), morphological complexity (agglutinative features
in Turkish vs. isolating features in Chinese), writing systems
(alphabetic, logographic, syllabic), and grammatical features
(gender agreement in Romance languages, case marking in
Slavic languages) [11].

Resource Disparity and Transfer: High-resource lan-
guages like English benefit from abundant labeled data,
pre-trained models, and linguistic tools, while low-resource
languages often lack these. MRE systems must transfer
knowledge across this divide without introducing bias or
performance degradation [12], [13].

Cultural and Contextual Variations: Relations may be
expressed differently across cultures, requiring systems to
understand cultural contexts and nuances that affect relation
semantics.

Real-world examples underscore the necessity of MRE.
During the COVID-19 pandemic, local language reports
provided timely updates and culturally specific advice crucial
for effective responses [14]. In disaster management, local
language reports offer immediate updates, as seen during
the Fukushima nuclear disaster in Japan [15]. In economic
contexts, market trends and business intelligence are often
published in local languages, such as Chinese financial news,
requiring MRE for comprehensive analysis [16]. Political
analysis and cultural research also benefit, with local reports
providing early insights, as demonstrated by the Arab Spring,
predominantly reported in Arabic [17]. These examples
highlight that English-only RE systems may not provide a
complete picture of global events and trends. The real-world
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impact of MRE extends beyond these examples, addressing
critical limitations of monolingual approaches:

Information Accessibility: MRE democratizes access to
knowledge by enabling users to query and retrieve infor-
mation across language barriers. For example, a researcher
can extract biomedical relations from papers published in
multiple languages, accessing insights that would otherwise
remain siloed.

Comprehensive Knowledge Graphs: Multilingual
knowledge graphs constructed using MRE provide a
more complete representation of world knowledge by
integrating information from diverse linguistic sources. This
is particularly valuable for entities and relations that are
predominantly discussed in non-English sources.

Cross-cultural Business Intelligence: Companies oper-
ating globally can leverage MRE to extract competitive
intelligence, consumer sentiment, and market trends from
local language sources, gaining insights that would be missed
by English-only systems.

Crisis Response: During global crises, MRE enables the
rapid extraction and integration of critical information from
local reports in multiple languages, facilitating faster and
more effective responses.

While considerable headway has been achieved in mono-
lingual RE, transitioning to multilingual settings introduces
additional complexities. MRE must address diverse linguistic
characteristics, cross-lingual variations in expression, and
resource constraints. These challenges persist despite recent
advances in multilingual pre-trained language models: [18]

Representation Gaps: Even state-of-the-art multilingual
models like XLLM-R and mBERT show performance dispar-
ities across languages, particularly for typologically distant
languages or those underrepresented in pre-training data.

Annotation and Evaluation Challenges: Creating high-
quality annotated datasets for multiple languages remains
resource-intensive, and cross-lingual annotation transfer
often introduces noise. Additionally, the lack of standardized
multilingual benchmarks hampers fair evaluation across
languages [19].

Domain Adaptation: Adapting MRE systems to spe-
cialized domains (e.g., biomedical, legal) across multiple
languages presents compounded challenges due to domain-
specific terminology and relation types.

Addressing these persistent challenges is essential for
developing truly effective MRE systems that can bridge
language barriers and provide equitable access to information
extraction capabilities globally.

Upon reviewing existing literature, we identified a lack
of systematic reviews dedicated to MRE. In the literature,
researchers focus on the RE task, information extraction,
or combining RE with named entity recognition. Also,
different variant of RE (i.e., neural network based approaches,
causual RE [2], information extraction as whole [21], open
information retrieval based approaches [3]) have extensive
surveys available in the literature. Hence, these surveys are
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TABLE 1. Overview of peer reviewed surveys on relation extraction. Where OIE (Open Information Extraction), ML/DL (Machine Learning/Deep Learning),
DS (Distant Supervision), IE (Information Extraction), MRE (Multilingual Relation Extraction), CRE (Causal Relation Extraction), and TRE (Temporal Relation
Extraction) while #D represents the number for multilingual datasets and #A the number of multilingual approaches.

Techniques

Study Year  Main Focus #D  #A
OIE ML/DL DS IE MRE CRE TRE
This Work 2025 MRE v v v X v v v 21 18
Zhao et al. [20] 2024 DL v v X X v v X 3 2
Zhou et al. [3] 2022 OIE v X X v X X X 0 2
Yang et al. [2] 2022 CRE X X X X X v X 0 1
Yang et al. [21] 2022 IE X v X v X X X 0 1
Wang et al. [22] 2022 DL X v X X X X X 1 1
Nasar et al. [1] 2021 NER & RE X v X X X X X 0 0

disjoint from our work, as we target on summarizing existing
MRE. Table 1 shows the recent literature studies of RE
related approaches and tasks. We rigorously tagged a corpus
of papers based on objectives, methodologies, datasets, and
evaluation metrics. Despite expanding research, to the best
of our knowledge, a survey encompassing state-of-the-art
approaches, challenges, and future directions in MRE is
missing. Our study aims to fill this void by providing a
comprehensive overview of the state-of-the-art approaches
for MRE, identify key challenges, and provide novel insights.

TABLE 2. List of abbreviations and descriptions.

Abbreviation  Description

AUC Area Under the Curve

DL Deep Learning

EARL Event Argument Role Labelling
GAN Generative Adversarial Network
IE Information Extraction

KG Knowledge Graph

LLMs Large Language Models

ML Machine Learning

MRE Multilingual Relation Extraction
NER Named Entity Recognition

NLP Natural Language Processing
OIE Open Information Extraction
PLM Pre-Trained Language Model
RC Relation Classification

RE Relation Extraction

Our main contributions can be summarized as follows:

e« We provide a systematic survey of state-of-the-art
approaches defining, understanding, and representing
the RE task with a focus on multilingual approaches.

« We categorized different MRE approaches according to
their main methodology, easing the path for novices.

e We compare the performance of selected MRE
approaches using metrics such as F1-score, Recall, and
Precision.

o We provide a comprehensive comparison of multilingual
datasets and benchmarks proposed in the literature.

o We highlight open research questions and applica-
tions based on our analysis of MRE.

The rest of this paper is structured as follows: In Section II,
we introduce the notation required to understand the paper.
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In Section III, we present our systematic survey methodology,
divided into: 1) related surveys on MRE and 2) publications
on MRE approaches. Section IV categorize and analyze
the relevant literature and discusses benchmarks as well as
datasets. Section V overviews research findings and open
questions, and discusses applications. Finally, Section VI
concludes and discusses future work.

Il. PRELIMINARIES

There are different definitions of RE and related concepts,
which originate from various research fields and approaches,
e.g., natural language processing (NLP), knowledge graphs
(KGs), semantic community, and domain-specific defini-
tions. In this section, we define the terminology and
notation used throughout this survey. First, we define
general terms, which are common in many approaches.
Afterward, we define the terms related to specific categories
of approaches.

Table 2 lists symbols used throughout this survey.

A. KNOWLEDGE GRAPH

A KG is a data graph, whose nodes represent entities of
interest in the real world and whose edges represent relations
between these entities. In general, a KG conforms to a
graph-based data model, for example, the RDF model or the
property graph model [23].

Let G = (E,R,S) be a KG. E denotes a set of entities
(i.e., things of the real world), R denotes a set of relations
(i.e., relationships between things), and S € E X R x E
denotes a set of triples (i.e., statements about entities and
relations), where each triple (h, r, t) € S contains two entities
h,t € E and a relation r € R.

B. NAMED ENTITY RECOGNITION

Entities are instances of concepts of interest. Named Entity
Recognition (NER) is the task of: (i) Identifying mentions
of named entities, i.e., proper nouns, in a given text, and (ii)

classifying these mentions to predefined categories [24], such
as 1 or (location]2 defined by a KG like Wikidata.

1 https://www.wikidata.org/wiki/Q5
2https://WWW.Wikidata.org/wiki/Q17334923
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In general [25], given a sentence (wq, wa, ..., w,) thatis
a finite sequence of words, i.e, a sentence after tokenization.
NER aims to find a sequence (1, f2, ..., t;) that holds for
each word the predicted category. Consider the following
input example: < An output of a NER
algorithm might be: ((human), (), 0, (location)) \here

denotes that no category was found.

C. ENTITY LINKING AND DISAMBIGUATION
The Entity Linking and Disambiguation (EL) task links
each relevant entity mention, for instance , found in a
sentence to a descriptor of what that entity mention refers to
in the context where it appears [26]. The entity descriptors
can be taken, for instance, from a KG.

Given [27] a set of entities £ = {ey, e2, ...} (e.g., within
a KG) and for each sentence s = (wy, wp, ...) a set of entity
mentions My = {mp, ma, ...}. The entity mentions are given
by my = (Wi)i=k,...; and my = (Wj)j=m,..n Withl <k <[ <
m < n. The EL task aims to map each entity mention m € M
in a sentence s to its corresionding entity e € E, .e.g.,

to the Wikidata descriptor [nacié en] 3

D. RELATION EXTRACTION AND CLASSIFICATION
The Relation Classification (RC) task identifies and catego-
rizes semantic relations between entities in text. Commonly
RC follows a closed setting, i.e., all relations considered
as known a priori by a fixed set R, for instance, given by
a KG. RC requires pre-learned knowledge, such as surface
forms, i.e., relation mentions [28], tree patterns [29], or vector
representations [30], which are obtained through RE from
text. RE extracts this relevant knowledge, which is then
used by RC to classify relationships from text [31]. For
instance, with the extracted surface form @—’—>© we
might classify the Wikidata relation P19* in a sentence in
Spanish.

In general [32], [33], given a relation r € R and a sentence
s = (wp,ws,...) containing at least two entity mentions
expressing two entities e, e; € E, for instance, given by a
KG. A mapping function C(.) can be given as

+1 if e is r-related to e; in s
—1 otherwise

Cr(F(s) = {
where F(s) are features extracted from s. After performing
feature extraction with textual analysis on the given sentence,
for instance, POS tagging or dependency parsing, the map-
ping function C(.) decides if e; and e; are related to r in s or
not. The function C(.) can be constructed as a discriminative
classifier by training on a labeled dataset of positive and
negative relation examples. RC is a multilingual task if the
token sequences come from different languages [33].

3 https://www.wikidata.org/wiki/Q937
4https://WWW.Wikidata.org/wiki/Property:Pl 9
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Pre-Processing: [ Albert | nacié |

(umen) (O () (location)

(@) 1o (o)

FIGURE 1. An example of four tasks to create a KG triple from text.

en [ Ulm |

Named Entity
Recognition:

Entity Linking:

Relation
Classification:

Figure 1 shows the example sentence “Albert nacio en
Ulm.” that is processed to create a KG triple® from text by
a pre-processing step followed by three core extraction tasks:
NER, EL, and RC.

Supervised approaches rely on a labeled dataset where
relationships between entities are annotated. The model
learns to predict relations based on these annotations [32].

Semi-supervised approaches combine labeled and unla-
beled data to improve the model’s performance. This
approach uses a small amount of labeled data and a large
amount of unlabeled data [34].

In distant supervision, large amounts of labeled data are
automatically generated by aligning a large text corpus with
a KG, assuming that if a relation exists between two entities
in the KG, a sentence mentioning both entities is likely
mentioning this relation [35]. Let B = (ey, ez) be all
sentences in a given corpus mentioning the entities e; and e»,
and let R = (e1, e2) be all relations from e; to e in a given
KG,ie., R C R. Distant supervision trains with B = (eq, e2)
and R = (e1, e2) without sentence level annotations [36].

Unsupervised approaches not rely on labeled data. Instead,
it clusters similar contexts to infer relations between enti-
ties [37].

E. MULTILINGUAL RELATION EXTRACTION

MRE refers to the process of extracting semantic relation-
ships between entities from texts in multiple languages.
This involves handling challenges related to linguistic
diversity, such as different grammatical structures, idiomatic
expressions, and variations in entity representation across
languages.

Given a sentence s with entity mentions from multilingual
corpora {D,,}f:’zl, where N represents the number of all
languages {Ln}f;’:1 . The goal is to extract and predict relations
in the same way as monolingual RE but accommodating
linguistic variations across languages with methods such as
machine translation [38] and prompting PLMs [33], [39].

F. RELATION EXTRACTION LEVELS

Sentence-Level RE involves identifying relationships within
a single sentence [40]. Document-Based RE extends the task
to identify relationships that may be spread across multiple
sentences within a document [41]. Consider the following
example document D = {*“Steve Jobs was a visionary.”,

SWe denote a triple by lSteve Jobs ‘7 lco—founded ‘7 lApple‘
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“He co-founded Apple.”} with two sentences containing
entity mentions and a relation that spans across these
sentences. The output of a document-based RE system might

be the tuple T = (@).

G. RELATION EXTRACTION TYPES

General RE aims to extract relations from a wide variety of
texts without focusing on a specific domain [42]. In contrast,
Biomedical RE focuses on extracting relationships between
biomedical entities such as genes, proteins, diseases, and
drugs from scientific literature [43]. Business RE involves
identifying relationships relevant to the business domain,
such as partnerships, acquisitions, and market analysis [44].
Temporal RE involves identifying and classifying temporal
relationships between events or entities in a text [45], (e.g.,
meeting, started after, and lunch). Hierarchical RE identifies
hierarchical relationships, such as part-whole or subclass
relationships. Causal RE extracts cause-effect relationships
between events or entities [2]. Conditional RE identifies
conditions under which certain events or relationships
hold. Lexical semantic RE [46] focuses on identifying
fundamental lexical relationships between entities, such
as hyponymy (is-a), synonymy (same-as), antonymy
(opposite-of), and meronymy (part-of) [47].

H. PRE-TRAINED LANGUAGE MODEL

A pre-trained language model (PLM) is a type of neural
network model that is trained on a large corpus of text data
prior to being fine-tuned on specific NLP tasks. This pre-
training helps the model learn general language patterns and
representations [48]. A causal PLM is typically trained to
minimize the following loss function:

T
L©O) == log Py(x;|x1.1-1)

t=1

where x; is the word at position ¢ in the text sequence.

I. CROSS-LINGUAL TRANSFER LEARNING

Cross-lingual Transfer Learning [49], [50], [51] is a tech-
nique where knowledge from a model trained on one
language is transferred to help train a model on another
language. Min et al. [49] learn discriminative representa-
tions to identify semantic relations, regardless of which
language the relation mention comes from. Zou et al.
[50] transfer feature representations from one language to
another. Taghizadeh and Faili [51] utilize representations
of sentences that are guaranteed to be consistent across
languages.

Mathematically, if 87 are the parameters of a model trained
on language L, these parameters are used as a starting point
for training a model on language L'.

For example, BERT trained on English text is a pre-trained
model, and using it for fine-tuning on Spanish text is an
example of a transfer learning task.

VOLUME 13, 2025

J. MULTILINGUAL EMBEDDINGS

Multilingual Embeddings are representations of words in
multiple languages within a shared vector space, enabling
the transfer of linguistic knowledge across languages and
improving performance on multilingual tasks [52].

K. OPEN INFORMATION EXTRACTION

Open Information Extraction (OIE) extracts n-ary relation
tuples from unstructured text, without relying on a predefined
ontology schema [3], [53].

Formally, given a sentence as a sequence of words
(Wi, wa, ..., wy), OIE outputs a list of tuples (71, T2, ...)
with the i-th tuple 7; = (a;1, 1i, ap, . . . , aig) representing a
n-ary relation in the source sequence where r; denotes the
relation in 7}, and aj; is 7;’s j-th argument [3]. The arguments
are noun phrase found by the OIE system, and the relation is
a sequence of words inside the given sentence [53].

Consider the example sentence: “Deep learning uses
multiple layers to extract features from the raw input.”. The
extracted tuples by a OIE system might be (Deep learning,
uses, multiple layers) and (Deep learning, extracts, features,
from the raw input).

L. METRICS

The following metrics have been extensively discussed in the
literature for MRE. For a detailed description of these metrics,
readers are referred to [54] and [55].

1) PRECISION
Precision measures the proportion of true positive predictions
among all positive predictions made by the model:

TP

Precision = ——
TP + FP

2) RECALL
Recall (or Sensitivity) measures the proportion of true
positive predictions among all actual positive instances:

TP

Recall = ——
TP + FN

3) MICRO F1 SCORE
The Micro F1 score aggregates contributions from all classes
and calculates F1 globally:

. Micro Precision - Micro Recall
Micro F1 =2 -

Micro Precision + Micro Recall

where Micro Precision and Micro Recall are calculated across
all classes:

Zi TP;
>.(TP; +FP;)
Zi TP;
2_(TP; +FN))

Micro Precision =

Micro Recall =
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4) MACRO F1 SCORE
The Macro F1 score calculates F1 for each class indepen-
dently and then averages them:

N
1
Macro F1 = v ;:Fli

where F1; for class i is computed as:

Precision; - Recall;
Fl; =2

' Precision; 4+ Recall;

5) AREA UNDER THE CURVE (AUC)

AUC measures the area under the Receiver Operating
Characteristic (ROC) curve, which plots True Positive Rate
(TPR) against False Positive Rate (FPR) across different
thresholds:

1
AUC = / TPR(FPR) d(FPR)
0

where:
R FP

~ TP+FN’ ~ FP+1TN
Using the one-vs-all strategy, the AUC for each label can be
calculated by treating it as a separate binary classification
problem and be estimated with [56] and [57]:
So — no(ng + 1)/2

noni

TPR

A=

where ng and n; are the numbers of positive and negative
examples, respectively, and So = >_ r;, the sum of the ranks
of the positive test examples.

A is equivalent to the test statistic used in the Mann-
Whitney-Wilcoxon two sample test.

lll. METHODOLOGY

We follow the structured approaches and guidelines defined
by Kitchenham [58] and Moher et al. [59] to conduct our
survey study for MRE. In particular, we formulate well-
defined research questions, specify our search strategy along
with inclusion and exclusion criteria.

A. RESEARCH QUESTIONS

We aim to answer the following research questions (RQs):

RQ1. Which categories of MRE approaches exist, and what
are their main building blocks?

RQ2. Which challenges are associated with MRE
approaches?

RQ3. What is the (relative) performance of already available
MRE approaches?

B. SEARCH STRATEGY

The search strategy employed in this survey was designed
to be iterative and independently conducted by the first
three authors. This approach mitigates potential biases
and ensure comprehensive coverage of relevant literature.
In alignment with the predefined research questions, the
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authors independently selected relevant terms for the review
such as ‘““multilingual relation extraction”, ‘“‘multilingual
relation finding”, “multilingual relation dataset”, “low-
resource languages relation extraction”, “multilingual rela-
tion extraction benchmark”, and “multilingual information
extraction”. We used those keywords to derive the following
queries:

Abstract:

(multilingual relation classification OR
multilingual relation extraction OR
multilingual relationship extraction OR
multilingual information extraction OR
multilingual relation finding) AND
(multilingual approaches OR

multilingual corpora OR

multilingual datasets)

The abstract tag was used to ensure that the selected
keywords in the paper titles are relevant. As suggested [58],
[59], a title-based search may not yield a comprehensive
collection of relevant studies. Unlike limiting our search
to the “intitle” tag, we employ a broader approach for
Google Scholar. We refined our search to capture articles
or publications that, at a minimum, included the term
“multilingual” in their text, aligning the results more closely
with our research objectives. Additionally, we noted that
many search results were classified under “‘multilingual
information extraction” rather than “multilingual relation
extraction” leading to a considerable volume of extraneous
results.

C. SEARCH DATABASES

With the predefined keywords in Section III-B, we searched
for publications in the following list of search engines,
digital libraries, journals, conferences, and their respective
workshops:

« Google Scholar®

« IEEE Xplore Digital Library (IEEE Xplore)’

« ACMDL?

« Science Direct’

« ACL Anthology (ACL)'?

« The DBLP Computer Science Bibliography (DBLP)!!
« Semantic Web Journal (SWJ)!2

D. INCLUSION/EXCLUSION CRITERIA

This survey focuses on research published between 2018 and
2024 to ensure the inclusion of the most recent advancements
in MRE. This time frame captures the significant impact of
recent breakthroughs in NLP, particularly those driven by
BERT GPT-based models and even LLMs. By limiting the

6http://scholar.google.com
7https://ieeexplore.ieee.org/Xplore/home.j sp
8http://cll.acm.org
9h[tpZ//WWW.SCiCIlCCdirBC[.COm

1 Ohttps://aclanthology.org

1 https://dblp.uni-trier.de
l2http://WWW.semantic-web-joumal.net
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scope to this period, we prioritize contemporary research and
avoid potentially outdated methodologies.
Our inclusion criteria were as follows:

o Peer-reviewed publications in English that focus on
MRE.

o Approaches and datasets published between 2018 and
2024.

« For datasets, we also briefly discussed popular datasets
available before 2018.

We excluded publications if they fulfilled at least one
criterion of the following:

o Assessment methodologies published as a poster or
abstract.

o Approaches and datasets that target monolingual
approaches.

« Publications without a methodology or framework for
MRE.

E. SEARCH METHODOLOGY STEPS
We structured our systematic literature search for MRE
approaches based on a seven-step procedure:

1) Apply keywords to the search engine using the time-
frame 2018-2024.

2) Scan article titles, and keywords based on our criteria.

3) Remove duplicates.

4) Review papers abstract based on our criteria.

5) Articles that met our criteria were thoroughly analyzed
in relation to the research questions.

6) Retrieve new papers from the list of references cited by
the papers of step 5.

7) Scan the references from the survey papers that passed
steps 5 and 6 and retrieve additional papers that fulfill
the criteria.

TABLE 3. Number of retrieved papers for each phase of the search
methodology.

Search Engines Steps

1 2 3 4 5 6 7
Google Scholar 246 94 82 50 16 16 19
IEEE Xplore 40 9 9 7 1 2 2
ACM DL 33 20 17 7 4 4 5
Science Direct 39 18 17 7 2 2 2
ACL 87 3 3 2 2 2 3
DBLP 88 68 62 28 8 8 8
SWIJ 0 0 0 0 0 0 0
Total 533 212 190 101 33 34 39

Additionally, we incorporated any new surveys discovered
during our search steps. Table 3 presents the number of papers
we retrieved at each phase of the search methodology. Due
to the large number of results from Google Scholar, ACM
Digital Library, and Science Direct, we obtain the top-1000
results as the max number of returned papers.
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IV. LITERATURE ANALYSIS
This section presents and examines the research findings,
focusing on the research questions through a comprehensive
interpretation and analysis of the literature from six key
perspectives: domains covered, MRE approaches, explored
languages, reproducibility, datasets, and evaluation metrics.
These aspects cover methodological and practical dimen-
sions, ensuring a holistic review of the field. By focusing on
these areas, we address the core elements that impact MRE
performance and generalizability across languages, making
them essential for understanding current advancements and
challenges, while avoiding less relevant or peripheral factors.
Each perspective is further broken down into specific
categories within the existing literature. We summarize
current research trends, identify challenges and difficulties
identified by scholars, and offer insights for future work in
Section V. Rather than attempting to cover all aspects of
each paper in a single section, we distribute the discussion
across relevant categories. For instance, in Section IV-A,
we first discuss the problems each paper addresses within
specific domains. Subsequent sections will then explore
the approaches used, and other relevant aspects, ensuring
a thorough and systematic analysis. Figure 2 shows our
categorized overview of 18 MRE papers. Tables 4 and 6
present 18 approaches and 21 datasets, respectively.

A. MULTILINGUAL RELATION EXTRACTION
DOMAINS/TYPES

We categorize the available approaches based on the domains
or types they cover. Creating completely distinct categories is
challenging—since some approaches could fit into more than
one category—we have made our best effort to indicate when
a paper fits multiple categories, placing it in the one most
relevant to its primary contribution. We begin by dividing
all approaches into two major domains: (1) open RE and (2)
closed RE. Subsequently, we further subdivide the available
literature into more specific subcategories.

1) OPEN RELATION EXTRACTION
Open RE, as discussed in Section II, is the process of
extracting all possible relations from a text without a
predefined set of fixed relation. The open RE concept
was initially proposed by Etzioni et al. [53]. Most of the
approaches in the literature are monolingual, with only a
few addressing multilingual open RE prior to our selected
timeframe. For instance, Zhang et al. [70], [71] and Faruqui
and Kumar [67] explored multilingual open RE, primarily
relying on language-dependent features and translation-based
approaches. Faruqui and Kumar [67] made the first attempt
to adopt transfer learning for MRE. However, their approach
partially leverages the semantic information embedded in
text.

Open RE presents a greater challenge than closed RE,
as it requires identifying and extracting relationships without

151913



IEEE Access

M. Ali et al.: Multilingual Relation Extraction: A Survey

TABLE 4. Approaches with their publication year, supported languages, number of relations, domain, dataset names, key performance indicators (KPIs),

and implementation.

Approach Year Langs #Rel Domain Dataset KPI Implementation
FA4RC [50] 2018 en, zh 6  Adversarial RE ACEO05 F1-score https://github.com/zoubowei/featur
e_adaptation4dRC
AMNRE/12] 2018 en,zh 176  Adversarial RE Lin et al. [11] AUC&ZZZ%‘S‘O“’ hitps://github.com/thunlp/AMNRE
Structure Transfer[65] 2019  ar, en, zh 18 Joint Event and RE ACE05 Fl-score -
NCL RE[68] 2019 @bdeemes 5 y\pE In house & ACEO5 Fl-score -
it, ja, pt, zh
LOREM|[60] 2020 S 1 Ll - OpenRE WMORC 19 Eeiolo https://github.com/tomharting/LO
it, nl, ru Recall, F1-score REM
Multi2OIE [61] 2020  en,es, pt - OpenlE Re-OIE2016 AUG, Precision, https://github.com/youngbin-ro/
Recall, F1-score .
Multi2OIE
GATE [30] 2021 ar, en, zh 18 Joint Event and RE ACEOQ5 F1-score https://github.com/wasiahmad/G
ATE
LOME [63] 2021 en, zh 4 Temporal RE Time Bank Fl-score https://nlp.jhu.edu/demos/lome
e 2021 en, es 13 Bio-Medical eHealth-KD LEeinion, https://github.com/eHealth-KD-P
UFMG [62] Recall, F1-score Ve ;
s-UFMG/pucrj- pucpr-ufmg
CLARE [38] 2021 ar, en, zh 6  Adversarial RE ACEO05 F1-score -
ar, de, en, es,
fa, fr, it, ko, . . .
HERBERTa [16] 2021 al, pl, pt, ru 16  Joint NER & RE SMiLER F1-score https://github.com/samsungnlp/sm
sv. uk iler
PARE [36] 2022 de,en,es, fr 37 Distant Supervision Dis-ReX AUC, Fl-score  https://github.com/dair-iitd/DSRE
Temp Prob [64] 2022 en,es, fr,it 13 Temporal RE Time Bank F1-score https://github.com/irenedini/tlink
_probing
ar, de, en, es,
MRC Prompt [33] 2002 M ILALKO, g0y M Based RE SMILER Fl-score https:/github.com/DFKI-NLP/mef
nl, pl, pt, ru, fi-prompt
sv, uk
TransRel [69] 2023 bn,en hi,te 51 Low resource IndoRE Fl-score https:/github.com/NLPatCNERG/
IndoRE
ar, de, en, es,
mERE [17] 2023 fafritko o i NER&RE  SMILER Fl-score -
nl, pl, pt, ru,
sv, uk
Prompt-XRE [39] 2023  ar,en, zh 18 Typed Open RE eoRl Fl-score https://github.com/HSU-CHIA-M
oGtk Y WMT17-EnZh XRE N
rompt-XRE
SSDN [66] 2024 ar, en, zh 18 Joint EARL & RE  ACEO05 F1-score -

predefined labels. Unlike closed RE, which relies on a
fixed set of relation types, open RE must dynamically
infer relationships from various language contexts. This
demands more sophisticated models capable of handling
diverse linguistic structures and semantics [72]. The practical
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significance of open RE lies in its applicability to open-
domain tasks, where predefined relations are impractical or
insufficient. A prominent example is large-scale knowledge
base construction from unstructured web data Stanovsky
etal. [73].
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FIGURE 2. Our overview of 18 multilingual relation extraction papers
categorized by domains and types, approaches, languages, and datasets.

SMiLER

In our literature survey, we identified three papers that
address open RE in multilingual contexts. LOREM, intro-
duced by Harting et al. [60], focuses on separately targeting
language-independent and language-dependent features to
eliminate the need for translation or external NLP tools
such as POS taggers. Ro et al. [61] critique the reliance
on LSTM models and monolingual embeddings in existing
open RE models, proposing the use of multilingual BERT to
outperform state-of-the-art approaches. The most recent work
we found in the area of open RE is by Hsu et al. [39], who
explored the use of large language models (LLMs) for RE.
Although LLMs have shown superior performance in most
NLP tasks, they had not been specifically focused on MRE
until this study. The authors explored prompt tuning for MRE,
which is categorized as a type-based open RE approach, does
not limit itself to a fixed set of relations but rather provides
sample relations for extraction. This approach can be seen
as a bridge between open RE and closed RE, and given the
increasing use of language models, it is likely to gain more
popularity in the future.
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2) CLOSED RELATION EXTRACTION

In contrast to open RE, closed RE involves the model
predicting a predefined set of relations, typically limited
to the relations on which the model was trained. Closed
RE is important because it enables structured information
extraction within a defined schema Shwartz and Dagan [74],
which is particularly useful for domain-specific applications
such as knowledge base population Ji et al. [75], question
answering, and business intelligence. However, this approach
comes with challenges. One major difficulty compared to
open RE is its reliance on comprehensive and high-quality
labeled data for training, which can be expensive and time-
consuming to produce. Moreover, closed RE models often
struggle with generalizing to unseen relations outside their
predefined set, limiting their flexibility.

Closed RE is generally more common than open
RE, for example, closed RE is used in financial doc-
ument analysis to identify predefined relationships like
company-acquires—company or product-—
launchdate. Similarly, it is employed in biomedical
research for extracting relationships such as gene-
causes-disease, aiding in knowledge discovery and
hypothesis generation Wei et al. [76]. We further subdivide
this category based on the domains and types discussed in
the literature.

a: TEMPORAL RELATION EXTRACTION

Temporal RE identifies the sequence of events in text (e.g.,
Before, After and Overlaps) and is crucial for a
variety of tasks such as structuring clinical data [77], text
summarization [78], and question answering [79]. Temporal
RE is a challenging task due to the complexity of identifying
and linking temporally dependent events across diverse
sentence structures and contexts. Natural language’s inherent
ambiguity in expressing time intervals and the domain-
specific nature of temporal dependencies further complicate
the task. These factors necessitate advanced models capable
of handling various linguistic expressions and generalizing
across domains Ning et al. [80]. In our literature review,
we identified two key works discussing temporal RE. Xia
et al. [63] presented a system that extracts an entity-
and event-centric knowledge graph from textual documents.
Rather than proposing a novel approach, they aimed to
address a gap by presenting a multilingual system capable
of efficiently extracting temporal relations between events
and entities. Caselli et al. [64] investigated the use of
LLMs for multilingual temporal RE. Their study offers a
comprehensive analysis of the capabilities of multilingual
LLMs, illustrating their impact on temporal RE.

b: BIO-MEDICAL RELATION EXTRACTION

Biomedical RE involves identifying and extracting rela-
tionships between biomedical entities (e.g., genes, proteins,
diseases, drugs) from unstructured text sources such as
scientific articles or clinical records [81]. Multilingual
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biomedical RE is gaining importance as it enables the
extraction of knowledge from a broader range of sources
written in various languages, enriching biomedical databases
and advancing global healthcare applications. Despite the
dominance of English-based research, there is a noticeable
scarcity of studies addressing multilingual biomedical RE,
highlighting the need for further exploration in this area.

In our literature review, we identified only one related
work that specifically addresses multilingual biomedical
RE. In this study, Pavanelli et al. [62] developed a joint
multilingual NER and RE system for biomedical domains.
Their work addresses a critical gap in the field—the lack
of multilingual biomedical information systems capable of
handling diverse languages. This contribution is particularly
valuable given the increasing need for extracting biomedical
knowledge from non-English sources, which can signifi-
cantly enhance the global accessibility and applicability of
biomedical data. However, more research is needed to explore
and develop robust multilingual systems that can further
extend the capabilities of RE across a broader spectrum of
languages and biomedical domain.

c: JOINT ENTITY/EVENT & RELATION EXTRACTION

This section addresses both multilingual entity and RE as
well as multilingual event and RE, which do not fit into any
specific domain. While these approaches are part of general
MRE (Section IV-A2d), we categorize them separately due to
their joint focus on both entity/event and RE.

A joint extraction model is designed to simultaneously
extract multiple types of information from text, such as
entities and their relationships, in a single unified framework.
This contrasts with pipeline approaches that handle these
tasks separately [17], [82]. Formally, let X be the input text,
Y and Y be the entities and relations, respectively. The joint
extraction model predicts both Y and Y, simultaneously:

P(Y1, Y2 | X) =P(Y1 | X)-P(Y2 | X, Y1) ey

Subburathinam et al. [65] address the challenge of
multilingual event and RE by leveraging shared features
across different languages. Previous work relied heavily
on the distributional context of words within sentences,
which did not effectively capture shared features across
languages. To address this limitation, the authors use graph
structures—such as constituency trees, dependency trees, and
Part of Speech (POS) tagging—which are largely similar
across languages. These structures enable the transfer of
shared features from high-resource languages to low-resource
languages, enhancing the extraction process. Later, Ahmad
et al. [30] build upon this work by using an attention
mechanism to overcome the issue of long-range dependencies
and words that are not directly connected, thus improving
the extraction of multilingual events and relations. Their
approach addresses the limitations of previous models in han-
dling distant relationships between words across languages.

In addition to work on joint multilingual event and RE,
Yu et al. [38] tackle a common challenge in low-resource
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languages, where annotations are typically generated through
translation-based methods. These methods often depend on
machine translation models that fail when encountering
unseen languages or words. To mitigate this, the authors
use knowledge acquisition techniques tailored to multilingual
entity and RE, thereby reducing reliance on translations.
Seganti et al. [16] contribute to this area by presenting a
multilingual dataset for joint entity and RE. They use distant
supervision from Wikipedia and DBpedia to create this
dataset and train a model called HERBERTa for multilingual
IE. This work addresses the issue of the lack of large datasets
for multilingual IE tasks. Wang et al. [17] introduce a novel
approach to overcome the interference that can occur when
transferring knowledge from high-resource languages to low-
resource languages. In multilingual models, features from
one language can sometimes interfere with those of another,
leading to errors. To resolve this, the authors propose a
language-independent switch that mitigates cross-linguistic
interference and improves the performance of MRE. More
recently, Wei et al. [66] addressed the challenges of MRE
and Event Argument Role labelling (EARL) by incorporating
semantic information alongside syntactic features. They
argued that relying solely on syntactic information is
insufficient in cross-lingual scenarios.

d: GENERAL RELATION EXTRACTION

We referred to this category as general RE because it
encompasses the remaining literature we surveyed, which
does not align with the previously discussed domains or types
but focuses on closed MRE.

Lin et al. [11] developed a multilingual neural RE model,
aiming to jointly represent texts from multiple languages to
enhance RE performance. Building on this, Wang et al. [12]
proposed a novel neural framework that explicitly encodes
language consistency and diversity into different semantic
spaces, thereby achieving more effective representations for
MRE. While models trained on high-resource languages
generally perform better, transferring latent features to low-
resource languages remains challenging. To address this, Zou
et al. [50] employed a generative adversarial network (GAN)
to successfully transfer knowledge from models trained on
high-resource languages to low-resource languages, thereby
improving performance in low-resource settings. A well-
known challenge in MRE is the lack of labeled data for
low-resource languages, which makes it difficult to apply RE
models across multiple languages. This problem is especially
pronounced in languages with limited linguistic resources,
such as annotated corpora, dependency parsers, or POS
taggers. Ni and Florian [68] proposed a solution that allows
for the use of an English-trained model in other languages
with minimal resources. This method overcomes the barrier
of linguistic resource scarcity, making MRE feasible even
for low-resource languages. Rathore et al. [36] addressed a
common issue in MRE approaches—many methods inde-
pendently consider sentences during embedding, particularly
in distant supervision-based systems. They introduced an

VOLUME 13, 2025



M. Ali et al.: Multilingual Relation Extraction: A Survey

IEEE Access

approach that takes into account all sentences available in
a “bag” and generates contextualized embeddings using
mBERT, allowing for better consideration of context in
MRE tasks. With the rise of LLMs producing significant
improvements in various NLP tasks, Chen et al. [33] explored
whether prompting should be conducted in English or the
target language, and whether to use soft prompt tokens for
MRE. They also investigated how prompts perform under
different learning scenarios—fully supervised, few-shot, and
zero-shot learning. More recently, MRE research has focused
on languages with extremely limited resources, such as Indian
languages, which have seen almost no prior work in this
area. Nag et al. [69] introduced the IndoRE dataset and
applied a transfer learning model to achieve state-of-the-art
performance for these underrepresented languages.

Domain-specific MRE, particularly in fields such as
biomedicine, law, and finance, presents another set of chal-
lenges that differ from general-purpose text understanding.
These domains often feature highly specialized vocabulary,
long and syntactically complex sentences, and implicit
relations that require deep contextual or world knowl-
edge [83], [84]. For example, biomedical texts may include
chemical or gene names that follow non-standard naming
conventions, while legal documents may contain archaic
or formal language not typically encountered in everyday
NLP corpora. Additionally, domain-specific datasets are
often costly to annotate due to the need for expert knowl-
edge, resulting in small or imbalanced training sets. This
data scarcity hinders model robustness and generalizability.
Furthermore, the structure and discourse in such domains
often diverge from conventional sentence-level relations,
requiring models to handle document-level inference and
cross-sentence relation extraction. These complexities call
for tailored architectures, domain-adaptive pretraining, and
specialized evaluation metrics to ensure effectiveness in real-
world applications.

B. MULTILINGUAL RELATION EXTRACTION APPROACHES
We categorize the papers based on their underlying
approaches and provide a concise description of each
approach. Our focus here is not on the problems these studies
addressed, as that was covered in the previous subsection.
Instead, we highlight the methodologies and techniques
employed. For each approach category, we provide a clear
definition, representative methods, and a discussion of
strengths and limitations to facilitate comparison. We divide
the approaches into the following main subcategories and,
where applicable, further subdivide them for a more detailed
analysis.

1) ADVERSARIAL TRAINING

Adversarial training [85] is a technique used to improve
the robustness of models. This is particularly beneficial
for handling unseen or noisy data, where the input might
deviate from the training examples. By training on adversarial
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examples—intentionally modified inputs designed to deceive
the model, models become more robust and can accurately
extract relations even from modified or slightly different
text. Adversarial training has shown significant progress
in machine learning and NLP tasks, leading researchers to
explore its application in MRE. It aims to solve the following
min-max optimization problem:

min max L(fy(x + 8), y) 2)
0 seS

where S is the set of allowable perturbations, § is the
adversarial perturbation, fp is the model, and £ is the loss
function. In RE, this is crucial, as it helps models generalize
better by making them resilient to minor text variations
like synonym substitutions or rephrased sentences [86]. The
primary objective of adversarial training in these studies is to
achieve feature fusion, ensuring consistency across different
languages.

Strengths: Adversarial training approaches excel in han-
dling noisy or unseen data and ensuring language-consistent
features across different languages. They are particularly
effective for cross-lingual transfer where linguistic patterns
vary significantly.

Limitations: These approaches require careful optimiza-
tion and orthogonality constraints to avoid feature collapse.
They also tend to be computationally intensive and may
struggle with extremely low-resource languages where even
adversarial examples are limited.

In our literature review, one of the early works using
adversarial training is by Wang et al.’s model [12] that builds
individual representations (vector representation) for each
sentence to capture its unique linguistic features. It also con-
structs a consistent representation to encode shared features
across languages. Adversarial training is employed here to
capture language-consistent relation patterns from the con-
sistent representations. To enhance the distinction between
the individual and consistent representations, orthogonality
constraints are introduced, ensuring that these two types of
representations remain separate and complementary. Another
notable study by Zou et al. [50] introduced an adversarial
feature adaptation approach for cross-lingual RC. Their
method uses a GAN to transfer feature representations from
languages with rich annotations to those with limited labeled
data. This approach demonstrated a marked improvement
over existing techniques, particularly in under-resourced
languages. Further advancements are seen in the work of
Yu et al’s CLARE [38] framework for cross-lingual RE.
CLARE operates through a two-step process: Cross-Lingual
Parallel Corpus Acquisition and Adversarial Adaptation
and RE. The first module constructs a bilingual lexicon
and translates the source language corpus into the target
language while preserving the entity relationships. The
second module then employs bilingual word embeddings
and adversarial training to further improve cross-lingual
RE, making the framework more robust for multilingual
applications.
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FIGURE 3. Performance of various approaches across languages. Empty cells indicate the unavailability of a particular language for that approach. The

labels on the right represent the datasets used for evaluation.

2) SEQUENCE LABELING APPROACHES

Sequence labeling is the task of assigning a categorical
label to each element in a sequence of observations. It is
commonly used in NLP for tasks like POS tagging, NER, and
chunking [87].

Formally, given a sequence of observations X =
{x1,x2,...,x,}, the goal is to predict a sequence of labels
Y = {y1.y2, ..., yu}, where y; is the label assigned to the
observation x;.

Sequence labeling techniques in RE primarily involve
identifying and categorizing sequences within sentences to
extract relational information [88], [89]. These methods
often leverage pre-trained language models and multilingual
embeddings to improve cross-lingual capabilities [90].

Strengths: Sequence labeling approaches are effective for
fine-grained extraction tasks, particularly when leveraging
multilingual embeddings. They can handle sentence-level
extraction with high precision and are well-suited for iden-
tifying entity boundaries and relation spans simultaneously.

Limitations: These approaches often struggle with com-
plex sentences containing multiple relations or long-distance
dependencies. They may also face challenges with languages
that have significantly different word order or morphological
structures.

Ni and Florian [68] present a neural cross-lingual RE
approach that focuses on improving the accuracy and
generalization of extracting relations across multiple lan-
guages. It introduces a method leveraging multilingual word
embeddings and transfer learning to address the scarcity of
annotated data in non-English languages. They demonstrate
the effectiveness of the approach on several datasets, showing
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significant improvements in performance across different
languages. Multi’OIE introduced by Ro et al. [61], is a
multilingual OIE approach that utilizes multilingual BERT
(mBERT) combined with multi-head attention blocks to
extract relational tuples from sentences. This sequence-
labeling system focuses on identifying all relations and
extracting associated arguments. It leverages multi-head
attention for relation token representation, enhancing the
prediction of subject and object arguments. Furthermore,
LOREM by Harting et al. [60] relies on monolingual open RE
training data and pre-trained multilingual word embeddings.
This sequence-labeling system integrates language-specific
models with a language-consistent model trained on all avail-
able languages, assuming consistent relation patterns across
languages. Pavanelli et al. [62] target the extraction of entities
and relationships from clinical and biomedical texts evaluated
in the eHealth-KD Challenge 2021. This approach utilizes
mBERT to capture global dependencies within texts and
to combine the entities’ information. Passage-Attended RE
(PARE) is another model introduced by Rathore et al. [36].
PARE processes all sentences mentioning an entity pair as a
single passage, utilizing BERT (or mBERT for multilingual
settings) to encode the entire passage. By employing an
attention mechanism with the candidate relation as the query,
PARE predicts relations more accurately.

3) HYBRID MODELS

Hybrid models combine various techniques, such as sequence
classification and entity tagging, to perform RE in multilin-
gual contexts.
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Strengths: Hybrid models combine classification and
tagging for improved performance in joint extraction tasks.
They can leverage the advantages of multiple approaches
and are often more flexible in handling diverse linguistic
phenomena.

Limitations: These models face challenges with scalabil-
ity and handling dense relation structures. They may also
be more complex to implement and tune, requiring careful
integration of different components.

The first hybrid model we discuss is HERBERTa presented
by Seganti et al. [16]. This hybrid model first classifies
an input sequence to identify relations, and then tags
entities based on the classified relations. Evaluated on the
SMiILER dataset across 14 languages, HERBERTa demon-
strates effective joint extraction capabilities, but struggles
with sentences containing multiple relations or entities. Xia
et al. [63] introduce LOME, a large ontology multilingual
extraction approach using multilingual encoders like XLM-
R and multilingual training data. LOME performs co-
reference resolution, fine-grained entity typing, and temporal
relation prediction. For MRE, it employs multilingual transfer
learning and an SVM model. The mERE framework by Wang
et al. [17] aims to improve multilingual entity and RE by
addressing language interference through a two-stage training
process. The Language-universal Aggregator captures shared
features across languages, while the Language-specific
Switcher refines these features for individual languages. For
very low-resource languages, the authors Nag et al. [69] use
ensemble learning to transfer knowledge from a high resource
language to a low resource language.

4) GRAPH OR KNOWLEDGE GRAPH

Graph-based approaches in machine learning and NLP
involve using graph structures to represent data and leverag-
ing algorithms that operate on these graphs. These approaches
are particularly useful for tasks involving relational data [91].

Strengths: Graph-based approaches are well-suited for
representing relational data and addressing syntactic depen-
dencies. They can effectively capture structural information
that may be preserved across languages, making them
valuable for cross-lingual transfer.

Limitations: These approaches can suffer from tokeniza-
tion errors in languages with complex scripts and require
robust graph construction techniques. They may also be
computationally expensive for large-scale applications.

Ahmad et al. [30] propose a Graph Attention Transformer
Encoder (GATE) that integrates syntactic information via
self-attention mechanisms to capture relationships between
non-adjacent words. Its reliance on syntactic dependencies
enables robust language-agnostic representations, improv-
ing cross-lingual transferability. Subburathinam et al. [65]
explore techniques for transferring relation and event extrac-
tion capabilities across languages without target language
training data. The approach leverages Graph Convolutional
Networks (GCNs) with symbolic and distributional features
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to construct a shared multilingual semantic space. Despite
achieving comparable performance to supervised models,
it encounters tokenization errors, particularly in Arabic and
Chinese. The most recent advancement in this category
by Wei et al. [66] utilizes a Semantic-Relation Graph
Convolution Network to integrate semantic dependencies by
combining these dependencies with syntactic information.
They achieve enhanced performance in a cross-lingual setup,
surpassing the results of Ahmad et al. [30] on the ACEO5
dataset across three languages: Arabic, Chinese, and English.

5) PROMPTING AND PRE-TRAINED LANGUAGE MODELS
Prompting refers to the technique of guiding pre-trained
language models by providing specific instructions or
contextual information to elicit desired responses. It involves
designing prompts that help the model generate text relevant
to a particular task [92]. Prompting can be formalized as:
y = fo(pDx), where fy is the language model with parameters
6, p is the prompt, and x is the input text.

Strengths: Prompting and pre-trained language model
approaches demonstrate strong performance in low-resource
and cross-lingual scenarios by leveraging contextual knowl-
edge. They can be particularly effective for zero-shot and
few-shot learning settings.

Limitations: These approaches depend on well-designed
prompts and resource-intensive training, which can limit
scalability. Performance may vary significantly based on
prompt design, and they typically require large models with
substantial computational resources.

The approach by Chen et al. [33] uses prompting with
PLMs for multilingual RC. Constructing prompts from
relation triples with minimal translation for class labels.
The results indicate optimal performance when prompting
in the target language for supervised data and prompting
in English instead of the target language for zero-shot
scenarios. Caselli et al. [64] investigate temporal knowledge
in the multilingual language model XLM-R compared to
monolingual static embeddings, and used the contextualized
knowledge of the PLM to know its ability for temporal
relations. Evaluated on five temporally annotated corpora
across four languages, it focuses on classifying temporal
relations between event pairs. Prompt-XRE by Hsu et al.
[39] addresses cross-lingual RE in low-resource languages
using prompt-learning techniques. Prompt-XRE employs
multilingual PLMs like mBART, utilizing hard, soft, and
hybrid prompts for knowledge transfer across languages
without target language labeling.

The discussed approaches in MRE offer unique strengths
and limitations suited to different challenges. When selecting
an approach, researchers should consider factors such as
language resource availability, computational constraints,
and the specific requirements of their application domain.
For instance, adversarial training may be preferred for
scenarios with significant linguistic divergence, while
prompting approaches might be more suitable for extremely
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FIGURE 4. Frequency of languages across different approaches, categorized by language script. Bars represent the number of approaches
supporting each language. Languages are grouped into five categories based on their writing scripts: Latin script, Cyrillic script, East Asian
scripts, Arabic script, and Indic scripts. The y-axis indicates the number of approaches discussing each language, while the x-axis lists the

languages covered.

low-resource languages where traditional supervised learning
is infeasible.

C. LANGUAGES

We categorize languages based on their writing systems
(scripts), which are highly relevant in MRE research due
to their influence on tokenization, language model compat-
ibility, and representation learning. Figure 4 illustrates the
frequency of languages in MRE studies.

1) LATIN SCRIPT LANGUAGES

Languages such as English (en), French (fr), Spanish (es),
Portuguese (pt), Italian (it), Dutch (nl), German (de), and
Swedish (sv) use the Latin alphabet. These languages are
the most widely studied in MRE, primarily due to extensive
digital resources, rich annotation datasets (e.g., SMiIiLER,
DIS-REX), and pre-trained language models trained on Latin-
script corpora [93].

For instance, nine out of the 18 approaches report results
for Spanish. Rathore et al.’s PARE [36] achieves the highest
micro Fl-score for Spanish using the DIS-REx dataset.
In addition to Spanish, PARE also reports competitive results
for French and German, where it attains the second-highest
performance.

MRC-Prompt by Chen et al. [33] achieves the best micro
Fl-score on the SMILER dataset for most Latin-script
languages, including French (fr), German (de), Italian (it),
Portuguese (pt), Dutch (nl), and Polish (pl). For Swedish
(sv), MRC-Prompt’s performance is comparable to that of
mERE [17].

2) CYRILLIC SCRIPT LANGUAGES

Russian (ru), Ukrainian (uk), and Bulgarian (bg) use the
Cyrillic alphabet. These languages are moderately rep-
resented in MRE studies, often included in multilingual
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benchmarks like SMiLER. For Russian and Ukrainian, MRC-
Prompt performs competitively, while mERE [17] achieves
the highest score for Ukrainian (uk), indicating variations in
model generalization across Cyrillic-script languages.

The presence of morphological richness and different
subword units in Cyrillic scripts makes generalization from
Latin-script-pretrained models less straightforward.

3) EAST ASIAN LOGOGRAPHIC AND SYLLABIC SCRIPTS
Chinese (zh), Japanese (ja), and Korean (ko) use logographic
or syllabic scripts, requiring character-level tokenization.
Chinese, using logograms (Han characters), is commonly
included in MRE datasets like ACEO5 [94]. Both Prompt-
XRE by Hsu et al. [39] and CLARE by Yu et al. [38] achieve
similar performance for Chinese using the ACEOQS5 dataset.

Japanese is underrepresented; Ni and Florian’s NCL
RE [68] is the only approach that evaluates Japanese (ja),
using an in-house dataset that is not publicly available.
Unfortunately, their implementation is also not accessible.

For Korean (ko), MRC-Prompt and mERE report similar
results on the SMILER dataset [17].

4) ARABIC SCRIPT LANGUAGES

Languages such as Arabic (ar), Persian (fa), and Urdu (ur)
use the Arabic script. These languages pose challenges
related to script segmentation, ligatures, and morphological
complexity. Arabic is moderately well-studied in MRE due to
its inclusion in ACEO5 and SMiLER. MRC-Prompt by Chen
et al. [33] achieves the highest score for Arabic on the
SMILER dataset, while Prompt-XRE by Hsu et al. [39]
performs best on the ACEQ5 dataset.

For Persian (fa), the only dataset available is SMiIiLER,
where mERE [17] achieves the highest score. These results
show the importance of dataset-specific evaluations for
Arabic-script languages.
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5) INDIC SCRIPTS
Indic languages such as Hindi (hi), Bengali (bn), and Telugu
(te) use Brahmic-derived scripts (e.g., Devanagari for Hindi,
Eastern Nagari for Bengali, Telugu script for Telugu). These
scripts are syllabic-abugidas and often pose tokenization
and model embedding challenges. Despite large speaker
populations, these languages are underrepresented in MRE.
LOREM by Harting et al. [60] uses an open RE approach
and reports a 71.9 Fl-score for Hindi (hi). For classification-
based MRE, TransRel by Nag et al. [69] reports the highest
scores for Hindi (hi), Bengali (bn), and Telugu (te). Notably,
TransRel is the only approach that provides MRE datasets and
models for both Telugu and Bengali, highlighting the severe
resource limitations for many Indic languages.

6) OTHER SCRIPTS AND UNDERREPRESENTED REGIONS
African, Pacific Island, and indigenous American languages
are almost entirely absent from current MRE research. Many
of these languages use non-Latin scripts or have primarily
oral traditions. This underrepresentation presents a major
limitation for multilingual generalizability, highlighting the
need for inclusive dataset development and script-aware
modeling [17], [33].

Low-resource languages, such as many spoken in Africa
(e.g., Yoruba, Amharic) and South Asia (e.g., Marathi,
Sinhala) pose significant challenges for machine reading
comprehension (MRC) and machine reading for MRE
tasks. These languages often lack large-scale annotated
datasets, high-quality corpora for pretraining, and even
foundational NLP tools such as tokenizers, part-of-speech
taggers, or dependency parsers [93], [95]. The scarcity
of linguistic resources limits the training of language
models that can understand nuanced grammatical struc-
tures, especially in morphologically rich and agglutinative
languages. In addition, the diversity across dialects, non-
standardized orthographies, and code-switching tendencies
further complicate model generalization. Transfer learning
from high-resource languages often performs suboptimally
due to distributional mismatches and syntactic divergence.
As aresult, even multilingual pre-trained models like mBERT
or XLM-R struggle with performance consistency across
these languages, making low-resource MRE an open and
critical research area.

D. REPRODUCIBILITY ANALYSIS

Reproducibility is a critical aspect of MRE research that
directly impacts the field’s progress. Our analysis reveals
significant challenges in reproducing existing MRE methods,
primarily due to the lack of standardized evaluation protocols,
incomplete reporting of experimental details, and limited
availability of source code and pre-trained models.

Table 5 presents a comprehensive assessment of repro-
ducibility factors across the surveyed approaches. We eval-
uate each approach based on four key criteria: (1) availability
of source code, (2) provision of pre-trained models, (3)
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documentation of data splits, and (4) completeness of
implementation details.
Our analysis reveals several key findings:

1) Only 72% of approaches provide publicly available
source code, creating significant barriers to reproduc-
tion.

2) Pre-trained models are available for only 22% of
approaches, forcing researchers to retrain models from
scratch, often with insufficient details.

3) Data splits are documented for 50% of approaches,
making direct performance comparisons challenging.

4) Complete implementation details are provided for 61%
of approaches, with the remainder offering only partial
or minimal information.

TABLE 5. Reproducibility assessment of MRE approaches.

Reproducibility Aspects

Approach
Code PLM  Data Splits  Imp. Details

FA4RC 4 X X Partial
AMNRE 4 X X Partial
Structure Transfer X X X Partial
NCL RE X X X Minimal
LOREM 4 X v Complete
Multi2OIE 4 X v Complete
GATE v X X Partial
LOME v v X Complete
PUCRIJ-PUCPR-UFMG 4 X 4 Complete
CLARE X X X Partial
HERBERTa v v v Complete
PARE v X v Complete
Temp Prob 4 X v Complete
MRC Prompt v v v Complete
TransRel v v v Complete
mERE X X X Partial
Prompt-XRE 4 X X Complete
SSDN X X X Partial

These findings highlight a critical need for improved
reproducibility practices in MRE research. We recommend
that future work in this area adopt standardized reporting
practices, including:
1) Publishing source code with clear documentation
2) Providing pre-trained models or detailed training proce-
dures
3) Clearly documenting data splits and preprocessing steps
4) Establishing unified benchmarks for consistent evalua-
tion
Addressing these reproducibility challenges would accelerate
progress in MRE research by enabling more effective
comparison of approaches and facilitating incremental
improvements to existing methods.

E. MULTILINGUAL RELATION EXTRACTION DATASETS

The landscape of MRE has seen substantial advancements
with the introduction of several comprehensive datasets,
each addressing unique challenges. As MRE approaches,
such as those previously discussed, are generally assessed
and evaluated using such benchmark datasets, this survey
includes a comparison of these datasets.
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We begin by outlining the important characteristics of
a MRE dataset. We highlighted key features of a high
quality MRE dataset. These features are summarized in
Table 6 for each dataset discussed in the following sections.
We categorize each dataset according to the following dataset
criteria: human-annotated, machine translation, automatic
model-annotated, and other annotation methods. Datasets
that are based on machine translation but include human
annotations are listed in the human-annotated datasets
category.

1) IMPORTANT FEATURES

A MRE dataset should include a diverse range of languages
from different families and regions, ensuring balanced
examples and diverse relations across all languages [96].
Clear guidelines for the annotation process have to be
provided and to be followed during the annotation. The
annotations must be accurate, consistent, and verified by
native speakers [97]. The dataset should offer rich context,
including entire sentences or paragraphs, and document-level
context if possible. Cross-lingual alignments and parallel
corpora are crucial for facilitating transfer learning [98]. Texts
from various domains and genres, both formal and informal,
should be included for diversity [99], [100]. Additional
linguistic features, metadata, and ethical considerations such
as privacy, consent, and bias mitigation are essential [101].
The dataset should be publicly available with thorough
documentation and standardized evaluation metrics [102].
Baseline models and results should be provided to facilitate
benchmarking and comparison [103].

2) HUMAN-ANNOTATED DATASETS

MixRED [18] is a recent dataset!? that introduces a
novel mix-lingual RE dataset blending English and Chinese
documents to address the challenge of RE in code-switching
contexts. With diverse mixing strategies and comprehensive
annotations, MixXRED mitigates relation bias and allows for
the exploration of multilingual patterns. Supervised models
outperform LLMs on the dataset, highlighting the complexity
of mix-lingual tasks, but pretrained mix-lingual patterns
improve performance. While MixRED sets a strong foun-
dation for MRE, challenges remain in effectively capturing
mix-lingual dependencies.

The Multi-CrossRE [104] dataset'* is a machine translated
version of CrossRE [105] that includes 26 languages in
addition to English, and covering six text domains for
sentence-level RE. This dataset includes a portion of
200 sentences in seven languages checked by naive speakers
including Czech, Danish, Dutch Finnish, German, Italian, and
Japanese.

RED™ and SRED™ datasets'> by Huguet Cabot et al. [9]
introduce comprehensive resources for MRE, spanning 7 and

13 https://github.com/acddca/MixRED
14https ://github.com/mainlp/CrossRE
15 https://github.com/babelscape/rebel
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18 languages respectively. They include high-quality annota-
tions achieved through a Transformer-based NER classifier
and human reviews, improving multilingual representation
and annotation quality. These datasets, while broadening the
linguistic coverage seen in earlier datasets, highlight potential
issues with balance across relations and languages.

Addressing domain-specific needs, the BIZREL [44]
dataset!® focuses on business RE across Chinese, English,
French, and Spanish. Unlike SMIiLER, which is primarily
sourced from Wikipedia, BIZREL draws from diverse
sources like online news and industry reports, offering
contextually rich sentences. Despite a higher frequency of
French and English instances, BIZREL’s rigorous manual
annotations and cross-lingual alignment mark a significant
improvement in multilingual business RE.

The eHealth-KD Challenge [106] dataset'” comprises
English and Spanish texts and covers healthcare and news
domains for the recognition of entities and their relations.

The Re-OIE2016 [107] dataset!® was released in English
for the OIE task and is the relabeled test dataset'® of
OIE2016 [73]. The Re-OIE2016 dataset was automatically
translated and re-annotated by Ro et al. [61] for Portuguese
and Spanish.

The WMORC [67] dataset® consists of two parts gathered
from Wikipedia for the Open RE task. The first part contains
manually annotated data for three languages: French, Hindi,
and Russian. The second part contains automatically tagged
data for 60 languages.

The ACEO5 [94] benchmark is one of the first and most
widely used RE dataset?! that consists of human annotations
of relations for three languages: Arabic, Chinese, and English
but requires a paid license for its use. The text sources of the
datasets are news, newsgroups, conversations, and weblogs.
The datasets include 7 entity types and 18 relation subtypes.

The English TimeBank [108] dataset?? consists of
183 English news articles with over 27,000 event and
temporal annotations with 13 finegrained temporal values.
The TimeBankDense [109] dataset approximates a complete
graph of all possible temporal relations over events and
temporal expressions from the training portion of the
English TimeBank. This dataset contains only 36 documents
and 5 temporal relations. The Spanish TimeBank [110]
dataset®® consists of 210 manually annotated documents
with a simplified set of 5 temporal relations. The Italian
TimeBank [111] dataset consists of 254 documents with
13 temporal values. The French TimeBank [112] dataset
consists of 107 documents with 13 relations.

16https:// github.com/Geotrend-research/business-relation-dataset

1 7https:// github.com/ehealthkd/corpora

1 8https:// github.com/zhanjunlang/Span_OIE

19https:// github.com/gabrielStanovsky/supervised-oie

20https://www.kag gle.com/datasets/shankkumar/multilingualopenrelat
ions15

2 https://catalog.1dc.upenn.edu/LDC2006T06

2Zhttps://catalog.ldc.upenn.edu/LDC2006TO8

3 https://catalog.1dc.upenn.edu/LDC2012T12
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The Multi-SimLex [46] dataset®* and the MultiLexBATS
[47] dataset®® are for lexical semantic RE. Multi-SimLex
is a lexical resource covering diverse monolingual and
66 cross-lingual datasets. The monolingual datasets provides
human judgments for Arabic (ar), English (en), Estonian
(es), Finnish (fi), French (fr), Hebrew (he), Kiswahili (sw),
Mandarin Chinese (cmn), Polish (pl), Russian (ru), Spanish
(sp), Welsh (cym), and Yue Chinese (yue). Each monolingual
language dataset is annotated for the lexical relation of
semantic similarity and contains 1,888 semantically aligned
concept pairs. The MultiLexBATS dataset of lexical semantic
relations comprises of translations to 15 languages (manually
curated) of the English BATS [113] dataset and covers
four groups of relations: inflexion morphology, deriva-
tional morphology, lexicographic semantics, encyclopedic
semantics [114]. Each of these groups has relations, e.g.,
hypernyms—animals, meronyms—-substance, and
synonyms—intensity.

3) MACHINE TRANSLATION DATASETS
The MultiTACRED [10] dataset’® extends the TACRED RE
dataset into 12 typologically diverse languages, employing
machine translation and automatic annotation projection.
This dataset enables comprehensive evaluations across mono-
lingual, cross-lingual, and multilingual models, maintaining
high annotation quality despite facing translation errors and
language-specific annotation issues. MultiTACRED signifi-
cantly advances the field by providing a rich, diverse dataset
supporting extensive linguistic and cross-lingual research.

Expanding the linguistic diversity further, the SMiLER
[16] dataset?’ is an open-domain corpus of annotated
sentences, created for the Joint Entity and RE task that incor-
porates six languages, including Korean and Portuguese, with
meticulous annotation processes that combine automated
methods and human validation. This dual approach ensures
high annotation quality, providing a robust foundation for
evaluating multilingual models. However, challenges in
handling no_relation sentences and maintaining consistency
in automated annotations persist, an issue also noted in the
previous datasets.

Datasets that are based on machine translation but include
human annotations are listed in the previous section.

4) AUTOMATIC MODEL-ANNOTATED DATASETS

The WMT17-EnZh XRE [39] dataset®® is a cross-lingual
RE dataset that contains 0.9M English-Chinese entity
mention pairs automatically extracted from the WMT17
En-Zh parallel corpus [115]. Addressing the shortcomings
of previous datasets, the IndoRE [69] dataset?? provides
a balanced resource focusing on Indian languages that

24 https://multisimlex.com/#download

25 https://github.com/nexuslinguarum/MultiLexBATS
26 https://catalog.ldc.upenn.edu/LDC2018T24

27 https://github.com/samsungnlp/smiler
Z8https://github.com/HSU-CHIA-MING/Prompt-XRE
29https://github.com/NLPatCNERG/IndoRE
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encompasses Bengali, Hindi, Telugu, and English, addressing
the morphological and syntactic diversity unique to these
languages. With 21,000 entity- and relation-tagged sentences,
IndoRE provides a robust testbed for low-resource language
research, adhering to ethical guidelines and significantly
advancing RE capabilities in Indian languages.

The DiS-ReX [116] dataset” provides a balanced and
cross-lingually aligned resource spanning English, French,
German, and Spanish. With over 1.8 million sentences from
Wikipedia, DiS-ReX ensures diverse and contextually rich
data, similar to the comprehensive coverage seen in X-
WikiRE and EGD. However, DiS-ReX excels by addressing
class imbalance and offering a realistic benchmark for distant
supervision RE tasks.

The mSubEvent [117] dataset®! is only accessible with
a password. The dataset covers five languages, including
less common ones like Danish and Urdu, with high-quality
annotations leveraging Wikipedia articles. This dataset’s
approach of segmenting articles into manageable chunks
for detailed annotation is similar to the thorough methods
employed in SMiLER. However, it highlights the challenges
in non-English language annotations, emphasizing the need
for further research in this area.

The RELEX [118] dataset®? introduces RELX and RELX-
Distant, targeting cross-lingual RC with high-quality parallel
sentences in multiple languages, including Turkish. While
RELX ensures human-translated annotations, RELX-Distant
employs distant supervision, akin to the methods seen
in EGD, but potentially introduces noise. Both datasets
contribute to robust cross-lingual NLP models, particularly
for low-resource languages.

5) OTHER ANNOTATIONS
The GDS [119] dataset®® Guided Distant Supervision for
creating the largest German biographical RE dataset with
over 80,000 instances and nine relation types. GDS improves
label accuracy using resources like Pantheon and Wikidata,
though challenges remain with less precise German entity
recognition models and complex relation annotation. Cross-
lingual learning between English and German models
shows strong potential for low-resource languages, despite
difficulties in classifying some relations, overall, the study
offers valuable datasets and models for advancing MRE.
The EGD [120] dataset leverages event-guided denoising
techniques to filter out low-quality examples from date-
marked news articles, resulting in high-quality relation
statements in English and Spanish. This approach signifi-
cantly reduces training costs while maintaining competitive
performance, offering a more resource-efficient alternative
compared to X-WikiRE. However, its reliance on a large
news corpus limits applicability in low-resource languages.

3Ohttps://github.com/dair-iitd/DiS-ReX

31 http://nlp.uoregon.edu/private/mSubEvent-v0.1
3Zhttps://github.com/boun-tabi/RELX

3 https://huggingface.co/datasets/plumaj/biographical
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Moreover, the authors have neither shared their source code
nor data in their given repository.

The X-WikiRE [121] dataset stands out with its mul-
tilingual coverage, including languages such as English,
German, French, Spanish, and Italian. Framed as a reading
comprehension task, X-WikiRE enhances zero-shot learning
capabilities and facilitates cross-lingual transfer with minimal
target language fine-tuning, setting a new benchmark for
MRE.

F. EVALUATION BENCHMARKS AND METRICS

In this section, we discuss the selected literature based on
the most widely used benchmark datasets for evaluation.
We also briefly review the evaluation metrics commonly
applied, and the performance comparisons based on these
metrics. The studied literature are grouped into three major
categories according to their frequency of use: those using the
ACEQS5 dataset by Walker and Consortium [94], the SMiLER
dataset by Seganti et al. [16], and others. The ‘“Others”
category encompasses approaches that use datasets that are
rarely used or only have one related study available. The
details of properties and features of all the datasets including
ACEOQS5 and SMiLER are covered in the next section also their
properties are given in 6. Figure 5 illustrates the performance
of various approaches on their respective datasets.

1) SYSTEMS BASED ON THE ACEO5 DATASET

Figure 5b shows the performance of different approaches
across various languages using the ACEQS dataset introduced
by Walker and Consortium [94]. Due to its extensive history
of nearly 20 years, ACEQS is the most widely used dataset
for MRE, with seven out of the 18 approaches in our study
employing it. The Prompt-XRE approach by Hsu et al. [39]
demonstrates superior performance across nearly all three
languages (Arabic, Chinese, and English). One contributing
factor to this success is the recent advancements in LLMs,
which have significantly improved overall performance.

2) SYSTEMS BASED ON THE SMILER DATASET

Figure 5 depicts the performance of different approaches
on the SMILER dataset. Although SMiILER is a relatively
new MRE dataset, its comprehensive coverage of multiple
languages has made it a popular choice among researchers.
Three out of the 18 studies evaluated their systems using
this dataset. For Latin-based languages, the MRC-Prompt
approach by Chen et al. [33] consistently outperforms others.
However, for languages that deviate from Slavic script, such
as Russian and Ukrainian, the mERE approach achieves
better results.

3) METRICS

Different metrics are employed to evaluate various aspects
of MRE system performance. The micro F1-score measures
the overall system performance, prioritizing frequent relation
types, making it suitable for imbalanced datasets. The macro
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F1-score, on the other hand, treats all relation types equally,
assessing the model’s ability to generalize to rarer relations.
While F1-score balances precision and recall, both micro and
macro Fl-score are essential for a comprehensive evaluation,
considering both frequent and rare classes. Additionally,
the AUC metric complements Fl-score by assessing the
model’s ability to discriminate between positive and negative
instances across different thresholds, especially valuable for
imbalanced scenarios. By combining these metrics, we can
obtain a holistic evaluation of MRE systems.

From our review of the literature, we found that F1-
score is the most commonly used evaluation metric, with
two variants: micro Fl-score and macro Fl-score. In addi-
tion to Fl-scores, some studies, such as LOREM [60],
PUCRJ-PUCPR-UFMG [62], and Multi’OIE [61], also
report Precision and Recall values. Furthermore, PARE [36],
Multi>OIE [61], and AMNRE [12] provide the Area Under
the Curve (AUC) metric. Notably, AMNRE does not evaluate
its approach using Fl-scores. In our analysis, we focus
primarily on micro Fl-scores, wherever applicable. In cases
where Fl-scores are not reported, such as with AMNRE,
we calculate Fl-scores using the reported Precision and
Recall values. The definitions and mathematical formulations
of these metrics are presented in Section II-L.

G. PERFORMANCE AND CHALLENGES

In this section, we review key MRE approaches in chronolog-
ical order, focusing on challenges and performance-related
insights. We highlight specific issues such as language
diversity, dataset limitations, and evaluation gaps that persist
across methods. Figure 3 presents the performance of each
approach across different datasets in the form of a heat map.

We begin with AMNRE by Wang et al. [12], which
achieved state-of-the-art results on 176 relations at the
time of publication. While the code was made available,
the evaluation omitted F1-score metrics and was restricted
to high-resource languages such as Chinese and English.
Similarly, the adversarial method proposed by Zou et al.
[50] in the same year included F1-score evaluations and
public code but also focused exclusively on high-resource
language settings. These trends reflect a broader tendency
among early approaches to prioritize strong performance
on well-resourced languages while overlooking multilingual
applicability.

In 2019, Ni and Florian [68] identified difficulties when
handling syntactic structures unfamiliar to English-based
models, such as SOV (Subject-Object-Verb) or VSO (Verb-
Subject-Object) orders. Their model also struggled in the
absence of bilingual embeddings or dictionaries. A related
effort by Subburathinam et al. [65] failed to report com-
petitive results or compare against strong baselines, making
its effectiveness difficult to assess. These findings suggest
that structural and lexical divergence across languages poses
persistent challenges for cross-lingual MRE systems.

The multilingual open RE system LOREM by Harting
et al. [60] demonstrated good performance for high-resource
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FIGURE 5. Comparison of approach performance across different languages. The SMILER chart compares three approaches across 14 languages. The
ACEO05 chart focuses on seven approaches and three languages, with 20-unit intervals on the radial axis for clarity.

languages but faltered in low-resource contexts, such as
Hindi (with an Fl-score of 0.054). Moreover, its ability
to handle complex sentences with more than two entities
was limited. In contrast, Multi?OIE [61] performed robustly
across languages—even without specific training on low-
resource ones—demonstrating better generalization.

Approaches in 2021 continued to face similar limitations.
CLARE [38] offered results only for Arabic and Chi-
nese, with no reproducible implementation. PUCRJ-PUCPR-
UFMG [62], focused on Spanish within the healthcare
domain, achieved modest scores despite a 4th-place ranking
in a shared task. These works underscore the difficulty
of developing generalizable solutions when language and
domain coverage remain narrow.

LOME [63] lacked publicly available code, and although
it employed the TimeBank dataset, this resource was not
multilingual by design. GATE [30] showed promise but was
limited to sentence-level RE and encountered issues with
entity ordering. HERBERTa [16] observed language-specific
error behaviors and reported underwhelming performance
on English. While data from their study was shared, model
weights were not included. These studies highlight how
dataset limitations and language-specific characteristics often
constrain model performance and interpretability.

Prompting-based approaches began to gain traction in
2022, as demonstrated by Chen et al. [33], who achieved over
0.95 micro-Fl-score in fully supervised setups and found
that zero-shot prompting in English transferred best across
languages. This signals a shift toward more effective multi-
lingual generalization, albeit with lingering dependencies on
dominant languages.
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PARE [36] achieved moderate results (e.g., 4% macro
Fl-score, 3.2% micro) on the DISRex dataset but pri-
marily targeted monolingual settings and did not use
competitive baselines. The underlying dataset was a com-
bination of separate monolingual corpora rather than a
unified multilingual benchmark, limiting the scope of
evaluation.

Recent works from 2023 continue this trajectory. Prompt-
XRE [39] reported a 5% improvement in Fl-score but
did not include widely-used benchmarks like SMiLER in
its evaluation. Meanwhile, mERE [17] achieved top FI1-
score results for 9 out of 14 languages on SMiLER but
lacked public code and did not disentangle entity and RE
in evaluation. TransRel [69] focused on extremely low-
resource languages with an openly available dataset, though
model checkpoints were not provided, making replication and
comparison challenging.

Overall, while recent advances—particularly those
using prompting and pre-trained models—demonstrate
improved multilingual performance, issues such as dataset
fragmentation, incomplete evaluation, and limited low-
resource language coverage continue to restrict progress in
MRE.

V. OPEN DIRECTIONS

Despite significant advancements, the methodologies cur-
rently employed in MRE face numerous challenges that
necessitate targeted improvements. This section outlines
key suggestions and improvements for existing method-
ologies, aiming to foster more robust and effective MRE
systems.
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TABLE 6. Multilingual relation extraction datasets with the release year (Year), the supported languages (Langs), whether the data set is balanced (Bal),
how it is annotated (Annotation), the dataset source (Src), whether different sources exist (Var), whether a source or licences is given (E), the licence

tion of the dat.

source (Access), proper e

t (Eval), and the number of relations (#Rel).

Dataset Year Langs Bal Annotation Src Var E  Access Eval #Rel
MultiLexBATS [47] 2024 15 languages X Human based BATS [113] dataset X v Open v -
GDS [119] 2024 en,de X Distant Supervision Wikipedia/Wikidata Pantheon X v Open v 9
MixRED [18] 2024 en, zh X Human based VOA news X /  Open v 21
REDM [9] 2023 f‘ie; R X Amazon Mechanical Turk Wikipedia/Wikidata X / Open v/ 400
Machine Translation artificial intelligence,
Multi-CrossRE [104] 2023 27 languages X i literature, music, news, v / Open v 17
Human based . .
politics, natural science

ar, de, es, fi,
MultiTACRED [10] 2023 fr, hi, hu, ja, X Machine Translation TAC, KBP v/ Licensed V 41

pl, ru, tr, zh
WMT17-EnZh XRE [39] 2023 en, zh X Automatic Model Based WMT 2017 parallel corpus X X Open X =
IndoRE [69] 2023 bn, en, hi, te v Automatic Model Based Wikipedia/Wikidata X v Open v 51

ar, eng, es, fi .

o SimLex-999, SEMEVAL-500
Multi-SimLex [46] 2020 fr, he, sw, cmn X Human based CARD-660, SimVerb-3500,USF X Vv Open v -
pl, ru, sp, cym, yue
DiS-ReX [116] 2022 de, en, es, fr v/ Automatic Model based Wikipedia/Dbpedia X X Open v 37
mSubEvent [117] 02 W@ erlll,res, t, X Automatic Model based Wikipedia X v NA X -
BIZREL [44] 2022 en, es, fr, zh X Human based NEWS, companies v/ /  Open v/ 5
websites/reports
SMiLER [16] 2021 de, o If)rt 1 X Translation based Wikipedia X X Open / 16
eHealth-KD [106] 2021 en, es x Human based electronic hiilvtv]l documents, — »  , gpen v/ 13
RELX [118] 2020 9 e“t‘res’ fr v/ Automatic Model based KBP-37 X X Open / 37
Re-OIE2016 [107] 2020 en, es, pt X Machine Translation WSJ and encyclopedia X v Open v/ -
Human based
EGD* [120] 2020 en, es X Event-guided pairing Reuters NEWS X X  Empty X -
. de, en, es, fT, . . I .
X-WikiRE [121] 2019 it X Reading comprehension Wikipedia/Wikidata X X NA v -
Human and T
67 -
WMORC [67] 2015 63 languages X automatically tagged Wikipedia X v Open v
ar. cmn broadcast conversation,
ACEO5 [94] 2005 ,en ? X Human based broadcast news, newsgroups, v/ Licensed V 18
telephone conversations, weblogs

TimeBank [108] 2003 en X Human based news articles X / Licensed V -

A. GENERAL OPEN DIRECTIONS

1) ENHANCEMENT OF DATA RESOURCES

One of the challenges in MRE is the lack of high-quality
annotated datasets for low-resource languages. To address
this, researchers have proposed several strategies.

a: CROWDSOURCING AND COMMUNITY ENGAGEMENT

Leveraging crowdsourcing platforms to gather annotations
from native speakers can significantly enhance the volume
and quality of training data. Engaging local linguistic
communities not only aids in data collection but also
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ensures that the nuances of each language are accurately
captured [20], [119].

b: SYNTHETIC DATA GENERATION

Employing techniques such as data augmentation and transfer
learning can help generate synthetic training examples.
By utilizing high-resource language datasets to create parallel
corpora, researchers can improve the performance of MRE
systems in low-resource contexts [122]. Specific techniques
include back-translation with controlled noise, entity sub-
stitution preserving relation semantics, and template-based
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generation with linguistic constraints tailored to target
language morphology.

¢: CROSS-LINGUAL TRANSFER LEARNING

Developing models that can effectively transfer knowledge
from high-resource languages to low-resource languages is
essential. This can be achieved by fine-tuning multilingual
pre-trained models on specific language pairs, allowing for
the adaptation of learned representations to new linguistic
contexts [119], [123]. Recent advances in cross-lingual
alignment techniques, such as contrastive learning with
parallel data and feature-level orthogonality constraints, show
particular promise for preserving relation semantics across
language boundaries.

While synthetic data generation and cross-lingual transfer
learning offer promising avenues for improving MRE, each
approach is accompanied by significant technical challenges.
Synthetic datasets, for example, often suffer from distri-
butional differences compared to real-world data, leading
to domain shift and reduced model generalization [124].
Automatically generated text may lack the subtle contex-
tual cues or relational depth present in human-authored
documents. To mitigate this, recent work has explored
contrastive learning and adversarial training as mechanisms
for aligning feature representations across synthetic and
real domains [125]. Similarly, in MRE, transfer learning
from high-resource to low-resource languages is frequently
hindered by linguistic divergence, lack of parallel corpora,
and noise introduced by machine translation [126]. Advances
such as prompt-tuning [127] and adapter-based fine-tuning
provide flexible, parameter-efficient alternatives that can
be adapted to multilingual or domain-specific settings.
Moving forward, combining these techniques with robust
data selection and domain adaptation strategies will be critical
for scaling MRE systems to real-world, diverse scenarios.

2) METHODOLOGICAL INNOVATIONS
The methodologies used in MRE can benefit by adopting
several cutting-edge approaches as follows.

a: ADVANCED CONTEXTUAL AND CROSS-LINGUAL
EMBEDDINGS

Leveraging transformer-based models like XLM-R and mul-
tilingual BERT has shown promise in capturing cross-lingual
semantic relationships without explicit alignment [119]. Fur-
thermore, integrating prompt-based learning frameworks can
provide adaptable templates that enhance the generalization
of RE across diverse languages and domains with minimal
supervision.

b: HANDLING LONG DOCUMENT CONTEXTS

In scenarios involving long documents, employing models
such as Longformer [128] or BigBird [129], which are
designed to process extended text sequences, can preserve
global context while accurately extracting complex relations.
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Hierarchical attention mechanisms can further refine this
process by focusing on relevant document sections without
losing the broader narrative. Document-level RE can be
enhanced through multi-granularity modeling that captures
entity interactions at sentence, paragraph, and document
levels, with explicit modeling of coreference chains and
discourse structures.

¢: HIERARCHICAL AND GRAPH-BASED MODELS
Implementing hierarchical models that consider the structural
relationships between entities can improve the extrac-
tion of complex relations [130]. Additionally, graph-based
approaches that utilize KGs can facilitate the integration
of external knowledge, providing a more comprehensive
understanding of entity relationships [131], [132]. Graph
neural networks with cross-lingual knowledge alignment
mechanisms can bridge language-specific knowledge gaps by
transferring relation patterns across languages with different
structural properties. Specifically, heterogeneous graph atten-
tion networks that model both syntactic dependencies and
semantic relationships show promise for capturing language-
universal relation patterns.

3) EVALUATION AND BENCHMARKING
To ensure the effectiveness of MRE systems, robust evalua-
tion frameworks must be established.

a: STANDARDIZED BENCHMARKS

Developing standardized benchmarks for MRE that include
diverse languages and domains is crucial. This will allow
for consistent evaluation and comparison of different
methodologies, facilitating a more competitive research
environment [133].

b: COMPREHENSIVE EVALUATION METRICS

Expanding the evaluation metrics beyond traditional accuracy
and F1 scores to include metrics that assess the contex-
tual relevance and cultural appropriateness of extracted
relations can provide deeper insights into the performance
of MRE systems. For example, incorporating user-centric
evaluation metrics that reflect end-users’ perspectives by
conducting user studies where domain experts evaluate
extracted relations based on their applicability and relevance
to specific tasks. Metrics such as “User Satisfaction
Score” and "Task Success Rate” can be developed
to quantify how well the extracted relations meet user needs
in real-world applications. For example, this evaluation has
shown its effectiveness in related fields, which measures the
quality of user experience in recommender systems [134],
[135]. Although the study specifically targets recommender
systems, it underscores the significance of user-centric
evaluation metrics. Beyond user-centric metrics, evaluation
should include: (1) cross-lingual transfer efficiency measur-
ing performance drop across languages, (2) linguistic analysis
of error patterns across typologically different languages, (3)
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computational efficiency metrics for deployment scenarios,
and (4) robustness measures against linguistic variations and
domain shifts.

B. OPEN DIRECTIONS FROM LITERATURE ANALYSIS

In this section, we discuss several open directions identified
from the papers reviewed during our literature analysis.
These potential research paths are closely tied to the papers
examined and may or may not remain valid as the field
evolves.

The approach applied by Zou et al. [50] demonstrates that
if their experiments were conducted using semi-supervised
or fully supervised methods, the results could potentially
improve. Similarly, Ni and Florian [68] in their work on
NCL RE suggests extending their approach to additional lan-
guages, particularly those with diverse linguistic structures.
Future research could also focus on integrating this method
with other techniques to enhance the model’s ability to
handle languages with varying word orders more effectively.
Beyond what is stated in the paper, a promising direction for
future work could involve exploring unsupervised learning
techniques to reduce dependency on bilingual dictionar-
ies, thereby improving performance in truly low-resource
languages. Specifically, self-supervised contrastive learning
approaches that leverage unlabeled multilingual corpora
could be combined with adversarial feature adaptation to
create more robust cross-lingual representations without
relying on parallel data or dictionaries.

Subburathinam et al. [65] in their work on Structure
Transfer discuss future directions, noting that combining
their procedure with the latest word embeddings and KG
embeddings could further enhance performance. Similarly,
Harting et al’s LOREM [60] highlighted that transferring
knowledge between languages from the same language
family could yield more effective results when working with
multilingual models. This language-family-based transfer
could be formalized through meta-learning frameworks
that explicitly model the typological similarities between
languages, allowing for more efficient adaptation to new
languages within the same family while preserving relation
semantics.

Some extraction types, such as nominal relations, con-
junctions in arguments, and contextual information, are not
addressed in Multi®OIE [61]. This opens up opportunities to
explore these aspects in future studies, particularly for non-
alphabetic languages that were not considered in the original
paper. Moreover, PUCRJ-PUCPR-UFMG [62] highlights
that many systems currently rely on multilingual BERT
(mBERT), which supports 104 languages. However, these
systems have not been widely evaluated on languages outside
the scope of mBERT. Therefore, an interesting direction
would be to assess such systems on languages that are not sup-
ported by mBERT or similar models, potentially expanding
their applicability. For languages outside mBERT’s coverage,
techniques like vocabulary extension with language-specific
tokenization, adapter-based language adaptation, and cross-
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lingual knowledge distillation could bridge the gap without
requiring full pre-training from scratch.

In the case of LOME by Xia et al. [63], it is evident
that a complete MRE system is required, as LOME only
considers temporal MRE. A more comprehensive system that
incorporates additional types of relational information could
further advance the field. Additionally, GATE by Ahmad
et al. [30] suggests that including structural information from
different languages could further improve MRE performance.
A unified architecture that jointly models multiple relation
types (temporal, causal, spatial, etc.) could leverage shared
cross-type patterns while maintaining type-specific features,
potentially through a multi-task learning framework with
relation-type-specific decoders operating on shared represen-
tations.

PARE by Rathore et al. [36] proposes that embeddings
of entity mentions in multilingual settings could be better
aligned using constrained learning techniques, which could
enhance token embeddings. Constraints can be applied
to label hierarchies, such as PresidentOf implying
CitizenOf, since in PARE, label query vectors operate
independently. They also mention that translation-based
approaches during training or inference could improve the
performance of mPARE. These hierarchical constraints could
be formalized through logical entailment frameworks that
enforce consistency across relation predictions, potentially
using box embeddings or order embeddings that naturally
capture hierarchical relationships between concepts across
languages.

Lastly, Prompt-XRE by Hsu et al. [39] suggests that
recent advances in prompt tuning could be explored with
more recent PLMs to further improve MRE performance.
In the case of Nag et al.’s TransRel [69], it is suggested
that languages with similar structures, such as Hindi and
Bengali, could be further explored. No individual models
have yet been trained to target relations in these low-
resource languages, and new models should be developed
that either utilize existing resources or incorporate more
diverse languages. Soft prompt tuning approaches that learn
continuous prompt vectors specific to each language could be
combined with cross-lingual alignment objectives to create
language-adaptive prompts that preserve relation semantics
while accommodating language-specific syntactic patterns.

C. UNTAPPED OPPORTUNITIES

There are several open research directions in the field of
MRE, offering low-hanging fruits for further exploration.
One critical need is the development of multilingual biomed-
ical embeddings. While Lee et al.’s BioBERT [83] and
similar models have been successful in English, there is
a lack of comparable embeddings for other languages,
especially within the biomedical domain. The field also lacks
auniversal extractor that can process relations across multiple
languages and domains, which remains an essential gap to be
addressed in future research. Domain-specific multilingual
models could be developed through continued pre-training
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of existing multilingual models on domain-specific corpora
across multiple languages, with specialized objectives that
capture domain-specific relation patterns while preserving
cross-lingual alignment.

Lexical semantic relations form the backbone of lexical
semantics and support the construction of comprehensive
knowledge bases and embeddings. Our review found a
significant gap in multilingual approaches specifically tar-
geting these relations. This absence is particularly notable
given the rich resources available in this domain, including
cross-lingual extensions of WordNet such as BabelNet and
MultiWordNet. The lack of MRE approaches focusing on
lexical semantic relations represents a missed opportunity,
as these fundamental relationships could serve as a bridge
between languages with different structural properties. Future
research should explore how lexical semantic RE techniques
can be adapted for multilingual settings, potentially lever-
aging existing multilingual lexical resources to improve
cross-lingual knowledge transfer.

Moreover, open RE systems have yet to be developed for
several prominent languages such as Chinese, Japanese, and
Korean, highlighting an area that remains largely unexplored.
While general-purpose MRE has been studied, certain
specific tasks like causal RE and document-level RE are still
underdeveloped. This offers an open avenue for research that
could significantly enhance the scope and utility of MRE
in real-world applications. Addressing these gaps will allow
MRE systems to better serve both research and practical
applications, particularly in underrepresented languages.
For East Asian languages, character-level and subword-
level modeling approaches that account for logographic
writing systems could be combined with syntactic parsing
information to create more effective open RE systems that
handle the unique structural properties of these languages.

a: PRACTICAL APPLICATIONS AND KNOWLEDGE GRAPH
INTEGRATION

A promising direction for MRE research is the development
of end-to-end pipelines that extract relations from multilin-
gual sources to construct comprehensive KGs that transcend
language boundaries. These systems could enable cross-
lingual information retrieval, allowing users to query in one
language and retrieve relevant content from documents in
other languages. Additionally, MRE capabilities could be
integrated into question answering systems to improve rea-
soning about relationships between entities across languages.
The synergy between MRE and KGs offers opportunities for
mutual enhancement through entity alignment, knowledge-
enhanced extraction, and joint learning approaches that
simultaneously extract relations from text and reason over
structured knowledge.

VI. CONCLUSION

In this paper, we addressed the lack of a systematic literature
review that comprehensively and quantitatively analyzes the
landscape of MRE research. To fill this gap, we conducted
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a thorough review of existing works and identified open
problems and challenges for future research.

Our review included 39 approaches and datasets that
we meticulously annotated to capture their key charac-
teristics. We analyzed current research phenomena and
derived valuable insights. Specifically, we examined 18
research articles and 21 datasets/resources articles across
six perspectives: 1) methodologies adapted, 2) number of
languages explored, 3) types or domains, 4) reproducibility,
5) datasets used, and 6) evaluation metrics. We performed
a comprehensive analysis based on these perspectives,
categorizing all approaches and identifying further sub-
categories. Additionally, we compared various datasets and
benchmarks proposed in the MRE literature and provided
guidelines for an effective MRE dataset. We hope that this
exploration of the MRE domain offers new insights for future
applications and research approaches.
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