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Abstract

Explanations play a central role in everyday face-to-face interactions by helping
people share knowledge, clarify ideas, and support understanding. In face-to-face
explanations, explainers (i.e., the more knowledgeable part) seek to enhance explainees’
understanding of an explanandum through interactional processes such as monitoring,
sca”olding, and co-constructions (Buschmeier et al., 2023; Rohl#ng et al., 2021). While
co-constructions emerge from the bidirectional (non-)verbal exchange between the
interlocutors, sca!olding refers to the process by which the explainers tailor an
explanation by employing di!erent forms of behavior in response to the explainees’
behavior signaling their cognitive processing (Wood et al., 1976). Monitoring denotes
a continuous process in which the interlocutors attend to perceptual evidence, such as
(non-)verbal behaviors, to identify and interpret cues of (mis)understanding (Clark &
Krych, 2004).

In the present thesis, I report #ve studies on dyadic human–human explanations,
and based on empirical #ndings, I discuss the interactional dynamics underpinning
some forms of the verbal and nonverbal explaining behavior. To this end, in the
reported studies, I analyzed data from two video corpora on di!erent domains of
everyday explanations, such as medical and board game explanations. The corpus on
medical explanations comprises eleven naturalistic interactions between physicians
and caregivers about an upcoming pediatric surgery. The corpus on board game
explanations consists of 87 dyadic board game explanations, from which a subsample
of 24 interactions was speci#cally addressed in the reported studies.

To explore the verbal explaining behavior, I examined the relation between topical
shi”s in explanations and the explainees’ multimodal behavior as monitored by the
explainers in two studies addressing the domains of medical and board game explana-
tions. The analysis of medical explanations suggests that shi”s from elaborations to
new topics are associated with the explainees’ multimodal behavior that comprises
gaze aversions, co-occurring with head nodding, and vocal backchanneling, whereas
shi”s into elaborations are associated with a sustained gaze direction, whether accom-
panied by additional cues or not (Lazarov et al., 2024). A subsequent study on board
game explanations (Lazarov & Grimminger, under review) extended this analysis
by incorporating the explainers’ gaze behavior. The study investigated the relation
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of mutual gaze and gaze withdrawals to the initiation of new topics. The #ndings
corroborated those from the medical context: the explainees’ gaze withdrawals pre-
cede topical changes more frequently than mutual gaze, which corresponds to prior
research by Rossano (2013) and Rossano (2012). The analysis further investigated the
relation between the initiator of gaze withdrawals and the initiator of topical changes.

To examine the nonverbal explaining behavior, I analyzed the use of co-speech
gestures by di!erent explainers in three studies on board game explanations, during
which the explanandum was physically absent from the shared space. Although this
absence implies a persistent need for establishing joint imagined spaces (Kang et al.,
2015; Kinalzik & Heller, 2020), for example, by continuously pointing at invisible
locations, the study by Lazarov and Grimminger (2025) revealed that gesture iconicity
and temporal highlighting also occur variably across explanation topics about object
features, action processes, and conditional rules.

Motivated by the continuous use of gesture deixis during the physical absence of the
explanandum, the last two studies explored the cognitive mechanism of adapting the
use of deictic gestures in relation to the monitoring of the explainees’ understanding.
Whether the explainers interpreted the explainees’ understanding in a retrospective
video recall task (Lazarov & Grimminger, 2024a), or perceived the explainees’ verbal
signals of understanding (Lazarov & Grimminger, 2024b), the analyses demonstrated
that the frequency of gesture deixis remains stable over the course of the explanation
phase in which the explanandum was absent from the shared space.

Building on the results from the studies presented in this thesis, I discuss how the
continuous monitoring of the explainees’ feedback behavior accounts for adaptations
in both the verbal and the nonverbal modes of explaining behavior. Furthermore,
the analyses I present illuminate the extent of individual variation within and across
explainers, each of whom interacted with three di!erent explainees.
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Chapter 1

Introduction

Explanations are an inseparable part of daily life as they can emerge in various
contexts of human–human interaction. For example, explanations may emerge in
institutional settings (e.g., medical explanations), or casual daily conversations (e.g.,
board game explanations). Across these (and many other) interactional contexts,
human–human explanations instantiate interactions in which a more knowledgeable
person (the explainer) undertakes the task to enhance the understanding (and thus the
knowledge) of a less knowledgeable person (the explainee) about an entity or a process
(explanandum) (Buschmeier et al., 2023; Rohl#ng et al., 2021). However, explanatory
interactions do not reach completion in isolation; rather, they are supported by several
interactional processes such as monitoring, sca”olding, and co-constructions (see
Figure 1.1) (Rohl#ng et al., 2021). Interactional monitoring refers to the bilateral
process in which the interlocutors track perceptual evidence, such as (non-)verbal
behaviors, seeking to detect and interpret (non-)verbal cues of (mis-)understanding
(Clark & Krych, 2004). Sca!olding is a process by which the more knowledgeable
explainer tailors (i.e., adapts) an explanation by employing di!erent forms of behavior
in response to the explainee’s feedback behavior displaying their cognitive processing
(Wood et al., 1976). In the context of (non-)verbal behaviors, co-constructions emerge
from the bidirectional (non-)verbal interaction between the explainer and the explainee
(Rohl#ng et al., 2021).

Among these interactional processes that support the successful realization of
explanatory interactions, interactional monitoring constitutes the central motivation
to investigate the dynamics of verbal and nonverbal forms of explaining behavior
in relation to the explainee’s multimodal feedback behavior. In the present thesis,
I report on a series of studies that examined how interactional monitoring re%ects
in the verbal and nonverbal co-constructive behaviors of explainers. Speci#cally,
in the present thesis, I discuss how explainers adapt their explaining (non-)verbal
behavior in relation to monitoring the explainees’ feedback behavior in face-to-face
explanatory interactions. To this end, it has been demonstrated that explanatory
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interactions become adapted to the verbal co-constructions by both the explainers and
the explainees (Fisher et al., 2023). According to Clark’s 2004 theory about interactional
monitoring and recent #ndings about the adaptive explaining behavior in the spoken
discourse (Fisher et al., 2023), it is assumed that, along the verbal level, explanations
also become adapted at the gestural (nonverbal) level in relation to the explainees’
nonverbal feedback behavior.

Figure 1.1: The monitoring process in dyadic explanations.

Note. EX = explainer, EE = explainee.

In the presented studies, two forms of explaining behavior were speci#cally
addressed—(1) the topical organization of explanations (at the verbal level) and (2) the
explainers’ use of co-speech gestures (at the nonverbal level). The topical organization
of explanations was analyzed in relation to the explainees’ multimodal behavior, com-
prising their eye gaze behavior, head gestures, and vocal backchannels observed in
two subsamples, each from a di!erent video corpus on human–human explanations
(see Chapter 5). The explainers’ co-speech gestures were analyzed for the variance of
frequency across di!erent categories of explanation topics, as well as the variance of
their use in relation to monitoring the explainees’ (levels of) understanding during
and a”er (in a post hoc video recall task) the interactions.

The topical organization of explanations was selected to explore the mechanisms
underlying the dynamic development of multimodal interaction throughout human–
human explanations. In doing so, explanations were segmented into topical units
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(also, explanation episodes), which were related to di!erent forms of the explainees’
multimodal behavior. Accordingly, the dynamics of verbal explaining behavior was
analyzed in the form of topical changes. In Chapter 6, two studies on the relation
between the changing topical structure of explanations and the explainees’ feedback
behavior are presented. Study 1, by (Lazarov et al., 2024), was conducted on a subsample
of tenmedical explanations between physicians (explainers) and caregivers (explainees)
about a child’s upcoming surgery (explanandum) (see Section 6.1). In this study, topical
shi”s to elaborations and shi”s from elaborations to new topics by di!erent physicians
were related to certain patterns of the caregivers’ multimodal behavior, comprising
their eye gaze, head gestures, and vocal backchannels. Study 2 (see Section 6.2)
addressed a limitation from the #rst study by including the explainers’ eye gaze
behavior in the analysis, and thereby investigating the relation between two forms of
interactive gaze behavior (mutual gaze and gaze withdrawals) and the topical shi”s in
the domain of board game explanations. As the #ndings of both studies complement
each other, they are jointly presented and discussed in Chapter 6.

Since speech and gesture form an integrated system in which both modalities
are semantically and temporally coupled (Kendon, 2004; Kita, 2009; McNeill, 2005),
analyzing the explainers’ use of co-speech gestures was considered alongside the
explainers’ verbal behavior (see Chapter 7). Concretely, the presented studies inves-
tigated the gestural dimensions (McNeill, 2006) observed in the co-speech gestures
of the explainers, who explained a board game that was not visually accessible to
the explainees. In particular, Study 3 investigated the use of gesture deixis, iconicity,
and temporal highlighting across explanation topics addressing topical categories,
such as object features, action processes, and conditional rules. In conditions when
the explanandum is physically absent from the shared space, co-speech deictic and
iconic gestures serve as co-constructive tools aiding the explainees to visualize the
physical properties of the explanandum (and related sub-explananda), as well as to
understand their spatial con#guration (Clark, 2003; Congdon et al., 2017; Dargue et al.,
2021; de Ruiter, 2000; Kandana-Arachchige et al., 2021; McKern et al., 2021; Stojnic
et al., 2013).

Study 4 four and Study 5 focused speci#cally on the use of deictic gestures in
relation to the monitoring of the explainees’ (levels of) understanding. The main
objective of these two studies was to explore a cognitive mechanism accounting for
the adaptive use of co-speech gestures. This was implemented by incorporating two
factorial dimensions in the analysis – (1) the explainers’ interpretations about the
explainees’ understanding collected in a post hoc method and (2) the explainers’
perception of the explainees’ verbal signals of understanding during the interactions.

The main objective of the present thesis is to systematically review #ve recently
conducted and related studies on the verbal and the nonverbal explaining behaviors
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in explanatory interactions, and to demonstrate how these behaviors account for
the monitoring of the explainees’ (non-)verbal feedback. Prior to the main part of
the thesis, a comprehensive theoretical background on interactional monitoring (see
Chapter 2), relevant forms of verbal and nonverbal explaining behavior (see Chapter 3),
as well as relevant forms of verbal and nonverbal feedback behavior (see Chapter 4)
is provided. In the following Chapter 5, the two video corpora that were used for
the analyses in the presented studies are introduced. The presentation of the studies
is structured into two chapters discussing the dynamics of the topical structure of
explanations (see Chapter 6) and the dynamics of the explainers’ co-speech gestures
(see Chapter 7). Finally, the general topic of the present thesis, i.e., how interactional
monitoring re%ects in the dynamics of verbal and nonverbal forms of explaining, is
discussed by synthesizing the #ndings across the #ve studies (see Chapter 8).
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Chapter 2

Why interactional monitoring?

An explanation is given when a less knowledgeable person (i.e., an explainee) needs
to acquire understanding (and thereby knowledge) about an entity or a process (ex-
planandum) (Buschmeier et al., 2023; Rohl#ng et al., 2021). The knowledge asymmetry
between an explainer and an explainee presupposes that an explanation would start
at a point at which an explainee has less understanding of the explanandum (Kottho!,
2009; Rohl#ng et al., 2021). Over the course of an explanation, an explainee’s level of
understanding may increase or decrease in relation to the adaptive behavior of the
explainer (Buschmeier et al., 2023; Rohl#ng et al., 2021). Given the gradual nature
of understanding as a cognitive process (Vendler, 1994) and the possibility that an
explainee’s understanding may gradually increase or decrease (Buschmeier et al., 2023),
it is necessary for the explainer to continuously monitor and interpret the dynamically
changing understanding of the explainee (Clark & Krych, 2004).

To identify understanding, both the explainer and the explainee need to reach the
so-called ”common ground” by sharing the same beliefs about objects or concepts
(Clark, 1997; Clark & Brennan, 1991; Schober & Clark, 1989). One way in which un-
derstanding becomes identi#able to explainers is the simultaneous use of backchannel
responses (Clark, 1997; Scheglo!, 1982). Although understanding could be signaled in
various interactive ways, it is yet little known how the monitoring of the explainees’
understanding is related to the subsequent unfolding of explanatory interactions.

Understanding is not just a single product of an explanation that is unidirectionally
transferred by the explainer to the explainees. Rather, understanding represents amulti-
level system of cognitive processing of (abstract) concepts, and it is more narrowly
de#ned by gradual qualities (levels) that range between non-understanding, partial
understanding, and complete understanding (Bazzanella & Damiano, 1999; Vendler,
1994). In addition to these gradual levels, there is an additional fourth level, namely
misunderstanding, which refers to false information processing that was earlier con-
sidered true. In the course of an interaction, a misunderstanding is communicated as
complete understanding until one of the interlocutors detects a problem and initiates
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a repair (Vendler, 1994). These levels of understanding are relevant for the discussion
on the re%ection of interactional monitoring in the dynamics of nonverbal explaining
behavior. In this regard, two of the presented studies in Sections 7.2 and 7.3 relate the
use of co-speech deictic gestures by explainers to monitoring the explainees’ levels of
understanding moment by moment.

Before discussing the speci#c characteristics of interactional monitoring as a pro-
cess, it is important to clarify that the roles speaker and addressee are relevant to
both explainers and explainees. In this relation, a study on medical explanations by
Fisher et al. (2022) demonstrated that explanations are predominantly constituted by
monological phases in which the explainers hold the turn, and thus become speakers,
while the explainees remain addressees until they take the turn, e.g., by raising a
question. In this relation, when referring to literature investigating the addressees’
multimodal behavior as being monitored by the speakers, this also holds for the
explainers monitoring the explainees’ behavior. In addition, the cited research on
monitoring in human–human interaction did not speci#cally address the term ”expla-
nations”; however, the examples as in Clark (1997) and Clark and Krych (2004) refer
to dialogues in which a speaker instructs an addressee how to do something, which
itself refers to the act of explaining how (Klein, 2009).

In dyadic interactions, including explanations, both explainers and explainees
continuously monitor—that is, account for—each other’s behavior throughout the
interaction in order to track the explainees’ understanding moment by moment and
thereby the development of the interaction (Clark & Krych, 2004). Monitoring the
explainee’s behavior enables the explainer to adjust the structure of their explanations
following (their interpretations of) the explainee’s verbal and nonverbal feedback of
understanding (Krych & Clark, 1997). In previous research on spontaneous conver-
sations, the nonverbal behavior of the interlocutor who is listening has been shown
to in%uence both the length and the form of turns taken by the interlocutor who is
speaking (Sacks et al., 1974). Further, when addressees withdraw their gaze from the
speakers—thereby indicating disattending behavior—the speakers tend to adapt their
utterances, for example, by introducing repetitions (C. Goodwin, 1981).

According to Clark and Krych (2004), the speakers monitor and respond to the
addressees’ behavior across several levels, including their speech, facial expressions,
gestures, and shared visual scenes. At the speech level, addressees may contribute
with full utterances or with short feedback responses, also referred to as backchannels
(Allwood et al., 1992; Betz et al., 2019; Clark, 1997; Gravano et al., 2012; Lai, 2009,
2010; Malisz et al., 2016; Neiberg et al., 2013; Scheglo!, 1982; Ward, 2006; Yngve, 1970).
The facial area conveys cues, such as eye gaze behavior, which signal attention to
both verbal (Clark & Krych, 2004; C. Goodwin, 1981; Kendon, 1967) and nonverbal
behavior (J. B. Bavelas et al., 1986), and cognitive processing (J. Bavelas & Chovil,
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2018; Glenberg et al., 1998; C. Goodwin, 1981; Phelps et al., 2006). Other facial signals,
including blinking (Hömke et al., 2017; Nota et al., 2021) and eyebrow movements
(Nota, Trujillo, & Holler, 2023; Nota, Trujillo, Jacobs, & Holler, 2023), have been also
related to (non-)understanding. Furthermore, head gestures, such as nods (Cerrato,
2005; De Stefani, 2021; Gander & Gander, 2020; W&odarczak et al., 2012; Wu &Heritage,
2025) and tilts (Ismail & Syahputri, 2022; W&odarczak et al., 2012) may signal attention,
agreement, or understanding on the part of the addressee. Because many of the above-
mentioned signals may lead to ambiguous interpretations by the interlocutors (see
Chapter 4), monitoring the explainees’ understanding could be a challenging task for
the explainers due to the possibility of misinterpreting the explainees’ (non-)verbal
feedback.

7





Chapter 3

Forms of verbal and nonverbal
explaining behavior

3.1 Explanation topics

Generally, everyday explanations address an overarching explanandum, which may be
an object, an abstract entity, or a process (Rohl#ng et al., 2021). However, in many cases,
the overarching explanandum encompasses a combination of these elements—objects,
abstract entities, and processes—each of which may represent distinct sub-explananda
entailed by the overarching explanandum. Also, in the course of increasing the
explainee’s understanding of an explanandum (Buschmeier et al., 2023), explanations
usually address questions such as what, how, and why (Klein, 2009). In this context,
explanation topics can be sub-categorized into smaller units, such as new topics (what)
and elaborations of previous topics (how and why).

In the presented studies, two examples of overarching explananda are investigated:
(1) an upcoming surgery of a child, and (2) a board game. In the #rst example, the
explanation about an upcoming surgery is structured around several sub-explananda,
such as the diagnosis, the reasons, the medical procedure, and the post-clinical treat-
ment. Regarding the second example, an explanation of a board game includes sub-
explananda, such as the game type (e.g., collaborative or competitive), the goal, the
objects constituting the game, as well as various conditional rules that govern the
game actions.

One way to analyze the topical structure of explanations realized by the verbal ex-
plaining behavior of the explainers—that is, the structure of di!erent (sub-)explananda—
is to apply an episodic segmentation of explanation topics (Roscoe & Chi, 2008). By
this approach, di!erent explanation (sub-)topics can be segmented and annotated
based on their semantic focus.

As dyadic explanatory interactions involve both an explainer and an explainee,
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the topical organization of an explanation is shaped not only by the explainer’s verbal
behavior but also by the dialogical interaction between the explainer and the explainee.
Providing examples from the domain of medical explanations given by physicians
(i.e., the explainers) to caregivers (i.e., the explainees), Fisher et al. (2022) found that
the physicians, who were verbally more active than the caregivers, introduced the
majority of explanation topics. In contrast, the caregivers introduced explanation
topics to a much lesser extent, for example when raising clari#cation questions.

While the topical organization of explanations at the verbal level is partly shaped
by the verbal activity of the interlocutors, it is also in%uenced by nonverbal factors
associated with changes in the topical structure. The distinction between new topics
and elaborations of previous topics is particularly important, as elaborations may be
prompted by the explainee’s multimodal behavior (see Section 6.1), which is continu-
ously monitored by the explainer (Clark & Krych, 2004).

For example, the relation between interactional monitoring and the topical or-
ganization of explanations becomes evident when explainers perceive the need to
elaborate on a previous topic by providing additions, completions, or paraphrases in
order to address issues of understanding (Dingemanse et al., 2015). Regarding the rela-
tion of the explainees’ feedback behavior to the topical structure of explanations, the
study presented in Section 6.1 demonstrates that the explainees’ multimodal feedback
behavior, which comprises their non-changing gaze behavior (e.g., directed toward
the explainers) accompanied either by head nodding or backchanneling, is related to
transitions into elaborations initiated by the explainers.

3.2 Co-speech gestures

In human–human interaction, speech is accompanied by other means of nonverbal
communication, such as co-speech gestures. Together, speech and gestures form an
integrated system that is characterized by a tight semantic and temporal coupling
(Kendon, 2004; Kita, 2009; McNeill, 1992). Kendon (2004) de#ned co-speech gestures
as visible actions that may appear independently as utterances or in conjunction
with spoken language. Although Kendon’s 2004 de#nition of co-speech gestures
encompasses any body part (also articulator), such as the hands or the head, the
present thesis focuses on the analysis of one articulator as part of the explaining
behavior, namely hand gestures. Head gestures, by contrast, are examined in this work
as a form of explainees’ nonverbal feedback behavior (see Section 4.2 for a review).

According to McNeill (1998), co-speech gestures are de#ned as arm and hand
movements occurring within speci#c spatial regions–typically in front of the speaker’s
torso–through which the speaker expresses a gestural reference or an emphasis on
important content of speech. Co-speech gestures establish links to syntactic, semantic,
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or pragmatic units of speech, for example by pointing, representing, or emphasizing
key content, thereby enhancing the addressee’s understanding (Clark, 2003; de Ruiter,
2000; Kendon, 2004; McNeill, 1992, 2006; Stojnic et al., 2013). For instance, a congruent
semantic relationship between gestures and speech has been shown to facilitate faster
reaction times and more accurate gesture interpretation while the addressees observe
the speakers’ gestures (Habets et al., 2011; Kelly et al., 2010; Ping et al., 2013), as well
as to reduce the cognitive load in learning contexts (Li et al., 2022).

3.2.1 Gesture categorization systems

Like the signs of verbal language, co-speech gestures are de#ned by formal and
functional characteristics, and the relationship between them varies depending on
the gesture category. There are two primary approaches to categorizing co-speech
gestures: a classical approach based on distinct, clear-cut categories (McNeill, 1992),
and a more recent approach based on converging dimensions (McNeill, 2006).

The categorical gesture system

According to the classical categorization system, co-speech gestures are classi#ed as
either deictic, iconic, metaphoric, or beats1, each represented by distinguishable forms
(McNeill, 1992, 2006). Deictic, iconic, and metaphoric gestures typically consist of
triphasic hand movements (preparation, stroke, and retraction phases), whereas beat
gestures consist of biphasic movements (preparation and stroke phases)2 (McNeill,
1992). In the presented studies on explainers’ co-speech gestures (see Chapter 7),
gestures were annotated at the level of gesture phrases (see Chapter 7 for details).

Each gesture category supports the establishment of a relationship between a
linguistic reference and a referent to varying degrees (Kendon, 2004; McNeill, 1992).
In Western cultures, deictic gestures are used to point to people, objects, or locations,
o”en realized through index-#nger or palm pointing, typically with the arm extended
(Clark, 2003). In explanatory interactions, deictic gestures play a central role in the
explaining behavior for increasing the explainees’ understanding of an explanandum,
especially when physical objects that are being explained are absent from the shared
referential space between the explainer and the explainee. In order to increase the
explainees’ understanding about the spatial organization of physical objects, e.g., the

1A #”h category, emblems, refers to conventionalized (i.e., culturally speci#c) gestures (Kendon,
1995; McNeill, 1992). Emblems have arbitrary meanings that can be interpreted even in the absence
of speech–for example, the ”approval gesture” (formed by touching the tips of the thumb and index
#nger to create a circle, with the other #ngers extended) (Kendon, 1995; McNeill, 2006; Teßendorf, 2013).
Emblems were not included in the studies on explaining gestural behavior.

2The stroke phase, also called the apex, is the central component of a gesture phrase (i.e., a single
gesture), while the preparation (raising the hand from a resting position) and retraction (returning the
hand to rest) phases are not obligatory (McNeill, 1992).
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pieces of a board game, the explainer may feel required to point to various locations
continuously over the course of the explanation (Lazarov & Grimminger, 2024a, 2024b,
2025).

Iconic gestures involve arm and hand movements that visually depict properties
of objects, actions, or events (McNeill, 1992). By creating imagery, iconic gestures
have been shown to enhance memory recall and comprehension among addressees
(Dargue et al., 2021; Kandana-Arachchige et al., 2021; McKern et al., 2021). A study
on explanatory board game interactions between children (explainers) and adults
(explainees) demonstrated that iconic gestures support the explainees’ understanding
of game explanations, particularly when combined with deictic gestures to create
so-called ”joint imaginary spaces” (Kinalzik & Heller, 2020). These #ndings were
supported in a study on explanatory dialogues between adults that demonstrated how
iconic gestures are used by explainers to increase the understanding of explanation
topics, particularly dealing with the physical features of objects, e.g., the shape or the
size of game pieces (Lazarov & Grimminger, 2025).

In comparison to iconic gestures, metaphoric gestures refer to abstract concepts
within speech. For example, moving the le” and right hands closer together can illus-
trate the convergence of two opposing opinions (Beattie & Shovelton, 2005; McNeill,
1992). Although metaphoric gestures may also occur in human–human explanations,
this category was not investigated in the reported studies in Chapter 7. The reason
to leave this category apart from the analysis was that the studies were focused par-
ticularly on the relation between the use of co-speech gestures referring to physical
entities and di!erent cognitive mechanisms that may have e!ect on the frequency of
co-speech gestures, such as the semantic focus of explanation topics or monitoring
the understanding of the explainees.

Beat gestures do not convey semantic content; rather, they are used to put emphasis
on certain syntactic units within utterances. These gestures are typically aligned
with the a$liated speech unit and are o”en marked prosodically (Beege et al., 2020;
McNeill, 1992). While beat gestures can also support the addressees’ understanding,
they do so to a signi#cantly lesser extent than deictic and iconic gestures (Austin &
Sweller, 2014; Dimitrova et al., 2016; Rohrer, Delais-Roussarie, & Prieto, 2020). Despite
being non-referential, beat gestures were considered in the studies on explanations,
discussed in Chapter 7. In the course of increasing the explainees’ understanding of
an explanandum, explainers are shown to continuously perform a gestural emphasis
related to important semantic content while using deictic and iconic gestures referring
to di!erent locations or object features (Lazarov & Grimminger, 2025).
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The dimensional gesture system

In a revised version of the gesture categorization system, McNeill (2006) proposes
that co-speech gestures are better understood as expressing multiple dimensions—
such as deixis, iconicity, metaphoricity, and temporal highlighting—rather than being
de#ned by distinct, clear-cut categories. This dimensional perspective allows for co-
speech gestures to be realized in hybrid forms, and it has recently gained traction in
research on multimodal behavior, for example being implemented in the ”Multimodal
MultiDimensional (M3D)” labeling system (Rohrer, Tütüncübasi, et al., 2020).

The possibilities in which the hands can use the referential space for pointing,
depicting, and set prominence on important speech content are unlimited (McNeill,
2006; Müller, 2013; Rohrer, Tütüncübasi, et al., 2020). An extended index #nger may be
used to point to a speci#c location on a shared space (deixis) while performing multiple
pointing strokes on the same location (gestural emphasis) to draw the addressee’s
attention to the corresponding spoken reference. Similarly, an extended index #nger
can be used to trace the shape of an invisible object in the shared space (iconicity) while
simultaneously pointing at an imaginary location (deixis) and performing repeated
strokes (establishing emphasis) (Müller, 2013). Human–human explanations which
take place in the physical absence of an explanandum are an example of an interaction
in which multidimensional co-speech gestures are used by explainers (Lazarov &
Grimminger, 2024a, 2024b, 2025). The studies presented in Chapter 7 reveal the
frequencies in which di!erent combinations of dimensions, such as deixis, iconicity
and temporal highlighting (used for gestural emphasis) are used by the explainers
seeking to increase the understanding of explainees about a (physically absent) board
game and its spatial organization on the referential space.

3.2.2 Individual di#erences in co-speech gestures

Although co-speech gestures are used for speci#c purposes–for example, to point
to locations, to illustrate objects, or to highlight important units of speech (McNeill,
1992, 2006)–they are not used in the same way across individuals. Previous research
on formal gesture characteristics, such as form and path, has shown that gesturing
is idiosyncratic, that is, speci#c to individual speakers (Bergmann & Kopp, 2010;
Priesters & Mittelberg, 2013). However, Bergmann and Kopp (2010) suggest that
the idiosyncratic production of co-speech gestures may also vary depending on the
dialogue situation and the presence of a particular addressee.

Additionally, co-speech gestures tend to be used at higher rates when there is a
greater degree of expertise disparity between interlocutors (Holler & Stevens, 2007;
Jacobs & Garnham, 2007; Kang et al., 2015), or when the explanandum is physically
absent during an explanation (Holler & Stevens, 2007).
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Based on these #ndings on individual gesturing behavior, one of the studies pre-
sented in this dissertation investigated the intra-individual variation in the use of
gesture deixis by di!erent explainers, speci#cally in relation to their interpretations
of the levels of understanding of three di!erent explainees (see Section 7.2).
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Chapter 4

Forms of verbal and nonverbal
feedback behavior

4.1 Interactive gaze behavior

Eye gaze behavior is one of the most prominent forms of nonverbal behavior in
human–human interaction. Eye gaze facilitates the uptake of the interlocutors’ visual
attention and emotional expressions, and remains continuously accessible (for sighted
individuals) to the interaction partners (for a review, see Hessels, 2020). Although
eye gaze is continuously accessible in face-to-face interactions, interlocutors do not
maintain eye contact constantly; rather, the direction of the interlocutors’ gaze is
related to several factors, such as the interlocutors’ current role (speaking or listening)
and cognitive processes, e.g., attention to other objects or thinking (Argyle & Cook,
1976; Kendon, 1967).

Concerning the visual attention of interlocutors, interactive gaze behavior can be
categorized into three forms: mutual gaze, gaze withdrawals, and shared gaze. The term
mutual gaze refers to moments during which the interlocutors maintain eye contact
with each other (Argyle & Cook, 1976; Cook, 1977), whereas the term gaze withdrawal
refers to moments when the eye contact with the other interlocutor is interrupted
(C. Goodwin, 1981, 1985; Rossano, 2013; Rossano, 2012). In contrast to mutual gaze,
the term shared gaze refers to the time in which interlocutors pay visual attention to
the same target, i.e., an object (Argyle & Cook, 1976; Cook, 1977). Shared gaze was not
analyzed along mutual gaze in Study 2 investigating the topical changes of board game
explanations presented in Section 6.2 because the study focused solely on whether
the interlocutors maintain eye contact prior to topic changes or not. Therefore, the
remaining part of the literature review does not consider prior research on shared
gaze.

The duration of mutual gaze varies across individuals and it has been related to
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the interlocutors’ interactive role, i.e., speaking or listening (Argyle & Cook, 1976;
C. Goodwin, 1981; Kendon, 1967). For instance, listeners tend to gaze at speakers for
longer periods (with brief aversions), whereas speakers tend to gaze at listeners less
frequently and for shorter periods (J. B. Bavelas et al., 2002; Kendon, 1967). When
speakers gaze at listeners, they o”en do so to elicit verbal or nonverbal feedback, such
as head gestures or backchannel responses (Argyle & Cook, 1976; J. B. Bavelas et al.,
2002; Brône et al., 2017; Kendon, 1967). Such feedback-seeking gaze behavior typically
occurs toward the end of the speaker’s utterances, and subsequent gaze withdrawals
may signal the completion of a turn (Argyle & Cook, 1976; J. B. Bavelas et al., 2002;
Brône et al., 2017). In this relation, gaze behavior has been demonstrated to play an
important role in managing turn-taking between interlocutors (Degutyte & Astell,
2021; Jokinen, Harada, et al., 2010; Jokinen, Nishida, & Yamamoto, 2010; Kendon, 1967).

Interactive gaze behavior has also been associated with the management of con-
versational topics (Rossano, 2013; Rossano, 2012). In an analysis of spontaneous
dyadic and triadic face-to-face interactions, using insights from Conversation Analy-
sis, Rossano (2012) found that 84% of the observed instances of mutual gaze were linked
to the expansion of current conversational topics. In contrast, 95% of the observed
instances of gaze withdrawal occurred just before the closure of conversational topics.
Note that the naturalistic interactions analyzed by Rossano (2012) included competing
activities, such as eating or playing games while the interlocutors were interacting
with each other. In the case of the studies by Lazarov et al. (2024) and Lazarov and
Grimminger (under review) (see Chapter 6), the explanatory interactions took place in
a way that excluded such competing activities while the explainers and the explainees
were engaged with the explanation task.

Beyond turn-taking and the management of topics, addressees’ gaze withdrawals
(also known in the literature as gaze aversions) have been linked to cognitive process-
ing. For example, gaze aversions are associated with increased cognitive e!ort among
adults (Abeles & Yuval-Greenberg, 2017; Allen & Guy, 1977; Glenberg et al., 1998) and
children (Phelps et al., 2006). However, previous studies have demonstrated that gaze
aversions improve the individuals’ task performance by enabling them to concentrate
during mentally demanding tasks (Glenberg et al., 1998; Phelps et al., 2006). Moreover,
gaze aversions have been identi#ed as part of the so-called ”thinking face” in language
processing, o”en occurring alongside other modalities such as facial expressions and
body posture (J. B. Bavelas & Chovil, 2018; M. H. Goodwin & Goodwin, 1986; Heller,
2021). In relation to information processing, gaze aversions have also been shown to
support the mental visualization of invisible objects (Markson & Paterson, 2009). Apart
from cognitive processing, while providing a dispreferred response expressing the
lack of knowledge, addressees’ gaze aversions from speakers are used as a face-saving
strategy in spontaneous conversations (Pekarek Doehler, 2022).
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4.2 Head gestures

In human–human interaction, addressees use head movements as a form of nonverbal
feedback–also known as head gestures–which are typically conventionalized, that
is, culturally speci#c (J. B. Bavelas et al., 2002; Kendon, 1970; McClave, 2000). The
classi#cation of head gestures varies across cultures. As the present thesis focuses
on examples from Western cultures, only a subset of commonly used head gesture
categories in these cultures are addressed here.

A very common example of head gestures in Western cultures is the head nodding,
kinematically de#ned as down–up cyclic head movements1 (Allwood & Cerrato, 2003;
McClave, 2000; W&odarczak et al., 2012). Typically, addressees use head nodding to
signal understanding, engagement, or approval (Cerrato, 2005; De Stefani, 2021; Gander
& Gander, 2020; W&odarczak et al., 2012; Wu & Heritage, 2025). In contrast, head
shaking—de#ned kinematically as side-to-side sweeps—is used to express negation,
denial, or disapproval (McClave, 2000; W&odarczak et al., 2012).

These and other head gestures o”en co-occur with vocal backchannels (see Section
4.3), which may reinforce the communicative function of the gesture and facilitate its
interpretation (Allwood & Cerrato, 2003). Although head nods and head shakes convey
conventionalized polarity, such as positive or negative feedback, their interpretation
can be ambiguous when assessing the addressee’s level of understanding (Gander &
Gander, 2020).

Additional common head gestures in Western cultures include head tilts (sideways
down–up movements), jerks (inverted nods, i.e., up–down movements), and other
gestures that form part of the addressee’s nonverbal feedback behavior in interaction
(Allwood et al., 2007; Kousidis et al., 2013; W&odarczak et al., 2012). Like head nods,
head tilts are used for signaling agreement, attention, and cognitive processing (Ismail
& Syahputri, 2022). In contrast to head nods and tilts, which can be interpreted
ambiguously, jerks are used speci#cally to signal understanding (W&odarczak et al.,
2012). However, Study 1 which investigated the explainees’ head gestures in relation
to the topical changes in medical explanation focused exclusively on head nods, as
other gestures, such as head shakes, were infrequently observed in that particular
dataset (see Section 6.1).

1A head gesture cycle refers to the complete kinematic performance of a gesture involving more
than one movement, from the initial to the #nal position. For example, a full head nod involves both a
downward and a returning upward movement. Head gestures can also be half-cyclic, such as a nod
consisting only of a downward movement (Hadar, U. and Steiner, T.J. and Grant, E.C. and Cli!ord Rose,
F., 1983; Kousidis et al., 2013; W&odarczak et al., 2012).
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4.3 Vocal backchannels
Vocal backchannels are brief verbal feedback responses that may take either lexical
(e.g., alright, okay, yes) or non-lexical forms (e.g., mhm, uh-huh, yeah) (Allwood et al.,
1992; Gardner, 2001; Malisz et al., 2016; Park et al., 2017; Yngve, 1970). Similarly to
head gestures, vocal backchannels serve various communicative functions and may
be interpreted ambiguously in terms of the addressee’s engagement, attention, or
understanding, without being turn-taking signals (Gardner, 2001; Park et al., 2017;
Yngve, 1970).

For example, backchannel responses such as uh-huh or yeah may indicate contin-
ued attention, perception, or unconditional understanding (Allwood et al., 1992; Clark
& Brennan, 1991; Eshghi et al., 2015; Gardner, 2001; Scheglo!, 1982). In contrast to
positive backchannel responses (e.g., yes, mhm, okay), negative responses, such as no,
tend to be less ambiguous in their interpretation (Allwood et al., 1992; Arnold, 2012).
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Chapter 5

Corpora of naturalistic explanations

In this chapter, two video corpora of naturalistic explanations which were used for
the studies in Chapters 6 and 7 are presented. The corpora have been compiled for
the investigation of di!erent interactional processes, such as the explainees’ multi-
modal signals of understanding and the adaptive verbal and nonverbal behavior of
the explainers’ in relation to monitoring the explainees’ understanding moment by
moment over the course of the explanations.

5.1 A corpus of medical explanations

5.1.1 Participants

Seven physicians and thirteen caregivers participated in the study consisting of eleven
interactions. Of the seven physicians, four participated each in two interactions. In
addition, two of the explanations were attended by two caregivers (both caregivers’
behavior was considered in the analysis), and ten of the explanations were attended by
a child that was supposed to undergo a medical intervention. However, the behavior
of the children was not included in the analysis, as most of them were at an age where
they were unlikely to perceive or interpret the medical explanation.

No socio-demographic data about the physicians and the caregivers could be
collected because the medical consultations were planned in short term. All partici-
pants signed a consent form, and the study was approved by the Ethics Board of the
university.

5.1.2 Materials

The corpus contains eleven physician–caregiver explanatory interactions regarding
the upcoming surgery of individual children. All interactions were recorded at the
pediatric department of a hospital in Germany. In these sessions, the physicians
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explained various aspects related to the surgery, such as the diagnosis, necessity,
medical procedures, and treatment.

Figure 5.1: Data collection method of the corpus on medical explanations.

Two of the eleven interactions took place in the chief physician’s o$ce and were
attended by two caregivers each, and they lasted longer–approximately 25 minutes–
compared to the duration of the other nine interactions. The remaining nine interac-
tions were conducted by di!erent physicians, each attended by one caregiver. These
interactions were recorded in the hospital’s outpatient department, and their duration
ranged between 04 : 54 and 14 : 23 minutes.

Ten of the eleven explanations were conducted in German, while one was con-
ducted in English. Due to technical limitations related to the camera angles during the
data collection—which hindered the observation and the analysis of the caregivers’
multimodal behavior—one interaction was excluded from the analysis. Thus, ten
interactions involving seven physicians and twelve caregivers were included in the
#nal analysis presented in Section 6.1. The average duration of the ten interactions
considered in the analysis was 11:06 minutes (𝐿𝑀 = 7 : 10 minutes).

5.1.3 Procedure

Two cameras were used to record the interactions, each directed toward one of the
participants to capture the face and torso areas of both the physicians and the care-
givers. Additional techniques, such as headsets for voice recording or eye-tracking
devices, were not employed as their use could have disrupted the natural interaction
process and a!ected the participants’ attention, particularly given the sensitivity and
importance of the medical discussions taking place.
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5.2 The MUNDEX corpus

5.2.1 Participants

The MUNDEX corpus contains data from 119 adult participants, of which 32 were
explainers, and 87 were explainees. Among the explainers (age: 𝑁 = 24.41, 𝐿𝑀 = 3.49),
eleven were male, 20 were female, and one diverse. Of the 87 explainees, only 62
provided socio-demographic information, including age (𝑁 = 24.16,𝐿𝑀 = 6.40),
gender (27 male, 35 female), and language (59 German native speakers, 3 German
non-native speakers). The lack of socio-demographic data from some explainees was
not problematic, as the research questions of the presented studies did not pertain
to the participants’ age or gender. All participants signed an informed consent form
prior to the study, which was approved by the Ethics Board of the university.

For the studies presented in Chapters 6 and 7, randomly selected data from 32
participants was analyzed, including eight explainers and 24 explainees. All eight
explainers were German-speaking adults (𝑁 = 23.6, 𝐿𝑀 = 3.38); two were male and
six were female. Of the 24 explainees, 18 provided socio-demographic information,
including age (𝑁 = 26.0, 𝐿𝑀 = 9.75), gender (7 male, 11 female), and native language
(all German).

Figure 5.2: Data collection method of the MUNDEX corpus.

5.2.2 Materials

Dyadic board game explanations The video corpus MUNDEX (Multimodal UN-
Derstanding of EXplanations) (Türk et al., 2023) was compiled to investigate the rela-
tion between the explainees’ multimodal behavior and their moment-by-moment levels
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of understanding (ranging from understanding to non-understanding). MUNDEX com-
prises 87 dyadic explanatory interactions in which explainers explain a collaborative
and competitive board game, named Deep Sea Adventure (Sasaki & Sasaki, 2014), to
explainees in German.

In accordance with the corpus design, each explainer explained the board game to
three (or two) di!erent explainees subsequently. Each explanatory interaction included
three phases that varied temporally depending on the individual interactions: (1) the
board game being physically absent, (2) the board game being physically present, and
(3) an interactive game play between the two interlocutors.

For the studies presented in Chapters 6 and 7, a subsample of 24 explanations
from MUNDEX was randomly selected, and only the phase in which the board game
was physically absent from the shared space was considered for analysis. The mean
duration of the 24 explanatory interactions (including all three phases) was 26:49
minutes (𝐿𝑀 = 05 : 30 minutes), whereas the mean duration of the phases in which
the game was physically absent was 07:04 minutes (𝐿𝑀 = 03 : 44 minutes).

The explanatory interactions were recorded using six camera perspectives: two
cameras directed at the interlocutors’ face area, two at their torso area, one side-
positioned camera, and one top-mounted camera (Figure 5.2). In addition, the partici-
pants’ speech was recorded using head-mounted microphones for subsequent speech
analysis.

Video recall In accordance with the purpose of the corpus, i.e., to investigate the
relation between the explainees’ multimodal behavior and their levels of understanding
moment-by-moment, a secondary corpus was compiled by conducting a post hoc
video recall procedure1.

The video recall corpus contains 174 audio reports about the explainees’ levels
of understanding recorded by the 32 explainers (each two or three times) and by 87
the explainees (each once). Each audio recorded recall was taken simultaneously
while the screen on which the participants watched the explanatory interactions was
also captured. Coupling the audio recordings with the screen recordings allowed the
detection of the moments to which the explainers and the explainees referred during
the video recall task.

1Video recall is an established method in psychology for self-observations and for assessing the
subjective interpretation of human social behavior by subsequently presenting videotaped interactions
to participants (Welsh & Dickson, 2005). The presentation aims at stimulating participants’ memory
about speci#c events from an interaction (Kuusela & Paul, 2000).
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5.2.3 Procedure

Conducting the board game explanations All participants were randomly re-
cruited and assigned to one of two roles: explainers, who were responsible for con-
veying the rules of a board game, and explainees, who received the explanation. The
explainers were given the opportunity to learn and practice the board game indepen-
dently a few days prior to the study. In contrast, the explainees were not informed in
advance about which board game would be explained to them.

To ensure that the interactions remained as natural as possible, and thus resembling
everyday communicative exchanges, the explainers and the explainees were required
to be unfamiliar with each other prior to the study. The reason for this requirement
was that the project for which the corpus was compiled aims at modeling explanations
given by an arti#cial agent to a human explainee while the arti#cial agent monitors the
(non-)understanding of the human explainee and adapts the explanation accordingly.
To achieve this goal, the project #rst focused on gaining insights from studies on
human–human explanations by compiling a video corpus containing rich data of
human multimodal behavior that could be related to di!erent levels of understanding.
In addition, to avoid bias in the behavior of the explainers and the explainees, none of
them were informed about the goal of the study.

The only speci#c instructions provided to the explainers were (1) to follow a
prescribed sequence when to introduce the board game to the explainees and (2) to
ensure that their explanations were su$ciently comprehensive to enable the explainees
to play the game independently a”erward.

Conducting the video recall task Following the dyadic interactions, each ex-
plainer and each explainee took part in a video recall task, in which they were asked
to give short verbal reports about the explainees’ understanding moment-by-moment
while watching the recorded interactions captured by the side camera. Each partic-
ipant did this task on their own, i.e., the experimenters did not interfere with the
participants’ selection of moments or the content of their reports about the explainees’
understanding. The participants were instructed to re%ect on any moment from the
videotaped interactions which they considered relevant regarding any changes in the
explainees’ levels of understanding. The explainees reported on their own understand-
ing from a #rst person perspective, whereas the explainers reported on the explainees’
understanding from a second person (interpretative) perspective. Further, the partici-
pants were instructed to stick to the key terms understanding, partial understanding,
non-understanding, and misunderstanding in their reports as much as possible.

The participants watched the videotaped explanations using a custom designed
media player on which they could pause the video with a single button press. An
additional microphone was connected to the computer to record the participants’
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reports. This automatically created video-aligned empty segments with the length of
1 second. The empty segments were imported into ELAN, where human annotators
manually transcribed the participants’ reports. For the duration of the video recall
task, the participants could pause and play the videos every time they wanted to
comment on further understanding-related events. The explainees participated once
in the video recall task, directly a”er their explanatory interaction with the explainers.
The explainers participated in the video recall task two or three times (depending
on the number of explainees they interacted with) in one go, a”er completing all
explanations. In this way, we prevented their naturalistic explaining behavior being
in%uenced by the video recall task in subsequent explanations. A detailed presentation
of the video recall method is provided in the article by Lazarov, Scha!er, et al. (2025).
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Chapter 6

Studies on the topical structure of
explanations

In this chapter, two studies that speci#cally focused on the topical structure of explana-
tions as a verbal form of explaining behavior will be presented. The topical structure
of the explanations was examined in terms of topic changes initiated by di!erent
explainers, which were related to di!erent forms of explainees’ feedback behavior as
monitored by the explainers throughout the course of the explanatory interactions.

The forms of explainees’ feedback behavior related to the topical structure of
explanations comprised the explainees’ interactive gaze behavior, head gestures, and
vocal backchannels. The #rst study (see Section 6.1) addressed the domain of medical
explanations, while the second study addressed the domain of board game explanations
(see Section 6.2).

Although both studies investigated the same overarching research topic, each
analysis explored di!erent aspects of the interactive processes underlying changes in
the topical structure of explanations.

6.1 Study 1: The topical structure of medical expla-
nations

This section presents the #ndings from a study by Lazarov et al. (2024) (see Appendix),
in which the changes in the topical structure of medical explanations were examined
in relation to di!erent forms of multimodal feedback behavior of explainees. The
analysis was based on a subsample of ten naturalistic physician–caregiver explanatory
interactions. The analyzed explanations were given in preparation for the upcoming
surgeries of individual children, for which the caregiver(s) consent was required.

Speci#cally, the study investigated the caregivers’ feedback behavior that preceded
two types of topical changes that were initiated by the physicians: transitions to
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elaborations (T-EL) and transitions from elaborations to new topics (T-NT). Due to
the limited amount of prior research on this speci#c topic, the study followed an
exploratory approach employing two analytical methods: conditional probabilities
and a statistical regression model.

6.1.1 Method

For the analysis of the present study, a subsample of 10 naturalistic medical explana-
tions was selected (for further details about the subsample, see Section 5.1.

Data coding

The ten physician–caregiver interactions were annotated using the so”ware ELAN
(Wittenburg et al., 2006). First, the interlocutors’ speech was manually transcribed,
segmented, and annotated into explanation episodes. Subsequently, the caregivers’ eye
gaze behavior, head gestures, and vocal backchannels were also manually annotated
on separate tiers. A model of the annotation procedure is provided in Figure 6.1, along
with an example in Table 6.1, following the description of the coding procedure.

Explanation topics For the coding of explanation topics, the de#nition by Roscoe
and Chi (2008), discussed in Section 3.1, was applied. For the purposes of the study,
the explanation topics were annotated based on whether they constituted new topics
or the elaborations of previously introduced topics. This di!erentiation was essential,
as the study focused on transitions to elaborations and transitions from elaborations
to new topics.

A segment was annotated as a new topic when the information conveyed in the
utterances had not been previously introduced. A segment was annotated as an
elaboration when the information was repetitive, paraphrased, or added further detail
related to a previously introduced new topic. To distinguish between the two topical
categories, a numerical system was applied: new topics were annotated using whole
numbers (e.g., 1, 2, 3, etc.), while elaborations of previous topics were annotated using
decimal extensions (e.g., 1.1, 1.2, 1.3, etc.) (see Figure 6.1, and Table 6.1). This system
allowed each elaboration to be clearly associated with the new topic it expanded upon.

The point at which two segments met was de#ned as a transition point. Two types
of transitions were extracted from the annotated data: (1) transitions to elaborations
(T-EL), including both transitions from new topics to elaborations and transitions
between elaborations, and (2) transitions from elaborations to new topics (T-NT). These
transition points were used both to track the structural changes in the explanations
and to de#ne the temporal window for collecting the explainees’ multimodal behaviors
related to each transition type. It is important to note here that the segmentation of
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explanation topics in this study did not include semantic labeling, as this aspect was
beyond the scope of the research question.

In the #rst step of the annotation procedure, the coders identi#ed all new topics
in each of the ten physician–caregiver interactions. Once these were identi#ed, they
proceeded to identify the corresponding sub-categories, i.e., the elaborations which
were linked to those new topics. For example, in Table 6.1, the physician introduces
a new topic about the child’s nutrition habits a”er recovery (Topic 1). In relation to
this topic, two elaborations are initiated and annotated as Topic 1.1 and Topic 1.2.
Following these elaborations, the physician introduces a new topic about regular
check-ups following the surgery (Topic 2).

Two trained coders annotated the explanation topics across the ten interactions.
Their annotations were then reviewed and compared by two additional inter-raters.
Inter-rater reliability for the coding of explanation topics was assessed using the
Krippendor!’s 𝑂 for small sample sizes (Krippendor!, 2004, 2013), resulting in a
satisfactory value of 𝑂 = 0.85.

Explainees’ feedback behavior For the annotation of the explainees’ feedback
behavior, the coders annotated the caregivers’ eye gaze behavior, head gestures, and
vocal backchannels. Initially, two independent coders pre-annotated the caregivers’
feedback behavior. These annotations were then reviewed by two additional coders
who were speci#cally and intensively trained for the coding procedures used in the
current study. As a result, all instances of the caregivers’ behavior were double-coded,
each by two independent coders.

To assess inter-rater reliability, the #rst three minutes of three physician–caregiver
interactions, which were annotated by all four coders, were analyzed using Krippen-
dor!’s 2004 reliability test. The resulting inter-rater reliability scores are reported in
the corresponding subsections on the annotation of the caregivers’ eye gaze direction,
head gestures, and vocal backchannels.

• Gaze behavior . The two camera perspectives, each directed toward each of
the interlocutors, allowed the manual annotation of their eye gaze behavior
according to the gaze direction, i.e., toward the interlocutor, the materials, and
away. The inter-rater reliability test indicated a satisfactory rate (𝑂 = 0.94).
Although the caregivers’ gaze was initially coded according to the direction, the
current study focused on the form of interactive gaze behavior, not the viewing
target. For this purpose, the non-changing gaze directions of the caregivers
were coded as static gaze, whereas the changes of the caregivers’ gaze directions
were annotated as gaze shi#s. The two categories were mutually exclusive.

• Static gaze: The caregivers’ gaze was coded as static if there was no change
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of the viewing direction before a topical transition.

• Gaze shi#s: The caregivers’ gaze was coded as shi”ing if a change of the
viewing direction occurred before a topical transition. Based on previous
research on gaze aversion (Glenberg et al., 1998; Phelps et al., 2006) (see
Section 4.1), this category was subdivided into gaze shi#s with aversion and
gaze shi#s without aversion. Gaze shi”s with aversion were coded simply
as gaze aversions.

• Gaze aversions: Changes of the viewing direction, particularly from
the interaction partner, toward the explanation-related materials or
away from the shared space.

• Gaze shi#s without aversion: Any other changes of the gaze direction,
e.g., from the explanation-related materials away or vice versa.

• Head gestures. The caregivers used predominantly head nods during the tempo-
ral segments of interest, i.e., around the investigated types of topical transitions.
Other head gesture categories, such as head shakes were observed only four-
teen times in relation to the analyzed topical transitions across the ten medical
explanations. Therefore, only the caregivers’ head nods were considered for the
analysis. The caregivers’ head nods were annotated as single or repeated up and
down head movements (Allwood & Cerrato, 2003; McClave, 2000; W&odarczak
et al., 2012). However, the annotations did not include details about the repeat-
edness of the head nods. The inter-rater reliability test for the coding of head
gestures indicated a satisfactory rate (𝑂 = 0.81)

• Vocal backchannels. The caregivers’ short feedback signals, such as okay, yes,
mhm, alright, etc, were annotated as backchannels (Allwood et al., 1992; Yngve,
1970). However, the backchannels were not annotated with respect to their form
or function, as most of the backchannels were continuers or short a$rmations.

Data analysis

Forms of the explainees’ multimodal behavior Because the physician–caregiver
explanatory interactions took place face-to-face, the caregivers’ eye gaze behavior–
categorized as static gaze, gaze shi”s without aversion, and gaze shi”s with aversion–
was continuously observable. Given the study’s focus on multimodality, the caregivers’
behavior was annotated based on the type of gaze behavior and any co-occurring
modalities (i.e., head nodding and / or backchanneling).

For instance, if a caregiver’s static gaze occurredwithout any co-occurringmodality,
it was annotated as unimodal static gaze. If the static gaze co-occurred with either
head nodding or backchanneling, it was annotated as bimodal static gaze with head
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Table 6.1: Study 1: Example of an explanation about the post-treatment care.

Topic Nr. Utterance Annotation

1 Later, as said, there will be no re-
striction regarding eating.

a new sub-topic

1.1 She can eat completely normally, if
you also want fast food, gummy
bears or similar, right?” – an elabo-
ration of the sub-topic

an elaboration of the sub-topic [1]

1.2 You are not doing this. She can eat
healthily. She has a normal gas-
trointestinal tract.

a second elaboration of the sub-topic [1]

2 And what we should do, of course,
are check-ups with ultrasound.

an introduction of a new sub-topic

nodding or bimodal static gaze with backchanneling, respectively1. When static
gaze co-occurred with both head nodding and backchanneling simultaneously, it was
annotated as multimodal static gaze2.

Since the study distinguished three types of gaze behavior (static gaze, gaze shi”s
without aversion, and gaze aversions) and four possible combinations of multimodal
co-occurrence, a total of twelve distinct forms of multimodal behavior of the care-
givers were identi#ed. These annotated forms of behavior served as the basis for the
subsequent statistical analysis.

Temporal threshold To analyze the caregivers’ forms of multimodal behavior in
relation to the two types of topical changes initiated by the physicians, their behaviors
were examined with respect to their temporal occurrence within one second before a
topic change was initiated (see Figure 6.1). As there is no established temporal window
for analyzing the explainers’ responses to the explainees’ multimodal feedback—
speci#cally in terms of changing the explanation topic or elaborating on a previous
topic—a temporal window of one second was chosen as an exploratory approach.

Within this one-second window, the onset of the caregivers’ behavior was consid-
ered. For example, a transition from Topic 1 to Elaboration 1.1 (see Figure 6.1) was
coded as a transition from a new topic to an elaboration (T-EL), and it was preceded by
a caregiver’s multimodal behavior comprising static gaze, head nodding, and backchan-
neling. However, the subsequent transition from Elaboration 1.1 to Elaboration 1.2
was coded as being preceded by only the caregiver’s static gaze, since the onset of the
head nod and the backchannel occurred a”er the transition point.

For the analysis of the caregivers’ multimodal behavior preceding the transitions
to elaborations and the transitions from elaborations to new topics, all instances in

1The term bimodal refers to the use of two modalities.
2The term multimodal refers to the use of three modalities.
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which either transition type was preceded by one of the twelve identi#ed forms of
multimodal behavior within the one-second threshold were extracted.

In the statistical analysis, the occurrences of transitions to elaborations (hence
T-EL) and transitions from elaborations to new topics (hence T-NT) were treated as
the response variable, while the caregivers’ forms of multimodal behavior served as
the #xed e!ect.

Figure 6.1: Study 1: Annotation procedure.

Note: The $gure illustrates the annotation procedure in ELAN. The numbering of topics refers to
the order of appearance. Full numbers represent new topics, and decimal numbers represent the
category “elaborations”. The boundaries between the topical segments are the actual transition
points. The green colored transitions are those to elaborations, and the gray-colored transitions
are those from elaborations to new topics. The light-blue colored gaze shi#s, head nods and
backchannels are those co-occurring in the areas of interest, i.e., up to one second before transitions
into elaborations or from elaborations to new topics. Modalities in other temporal relations were
not analyzed.

Conditional probabilities The #rst goal of the study was to examine the absolute
frequencies and the conditional probabilities of the caregivers’ forms of multimodal
behavior occurring prior to T-EL, as well as those occurring prior to T-NT, both of
which were initiated by the explaining physicians. For this analysis, the formula for
conditional probability proposed by Dekking et al. (2005) was applied. This formula
de#nes the probability of an event A, given that event B has occurred:

𝑃 (𝑄 | 𝑅) = 𝑃 (𝑄 → 𝑅)
𝑃 (𝑅) =

#(𝑄→𝑅)
#ω
#𝑅
#ω

=
#(𝑄 → 𝑅)

#𝑅

For example, to calculate the conditional probability for T-EL following a care-
giver’s bimodal feedback behavior, the numerator and the denominator from the
formula were replaced by absolute frequencies:
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• #(𝑄 → 𝑅) – the frequency of T-EL initiated a”er a form of multimodal behavior,
e.g., bimodal behavior with gaze aversions and head nodding (GAN)

• #B - the frequency of all transitions (T: T-EL & T-NT) initiated a”er caregivers’
bimodal behavior with gaze aversions and head nodding (GAN)

This is an example of the application of the formula for conditional probability in
the analysis:

𝑃 (T-EL | GAN) = T-EL a”er GAN
all T a”er GAN

The example is interpreted as follows: The probability that physicians initiate T-EL
following the caregivers’ bimodal behavior with gaze aversions and head nodding
results from the division of the instances of T-EL following bimodal behavior with
gaze aversions and head nodding by all transitions following bimodal behavior with
gaze aversions and head nodding across the ten interactions. For all twelve forms
of the caregivers’ multimodal behavior, the conditional probabilities were calculated
separately.

Statistical analysis The second objective of the study was to assess the e!ect of
the di!erent forms of the caregivers’ multimodal behavior on the topical transitions
initiated by the explaining physicians. A Shapiro–Wilk test indicated that the data for
the response variable was not normally distributed (𝑆 = 0.82, 𝑇 < 0.01). Therefore, a
Generalized Linear Mixed Model (GLMM) was used for the statistical analysis.

In the model, the caregivers’ forms of multimodal behavior (12 levels) and the
topical transitions initiated by the physicians (2 levels) were included as two inter-
acting #xed e!ects. Additionally, the model included the individual physicians, each
interacting with di!erent caregivers, as a random e!ect. This structure enabled the
analysis of variance at the level of individual explainers across di!erent interaction
partners.

Following the model summary, additional pairwise comparisons were conducted
to examine the contrasts between the two types of transitions for each of the twelve
forms of multimodal behavior. To enhance interpretability, the frequencies of the
transitions for each form of the caregivers’ multimodal behavior were converted into
proportions, calculated separately for each interaction. This allowed for normalization
of the variation across the individual physician-caregiver interactions. All statistical
analyses were performed using the so”ware RStudio (RStudio Team, 2020).

In some of the ten interactions–and for certain transition types following speci#c
forms ofmultimodal behavior–therewere instanceswhere the frequencywas zero. As a
result, some proportion values were 0.00 (0%) or 1.00 (100%). Such extreme proportions
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o”en lead to errors when #tting statistical models, as they may be misinterpreted as
exact data points in a binomial regression.

To address this issue, a zero-in%ation procedure was applied to the response vari-
able, following the approach described by Tang et al. (2023). Speci#cally, proportions of
0.00 were replaced with 0.000001, and proportions of 1.00 were replaced with 0.999999.

Consequently, the GLMM was adapted using the glmmTMB (Template Model
Builder) framework, as described by Brooks et al. (2017). The statistical model was
speci#ed as follows:

glmmTMB(PROP adjusted ˜ BEHAVIOR * TRANSITION + (1 | EX/EE),

data = dataframe, family = beta family())

In the model, PROP adjusted are the adjusted proportions of the response variable,
the caregivers’ forms of multimodal behavior and the two types of transitions initiated
by the physicians were de#ned as two interacting #xed e!ects (indicated with an
asterisk), and the random e!ect represented the di!erent caregivers (EE) nested within
the di!erent physicians (EX) EX/EE.

6.1.2 Results

Conditional probabilities

In total, 502 instances of topical changes initiated by the physicians were observed
across the ten physician–caregiver interactions. The overall frequency of T-EL transi-
tions (𝑈 = 289) was higher than the overall frequency of T-NT transitions (𝑈 = 213). It
should be noted that the T-EL category included not only transitions from new topics
to elaborations but also transitions occurring between elaborations.

The conditional probabilities are presented alongside the corresponding absolute
frequencies (indicated in brackets) in Figure 6.3. The y-axis displays the twelve forms of
the caregivers’ multimodal behavior (see Note in Figure 6.3), and the x-axis represents
the conditional probabilities of each form of behavior preceding either a T-EL or a
T-NT transition.

Initial insights from the analysis suggest that the most frequently initiated transi-
tions by the physicians overall occurred following the caregivers’ static gaze, as well
as combinations of static gaze with head nodding and backchanneling. In contrast, the
lowest number of transitions was observed in relation to the caregivers’ multimodal
gaze shi”s (without aversions). For the caregivers’ unimodal behavior displayed by
static gaze, T-EL were more likely to follow than T-NT (see Figure 6.3). A similar
trend was observed for unimodal gaze shi”s (without aversions) and for bimodal
co-occurrences of gaze shi”s (without aversions) and head nodding.
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Figure 6.2: Study 1: Conditional probabilities and absolute frequencies of transitions a”er
di!erent forms of multimodal behavior.

Note: SG - static gaze; GS – gaze shi# (without aversion); GA – gaze aversion; N – head nodding;
B - backchanneling

In contrast, the caregivers’ bimodal behavior involving gaze shi”s (without aver-
sions) and backchanneling, as well as multimodal behavior involving head nodding
and backchanneling, were more likely to be followed by T-NT than by T-EL. For
gaze aversions–whether unimodal or bimodal with either backchanneling or head
nodding–the probabilities for both types of transitions were nearly equal. Only for
multimodal gaze aversions, a noticeably higher probability of T-NT compared to T-EL
was observed.

Statistical model

Overall, the glmmTMB model indicated a slightly better #t for the dataset (𝑄𝑉𝑊 =

↑2292, 𝑅𝑉𝑊 = ↑2198) compared to a null model without the #xed e!ect. It also showed
a high proportion of variance when considering both #xed and random e!ects across
the ten interactions (Conditional 𝑋2 = 0.95). However, minimal variability in the
response variable was observed at the level of individual caregivers nested within
physicians (𝑌2 < 0.001, 𝐿𝑀 < 0.001), whereas greater variability was evident at the
level of the individual physicians (𝑌2 = 0.03, 𝐿𝑀 = 0.17). These #ndings suggest that
the proportional variance of the topical transitions across the ten physician–caregiver
interactions is more strongly associated with the individual explaining behavior of
the physicians than with the variation of multimodal feedback behavior across the
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di!erent explainees.
The summary of the #xed e!ects (see Table 6.2) reports only those forms of the

caregivers’ multimodal behavior that indicated a statistically signi#cant e!ect on the
transitions initiated by the physicians. A signi#cant e!ect on the T-EL was observed
for the caregivers’ bimodal behavior comprising their gaze shi”s (without aversions)
co-occurring either with head nodding or with backchanneling, their multimodal
behavior comprising gaze shi”s (without aversions), as well as their bimodal behav-
ior comprising gaze aversions with backchanneling, and their multimodal behavior
involving gaze aversions.

Table 6.2: Study 1: Forms of the caregivers’ multimodal behavior with signi#cant e!ect on
the transitions initiated by the physicians.

Behavior Transition M SD 𝜴 SE z p

SG (Int.) T-EL 0.63 0.09 0.11 0.44 0.25 > .05
GSN T-EL 0.22 0.35 -1.41 0.59 -2.40 < .05
GSB T-EL 0.03 0.10 -1.69 0.58 -2.92 < .01
GSNB T-EL 0.05 0.16 1.71 0.58 2.94 < .01
GAB T-EL 0.08 0.25 -1.68 0.58 -2.89 < .01
GANB T-EL 0.15 0.27 -1.45 0.59 -2.48 < .05
GANB T-NT 0.63 0.43 2.24 0.85 2.64 < .01

Note: SG – static gaze; GS – gaze shi# (without aversion); GA – gaze aversion; N – head nodding;
B – backchannelling; (Combinations of the abbreviations refer to bimodal or multimodal behavior.)
T-EL – transitions to elaborations; T-NT – transitions from elaborations to new topics

Among the listed forms of the caregivers’ feedback behavior in Table 6.2, only the
caregivers’ multimodal behavior with gaze aversions had a signi#cant e!ect on the
T-NT. The parameter estimates of the other forms of multimodal feedback behavior
indicate that the physicians were more likely to initiate T-EL following the caregivers’
multimodal behavior with gaze shi”s (without aversions), and more likely to initiate
T-NT following the caregivers’ multimodal behavior with gaze aversions. In contrast,
the likelihood that T-EL were initiated a”er the caregivers’ bimodal behavior with
gaze shi”s (without aversions) co-occurring with head nodding or backchannelling,
and that T-EL were initiated a”er the caregivers’ bimodal behavior with gaze aversions
and backchanneling decreased from the intercept in a negative direction. Thus, only
the caregivers’ multimodal behavior with gaze shi”s (without aversions) predicted
an increase of T-EL whereas caregivers’ multimodal behavior with gaze aversions
predicted an increase of T-NT.

To compare the proportions of T-ELwith those of T-NT for each form ofmultimodal
behavior, a post-hoc Tukey test for pairwise comparisons was conducted. Table
6.3 summarizes the estimated means (𝑍) for the pairs of proportions that indicated
signi#cant di!erences.
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Figure 6.3: Study 1: Proportions of transitions initiated by the physicians for each form of
caregivers’ multimodal behavior.

Note: SG - static gaze; GS – gaze shi# (without aversion); GA – gaze aversion; N – head nodding;
B - backchanneling

Table 6.3: Study 1: Summary of estimated means for proportions of transitions which
indicated signi#cant di!erences per form of multimodal behavior.

Behavior Transition M SD 𝜴 SE LCL UCL

GS T-EL 0.61 0.41 0.53 0.44 -0.33 1.39
GS T-NT 0.28 0.36 -0.89 0.41 -1.70 -0.08
GANB T-EL 0.15 0.27 -1.34 0.39 -2.12 -0.57
GANB T-NT 0.63 0.43 0.70 0.42 -0.13 1.53

Note: SG – static gaze; GS – gaze shi# (without aversion); GA – gaze aversion; N – head nodding;
B – backchannelling; (Combinations of the abbreviations refer to bimodal or multimodal behavior.)
T-EL – transitions to elaborations; T-NT – transitions from elaborations to new topics

Signi#cant di!erences between the proportions of T-EL and T-NT were found
for the caregivers’ unimodal gaze shi”s (without aversions) (𝑍 = 1.42, 𝐿𝑎 = 0.60,
𝑏 = 2.37, 𝑇 < 0.05), and for their multimodal behavior comprising gaze aversion, head
nodding, and backchanneling (𝑍 = ↑2.04, 𝐿𝑎 = 0.57, 𝑏 = ↑3.55, 𝑇 < 0.001). These
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#ndings suggest that T-EL were more strongly associated with unimodal gaze shi”s
(without aversions) than T-NT. Conversely, T-NT were more strongly associated with
multimodal behavior involving gaze aversions, head nodding, and backchanneling,
compared to T-EL.

6.1.3 Summary

The results of the exploratory analysis, examining how di!erent forms of explainees’
multimodal behavior were related to transitions to elaborations and transitions from
elaborations to new topics initiated by di!erent explainers, revealed two major #nd-
ings:

1. The explainees’ multimodal behavior comprising static gaze was more likely to
be followed by transitions to elaborations than by transitions from elaborations
to new topics. A similar pattern can be assumed for the explainees’ unimodal
behavior with gaze shi”s (without aversions), as well as for the co-occurrence
of gaze shi”s (without aversions) and head nodding.

2. The explainees’ multimodal behavior comprising gaze aversions from the ex-
plainers, in combination with head nodding and backchanneling, was more
likely to be followed by transitions from elaborations to new topics. This rela-
tion was evident in both the conditional probability analysis and the results of
the statistical model.

In sum, this study provided essential insights into the relation between the multi-
modal form of explainees’ feedback behavior and the changes in the topical structure of
explanations initiated by explainers. Further, the analyses of conditional probabilities
and the statistical model demonstrated that multimodality—that is, the co-occurrence
of additional modalities such as head gestures and backchanneling—has a signi#cant
e!ect on the type of the topical transitions initiated by the explainers. However, this
study focused exclusively on the explainees’ eye gaze behavior and did not take the
explainers’ gaze behavior into account. This limitation is addressed in the second
study, presented in Section 6.2.

6.2 Study 2: The topical structure of board game ex-
planations

In the second study, the topical structure of explanations was investigated by address-
ing the limitation highlighted in the summary of the previous study (see Section 6.1.3).
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In this regard, the second study by Lazarov and Grimminger (under review) (see Ap-
pendix) investigated the relation between interactive gaze behavior and topic changes,
addressing the domain of board game explanations. In this study, changes of the
topical structure of explanations were analyzed in relation to two speci#c forms of in-
teractive gaze behavior: mutual gaze and gaze withdrawals—previously investigated in
spontaneous everyday conversations by Rossano (2012) (for a review, see Section 4.1).

Drawing on previous research on the relation between mutual gaze, gaze with-
drawals, and the duration of conversation topics (Rossano, 2013; Rossano, 2012), as
well as considering the #ndings of the exploratory study by Lazarov et al. (2024) pre-
sented in Section 6.1, the second study adopted a theory-driven approach. Motivated
by this research, the study aimed to validate two hypotheses:

1. The proportion of gaze withdrawals occurring prior to topic changes is higher
than the proportion of mutual gaze.

2. Gaze withdrawals are initiated more frequently by the interlocutor who initiates
a topic change than by the other interlocutor who does not initiate a topic
change.

As stated in the #rst hypothesis, the overall occurrences of mutual gaze and gaze
withdrawals between the interlocutors were analyzed as proportions. A proportional
analysis was chosen to ensure that the distribution of these two forms of interactive
gaze behavior could be compared to the #ndings revealed by Rossano (2013) and
Rossano (2012).

The prediction that gaze withdrawals would occur more frequently than mutual
gaze prior to topic changes in explanations was motivated by #ndings of the study by
Rossano (2012), who reported that 95% of the observed instances of gaze withdrawals
were associated with the closure of conversation topics, whereas only 5% of observed
instances of mutual gaze were associated with the closure of conversation topics.

Nonetheless, the potential occurrence of mutual gaze prior to topic changes in
explanations was also hypothesized, based on the assumption that the speakers (here,
the explainers) tend to brie%y gaze at the explainees to elicit short feedback responses
(Argyle & Cook, 1976; J. B. Bavelas et al., 2002; Brône et al., 2017; Kendon, 1967).
Meanwhile, drawing from previous research on interactive gaze behavior demon-
strating that addressees maintain prolonged gaze at speakers (Argyle & Cook, 1976;
J. B. Bavelas et al., 2002; Glenberg et al., 1998; C. Goodwin, 1981; Kendon, 1967), and
that in explanations, the explainees are typically the less verbally active interlocutor
(predominantly addressees) (Fisher et al., 2022), it is also expected that explainees are
the interlocutors who maintain prolonged gaze toward the explainers prior to topic
changes. Regarding the explainees’ gaze behavior prior to topic changes, Lazarov et al.

37



(2024) demonstrated that, despite the lack of signi#cant relations, explainees’ pro-
longed gaze at the explainers or the sharedmaterials can occur prior to the introduction
of new topics.

The second hypothesis focused speci#cally on the gaze withdrawals by the two
interlocutors regarding their occurrence prior to topic changes. The hypothesis also
addressed the relation between the initiator of a gaze withdrawal (e.g., the explainer,
the explainee, or both) and the initiator of a topic change (e.g., the explainer or the
explainee). Since the initiation of a topic change is inherently linked to the formulation
of an utterance, the speaker at the moment of the topic change was considered the
initiator.

Based on previous research showing that gaze withdrawals frequently precede
the formulation of speech in human–human interaction (Allen & Guy, 1977; Argyle
& Cook, 1976; J. B. Bavelas et al., 2002; C. Goodwin, 1981; Kendon, 1967), it was
hypothesized that a similar pattern would be observed with respect to the initiation
of explanation topics. Speci#cally, it was assumed that the explainers would brie%y
withdraw their gaze from the explainees before initiating a topic change and that the
explainees would do the same before initiating a topic change themselves. The relation
between the initiation of topic changes and the interlocutors’ gaze withdrawals is
associated with the formulation of spoken utterances. Spoken utterances can be split
by semantic boundaries that represent interdependently analyzable segments (Haas
et al., 1999). These segments in the case of the current study are the game rules (see
Section 6.2.1).

In contrast to the relation between gaze withdrawals and the formulation of
utterances, the study by Lazarov et al. (2024), presented in Section 6.1, demonstrated
that the explainees also withdraw their gaze from the explainers even when they
are in the listener role and the explainer is speaking. Hence, the explainees’ gaze
withdrawals occurring prior to topic changes could be related to signaling cognitive
processing (Abeles & Yuval-Greenberg, 2017; Allen & Guy, 1977; Glenberg et al., 1998).

6.2.1 Method

For the analysis of the present study, a subsample of 24 board game explanations was
randomly selected (for details, see Section 5.2).

Data coding

For the present study, di!erent coders segmented the explanations into explanation
episodes and annotated both the explainers’ and the explainees’ verbal and nonverbal
behaviors. Each coding procedure was carried out in accordance with an annotation
manual (for details, see Lazarov, Türk, et al., 2025).
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Prior to the main annotation phase, the coders completed trial annotations (10% of
the data), a”er which inter-rater reliability tests were conducted. All video data were
annotated in ELAN (Wittenburg et al., 2006). An overview of the entire annotation
procedure is illustrated in Figure 6.5.

Explanation topics The segmentation of the board game explanations into distinct
explanation topics was based on previous methodological approaches outlined by Klein
(2009) and Roscoe and Chi (2008) (see Section 3.1). The list of various sub-explananda
(i.e., sub-topics) anticipated to emerge within the explanations was derived from the
o$cial instructions of the game Deep Sea Adventure (Sasaki & Sasaki, 2014), which
served as the primary preparatorymaterial provided to the explainers prior to the study.
The list of explanation topics was organized according to the following structure:

• Introduction - Introducing the main explanandum, i.e., the name of the board
game and the type of the game, e.g., a collaborative and competitive.

• Preparation - Explaining the overall structure and the components constituting
the entire game, e.g., a submarine, an oxygen bottle, treasure chips, dices, etc.,
and their formal and functional features.

• Goal - Explaining the main goal of the game, i.e., to collect as many treasures as
possible and return successfully to the submarine.

• Turn progressions - Explaining the players’ turns in the game, including rolling
the dice, collecting treasures, and the related following consequences for the
players, such as the reduction of oxygen and steps.

• End of a round - Explaining the conditions according to which each round comes
to an end.

• End of the game - Explaining the conditions according to which the entire game
is announced to be over and which player wins or loses the game.

To represent this hierarchy more clearly and to facilitate the annotation, the
di!erent explanation topics (and sub-topics) were numbered following an approach
similar to the approach suggested by Fisher et al. (2023). As shown in the schematic
illustration of the annotation scheme, topic groups 2, 4, and 5 contain sub-topics.
For these topic groups, the annotators were instructed to code the corresponding
sub-topics (e.g., 2.1, 4.1, 5.1, etc.). Segments of explanation topics were annotated at
the level of full utterances or parts of utterances, depending on the semantic structure.

Examples of coded explanation topics introduced by the explainers:
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(1) Introduction: ”We are going to play a little game, and I hope you enjoy diving
(pause) because we are going to dive now. (pause) And, I am going to explain you how
the game works (pause) without you see how the game looks. (pause)”

(2.1) Game framing structure: ”And, (pause) the game consists of (pause) three
rounds which are overall one.”

(2.2) Submarine: ”And as mentioned, we are diving. It means, we will have a (pause)
little (pause) submarine (pause)”

(2.3) Oxygen supply: ”in which there is a certain amount of oxygen available.
(pause) And this oxygen constrains our game turns.”

Two coders annotated the explanation topics initiated by both the explainers and
the explainees (Fleiss’ 𝑐 = 0.79).

Topic changes Following the annotation procedure in ELAN, topic changes were
annotated on a separate tier by creating segments with a minimum length of 20
milliseconds. Each segment was annotated including an annotation of the interlocutor
who initiated the topic change—either the explainer (EX) or the explainee (EE).

Figure 6.4: Study 2: Annotation of gaze directions.

Eye gaze behavior Eye gaze behavior was annotated for both the explainers and
the explainees according to three possible viewing directions: (1) toward the explainer
(for the explainees) / explainee (for the explainers), (2) toward the table (the shared
referential space between the interlocutors), and (3) away (see Figure 6.4). One coder
annotated the gaze behavior of both the explainers and the explainees using the video
recordings from the cameras that captured the participants’ facial areas. To ensure
reliability, a second annotator independently coded 10% of the dataset during the
training phase, resulting in a Fleiss’ 𝑐 of 0.82.
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Following the annotation of individual gaze behavior, mutual gaze was coded on
a separate tier, based on a temporal overlap of the gaze directions of the explainer
and the explainee toward each other (see Figure 6.5). Gaze withdrawals were also
annotated on a separate tier and were de#ned as the intervals in which the participants’
gaze was averted from the other person and directed either toward the table or away.
Within the gaze withdrawal segments, it was further speci#ed whether the explainer,
the explainee, or both initiated a gaze withdrawal prior to a topic change.

A gaze withdrawal by either the explainer or the explainee was annotated if one
participant averted their gaze without subsequently redirecting it toward the other
before a topic change occurred. A gaze withdrawal by both the explainer and the
explainee was annotated if both averted their gaze from each other simultaneously,
without subsequently redirecting it in the direction of the other person before a topic
change occurred. The duration of the segments marking the participants’ averted
gaze from each other prior to topic changes varied depending on the individual gaze
behavior of the participants.

Figure 6.5: Study 2: Annotation of explanation topics, topic changes and interactive gaze
behavior in ELAN.

Abbreviations: EX = explainer (le# camera), EE = explainee (right camera), MG = mutual gaze,
GW = gaze withdrawal, TC = topic change.

Data analysis

For the analysis of the frequencies of the participants’ mutual gaze and gaze with-
drawals preceding the topic changes, a detailed data sheet was created, incorporating
both random and #xed e!ects. The random e!ect re%ected the nested design of the
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data collection, in which each of the eight explainers subsequently interacted with
three di!erent explainees (see Section 5.2.2).

Two #xed e!ects were included: (1) the initiator of the topic change—either the
explainer or the explainee, and (2) interactive gaze behavior—either mutual gaze or
gaze withdrawal, with the latter further categorized by who initiated it (the explainer,
the explainee, or both simultaneously).

A Shapiro–Wilk test of normality indicated that the frequencies of mutual gaze and
gaze withdrawals preceding topic changes were not normally distributed (𝑆 = 0.68,
𝑇 < 0.001). Given the structure of the dataset and the non-normal distribution of the
response variable, two separate Generalized Linear Models (GLMs) were conducted,
each addressing the objectives of the research hypotheses. All analyses were performed
using the statistical so”ware RStudio (RStudio Team, 2020).

Analysis of hypothesis 1 To test the #rst hypothesis, which examined the overall
proportional occurrences of mutual gaze and gaze withdrawals preceding topical
changes (regardless which interlocutor initiated the topical change), a Generalized
Linear Model (GLM) was applied. Speci#cally, the proportions of mutual gaze and gaze
withdrawals that occurred prior to topic changes were compared across the subsample
of 24 explanatory interactions.

glm(cbind(successes, failures) ˜ GAZE GROUPED, data = binomial data,

family = binomial())

The response variable in the GLM is represented by the proportional occurrences
of each form of interactive gaze behavior preceding topic changes initiated by either
the explainers or the explainees. The #xed e!ect consisting of two levels (mutual gaze
and gaze withdrawals) was represented by the variable GAZE GROUPED. The model
excluded the random e!ect as the #rst hypothesis addressed the overall occurrences
of mutual gaze and gaze withdrawals across the dataset.

Analysis of hypothesis 2 To test the second hypothesis, which focused on a more
detailed analysis of the relation between gaze withdrawals and the initiation of topic
changes in relation to the participants’ role in the explanatory discourse—explainer
or explainee—we conducted a Generalized Linear Mixed E!ects Model (GLMM). By
adding the random e!ect to the statistical model, we provided further insights into the
individual di!erences between the explainers, as well as the intra-individual variations
for each explainer (in relation to the nested design of our dataset—one explainer
interacting with three explainees)

glmer(FREQUENCY ˜ INTERACTIVE GAZE * TOPIC INITIATED BY +

(1|EX/EE), data = dataset, family = poisson())
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In the second model, FREQUENCY of the interlocutors’ gaze behavior occurring
prior to topic changes was the response variable. The #xed e!ect was represented
by the interaction between INTERACTIVE GAZE (#ltered for gaze withdrawals only:
by the explainers, the explainees, or both) and TOPIC INITIATED BY (the initiator of
topic change: the explainers or the explainees). In this model, the random e!ect (each
explainer interacting with three di!erent explainees) was included.

6.2.2 Results

The analysis of the #rst hypothesis, which focused on comparing the overall pro-
portional occurrences of mutual gaze and gaze withdrawals prior to topic changes,
indicated that the proportion of gaze withdrawals was higher (𝑁 = 0.80, 𝐿𝑀 = 0.18)
than the proportion of mutual gaze (𝑁 = 0.20, 𝐿𝑀 = 0.18). Further, the results revealed
a considerable variation across the analyzed subsample (see Figure 6.6). The GLM
demonstrated a better model #t (𝑄𝑉𝑊 = 341.69) compared to a null-model that includes
only the random e!ect (𝑄𝑉𝑊 = 923.39), as well as a signi#cant e!ect of both forms of
interactive gaze behavior: mutual gaze (𝑍 = ↑1.55, 𝐿 .𝑎 . = 0.10, 𝑏 = ↑14.84, 𝑇 =< 0.001)
and gaze withdrawals (𝑍 = 3.11, 𝐿 .𝑎 . = 0.15, 𝑏 = 20.99, 𝑇 =< 0.001).

Figure 6.6: Study 2: Proportional distribution of mutual gaze and gaze withdrawals prior to
topic changes across 24 explanatory interactions.
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In addition to the statistical model, we calculated the predicted probabilities for
each form of interactive gaze behavior based on the parameter estimates of each
predictor:

𝑇mutual = plogis(↑1.5572) = 1
1 + 𝑑1.5572

↓ 0.174

𝑇withdrawal = plogis(1.5572) = 1
1 + 𝑑↑1.5572

↓ 0.826

According to the results, the probability of mutual gaze preceding topic changes
was 0.174, whereas the probability of gaze withdrawals preceding topic changes
was 0.827. With respect to the results from the statistical analysis and the post hoc
probabilistic analysis, our #rst hypothesis could be veri#ed.

For the second hypothesis, the relation between the initiator of gaze withdrawals
and the initiator of topic changes was investigated. The results indicated that the
interaction partner who initiated a topic change was the one who more o”en withdrew
their gaze prior to the topic change compared to the frequency of gaze withdrawal of
the other interlocutor who did not initiate a topic change. More speci#cally, when
the explainers initiated a topic change, they also withdrew their gaze more o”en
(𝑁 = 9.79, 𝐿𝑀 = 7.56) in comparison to the explainees (𝑁 = 2.58, 𝐿𝑀 = 3.56). When
the explainees initiated a topic change, they withdrew their gaze more o”en (𝑁 = 2.29,
𝐿𝑀 = 2.77) in comparison to the explainers (𝑁 = 0.54, 𝐿𝑀 = 1.18) (see Figure 6.7).
The high standard deviations of all related mean values suggest considerable intra-
individual variability across the observed dataset.

In some explainer–explainee interactions, there were zero occurrences of gaze
withdrawals either by the explainers, the explainees, or both observed before the topic
changes. In order to avoid overdispersion in the data that may comprise the reliability
of the results, the statistical model was adjusted to a negative binomial GLMM using
the glmmTMB package (Brooks et al., 2017). Thus, the statistical model was modi#ed
as follows:

glmmTMB(FREQUENCY ˜ INTERACTIVE GAZE * TOPIC INITIATED BY +

(1|EX/EE), data = dataset, family = nbinom2())

The glmmTMB demonstrated a better model #t (𝑄𝑉𝑊 = 592.03) than the initial
Poisson-GLMM (𝑄𝑉𝑊 = 715.21). Regarding the #xed e!ects, all factorial levels, except
for the explainers’ gaze withdrawals preceding the topic changes initiated by the
explainees, showed a signi#cant e!ect on the outcome variable (see Table 6.4). The
results outlined that all three forms of gaze withdrawals, i.e., by the explainers, by the
explainees, or both interlocutors simultaneously, predict topic changes initiated by
the explainers.
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Figure 6.7: Study 2: Gaze withdrawals by the explainers, by the explainees, or by both
simultaneously related to topic changes initiated by either party.

Table 6.4: Study 2: Model Summary

Gaze withdrawal by Topic by Estimate SE z p
EX & EE EX 1.66 0.26 6.30 < .001
EX EX 0.56 0.27 2.07 .04
EE EX -0.79 0.30 -2.65 .008
EX & EE EE -2.72 0.41 -6.54 < .001
EX EE -0.31 0.56 -0.56 .575
EE EE 2.50 0.52 4.83 < .001
Note. EX = Explainer; EE = Explainee.

To further test the second hypothesis, pairwise comparisons were conducted using
simple contrasts. The results indicated signi#cant di!erences between the explainers’
and the explainees’ gaze withdrawals prior to the topic changes initiated by the
explainers (𝑍 = 3.79, 𝐿 .𝑎 . = 0.54, 𝑏 = 9.4, 𝑇 < .0001). Similarly, for the topic changes
initiated by the explainees, the pairwise comparisons revealed signi#cant di!erences
between the gaze withdrawals by the explainers and the explainees (𝑍 = 0.24, 𝐿 .𝑎 . =
0.07, 𝑏 = ↑4.71, 𝑇 < .0001), as well as between the withdrawals by the explainees and
both interlocutors together (𝑍 = 0.18, 𝐿 .𝑎 . = 0.06, 𝑏 = ↑4.99, 𝑇 < .0001). In sum, the
results from the statistical model indicate that the second hypothesis could also be
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veri#ed; that is, gaze withdrawals are initiated more frequently by the interlocutor
who initiated a topic change than by the other interlocutor.

Regarding the random e!ect, a lower variation at the level of individual explainers
interacting with three di!erent explainees (𝑌2 = 0.06, 𝐿𝑀 = 0.24), and a higher
variation at the level of the individual explainers, regardless of the presence of di!erent
explainees (𝑌2 = 0.23, 𝐿𝑀 = 0.48) were observed. However, the standard deviation for
the random e!ect that included the interaction with di!erent explainees suggested that,
for some of the dyads, the presence of di!erent explainees is also related to distribution
of the interlocutors’ gaze withdrawals preceding the topic changes initiated by either
interlocutor. This observation was also supported by the explained proportion of
variance when both the #xed and the random e!ects were included in the model
(Conditional 𝑋2 = 0.72), compared to the proportion of variance explained alone by
the #xed e!ects (Marginal 𝑋2 = 0.60).

6.2.3 Summary

The study by Lazarov and Grimminger (under review) investigated the relation be-
tween two forms of interactive gaze behavior—mutual gaze and gaze withdrawals—and
the changes in the topical structure of dyadic explanations. In contrast to the #rst
study (see Section 6.1), which examined the domain of medical explanations, the
second study focused on the domain of board game explanations. In doing so, the
study broadened the understanding of how the topical structure of dyadic explanations
is related to the interactive gaze behavior of both interlocutors.

Based on the analysis of 24 board game explanations, three major ”ndings
emerged: (1) Gaze withdrawals are clearly associated with changes of explanation
topics; (2) Gaze withdrawals are initiated more frequently by the explainers who
are also the more frequently active part in the topical management of explanations,
compared to the explainees who initiate less frequently topic changes; and (3) The
variability in the revealed interactional patterns appeared to be more pronounced at the
level of di!erent explainers than at the level of di!erent explainees interacting with the
same explainer. Given the close conceptual and methodological connection between
the #rst and second studies, the #ndings of both studies will be jointly discussed in
the following section (see Section 6.3).

6.3 Discussion 1: The dynamics of verbal explaining
behavior

In this section, the results of Study 1 (see Section 6.1) and Study 2 (see Section 6.2) are
jointly discussed in relation to the #rst aspect of the overarching research goal, that is,
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how interactional monitoring re%ects in the dynamics of verbal explaining behavior.
The verbal explaining behavior was analyzed in the form of explanation topics which
were introduced in the spoken discourse of dyadic explanatory interactions.

Interactional monitoring refers to the bilateral process by which the explainers
and the explainees continuously observe each other’s verbal and nonverbal behavior
throughout an explanatory interaction, in order to elicit and interpret feedback on
the explainee’s understanding moment by moment (Clark & Krych, 2004). In this
regard, Study 1 addressed the monitoring process by investigating the relation between
the topical transitions initiated by explainers and explainees’ multimodal feedback
behavior. The explainees’ feedback behavior comprised eye gaze (static, shi”ing with
aversion, shi”ing without aversion), head gestures (speci#cally nodding), and vo-
cal backchannels, and it was analyzed across ten physician–caregiver interactions
concerning the upcoming surgery of a child. Motivated by the #ndings revealed in
Study 1 regarding the strong relation between the explainees’ gaze aversions and the
transitions toward new topics initiated by the explainers, Study 2 deepened the under-
standing about the relation between the interactive gaze behavior of the interlocutors
and the changing topical structure of board game explanations.

6.3.1 Findings from the domain of medical explanations

The results from the study by Lazarov et al. (2024) demonstrated that the explainees’
multimodal gaze aversions—when co-occurringwith head nodding and backchanneling—
were signi#cantly associated with transitions from elaborations to new topics initiated
by the explainers. In contrast, the explainees’ static gaze behavior—particularly in
the absence of head nodding and backchanneling—was more frequently associated
with transitions to elaborations. What implications can be made by drawing on these
contrasting relations between feedback behavior and verbal explaining behavior?

Previous research has linked addressees’ gaze aversions from speakers to cognitive
processing or temporary disengagement (Abeles & Yuval-Greenberg, 2017; Glenberg
et al., 1998; Phelps et al., 2006), as well as to the completion of topical sequences
(Rossano, 2013; Rossano, 2012). Further, the head nod gesture and vocal backchannels,
such as mhm, okay, yes, alright expressing a$rmations or agreement are signals
related to ambiguous interpretations ranging between signals of ongoing attention
and unconditional understanding (Allwood & Cerrato, 2003; Allwood et al., 1992;
Arnold, 2012; Gander & Gander, 2020). The results of the #rst study suggested that
when ambiguous modalities, such as gaze aversions, head nodding, and (approving)
backchannels co-occur together, the degree of ambiguity becomes reduced. Although
the #rst study did not directly assess the explainees’ understanding, the completion
of an elaboration and the change of the explanation topic by the explainers could
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be related to (the explainers’ interpretations of) the explainees’ understanding of
the explanation topics. However, these results are not conclusive as this research
topic requires further investigation. One way to address the relation between the
explainees’ multimodal signals of understanding and the topical changes initiated by
the explainers could be by relating the explainers’ and the explainees’ retrospective
reports about the explainees’ levels of (non-)understanding to the moments of topic
changes.

The association between the explainees’ static gaze behavior and the transitions
to elaborations initiated by the explainers aligns with previous research showing that
addressees tend to maintain prolonged gaze at speakers (J. B. Bavelas et al., 2002;
Kendon, 1967). In the analyzed physician–caregiver interactions, the caregivers (the
explainees) were less verbally active than the physicians (the explainers) (Fisher et al.,
2022). Thus, the explainees’ static gaze, also accompanied by ambiguous head nods
or backchannels, may be related to sustained attention without necessarily being a
request for an elaboration or a topic change.

Nonetheless, the #rst study did not account for the physicians’ eye gaze behavior—
a limitation, given that the explainers’ gaze toward the explainees can function as a
feedback eliciting cue (J. B. Bavelas et al., 2002; Brône et al., 2017; Kendon, 1967). Such
moments tend to involve mutual gaze, which has previously been associated with the
continuation of conversational topics (Rossano, 2013; Rossano, 2012), and which aligns
with the de#nitions of elaborations in the physicians’ speech (see Section 6.1.1). Thus,
to this moment, the explainees’ static gaze is assumed to indicate ongoing attention.

6.3.2 Findings from the domain of board game explanations

The above-mentioned limitation of Study 1 study was directly addressed in Study
2 by Lazarov and Grimminger (under review), which analyzed the interactive gaze
behavior—speci#cally, mutual gaze and gaze withdrawals—in relation to topic changes
of game explanations. Considering the eye gaze behavior of the explainers, who are the
more verbally active part in explanations (Fisher et al., 2022), the second study analyzed
a subsample of 24 board game explanations from the MUNDEX corpus (Türk et al.,
2023). However, the analysis focused solely on the phase in which the board game was
physically absent from the shared space. The corpus design allowed for conducting
an analysis of variation both at an inter-individual (between explainers) and an intra-
individual (within explainers) levels, as each explainer interacted sequentially with
three di!erent explainees.

Two hypotheses guided the analysis. The #rst—that gaze withdrawals would be
more frequent than mutual gaze prior to topic changes—was supported by the results,
which were in line with prior research on topical shi”s in spontaneous conversations
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(Rossano, 2013; Rossano, 2012). Although less frequent, mutual gaze was occasionally
observed before topic changes, potentially re%ecting the explainers’ attempts to elicit
feedback from the explainees (Argyle & Cook, 1976; J. B. Bavelas et al., 2002; Brône
et al., 2017; Kendon, 1967), making the e!ect of interactional monitoring on the topical
structure of explanations apparent (Clark & Krych, 2004). However, other co-occurring
feedback signals of the explainees in response to the #rst study by Lazarov et al. (2024)
remained a limitation in the second study.

The second hypothesis—that gaze withdrawals would be more likely initiated by
the interlocutor who also initiated the topic change—was also veri#ed by the results
of the statistical analysis. This supports previous #ndings that the explainers take
over the management of the topical structure of explanations (Fisher et al., 2022).
Namely, the gaze withdrawals by explainers o”en preceded topic changes initiated
by themselves. Furthermore, joint gaze withdrawals (i.e., by both interlocutors) also
appeared to be predictors for topic changes initiated by the explainers, echoing the
#ndings previously revealed by Rossano (2013) and Rossano (2012).

In relation to the #ndings of the #rst study by Lazarov et al. (2024), the results
of the second study indicated that the explainees also withdraw their gaze from
the explainers while the explainers maintain sustained gaze at the explainees and
introduce a topic change. This #nding was in line with the outlined #ndings of the #rst
study that the explainees’ multimodal gaze aversions (co-occurring with head nodding
and backchanneling) from the explainers precede transitions from elaborations to
new topics. Consequently, the explainees’ gaze withdrawals do serve as indicators
of topical completion or cognitive processing (Abeles & Yuval-Greenberg, 2017; J. B.
Bavelas & Chovil, 2018; Glenberg et al., 1998; M. H. Goodwin & Goodwin, 1986;
Heller, 2021). In relation to the aspect of cognitive processing, the explainees’ gaze
withdrawals from the explainers could be linked to the explainees’ need to mentally
imagine the explanandum (Markson & Paterson, 2009), which in the analyzed phases
of the explanations was absent from the shared space.

It was further revealed that the explainees also withdraw their gaze from the
explainers before initiating topic changes. Although the manner in which the ex-
plainees initiated topic changes was not particularly analyzed, observations of the data
indicated that these topic changes were related to questions targeting the clari#cation
of understanding-related issues. As indicated by the results, the verbal participation
of the explainees during the game-absent phase was minimal compared to the verbal
participation of the explainers.

In addition, the statistical model applied in Study 2 revealed that the variation of the
relation between topic changes in explanations and interlocutors’ gaze withdrawals
becomes more prominent at the level between individual explainers than at the level
of each individual explainer interacting with three di!erent explainees subsequently.
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This supports the notion that the topical organization of explanations is determined
to a higher extent by the individual explaining behavior of the explainers than by the
attendance of di!erent explainees. One possible reason for this observation could
be related to the asymmetry in the interlocutors’ degree of knowledge about and
experience with the board game (Kottho!, 2009; Rohl#ng et al., 2021). In contrast
to the explainees, who were unaware of which board game would be explained, the
explainers had the opportunity to prepare their explanations in advance by studying
the game rules and practicing the game with others. Moreover, during the phase of
the explanation in which the board game was physically absent from the shared space,
it is likely that the explainees experienced di$culties imagining unfamiliar objects. As
a result, they were unable to verbally co-construct the explanation in ways other than
asking clari#cation questions related to topics previously introduced by the explainers,
which had already been reported in a recent study by Fisher et al. (2023) exploring the
semantic dialog patterns of board game explanations.

While discussing the results of the inter- and intra-personal variations, it is im-
portant to also re%ect on the high standard deviation associated with the levels of
the random e!ect, as well as the #nding that the explainees’ gaze withdrawals from
the explainers can also predict the initiation of topic changes by the explainers. One
way to further investigate the degree of individual variation in shaping the topical
structure of explanations would be to analyze the sequence in which explanation
topics were introduced by the explainers and identify which topics were subsequently
reintroduced in response to the level of understanding as reported by the explainees
and interpreted by the explainers. This analysis could be implemented by linking
the annotations of explanation topics to the annotations of the explainees’ levels of
understanding from the video recall task. This aspect represents a current limitation
and will be addressed in a future study.
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Chapter 7

Studies on co-speech gesture
dynamics

In the present chapter, the focus of the present thesis shi”s toward the explainers’
nonverbal explaining behavior—the use of co-speech gestures while explaining a board
game to explainees. Three studies addressing this research objective are presented in
the following sections. All studies analyzed a subsample from the MUNDEX corpus
and focused speci#cally on the explanation phase in which the explanandum was
physically absent from the shared space (for details, see Section 5.2).

Study 3 (Lazarov & Grimminger, 2025) expands the focus on explanation topics
introduced in Chapter 6. However, here, the explanation topics were analyzed with
respect to their semantic focus, allowing them to be related to di!erent semantic
dimensions being observed in explainers’ co-speech gestures. The aim of the third
study was to provide an overview of the presence of gesture dimensions, such as deixis,
iconicity, and temporal highlighting (gestural emphasis), within di!erent semantic
categories of explanation topics.

Study 4 (Lazarov & Grimminger, 2024a) and Study 5 (Lazarov & Grimminger, 2024b)
speci#cally addressed the dynamics of the use of gesture deixis by explainers. To
deepen the understanding of the mechanisms underlying the use of gesture deixis,
these two studies related the frequency of explainers’ gesture deixis to explainers’
interpretations of explainees’ changing levels of understanding. In Study 4, the explain-
ers’ interpretations about the explainees’ levels of understanding were assessed using
data collected subsequently in a post hoc video recall task (for details, see Section 5.2).
In Study 5, the explainees’ levels of understanding were assessed based on third-person
annotations of the explainees’ feedback in the spoken discourse.

Note that although the explainers’ co-speech gestures were annotated in the
presence of speech, the spoken component—i.e., the speci#c words with which the
gestures were temporally coupled—was not directly addressed in the research questions
of the studies.
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7.1 Study 3: Di#erent explanation topics, di#erent
gestural dimensions?

Although the functional features of gesture dimensions, such as deixis, iconicity, and
temporal highlighting are well established in gesture studies (McNeill, 2006; Rohrer,
Tütüncübasi, et al., 2020), little is known about their proportional distribution within
larger speech units, such as explanation topics, particularly in contexts in which
the explanandum is physically absent from the shared space between interlocutors.
Thus, the present study by Lazarov and Grimminger (2025) #lls this knowledge gap,
providing insights into the dynamic use of co-speech gestures within topical categories
in the explanatory discourse.

The occurrence of gesture deixis, iconicity, and temporal highlighting in the
explainers’ behavior was analyzed across the following categories of explanation
topics: object features, action processes, and conditional rules (see Section 7.1.1). Drawing
on previous research on functional features of deictic, iconic, and beat gestures1

(McNeill, 1992, 2006; Rohrer, Tütüncübasi, et al., 2020), the study investigated the
following hypothesis: Along the dimension of gesture deixis, gesture iconicity is
expected to dominate in topics concerning object features, whereas temporal
highlighting is expected to dominate in topics concerning action processes
and conditional rules.

Gesture deixis was assumed to be consistently present throughout the explanations,
as the analysis focused exclusively on the phase in which the explanandum was absent
from the shared space. In such contexts, the explainers may rely on gestures to
construct joint imagined spaces (Kang et al., 2015; Kinalzik & Heller, 2020). The
expected dominance of gesture iconicity in topics related to object features stems
from the primary function of iconic gestures, which is to depict properties of objects
or actions (Dargue et al., 2021; Kandana-Arachchige et al., 2021; McKern et al., 2021;
McNeill, 1992). Likewise, the anticipated prominence of temporal highlighting in
action processes and conditional rules is grounded in the role of beat gestures in
emphasizing semantically or syntactically relevant components of speech (Beege et al.,
2020; McNeill, 1992).

7.1.1 Methods

For the analysis in the present study, a randomly selected subsample of 24 board game
explanations was used (for details, see Section 5.2).

1For details, see Section 3.2
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Data coding

All data were annotated using ELAN (Wittenburg et al., 2006), following the procedures
outlined in the annotation manual by Lazarov, Türk, et al. (2025).

Categories of explanation topics The board game explanations were #rst seg-
mented into explanation episodes using the same coding procedure as in Study 2 (see
Section 6.2.1), with an inter-rater agreement 𝑐 = 0.79. Once segmented and annotated,
the explanation topics were categorized into the following three groups: object features,
action processes, and conditional rules (see Table 7.1).

Table 7.1: Study 3: Categories of Explanation Topics

Object Features Action Processes Conditional Rules
Game preparation:
- Submarine
- Oxygen
- Treasure chips
- Empty chips
- Explorer tokens
- Dices

Turn progressions:
- Announcing directions (go-
ing down or up)
- Reducing the oxygen
- Subtracting steps
- Action decision
- Skipping each other

End of a round:
- Successful return
- Unsuccessful return
- Cleaning the pathway

End of the game

Explainers’ co-speech gestures For annotating the explainers’ co-speech gestures,
recordings from the camera perspective directed toward the torso, hands, and head
of the explainers were used (in the presence of speech), as this viewpoint allowed
for the observation of hand shapes and movements on the shared referential space.
The explainers’ co-speech gestures were segmented based on the presence of single
gesture strokes (for deictic and iconic gestures) or multiple strokes (for beat gestures)
(McNeill, 1992).

Since initial observations of the data indicated that gesture deixis predominates in
the explainers’ nonverbal explaining behavior—and given that two additional studies
speci#cally investigated this dimension—the gesture dimensions were annotated hi-
erarchically: #rst for the presence of deixis, and second for the presence of iconicity
and temporal highlighting. Gesture deixis was coded when a single pointing gesture
indicated a direction or a location where an invisible object would be conceptually
placed, in the co-occurrence of a relevant spoken reference. The presence of deixis
and iconicity was coded when a categorical deictic gesture was accompanied by
hand or #nger shapes or movements depicting an object, its features, or a path. The
explainers were frequently observed pointing at locations while simultaneously rep-
resenting objects, for example, by positioning the index #nger and the thumb in an
object-related con#guration, or by drawing shapes in the referential space using the
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index #nger (Streeck, 2008). The presence of deixis and temporal highlighting
(gestural emphasis) was coded when categorical deictic gestures were paired with
(repetitive) biphasic rhythmic hand or #nger movements, co-occurring with prosodic
emphasis. Instances in which deixis, iconicity, and temporal highlighting co-
occurred were annotated according to the combined criteria described above. One
annotator conducted the primary coding of the explainers’ co-speech gestures. To
ensure reliability, a second annotator independently coded 10% of the data, yielding a
high inter-rater agreement for the gesture annotations (𝑐 = 0.94)2.

Data analysis

The annotated data were prepared for statistical analysis in accordance with the hy-
pothesis, which addressed the distribution of the gesture dimensions—deixis, iconicity,
and temporal highlighting—within each category of explanation topics individually.
Accordingly, each gesture dimension was analyzed separately, irrespective of whether
it co-occurred with other dimensions. For example, gesture deixis was analyzed both
in its singular form and in its co-occurrence with gesture iconicity and temporal
highlighting. Gesture iconicity was analyzed for its co-occurrences with gesture deixis
and temporal highlighting, and likewise, temporal highlighting was analyzed for its
co-occurrences with deixis and iconicity.

To account for variation in the frequency of gestural behavior between the di!erent
explainers, absolute frequencies were normalized by converting them into proportional
data. Given the non-normal distribution of the proportional data across the dataset
(𝑆 = 0.92, 𝑇 < 0.01), a zero-in%ated Generalized Linear Mixed E!ects Model (GLMM)
was #tted using the glmmTMB package (Brooks et al., 2017; Tang et al., 2023) in RStudio
(RStudio Team, 2020):

glmmTMB(PROPORTION ˜ 0 + TOPIC CATEGORY * GESTURE CATEGORY +

(1|EX/EE), ziformula = ˜1, data = dataset, family = beta family())

In the statistical model, PROPORTION is the response variable, TOPIC CATEGORY and
GESTURE CATEGORY are the two interacting #xed e!ects for topic categories and gesture
dimensions, followed by the random e!ect. The random e!ect represents the nested
design of the dataset, in which each explainer interacted with three di!erent explainees.
The random e!ect was analyzed post hoc for describing the degree of variance between
and within the di!erent explainers. Additionally, a grand intercept level was included
in the model in order to analyze the gesture dimension occurrences within each topical
category independently.

2The inter-rater reliability was measured only for annotation labels, without considering the tempo-
ral length of the segments.
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7.1.2 Results

The descriptive statistics indicated that deixis was the gesture dimension that occurred
most frequently within all topical categories and across the 24 interactions (see Fig-
ure 7.1). Within all topical categories, the proportions of gesture iconicity were lower
than the proportions of temporal highlighting (see Table 7.2 and Figure 7.1).

Table 7.2: Study 3: Proportions of gesture dimensions within categories of explanation topics.

Topical category Gesture M SD SE
object features deixis 0.543 0.0541 0.0110
object features iconicity 0.217 0.0477 0.00974
object features temp. highlighting 0.240 0.0562 0.0115
action processes deixis 0.601 0.0574 0.0117
action processes iconicity 0.135 0.0722 0.0147
action processes temp. highlighting 0.264 0.0670 0.0137
conditional rules deixis 0.638 0.1350 0.0276
conditional rules iconicity 0.129 0.0853 0.0174
conditional rules temp. highlighting 0.245 0.1080 0.0221

The selected statistical model (𝑄𝑉𝑊 = ↑291.3) demonstrated substantially better
performance compared to a null model without the predictor variables (𝑄𝑉𝑊 = ↑64.4).
According to the model estimates, all factorial levels—except for gesture deixis within
topics about object features—emerged as signi#cant outcome predictors (see Table
7.3). To evaluate the hypothesis that gesture iconicity dominates in topics about object
features, and that temporal highlighting dominates in topics about action processes
and conditional rules, post hoc pairwise comparisons (Tukey) were conducted.

Table 7.3: Study 3: Summary of #xed e!ects: gesture dimensions within categories of
explanation topics

Factor Estimate SE z p
object features * deixis 0.155 0.131 1.18 .238
object features * iconicity -1.13 0.146 -7.69 ***
object features * temp. highlighting -1.03 0.144 -7.13 ***
action processes * deixis 0.367 0.133 2.77 **
action processes * iconicity -1.99 0.174 -11.40 ***
action processes * temp. highlighting -0.914 0.141 -6.47 ***
conditional rules * deixis 1.02 0.144 7.09 ***
conditional rules * iconicity -2.33 0.186 -12.50 ***
conditional rules * temp. highlighting -1.47 0.157 -9.38 ***
intercept (grand mean) -32.00 613409.98 0.00 1.00
Note. p: * < .05, ** < .01, *** < .001

For topics about object features, the di!erence between gesture iconicity and
temporal highlighting was not statistically signi#cant (𝑍 = ↑0.10, 𝐿𝑎 = 0.20, 𝑏 = ↑0.49,
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Figure 7.1: Study 3: Proportional distribution of gesture dimensions within topical categories.

𝑇 > 0.05), indicating that both gesture dimensions were employed to a similar extent
and both contributed meaningfully to the prediction of gestural behavior. In contrast,
for topics about action processes and conditional rules, signi#cant di!erences were
observed between gesture iconicity and temporal highlighting. Gesture iconicity
occurred signi#cantly less frequently than temporal highlighting in both topical
categories: for action processes (𝑍 = ↑1.07, 𝐿𝑎 = 0.22, 𝑏 = ↑4.82, 𝑇 < 0.01), and for
conditional rules (𝑍 = ↑0.85, 𝐿𝑎 = 0.24, 𝑏 = ↑3.58, 𝑇 < 0.01). Based on these results,
the hypothesis could was only partly supported.

The variance within the random e!ect was markedly higher at the level of each
explainer interacting with three di!erent explainees (𝑌2 = 1.484 ↔ 10↑10, 𝐿𝑀 = 1.218 ↔
10↑5) than at the level of the eight individual explainers (𝑌2 = 5.768 ↔ 10↑17, 𝐿𝑀 =

7.594 ↔ 10↑9). Further, the model accounted for a moderate proportion of variance
across the dataset in relation to both #xed and random e!ects (Conditional 𝑋2 = 0.76).
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7.1.3 Summary

This study provided insights into the distribution of gesture deixis, iconicity, and
temporal highlighting within di!erent categories of explanation topics across 24 board
game explanations, which took place in the physical absence of an explanandum from
the shared space. The aim of the study was to investigate the relation between the
semantic features of explainers’ co-speech gestures and the semantic focus of explana-
tion topics, which were categorized into object features, action processes, and conditional
rules. The study investigated the hypothesis that gesture iconicity would dominate in
topics about object features, whereas temporal highlighting would dominate in topics
about action processes and conditional rules.

The hypothesis was only partially supported by the statistical results. Although
temporal highlighting was found to occur signi#cantly more o”en than gesture iconic-
ity within explanation topics concerning action processes and conditional rules, no
signi#cant di!erence between the two gestural dimensions was observed for topics
about object features. This suggests that, alongside gesture deixis, both iconicity and
temporal highlighting were used to a similar extent in conveying information about
object features.

7.2 Study 4: Gesture deixis related to interpretations
about explainees’ understanding

In Study 4 Lazarov and Grimminger (2024a) investigated the variation in the use
of gesture deixis by eight explainers in relation to their monitoring of explainees’
understanding. The study pursued two objectives: (1) Analyzing the inter-individual
variation in the use of gesture deixis across di!erent explainers in relation to their
interpretations about the explainees’ (levels of) understanding; and (2) Exploring the
intra-individual variation in the use gesture deixis for each explainer who interacted
with three di!erent explainees.

To address the #rst objective, it was hypothesized that explainers’ gesture deixis
would decrease following the interpretation of complete understanding in
the explainees’ behavior, compared to the interpretation of partial, non- or
misunderstanding when the explainers’ gesture deixis would decrease. The
hypothesis was motivated by prior research on the contribution of speakers’ deictic
gestures to addressees’ comprehension (Clark, 2003; McNeill, 1992, 2006; Stojnic et al.,
2013), as well as studies reporting on the bene#ts of observing semantically congruent
co-speech gestures for cognitive processing (Habets et al., 2011; Kelly et al., 2010; Li
et al., 2022; Ping et al., 2013).

To address the second objective, it was hypothesized that the explainers would
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reveal intra-individual variations in the use of gesture deixis depending on
the attendance of a di#erent explainee. This hypothesis was motivated by prior
#ndings on the individual di!erences in gesture production by di!erent speakers
(Holler & Stevens, 2007; Priesters & Mittelberg, 2013) and on the adaptation of gestures
to the presence of di!erent addressees (Bergmann & Kopp, 2010; Jacobs & Garnham,
2007). Also, this hypothesis was formulated following an exploratory approach due to
the scarcity of empirical research on the variation of gesture deixis in relation to the
explainers’ interpretations of the explainees’ (levels of) understanding. Nonetheless,
drawing on the #ndings by Jacobs and Garnham (2007) and Bergmann and Kopp (2010),
it was expected that the explainers’ use of gesture deixis would vary depending on
the attendance of di!erent explainees.

7.2.1 Methods

For the present study, a subsample of 24 randomly selected board game explanations
was analyzed (for details, see Section 5.2).

Data coding

The data were annotated in ELAN (Wittenburg et al., 2006), following the procedures
outlined in the annotation manual by Lazarov, Türk, et al. (2025). Three coders
participated in the annotation process. Coder A annotated the explainers’ co-speech
gestures, as well as the explainers’ interpretations of the explainees’ understanding
collected in a post hoc video recall task. Coders B and Cwere involved in the inter-rater
reliability testing.

Co-speech gestures For the annotation of the explainers’ co-speech gestures, Coder
A segmented and annotated gesture phrases (McNeill, 1992) using recordings of the
camera angle directed toward the torso, hands, and head of the explainer, with audio
enabled. This perspective enabled the observation of hand shapes and movements
across the referential space. For reliability, 10% of the datawas annotated independently
by Coder B, yielding high agreement (𝑐 = 0.94)3.

Coders identi#ed #rst the explainers’ pointing behavior based on explainers’ hand
/ #nger shape, and then they annotated the relevant gesture functions according to
the feature de#nitions provided by McNeill (1992, 2006). During the coding process, it
became evident that gesture deixis did not appear solely in its singular form, but also
in multidimensional forms including gesture iconicity, and / or temporal highlighting
(gestural emphasis) (McNeill, 2006).

3The inter-rater reliability was measured only for annotation labels, without considering the tempo-
ral length of the segments.
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Deictic gestures were annotated based on a single pointing towards a direction
or a location where an invisible object would be placed, and co-occurring with the
related spoken reference. Deictic-iconic gestures were annotated based on the criteria
for categorical deictic gestures complemented by hand or #nger shapes or movements
depicting an object, features of an object, or a path. The explainers from our study
were observed to point at locations while depicting objects by either positioning the
index #nger and the thumb in an object related form or drawing objects on the shared
referential space, e.g., by the index #nger (Streeck, 2008). Deictic-beat gestures were
annotated based on the criteria for categorical deictic gestures, complemented by
(repetitive) biphasic rhythmic hand / #nger movements in the presence of temporal
highlighting (gestural emphasis).

Figure 7.2: Study 4: Coding the explainers co-speech gestures.

Explainers’ interpretations about the explainees’ understanding Coder A
annotated the explainers’ interpretations of the explainees’ levels of understanding
collected in the post hoc video recall task. The explainees’ levels of understanding
were annotated according to the levels suggested by Vendler (1994): understanding,
partial understanding, non-understanding, and misunderstanding. Many of the explain-
ers’ comments could be directly annotated based on the explicit use of these terms.
However, some comments did not contain these key terms, but instead included syn-
onymous or colloquial expressions—for example, “Hier hat er/sie einen Klick gemacht”
(a colloquial German expression indicating understanding) or “Das konnte ich mir
nicht ganz vorstellen” (indicating non-understanding). Such expressions were inter-
preted and coded in alignment with the implied level of understanding. Comments
that were not explicitly related to the explainees’ level of understanding, such as
comments re%ecting on the quality of the explanation, were excluded from analysis.
The coders were trained to identify and interpret relevant information pertaining to
the explainees’ level of understanding. For reliability, Coder C annotated 10% of the
data, resulting in a satisfactory inter-rater agreement (𝑐 = 0.85).
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Data analysis

For the analysis, all forms of deictic gestures (deictic, deictic-iconic, and deictic-beat)
were collapsed into a single variable (gesture deixis). The number of all forms of
deictic gestures produced in the gaps between the annotated levels of understanding
were counted. The gaps represented the time between two levels of explainees’
understanding as reported by the explainers. The number of explainers’ reports on
explainees’ levels of understanding varied between the individual dyadic interactions
(see Table 7.4).

Table 7.4: Study 4: Summary of reported levels of understanding across the 24 dyadic
interactions

Reported levels of Sum Range M SD
Understanding 89 1–22 4.94 5.30
Partial understanding 58 1–9 3.41 2.53
Non-understanding 61 1–10 2.54 2.10
Misunderstanding 18 1–8 2.00 2.34

The dataset was structured to re%ect the nested design of data collection, with
the random e!ect speci#ed hierarchically in two columns: explainer and explainee.
Before selecting the appropriate statistical model, a Shapiro–Wilk test was conducted
to assess the normality of the distribution of deictic gestures across the 24 interactions.
The test indicated a signi#cant deviation from normality (𝑆 = 0.90, 𝑇 < 0.05). Given
the non-normal distribution of the data, a Generalized Linear Mixed E!ects Model
(GLMM) was #tted using the lme4 package (Bates et al., 2015) in RStudio (RStudio
Team, 2020). The model was speci#ed using the following function:

glmer(GEST FREQ ˜ UNDERSTAND + (1|EX/EE), data = dataset,

family = poisson())

The frequency of the explainers’ deictic gestures (including all forms: deictic,
deictic-iconic, and deictic-beat) was the response variable. The monitored levels of
understanding, coded as a four-level categorical variable, were de#ned as the #xed
e!ect. A simple contrast coding scheme was applied, with understanding set as the
reference level. The remaining levels—partial understanding, non-understanding, and
misunderstanding—were each compared against the referential level. The random e!ect
structure re%ected the nested study design, accounting for each explainer interacting
with three di!erent explainees. Accordingly, the di!erent explainees were nested
within the explainers with whom they interacted.
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Results

The statistical model demonstrated a better #t (𝑄𝑉𝑊 = 1271.2; 𝑅𝑉𝑊 = 1283.9) compared
to a null model without the #xed e!ect (𝑄𝑉𝑊 = 1384.8; 𝑅𝑉𝑊 = 1391.2). The model
explained a modest proportion of variance regarding the #xed e!ect alone (marginal
𝑋2 = 0.165), whereas a considerably higher proportion of variance was explained
when accounting for both the #xed and the random e!ects (conditional 𝑋2 = 0.943).

The #xed e!ects summary (see Table 7.5 and Figure 7.3) indicated that the levels
understanding, partial understanding, and misunderstanding signi#cantly predicted the
frequency of gesture deixis across the 24 explanatory interactions.

Table 7.5: Study 4: Frequency of the explainers’ gesture deixis related to their interpretations
of explainees’ understanding

Factor M SD 𝜴 SE z p
U (int.) 46.19 32.59 3.95 0.14 27.59 ***
PU 38.00 23.69 -0.33 0.06 -5.83 ***
NU 61.36 44.94 0.05 0.05 0.97 ns
MU 27.28 26.48 -0.67 0.09 -7.63 ***

Note. *** 𝑇 < .001, ns 𝑇 > .05.
U = understanding (intercept), PU = partial understanding,
NU = non-understanding, MU = misunderstanding.

To test the #rst hypothesis—whether the explainers’ use of gesture deixis decreases
following the interpretation of complete understanding and increases following the
interpretation of partial, non-, or misunderstanding—post hoc pairwise comparisons
with simple contrasts were conducted. The results are summarized in Table 7.6.

Overall, the #ndings did not support the hypothesis that gesture deixis decreases
following the interpretation of complete understanding. Although the use of gesture
deixis increased slightly following the interpretations of non-understanding compared
to complete understanding, the di!erence between these two conditions was not
signi#cant (𝑍 = ↑0.05, 𝐿𝑎 = 0.05, 𝑏 = 0.97, 𝑇 > 0.05). In contrast, gesture deixis was
found to decrease signi#cantly following the explainers’ interpretations of partial
understanding and misunderstanding. The statistical model indicated signi#cant
di!erences between (complete) understanding and partial understanding (𝑍 = 0.33,
𝐿𝑎 = 0.06, 𝑏 = 5.83, 𝑇 < 0.001), as well as between (complete) understanding and
misunderstanding (𝑍 = 0.67, 𝐿𝑎 = 0.09, 𝑏 = 7.63, 𝑇 < 0.001).

Although the results indicated that monitoring the explainees’ levels of understand-
ing, partial understanding, and misunderstanding was associated with variation in the
use of gesture deixis by explainers, Hypothesis 1 was not supported. Speci#cally, the
frequency of gesture deixis following interpretations of complete understanding did
not di!er signi#cantly from the frequency of gesture deixis following interpretations
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Figure 7.3: Study 4: The explainers’ gesture deixis related to their interpretations of the
explainees’ understanding.

of non-understanding. Moreover, gesture deixis decreased signi#cantly following
interpretations of partial understanding and misunderstanding.

To test the second hypothesis, the intra-individual di!erences within the use
of gesture deixis by the explainers were explored. To do so, the variance of the
random e!ect revealed by the statistical model was analyzed. The nested random
e!ect indicated greater variation in the use of gesture deixis within the individual
explainers, each interacting with three di!erent explainees (𝑌2 = 0.21, 𝐿𝑀 = 0.45),
compared to the variation between the eight di!erent explainers, regardless of the
attending explainee (𝑌2 = 0.08, 𝐿𝑀 = 0.29). These #ndings suggest that the explainers
adapted their use of gesture deixis more frequently in relation to the attendance of
di!erent explainees than in relation to their own explaining behavior.

Figure 7.4 illustrates the intra-individual di!erences for each individual interaction,
by presenting normalized proportions derived from the absolute frequencies of each
explainer’s gesture deixis in relation to their interpretations of each explainee’s level
of understanding.
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Table 7.6: Study 4: Gesture deixis following interpretations of understanding: EM and SE

Level EM SE LCL UCL
U 3.95 0.14 3.67 4.23
PU 3.62 0.14 3.33 3.90
NU 4.00 0.14 3.73 4.28
MU 3.28 0.16 2.97 3.59

Figure 7.4: Study 4: Individual proportional variations of the explainers’ gesture deixis related
to interpretations of explainees’ understanding

The variance in the monitored levels of understanding across the interactions
between each explainer (EX) and explainee (EE) becomes immediately apparent: Not
all explainers reported on all four levels of understanding while watching the video-
taped interactions during the video recall task. For instance, misunderstanding was
reported only for a limited number of interactions. Thus, the use of gesture deixis
could be compared only for the levels non-understanding, partial understanding, and
understanding.

In relation to the level non-understanding, intra-individual di!erences in the use of
gesture deixis were observed for EX12, EX13, and EX16. The explainers who reported
partial understanding demonstrated variation in the use of gesture deixis depending on
which explainee they were interacting with. Similarly, di!erences in the proportions
of gesture deixis related to complete understanding were observed in EX7, EX9, EX11,
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EX13, and EX19.
According to these results, the use of gesture deixis is related not only to the

attendance of a di!erent explainee but also to the monitored level of explainees’
understanding. In combination with the results on the random e!ect, the second
hypothesis that the explainers exhibit intra-individual variations in gesture deixis
regarding the monitored levels of understanding was supported.

Summary

Study 4 investigated the variations in the use gesture deixis by di!erent explainers in
relation to their interpretations of the explainees’ evolving levels of understanding. In
accordance with the nested design of the dataset, the analysis addressed this variation
between and within eight di!erent explainers.

The major #nding of the study was that the frequency of gesture deixis neither
decreases following the explainers’ interpretations of the explainees’ complete un-
derstanding, nor increases following the explainers’ interpretations of explainees’
non-understanding. However, this di!erence was not found to be statistically signi#-
cant.

Focusing on the inter- and intra-individual variation in the use of gesture deixis
in relation to monitoring the explainees’ understanding, the results revealed that the
attendance of a di!erent explainee in%uences how the explainers adapt the use of
gesture deixis in relation to their interpretations of the explainees’ levels of under-
standing. In this relation, the #ndings demonstrated that the dynamic use of gesture
deixis is shaped not only by the individual feedback behavior of the explainees, but
also by the explainers’ interpretations of the explainees’ behavior as indicative of
speci#c levels of understanding.

7.3 Study 5: Gesture deixis related to explainees’ ver-
bal signals of understanding

Building on the insights from Study 4, Study 5 by Lazarov and Grimminger (2024b)
investigated the variation in the use of gesture deixis by the explainers in relation to the
explainees’ understanding as signaled in the spoken discourse during the explanatory
interactions. In particular, the study investigated the question of whether verbal
signals of understanding do predict a decrease in the use of gesture deixis.

To this end, the following hypothesis was tested: The explainers’ gesture deixis
would decrease following the explainees’ verbal signals of understanding
and conversely increase following the explainees’ signals of partial and non-
understanding. The hypothesis was motivated by previous research on the relation
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between speakers’ co-speech gestures and addressees’ comprehension. Overall, co-
speech gestures have been shown to facilitate addressees’ understanding (Kelly et al.,
2010). More speci#cally, in contexts where addressees provided feedback of under-
standing, a decrease in speakers’ use of deictic and iconic gestures was observed
(Holler & Wilkin, 2011). Conversely, a study conducted in classroom settings revealed
that teachers increased their use of deictic and iconic gestures in response to students’
feedback of non-understanding (Alibali et al., 2013).

7.3.1 Methods

For the current study, 15 explanatory interactions from the MUNDEX (see Section 5.2)
corpus were analyzed. The gestural behavior of #ve German-speaking adult explainers
(age: 𝑁 = 24.6, 𝐿𝑀 = 4.04) and the verbal signals of understanding produced by 15
explainees (age: 𝑁 = 25.9, 𝐿𝑀 = 6.15) were investigated. In order to compare the
results from the current study with the results form Study 4 (see Section 7.2), the phase
in which the board game was absent from the shared space was considered in the
analysis.

Data coding

All data were annotated in ELAN (Wittenburg et al., 2006), following the procedures
outlined in the annotation manual by Lazarov, Türk, et al. (2025).

Co-speech gestures The same co-speech gestures that were segmented and an-
notated for Study 4 were used for the analysis of the present study (for details, see
Section 7.2).

Verbal signals of understanding Four coders annotated the explainees’ utter-
ances with respect to the explainees’ understanding, partial understanding, and non-
understanding, using categories adapted from established discourse annotation schemes,
such as DAMSL (Core & Allen, 1997) and DiT++ (Bunt, 2009, 2011). To ensure reliability,
all coders independently annotated 10% of the data prior to the main annotation phase,
resulting in a high inter-rater agreement (𝑐 = 0.89).

• For annotating understanding, the coders identi#ed utterances that functioned
as completions of the explainer’s speech4, backchannels (e.g., okay, yes, alright,
good), repetitions or paraphrases of the explainer’s utterances, and self-initiated
error indications5.

4A completion occurs when the explainee interrupts the explainer to signal understanding by
correctly completing the explainer’s utterance.

5Self-error indications refer to utterances in which the explainee alone notices a mistake or misun-
derstanding without explicit prompting by the explainer.
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• For annotating partial understanding, the coders considered feedback-elicitation
utterances6, polar questions, backchannels of uncertainty (e.g., hm, huh), and
holding utterances7.

• For annotating non-understanding, the coders identi#ed open-ended questions,
direct expressions of non-understanding (e.g., ”I don’t understand. / I don’t
get it.”), backchannels of uncertainty, and holding utterances. Open questions
were classi#ed as signals of non-understanding on the basis that they typically
indicate a broader knowledge gap compared to polar questions, which seek the
veri#cation of smaller than larger units of information.

Figure 7.5: Study 5: Explaining with gesture deixis while perceiving the explainees’ verbal
signals of (non-)understanding.

Data Analysis

To analyze the explainers’ use of gesture deixis in relation to the explainees’ verbal
signals of understanding, the absolute frequencies of gesture deixis were converted
into proportions. A Shapiro–Wilk test indicated that the proportional distribution
of gesture deixis across the dataset signi#cantly deviated from normality (𝑆 = 0.79,
𝑇 < 0.01). Given the non-normal distribution and the proportional structure of the

6Feedback elicitation occurs when the explainee seeks con#rmation, o”en using declarative clauses
with rising intonation, rather than typical yes/no questions.

7Holding utterances signal delayed responses or hesitation. For instance, the explainee does not
immediately answer a question or postpones providing requested information, instead o!ering an
ambiguous or incomplete reply.
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response variable, a Generalized Linear Mixed E!ects Model (GLMM) was #tted using
the glmmTMB package (Brooks et al., 2017) in RStudio (RStudio Team, 2020):

glmmTMB(PROPORTION ˜ SIGNALS OF UNDERSTANDING + (1|EX/EE),
data = dataset, family = binominal())

In the statistical model, PROPORTION was the response variable, which was an-
alyzed in relation to the #xed e!ect SIGNALS OF UNDERSTANDING. The model also
incorporated the nested structure of the dataset, according to which each explainer
interacted with a di!erent explainee.

Results

The GLMM indicated a better model #t (𝑄𝑉𝑊 = ↑228.5) compared to the null model
without the #xed e!ect (𝑄𝑉𝑊 = ↑181.5). Preliminary results suggested that themajority
of the explainers’ gesture deixis occurred following the explainees’ verbal signals of
complete understanding (𝑁 = 0.78, 𝐿𝑀 = 0.23). In comparison, the proportions
of gesture deixis following the explainees’ verbal signals of partial understanding
(𝑁 = 0.18, 𝐿𝑀 = 0.22) and non-understanding (𝑁 = 0.04, 𝐿𝑀 = 0.10) were considerably
lower.

All levels of understanding emerged as signi#cant predictors of the explainers’ use
of gesture deixis (see Table 7.7 and Figure 7.6). This result implied that (1) gesture deixis
remains consistently present throughout explanatory phase in which the explanandum
is absent from the shared space; and (2) the frequency of gesture deixis increases
following verbal signals of understanding, and conversely decreases following signals
of partial or non-understanding.

Table 7.7: Study 5: Model Estimates and Estimated Means for Gesture Deixis Across Levels of
Understanding

E#ect M SD Est. SE z p EM SE
U (int.) 0.78 0.23 1.30 0.30 4.27 *** 1.30 0.31
PU 0.18 0.22 -2.75 0.47 -5.80 *** -1.45 0.31
NU 0.04 0.10 -4.21 0.51 -8.17 *** -2.91 0.34
Note. *** 𝑇 < .001. EM = estimated mean; SE = standard error.

Post hoc pairwise comparisons using simple contrasts con#rmed the pattern ob-
served in the descriptive statistics. The proportion of gesture deixis following the ex-
plainees’ verbal signals of complete understanding was signi#cantly higher compared
to the proportion of gesture deixis following the explainees’ verbal signals of partial
understanding (𝑍 = 2.75, 𝐿𝑎 = 0.47, 𝑏 = 5.80, 𝑇 < 0.0001) and non-understanding
(𝑍 = 4.21, 𝐿𝑎 = 0.52, 𝑏 = 8.17, 𝑇 < 0.0001). Further, the proportion of gesture deixis
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Figure 7.6: Study 5: Proportions of the EXs’ gesture deixis following the EEs’ verbal signals
of understanding.

was signi#cantly higher following the explainees’ verbal signals of partial understand-
ing compared to following the explainees’ signals of non-understanding (𝑍 = 1.46,
𝐿𝑎 = 0.39, 𝑏 = 3.71, 𝑇 < 0.001).

Contrary to the hypothesis—which predicted that gesture deixis would decrease
following the explainees’ verbal signals of complete understanding and increase follow-
ing the explainees’ verbal signals of partial or non-understanding—the results of the
statistical analysis indicated a pattern in the opposite direction. Thus, the hypothesis
was not supported.

The analysis of the nested random e!ect indicated greater variance in gesture deixis
within the explainers interacting with three di!erent explainees (𝑌2 = 6.30 ↔ 10↑10,
𝐿𝑀 = 2.51↔10↑5), compared to the variance between the individual gesturing behavior
of the #ve explainers (𝑌2 = 8.31 ↔ 10↑11, 𝐿𝑀 = 9.12 ↔ 10↑6). This means that intra-
individual variation in gesture deixis was approximately 7.58 times greater than
inter-individual variation.

The #ndings on the random e!ect were consistent with the #ndings on the random
e!ects observed in Study 4 (see Section 7.2). Taken together, the results suggested that
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the explainees’ verbal signals of understanding are closely related to the dynamics in
the use of gesture deixis by the explainers.

The model accounted for a moderate proportion of explained variance in the
response variable when both #xed and random e!ects were considered (conditional
𝑋2 = 0.57). This could be related to the smaller sample size compared to the sample
size used for the analysis in Study 4.

Summary

The current study investigated the use of gesture deixis by di!erent explainers in
response to the explainees’ verbal signals of understanding during the physical absence
of an explanandum. Thus, the study built on the #ndings from Study 4 (see Section
7.2).

The results did not support the hypothesis that gesture deixis would decrease fol-
lowing the explainees’ verbal signals of complete understanding and increase following
the explainees’ signals of partial or non-understanding. Contrary to the hypothesis,
the analysis showed that gesture deixis was used most frequently following the ex-
plainees’ signals of complete understanding. These #ndings were consistent with the
#ndings revealed in Study 4 (see Section 7.2). To this end, it can be concluded that the
frequency of explainers’ gesture deixis varies in both positive and negative directions
in relation to the explainees’ verbal signals of (non-)understanding.

Furthermore, the analysis revealed greater variance at the explainer–explainee level
than at the level between di!erent explainers. Also this pattern mirrored the pattern
reveled by the results of Study 4, concretely that the individual explaining behavior is
closely related and adapting to the individual feedback behavior of explainees.

7.4 Discussion 2: The dynamics of nonverbal explain-
ing behavior

The studies presented in Sections 7.1, 7.2, and 7.3 investigated the dynamic use of
co-speech gestures—speci#cally, gesture dimensions—by di!erent explainers in dyadic
board game explanations while the explanandum was physically absent from the
shared space. The studies were presented in a top-down manner: Study 3 examined
the distribution of co-speech gesture dimensions, such as deixis, iconicity, and tem-
poral highlighting (gestural emphasis) (McNeill, 2006) across di!erent categories of
explanation topics; Study 4 and Study 5 focused on the dimension of gesture deixis,
by exploring its relation to the explainees’ feedback behavior, as part of the process
called ”interactional monitoring” (Clark & Krych, 2004).
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7.4.1 Discussion: Di#erent topics, di#erent gesture dimensions

Study 3 by Lazarov and Grimminger (2025) presented in Section 7.1 revealed that
gesture deixis occurred not only as a standalone gesture dimension but also in combi-
nation with other dimensions, more speci#cally iconicity and temporal highlighting.
It is important to note that the gesture annotations were performed at the level of
explanation topics, covering complete utterances or parts of utterances, rather than at
the level of a$liated speech units (word level) (see Section 7.1.1). As a result, the anal-
ysis captured the broader discursive function of gestures rather than their alignment
with individual words.

Speci#cally, the study tested the hypothesis that gesture iconicity dominates
over temporal highlighting in topics concerning object features, and, conversely,
that temporal highlighting dominates over gesture iconicity in topics about action
processes and conditional rules. This hypothesis was motivated by previous research
investigating the functional features of iconic and beat gestures (Austin & Sweller,
2014; Beege et al., 2020; Dargue et al., 2021; Dimitrova et al., 2016; Kandana-Arachchige
et al., 2021; McKern et al., 2021; McNeill, 1992, 2006; Rohrer, Delais-Roussarie, & Prieto,
2020).

The results of the statistical analysis provided only partial support for the hypoth-
esis. While gesture iconicity and temporal highlighting were found to co-occur with
gesture deixis in explanations about object features, their relative frequencies did not
signi#cantly di!er. In contrast, temporal highlighting was observed more frequently
in topics concerning action processes and conditional rules, suggesting its heightened
role in marking and emphasizing structurally or semantically important content in
action or rule-based contexts. Such patterns suggest that, in the absence of a physical
explanandum, pointing to imagined locations via gesture deixis and emphasizing
information via temporal highlighting are used more frequently than depicting object
features via gesture iconicity. Thus, the results suggest a dynamic pattern in which
explainers prioritize spatial referencing and prosodic emphasis over object depictions
when constructing multimodal explanations in a visually constrained context.

Beyond the scope of the research hypothesis, the results also revealed that, in all
three topical categories, gesture deixis was the most frequently used gesture dimension
by the explainers. One plausible explanation for the constantly frequent occurrences
of gesture deixis is that the explainers might have felt compelled to continuously es-
tablish ”joint imagined spaces” while the explanandum was physically absent from the
shared space (Kinalzik & Heller, 2020). By employing the dimension of gesture deixis,
the explainers visually conveyed information related to imagined spatial references,
facilitating the explainees’ understanding of the locational organization of unknown
board game objects (Lazarov & Grimminger, 2024a).
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7.4.2 Discussion: Gesture deixis related to the monitoring of
explainees’ understanding

Both Study 4 by Lazarov and Grimminger (2024a) and Study 5 by Lazarov and Grim-
minger (2024b) investigated the variation in the use of gesture deixis in relation to
monitoring the explainees’ (non-)understanding. Speci#cally, the studies explored
how the frequency of explainers’ gesture deixis is related to the dynamically changing
levels of understanding observed in the behavior of explainees.

In doing so, Study 4 (Section 7.2) investigated the relation between the frequency
of explainers’ gesture deixis and their interpretations of explainees’ levels of under-
standing. These interpretations were collected in a post hoc video recall task (see
Section 5.2).

The study tested the hypothesis that the explainers’ use of gesture deixis would
decrease following their interpretations of explainees’ complete understanding and, con-
versely, increase following their interpretations of explainees’ partial understanding,
non-understanding, or misunderstanding. The hypothesis was motivated by previ-
ous research highlighting the role of co-speech gestures in facilitating addressees’
comprehension (Congdon et al., 2017; Grimminger et al., 2010; Kang et al., 2015) and
reducing their cognitive load (Habets et al., 2011; Kelly et al., 2010; Li et al., 2022; Ping
et al., 2013). For example, the use of deictic (Clark, 2003; McNeill, 1992, 2006; Stojnic
et al., 2013) and iconic gestures (Dargue et al., 2021; Kandana-Arachchige et al., 2021;
McKern et al., 2021) has been reported to enhance addressees’ comprehension.

Following the statistical analysis, the hypothesis was not supported. The fre-
quency of gesture deixis did not decrease following the explainers’ interpretations of
the explainees’ complete understanding. Instead, the use of gesture deixis remained
relatively stable across the explainers’ interpretations of all levels of explainees’ un-
derstanding. Although it is likely that the explainers’ continuous employment of
gesture deixis enhanced the explainees’ comprehension—as suggested in previous
literature (Clark, 2003; Congdon et al., 2017; Dargue et al., 2021; Grimminger et al.,
2010; Kandana-Arachchige et al., 2021; McKern et al., 2021; Stojnic et al., 2013)—the
presented research focused exclusively on the explainers’ interpretative perspective
rather than the explainees’ self-reported understanding.

As mentioned above in the discussion of Study 3, the physical absence of the
explanandum from the shared space, which likely demanded the continuous establish-
ment of ”joint imagined spaces” (Kinalzik & Heller, 2020), is a reasonable explanation
accounting for the consistent use of gesture deixis by the explainers. Also, this demand
may have been implicitly driven by the inherent knowledge asymmetry between the
explainers and the explainees (Kang et al., 2015; Kottho!, 2009).

A follow-up study (Section 7.3) extended the topic on the variation of explainers’
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gesture deixis, by relating it to explainees’ verbal signals of understanding in the
spoken discourse. Concretely, Study 5 tested the hypothesis that gesture deixis would
decrease following the explainees’ verbal signals of understanding, and increase fol-
lowing the explainees’ verbal signals of partial or non-understanding. The hypothesis
was motivated by previous research suggesting that addressees’ positive feedback
is associated with a a decrease in speakers’ deictic and iconic gestures (Holler &
Wilkin, 2011), and that the detection of trouble spots or non-understanding prompts
is associated with a more frequent gesturing behavior by the speakers (Alibali et al.,
2013).

As in Study 4, the results did not support the hypothesis. Gesture deixis was
found to increase following the explainees’ verbal signals of complete understanding,
for example, when the explainees repeated or completed the explainers’ utterances,
provided positive feedback with backchannels, or indicated non-understanding by
themselves. These #ndings were in line with the #ndings from Study 4, emphasizing
the fact that the absence of the explanandum is amain factor related to the intensity and
continuity of gesture deixis. This behavior likely re%ects a persistent communicative
strategy compensating for the absence of shared physical referents in the interaction
space.

7.4.3 Discussion: Individual variations of gesturing behavior

All three studies on explainers’ gestural behavior provided insights into the degree of
individual variation in their use of co-speech gestures while explaining a board game
to di!erent explainees. Previous research has shown that gesturing is idiosyncratic,
particularly in terms of gesture form and path (Bergmann & Kopp, 2010; Priesters
& Mittelberg, 2013), and that individual variations are in%uenced by the dialogue
situation and the attendance of a di!erent addressee (Bergmann & Kopp, 2010). Further,
the gestural behavior of has been shown to vary in relation to the degree of shared
expertise between interlocutors (Holler & Stevens, 2007; Jacobs & Garnham, 2007;
Kang et al., 2015), as well as the physical presence and absence of an explanandum
(Holler & Stevens, 2007).

Building on this research, Study 4 (see Section 7.2) tested the hypothesis that
explainers would exhibit intra-individual variation in their use of gesture deixis de-
pending on the monitored level of understanding. The analysis took advantage of
the nested design of the dataset, in which each explainer subsequently interacted
with three di!erent explainees. As intra-individual variation in explanatory interac-
tions had not been previously examined in depth, this hypothesis was tested in an
exploratory manner.

The results demonstrated that the proportions of gesture deixis varied within each
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explainer, in relation to the explainee with whom they were interacting, as well as
to the subjective interpretations of the explainers regarding the explainees’ levels
of understanding. This pattern was further supported by the results for the nested
random e!ect, which revealed greater intra-individual than inter-individual variation
in the use of gesture deixis. Thus, the hypothesis was supported.

Comparable ad hoc #ndings emerged from Study 3 and Study 5 although they
did not speci#cally investigate a hypothesis related to the individual variations of
the explainers’ gestural behavior. In both studies, a greater variation in the gestural
behavior was observed for each of the individual explainers regarding their subse-
quent interactions with three di!erent explainees, rather than between the individual
explainers (see Sections 7.1.2 and 7.3.1). Together, these results suggested that the
attendance and the behavior of the explainees are related to the gestural behavior
of the explainers. In sum, explainers appear to dynamically adapt their gesturing
behavior in response to explainees’ feedback behavior in the course of interactional
monitoring (Clark & Krych, 2004).
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Chapter 8

General discussion

In the previous Chapters 6 and 7, I presented #ve studies investigating the relation
between the dynamics of verbal and nonverbal explaining behavior and the motioning
of explainees’ feedback behavior. The verbal explaining behavior was analyzed in the
form of explanation topics introduced by explainers, whereas the nonverbal explaining
behavior was analyzed in the form of explainers’ dynamic employment of co-speech
gestures during explanatory interactions with di!erent explainees.

Monitoring is a bilateral process in which interlocutors observe the verbal and
nonverbal behavior of each other to keep track of the progress of an interaction, e.g., an
explanation, and assess the explainee’s understanding about the explanandummoment-
by-moment (Clark & Krych, 2004). Together with sca!olding1 and co-constructions2,
an explainer attempts to successfully reach the goal of an explanation, i.e., to enhance
an explainees’ understanding of an entity or a process (explanandum) (Buschmeier
et al., 2023; Rohl#ng et al., 2021). This theoretical framework suggested that explainers’
co-constructions, realized through their verbal and nonverbal explaining behavior,
tend to adapt to explainees’ co-constructions, realized through their multimodal
feedback behavior. To what extent does interactional monitoring become re%ected
in explainers’ adaptations of verbal and nonverbal explaining behavior to explainees’
feedback behavior, and do such adaptations of multimodal explaining behavior reach
any limitations?

Verbal explaining behavior The dynamics of verbal explaining behavior was
explored through the perspective of the topical structure of explanations, which
was analyzed as consisting of new topics and elaborations of previously introduced
topics. Topical shi”s initiated by the explainers were related to various forms of

1Sca!olding is the process by which a more knowledgeable explainer adapts the explanation based
on the responses of an explainee signaling their cognitive processing (Wood et al., 1976)

2Co-constructions emerge from the bi-directional verbal and nonverbal interaction between an
explainer and an explainee, and represent the dynamics of explaining (for the explainers) and feedback
(for the explainees) forms of behavior (Rohl#ng et al., 2021).
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multimodal feedback by the explainees, comprising their eye gaze behavior, head
gestures (e.g., nodding), and vocal backchannels. Two studies—one on the domain of
medical explanations (see Section 6.1) and another one on the domain of board game
explanations (see Section 6.2)—demonstrated that explainees’ gaze aversions from the
explainers o”en preceded shi”s to new topics. Explainees’ gaze aversions predicted
such topical shi”s particularly when accompanied by head nods and / or backchannels
expressing agreement or acknowledgment (e.g., okay, good, alright). A subsequent
study on the topical structure of explanations including the dynamics of interactive
gaze behavior (see Section 6.2) demonstrated that explainers’ gaze withdrawals from
explainees can also predict topical shi”s. These #ndings were in line with the #ndings
of Rossano’s 2013, 2012 research on spontaneous conversations.

In contrast, explainees’ non-changing gaze directed at explainers was related
topical shi”s to elaborations of existing topics. Although Lazarov et al. (2024) did not
relate the topical shi”s initiated by the explainers to explainees’ levels of understanding,
a recent study investigating multimodal predictors of (non-)understanding by Türk
et al. (2024) demonstrated that, in moments of non-understanding, explainees ”freeze”,
i.e., their behavior (including) eye gaze remains static. Thus, it is possible that when
explainees keep a consistent gaze at explainers, explainers interpret this behavior as
lack of understanding and a request for elaboration.

Although Study 1 and Study 2 suggested speci#c patterns of multimodal behavior
(e.g., gaze aversion + head nodding + backchanneling) related to the changing topical
structure of explanations, the topical changes of explanations varied to a higher extent
regarding the individual explaining behavior of di!erent explainers and to a lower
extent regarding the attendance of a di!erent explainee. In other words, each explainer
followed an individually structured approach toward introducing explanation topics.

There are two possible explanations for the tendency revealed in the analysis
of the random e!ect. The #rst reason is related to repeated patterns of explainees’
multimodal feedback behavior. Especially, concerning the explainees’ gaze aversions
occurring prior to topic changes initiated by the explainers, Study 1 and Study 2
demonstrated that this relation is signi#cant and valid for two di!erent domains of
everyday explanations. The second reason concerns the anticipated knowledge asym-
metry between the explainers and the explainees at the beginning of explanations
(Kottho!, 2009; Rohl#ng et al., 2021). In both Study 1 and Study 2, the explainers
had prepared their explanations prior to the study. In Study 1, the physicians had
prepared their explanations based on their fundamental knowledge in medical science
and practical experience as clinical physicians. In contrast, the attending caregivers
(except one person) were non-experts in the medical domain, and their multimodal
feedback behavior frequently expressed agreement and acknowledgment to the (more
knowledgeable) physicians. In Study 2, the explainers had prepared their explanations

76



of a board game a few days prior to the study by learning the game rules and practicing
the game with others. Despite the fact that the explainers were aware of the explainees’
unfamiliarity with the game prior to the study, the experience gap between the ex-
plainers and the explainees in Study 2 was assumed to be smaller compared to the
experience gap between the explainers and explainees in Study 1. Thus, the explainers
of the board game could have adjusted the topical structure of their explanations also
in relation to the attendance of di!erent explainees. This was suggested by the high
standard deviation values of the nested random e!ect that represented the subsequent
interactions of one explainer with three di!erent explainees.

To make stronger assumptions about the adaptations of explanation topics to
monitoring the explainees’ behavior, it would be bene#cial to analyze the actual
sequence in which the explanation topics were introduced by the explainers. This
would indicate to what extent explainers follow explanation structures, as prepared
by themselves, and make adjustments in relation to the monitored feedback behavior
and understanding of explainees.

Nonverbal explaining behavior The dynamics of nonverbal explaining behavior
was investigated regarding the use of co-speech gestures by explainers across di!erent
categories of explanation topics, and in relation to monitoring the explainees’ changing
levels of understanding. All studies analyzed the same materials of board game
explanations, during which the explanandum was physically absent from the shared
space (see Section 5.2). Assuming that the physical absence of the board game is a
prerequisite for the continuous establishment of ”joint imagined spaces” (Kinalzik &
Heller, 2020) over the course of the explanations, the studies focused on the occurrence
of gesture dimensions, concretely deixis, iconicity, and temporal highlighting (gestural
emphasis) (McNeill, 2006).

In terms of interactional monitoring and adaptive explaining behavior, several
#ndings emerged:

1. Deixis was the most frequently used gesture dimension occurring alone and
together with other dimensions, such as iconicity and temporal highlighting.

2. Temporal highlighting was used more frequently than iconicity, particularly in
topics related to action processes and conditional rules.

3. Gesture deixis does not decrease even when the explainers interpret the ex-
plainees’ understanding as complete—based on the reports from the video recall
task and on perceiving the explainees’ verbal feedback during the interactions.

4. The use of gesture deixis is related to and varies depending on the attendance of
di!erent explainees and the explainers’ interpretations of the explainees’ levels
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of understanding.

These #ndings suggest that explainers continuously monitor explainees’ behavior
and adapt the use of co-speech gestures accordingly. This was further supported by
the statistical models, which revealed higher intra-individual variation (i.e., within
the same explainers, each interacting with di!erent explainees) than inter-individual
variation (i.e., between the di!erent explainers). This pattern was observed across
the three gesture-related studies and points to a clear link between the attendance
of di!erent explainees, monitoring their understanding, and the dynamics of the
explainers’ gesturing behavior. How can this tendency of intra-personal variation
related to the attendance of di!erent explainees be explained in comparison to the inter-
personal variation revealed for the adaptations of the topical structure of explanations?

In contrast to the explanation topics which constitute the external structure of an
explanation, co-speech gestures are used in a tight semantic and temporal coupling
within the a$liated spoken reference, which could be part of or represent an explana-
tion topic (Kendon, 2004; Kita, 2009; McNeill, 1992). Thus, the variation in the use of
co-speech gestures depends on the spoken references (words) within utterances to
which the gestures are a$liated. Thus, the variation in the use of co-speech gestures
by the explainers’ in relation to monitoring the explainees’ understanding could be
observed in variations of the a$liated spoken references. The variation of co-speech
gestures in relation to the a$liated spoken references remained a limitation which
could be addressed in future research. Although Study 4 and Study 5 did not integrate
the a$liated spoken unit of speech in the analyses, the annotation of the explain-
ers’ deictic gestures took place in the presence of speech. The common objective of
both studies was to demonstrate how explainers’ deictic gestures vary in relation
to the interpreted levels of understanding as monitored in the explainees’ behavior.
In summary, all presented studies suggest that adaptations of verbal and nonverbal
explaining behavior take place in two steps: (1) At the verbal level of explaining,
explainers follow a previously prepared topical structure, which may vary in relation
to speci#c patterns of feedback behavior; (2) In relation to the semantic focus of expla-
nation topics, explainers employ speci#c gestural dimensions in order to increase the
understanding of explainees; however, as understanding is a dynamically changing
variable, the frequency of co-speech gestures also becomes adapted accordingly.
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Chapter 9

Conclusion

The present thesis synthesized and discussed the results of #ve empirical studies
that investigated the re%ection of interactional monitoring (Clark & Krych, 2004) in
adaptations of verbal and nonverbal explaining behavior. The studies investigated two
samples from video corpora on everyday explanations, particularly from the domains
of medical and board game explanations.

All studies demonstrated that explaining behavior adaptswith respect to explainees’
individual feedback behavior, comprising eye gaze, head gestures, and vocal backchan-
nelling. Speci#cally, the #rst two studies on adaptations of the topical structure
of explanations (verbal explaining) demonstrated that these adaptations are more
pronounced rather between than within individual explainers who interacted with
di!erent explainees subsequently. In contrast, adaptations of the gestural behavior
were shown to be more pronounced within di!erent explainers and with respect to the
explainers’ interpretations of the explainees’ levels of understanding. This variation
was con#rmed in the last two studies that addressed the monitoring of explainees’
understanding in a post hoc video recall task and while perceiving the explainees’
verbal feedback during the explanations.

In sum, interactional monitoring in explanatory interactions functions as an in-
teractional process in which interlocutors observe, interpret, and adapt each other’s
behavior. Thereby, explainers are able to adapt explanations in real time by employing
co-constructive verbal and nonverbal behaviors (Clark & Krych, 2004; Rohl#ng et al.,
2021; Wood et al., 1976). As demonstrated in this work, such co-constructive behaviors
are, for example, the dynamically changing topical structure of explanations at the
verbal level and the dynamic use of (multidimensional) co-speech gestures at the
nonverbal level.

79





Bibliography

Abeles, D., & Yuval-Greenberg, S. (2017). Just look away: Gaze aversions as an overt
attentional disengagement mechanism. Cognition, 168, 99–109. https://doi.org/
10.1016/j.cognition.2017.06.021

Alibali, M. W., Nathan, M. J., Church, R. B., Wolfgram, M. S., Kim, S., & Knuth, E. J.
(2013). Teachers’ gestures and speech in mathematics lessons: Forging common
ground by resolving trouble spots. ZDM Mathematics Education, 45, 425–440.
https://doi.org/10.1007/s11858-012-0476-0

Allen, D. E., & Guy, R. F. (1977). Ocular breaks and verbal output. Sociometry, 40(1),
90–96. https://doi.org/10.2307/3033550

Allwood, J., Cerrato, L., Jokinen, K., Navarretta, C., & Paggio, P. (2007). The mu-
min coding scheme for the annotation of feedback, turn management and
sequencing phenomena. Language Resources and Evaluation, 41, 273–287. https:
//doi.org/doi.org/10.1007/s10579-007-9061-5

Allwood, J., & Cerrato, L. (2003). A study of gestural feedback expressions. Proceedings
of the 1st Nordic Symposium on Multimodal Communication, 7–22.

Allwood, J., Nivre, J., & Ahlsén, E. (1992). On the semantics and pragmatics of linguistic
feedback. Journal of Semantics, 9, 1–26. https://doi.org/10.1093/jos/9.1.1

Argyle, M., & Cook, M. (1976). Gaze and mutual gaze. Cambridge University Press.
Arnold, K. (2012). Humming along. Contemporary Psychoanalysis, 48(1), 117. https:

//doi.org/https://doi.org/10.1080/00107530.2012.10746491
Austin, E. E., & Sweller, N. (2014). Presentation and production: The role of gesture in

spatial communication. Journal of Experimental Child Psychology, 122, 92–103.
https://doi.org/https://doi.org/10.1016/j.jecp.2013.12.008
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Appendix: Related Publications

This appendix contains the original publications cited in the empirical part of the
dissertation: three articles (Lazarov & Grimminger, under review; Lazarov et al.,
2024; Lazarov & Grimminger, 2024a), one conference poster presentation (Lazarov &
Grimminger, 2025), and one conference abstract (Lazarov & Grimminger, 2024b). The
publications are attached in the order of appearance in Chapters 6 and 7.
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Changes in the topical structure of
explanations are related to explainees’
multimodal behaviour

Stefan Lazarov, Kai Biermeier, and Angela Grimminger
Paderborn University

Everyday explanations are interactive processes with the aim to provide a
less knowledgeable person with reasonable information about other people,
objects, or events. Because explanations are interactive communicative
processes, the topical structure of an explanation may vary dynamically
depending on the immediate feedback of the explainee. In this paper, we
analyse topical transitions in medical explanations organised by di!erent
physicians (explainers) related to di!erent forms of multimodal behaviour
of caregivers (explainees) attending an explanation about the procedures of
an upcoming surgery of a child. The analyses reveal that explainees’
multimodal behaviour with gaze shi"s (and particularly gaze aversion) can
predict a transition from an elaborated topic to a new one, whereas
explainees’ forms of multimodal behaviour with static gaze cannot be
related to changes of the topical structure.

Keywords: explanations, multimodal behaviour, elaborations, conditional
probabilities

1. Introduction

Everyday explanations between humans are interactive processes pursuing the
aim to provide a less knowledgeable person (henceforth explainee) with reason-
able information about other people, objects, or events (e.g., Rohl#ng et al., 202&).
One example is the explanatory domain of health care in conversations between
medical doctors (henceforth physicians) and patients. In such contexts, a physi-
cian takes the role of an explaining expert who has more knowledge than the
patient (i.e., the explainee). The relation between an expert and a non-expert pre-
supposes that the expert is the conversation partner who organises the explana-
tion in terms of setting an explanandum or several explananda (i.e., the object(s)
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of the explanation), such as the diagnosis, reasons, medical procedures, and treat-
ments, and also structuring the explanans (i.e., the way that an explanation is
expressed). Because we view explanations as being co-constructed and there-
fore unfolding within the interaction (Rohl#ng et al., 202&), the number of di!er-
ent topics and elaborations of them, most likely, changes and varies dynamically
depending on the immediate feedback of the explainee (Clark & Krych, 2004).

In this study, we investigate ten naturalistic, videotaped dialogues between
caregivers who are required to give their agreement to an upcoming surgery of
their children, and physicians. In particular, we analyse the temporal relation
between di!erent forms of caregivers’ multimodal behaviour (including gaze,
head nodding and backchannelling) and di!erent forms of topical transitions
within explanations that were initiated by di!erent physicians. The current
research addresses the process of interactional monitoring, in which interlocutors
track the process of understanding an explanandum (Clark & Krych, 2004).
Explainers may feel required to make elaborations via additions, completions,
or paraphrases, so that explainees are able to solve understanding-related issues
(Dingemanse et al., 20&(), but there is yet no account about what (non-)verbal sig-
nals of an explainee are interpreted as being either related to a request for an elab-
oration or as a sign of su)cient understanding.

2. Theoretical background

2.1 Monitoring listeners’ behaviour

Explanatory dialogues such as those between physicians and patients (in this
study, caregivers) support the so-called “bilateral accounts” of interactions, mean-
ing that interaction partners inform each other about the current state of the
explanation or understanding, and they monitor one another (Clark & Krych,
2004). More precisely, listeners’ (non-)verbal behaviour is found to in*uence the
length and form of the turns made by interlocutors (Sacks et al., &9,4). For exam-
ple, speakers tend to adapt the content of their utterances, e.g., make repetitions,
in relation to listeners’ disattending gaze behaviour, which may be interpreted
as a request for further information (Goodwin, &9-&). By monitoring listeners’
(non-)verbal behaviour, explainers could adapt the structure of their explanations
to (their interpretation of ) the immediate behaviour of the listening and perceiv-
ing explainee. Thus, explainers have the organisational control over explanations,
but the successful completion of the explanation also depends on the explainees.

According to Clark & Krych (2004), speakers pay attention at and respond
to several levels during interactions with listeners, namely at the verbal level
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(speech), the nonverbal level (e.g., faces, bodies and gestures), or also at shared
scenes. For example, verbal contributions represent full content utterances or
short backchannels as immediate feedback. The face area encompasses facial
mimics and eye gaze behaviour by which interlocutors indicate attention to each
other’s verbal (Clark & Krych, 2004: ./; Goodwin, &9-&; Kendon, &9.,) and non-
verbal behaviour (e.g., Bavelas et al., &9-.). Further, facial signals such as blinking
(Hömke et al., 20&,) or eyebrow movements (Hömke et al., 2022) have been
shown to be related to (mis)understanding. Body movements, such as head nods
or tilts, also play an important role in signalling immediate feedback that is moni-
tored by the speakers (Clark & Krych, 2004: .4), such as understanding (Ismail &
Syahputri, 2022).

2.2 (Non-)verbal forms of behaviour

For our analysis, we did not consider the overall (non-)verbal behaviour of the
caregivers during the entire interactions with the physicians, but only forms of
such behaviour around speci#c temporal areas of interest, namely the transitions
to elaborations and those from elaborations to new topics initiated by the physi-
cians (see /./. for further details). An initial video inspection of those temporal
areas indicated that caregiver’s forms of multimodal feedback behaviour varied
in di!erent combinations of gaze behaviour, head nodding and backchannelling.
Each of these modalities could be related to di!erent interactional and cogni-
tive processes, which could be interpreted by the interlocutors in di!erent and
ambiguous ways while attempting to complete the goal of an interaction (e.g.,
understanding). Other forms of behaviour, such as eyebrow movements or blink-
ing are also relevant for analysing interactional processes, but they were excluded
from this study because of the angle and quality of the video recordings.

2.2.1 Gaze behaviour
Explainees’ gaze behaviour may serve as a relevant signal related to di!erent inter-
actional processes monitored by explainers (Clark & Krych, 2004), such as visual
attention (Argyle & Cook, &9,., Goodwin, &9-&; Kendon, &9.,), cognitive pro-
cessing (Glenberg et al., &99-; Goodwin, &9-&; Phelps et al., 200.) or disengage-
ment from a task (Doherty-Sneddon & Phelps, 200,). The present study focuses
on two forms of explainees’ gaze behaviour: changing gaze behaviour (gaze shi"s)
and non-changing (static) gaze behaviour. For the gaze shi"s, we are additionally
interested in one particular form, namely gaze aversions away from the explainers.

For interlocutors’ gaze behaviour in dyadic human-human interactions, it has
been reported that listeners gaze more o"en at speakers than vice-versa, and both
participants gaze at each other brie*y during moments of feedback elicitation by
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the speakers and feedback giving by the listeners (Argyle & Cook, &9,.; Bavelas
et al., 2002; Kendon, &9.,). Further and with respect to conversational manage-
ment, interlocutors’ gaze behaviour may in*uence the closure and the expansion
of topics of an interaction (Rossano, 200(, 20&/). However, the results regarding
the function of gaze behaviour at di!erent phases within turn-taking are not con-
clusive (Degutyte & Astell, 202&). In our analysis of explainees’ gaze behaviour,
their non-changing gaze at the explainers while listening to the explanation and
their gaze at explanation-relevant objects are categorized as “static gaze”.

Explainees do not constantly gaze at explainers, and the time in which
explainees gaze at explainers varies individually (Argyle & Cook, &9,., Goodwin,
&9-&; Kendon, &9.,). A shi" in explainees’ gaze direction may occur for di!erent
reasons: for example, in relation to attention drawing using pointing gestures by
the explainers (Clark, 200/), the need to process and assimilate an explanandum
and the explanans, or as an act of visual reference or attention to a third entity
(Morency et al., 200.). Experimental studies on both adults’ and children’s gaze
behaviour during solving cognitive tasks have demonstrated that averting the gaze
from an interlocutor while thinking about an answer occurs more frequently for
more challenging tasks, and that this behaviour boosts successful task perfor-
mance with regard to knowledge retrieval, or analytical thinking such as arith-
metic tasks and memory (Glenberg et al., &99-; Phelps et al., 200.). However, a
study on teacher — student interactions has shown that speakers seem to misinter-
pret listeners’ gaze aversions when asked to solve a certain task rather as a disen-
gagement from the task than as cognitive processing (Doherty-Sneddon & Phelps,
200,).

Gaze shi"s together with other nonverbal signals such as facial expressions
might be less ambiguous. Nota et al. (202&) discovered that gaze shi"s used with
an eyebrow frown indicate questioning, whereas gaze shi"s with an eyebrow raise
signal thinking, e.g., about a correct response, or a lack of knowledge about the
requested answer.

Less is known about the interpretation of non-changing gaze directions.
Research shows that any type of non-changing gaze direction for a speci#c time
period during an interaction indicates explainees’ ongoing attention (Argyle &
Cook, &9,.; Bavelas et al., 2002; Clark, 200/). It is possible that explainees’ gaze
that is statically directed towards the explainer, the explanandum or away is inter-
preted as ongoing attention and engagement with the explainer and the current
explanandum and explanans. However, it is still not clear whether explainees’
engagement could be related to explainers’ initiation of elaborations and topic
changes. Therefore, we decided to investigate explainees’ static gaze, gaze shi"s
and gaze aversions exploratively in relation to the elaborations and topic changes
initiated by di!erent explainers.
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2.2.2 Head nodding and backchannelling
Both head nodding and linguistic backchannels are ambiguous signals, also when
co-occurring. Head nodding is one of the most frequent gestural types of non-
verbal feedback, even when the interaction partners do not look at each other
(Allwood & Cerrato, 200/), and it can indicate either understanding or engage-
ment of the addressee (Gander & Gander, 2020). When accompanied by linguistic
backchannels (such as okay, yes, aha, right, etc.), head nods express either agree-
ment or approval between interlocutors, depending on the type of linguistic
backchannel (Allwood & Cerrato, 200/).

Linguistic backchannels are brief feedback responses which may be repre-
sented by lexical (such as right, okay) or non-lexical forms (such as mhm, yeah)
(Allwood et al., &992; Arnold, 20&2). Linguistic backchannels are considered to
serve various functions: they can signal a state of engagement or understanding
without being a turn-taking signal (Arnold, 20&2; Park et al., 20&,; Yngve, &9,0).
They are used as acknowledgements (as continuer phrases such as uh-huh, yeah),
as signals for continuous attention, perception or for unconditional understand-
ing (Allwood et al., &992; Clark & Brennan, &99&; Eshghi et al., 20&(; Scheglo!,
&9-2). Allwood et al. (&992) analysed the ambiguous meaning of the backchannels
yes, mhm and ok, which also have been observed in the data of the present study.
In contrast to the linguistic backchannel no, which straightforwardly expresses
denial, refusal and rejection, other backchannel forms, such as yes, mhm and
ok are related to multiple context dependent interpretations, such as acceptance,
approval, understanding and attention (Allwood et al., &992: 9; Arnold, 20&2).

Because of the ambiguity of both signals, we cannot make any predictions
regarding head nods and linguistic backchannels related to di!erent forms of top-
ical transitions in our study on physician-caregiver interactions. As a #rst step,
we investigate co-occurrences of multiple signals and provide a sequential rela-
tion between these types of (non-)verbal feedback and changes of the explanation
course to elaborations or new topics.

2.( Explanation structure

A way to analyse the explanation structure, and thus, di!erent forms of transi-
tions, is to segment the explanation into explanation episodes (Roscoe & Chi,
200-). An explanation episode is de#ned as “a brief segment of the overall expla-
nation […] devoted to one particular topic” (ibid., p.///). The particular topics
within an explanation are di!erent sub-explananda. Thus, an explanation of an
upcoming surgery (which is the explanandum) contains di!erent topics or sub-
explananda such as diagnosis, reasons, medical procedures, or treatments. Each
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sub-explanandum consists of newly introduced information pieces (new topics)
which were most o"en elaborated by the physicians, e.g., via paraphrases or clar-
i#cations (elaborations). Two excerpts from di!erent physician-caregiver inter-
actions below provide examples for the transitions from newly introduced
sub-topics to elaborations and vice-versa.

Example 1. Explanation about the medical procedure
[&] “We are going here along. We do a small incision over the old scar, approximately a
few centimeters here and here.” — an introduction of a new sub-topic about the proce-
dure
[&.&] “With this small cut you can pull out the metal rail by one centimeter” — an elabo-
ration related to the sub-topic that was introduced in [&]
[2] “So, the operation lasts approximately !"een minutes, it’s a small ambulant opera-
tion.” — a change to a new sub-topic
[2.&] “This means going home on the same day.” — an elaboration related to the
changed sub-topic [2]

Example 2. Explanation about the importance of the surgery
[&] “At last, it’s a blocking issue. We have to create a drain.” — an introduction of a new
sub-topic
[&.&] “The gallbladder must be able to #ow past the pancreas, so that the whole thing is
not a problem. — an elaboration of the sub-topic [&]
[2] “And as I said, for the later quality of life, she can eat and drink normally.” — a
change to a new sub-topic

(. The current study

In the current study, naturalistic physician — caregiver explanations were
analysed. The reason for these explanations was an upcoming surgery of individ-
ual children that required the caregivers’ agreement. The goal of the current study
is to investigate caregivers’ forms of multimodal feedback and their relations to
the two types of topical transitions of the explanation of the upcoming surgery,
more speci#cally, transitions to elaborations (T-EL) and those from elaborations
to new topics (T-NT).

(.1 Participants

Seven physicians and thirteen caregivers participated in the study consisting of
eleven interactions. All participants signed a consent form, and the study was
approved by the Ethics Board of the university. Four of the seven physicians par-
ticipated each in two interactions. Also, two of the explanations were attended by
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two caregivers (both caregivers’ behaviour was considered in the analysis), and
ten of the explanations were attended by the child which was supposed to undergo
a medical intervention. However, children’s behaviour was not analysed because
most of them were at an age, at which they were not able to perceive or inter-
pret the medical explanation. The language in ten of the eleven explanations was
German, for one it was English. No socio-demographic data about the physicians
and the caregivers was collected because the medical consultations were planned
in short term. Due to technical reasons regarding the camera angles during data
collection, causing inability to observe and analyse multimodal behaviour, one of
the eleven interactions was excluded from the analysis because the multimodal
behaviour could not be observed. Thus, ten interactions, seven physicians and
twelve caregivers were analysed.

(.2 Procedure

All physician — caregiver interactions were recorded at a paediatric department
of a hospital in Germany. In these explanatory dialogues, the physicians explained
di!erent relevant aspects regarding the surgery, e.g., the diagnosis, necessity, med-
ical procedures and treatment.

Two of the eleven interactions took place in the chief physician’s o)ce, and
they were each attended by two caregivers. As the environment in that room was
quiet, the #rst two interactions lasted longer (approx. 2( minutes) compared to
the rest. For the other nine interactions, di!erent physicians each explained the
surgery to one caregiver, and they were recorded in the outpatient department of
the same hospital, ranging between 04:(4 — &4:2/ minutes.

The interactions were recorded with two cameras, one directed towards the
physicians and another one directed towards the caregivers, capturing the face
and torso area. No additional cameras or other techniques for separate voice
recording or eye tracking were used in data collection because they would have
disrupted the naturalness of the interactions and the attention of the physicians
and the caregivers, who had a conversation on an important topic. The mean
duration of the analysed ten interactions was &&:0. min. (SD =,:&0 min.).

(.( Data coding

(.(.1 Explainees’ (non-)verbal behaviour
The video recordings were transcribed and annotated in ELAN (Wittenburg
et al., 200.). The spoken utterances were segmented into explanation episodes,
and the explainees’ gaze behaviour, head gestures and backchannels were coded.
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An illustration of the coding procedure is shown in Figure &, and a referential sit-
uation is provided in Example /.

Gaze behaviour. The two camera perspectives allowed manual annotations of
gaze directions, i.e., towards the interlocutor, the materials, and away. Although
gaze was initially coded according to the gaze direction, the current study focuses
on the type of gaze behaviour, not on the viewing target. For this purpose, two
categories of gaze behaviour were distinguished: static gaze and gaze shi". These
two categories were mutually exclusive.

– A gaze was coded as static if there was no change of the viewing direction of
the caregivers before a transition.

– A change in caregivers’ gaze direction before a transition was coded as a shi".
Based on research on gaze aversion, this category was subdivided into gaze
shi"s without aversion and gaze shi" with aversion (henceforth gaze aversion).
– “gaze aversion”: cases when the participant changed their viewing direc-

tion away from the other interaction partner, i.e., directed towards
explanation-related materials or away from the shared referential space
between them and the physicians.

– gaze shi"s without aversion: Any other change of the gaze direction, for
example, from the explanation-related material away or vice versa.

Head gestures. The explainees used predominantly head nods during the seg-
ments of interest. Head shakes were observed only fourteen times in relation to
the analysed episodic transitions across the analysed ten interactions. Therefore,
only occurrences of head nods were included in the statistical analysis. For head
nods, we considered single or multiple up and down head movements (Allwood
& Cerrato, 200/).

Linguistic backchannels were identi#ed as such based on the de#nition given
in Yngve (&9,0), Allwood et al., (&992) and Arnold (20&2) (e.g., okay, yes, mhm,
alright), but were not coded for speci#c types as the most frequent types of
backchannelling in the areas of interest, i.e., the analysed transitions, were contin-
uers or short a)rmations.
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Figure 1. Coding model. The #gure illustrates the annotation procedure in ELAN. The
numbering of topics refers to the order of appearance. Full numbers represent a new
topic, and decimal numbers represent the category “elaborations”. The boundaries
between the topical segmentations are the actual transition points. The green coloured
transitions are those to elaborations, and the grey coloured transitions are those from
elaborations to new topics. The light-blue coloured gaze shi"s, head nods and
backchannels are those co-occurring in the areas of interest, i.e., up to one second before
transitions into elaborations or from elaborations to new topics. Modalities in other
temporal relations were not analysed.

(.(.2 Forms of multimodal behaviour
Because either form of caregivers’ gaze behaviour (static, shi"ed with aversion,
and shi"ed without aversion) was always present and our research was focused
on multimodality, we labelled the categories of caregivers’ behaviour based on
the occurring type of their gaze behaviour and co-occurring modalities (head
nodding or backchannelling). For example, gaze shi"s with no co-occurring
modalities were labelled “unimodal gaze shi"”. Accordingly, gaze shi"s either with
co-occurring head nodding or with backchannelling were labelled “bimodal gaze
shi"s with head nodding or backchannelling”, and gaze shi"s with co-occurring
head nodding and backchannelling were labelled “multimodal gaze shi"s”.
Because there were three forms of gaze behaviour (see above), we observed in
total twelve forms of multimodal behaviour of the attending caregivers: unimodal
(one of the three forms of gaze behaviour only), bimodal (di!erent forms of gaze
behaviour together with head nodding or backchannelling, resulting in six dif-
ferent bimodal forms), multimodal (di!erent forms of gaze, head nodding and
backchannelling; resulting in three forms).
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(.(.( Explainers’ explanation structure
Roscoe & Chi’s (200-) de#nition of explanation episodes was applied for this
analysis (Figure &). We di!erentiated between new topic or elaboration of a pre-
vious topic. The category “elaborations” was de#ned as either further reasoning,
additions, paraphrases or repetitions. A segment was labelled as new topic if the
segment contained information not previously given. In the analyses, two dif-
ferent types of transitions between the segments were related to the multimodal
behaviour of the explainees: transitions to elaborations (T-EL), which contained
both transitions from a new topic to elaborations or transitions between elabora-
tions, and transitions from elaborations to new topics (T-NT). These transitions
were used for tracking the structural change of the explanations and for setting the
temporal frame of collecting explainees’ multimodal behaviour signals, which we
analysed in relation to the types of explanation episodes. Note that this segmenta-
tion did not regard the semantic content of the episodes, i.e., the topics were not
speci#ed, because this level of detail was not necessary for our research question.
At the #rst step, coders identi#ed the new topics, i.e., di!erent sub-explananda
contained in the explanations. Example / provided below is related to the illus-
tration in Figure &, and it shows that a physician introduces the topic about the
nutrition of a child a"er recovery, which is marked here as topic [&]. Then the
physician makes two elaborations concerning the nutrition of the child, marked
as [&.&] and [&.2]. A"er the elaborations about the child’s nutrition, the physician
changes the topic about regular check-ups, marked as [2]. The illustrated cod-
ing model in Figure & shows the numerical coding of explanation episodes, i.e.,
whether a segmentation was either a new topic or an elaboration, without provid-
ing labels to the semantic content of the explanation episodes. Full numbers (e.g.,
&, 2, /, etc.) corresponded to a new topic, and decimal numbers (e.g., &.&., &.2., &./.,
etc.) corresponded to elaborations of the respective topic. The caregivers’ multi-
modal behaviour (gaze, head gestures and backchannels) was related to the di!er-
ent forms of transitions.

Example (. Explanation about post-treatment care
[&] “Later, as said, there will be no restriction regarding eating.” — a new sub-topic
[&.&] “She can eat completely normally, if you also want fast food, gummy bears or simi-
lar, right?” — an elaboration of the sub-topic [&]
[&.2] “You are not doing this. She can eat healthily. She has a normal gastrointestinal
tract.” — another elaboration of the sub-topic [&]
[2] “And what we should do, of course, are check-ups with ultrasound.” — a new sub-
topic
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(.(.) Temporal threshold
For the analysis of caregivers’ gaze behaviour, head nods and backchannels in
the current study, we regarded those instances of (non-)verbal behaviour which
were initiated by the caregivers within the timeframe of & second preceding a T-
EL or a T-NT (see Figure &). Because there is no conventionalised time frame for
analysing reactions to multimodal feedback in the form of making an elaboration
or changing the topic, we limited the time frame to & second as an exploratory
approach. For our approach, the onset of each behaviour signal was considered.
For example, the transition from topic & to elaboration &.& (Figure &) was coded as
a transition from a new topic to an elaboration with preceding caregiver’s multi-
modal behaviour of static gaze + nodding + backchanneling; the transition from
elaboration &.&. to elaboration &.2. was coded with only the caregiver’s static gaze
because the onset of the head nod and the backchannel occurred a"er the transi-
tion; the transition from elaboration &.2 to the new topic 2 was annotated with a
preceding caregiver’s bimodal behaviour of averted gaze + nodding.

(.(.5 Reliability
The coding of caregivers’ gaze behaviour, head gestures and backchannels was
conducted in two steps: (&) Independent, trained pre-annotators did the initial
transcription and coding, which was (2) checked and corrected by two other
coders who were speci#cally and intensively trained for the coding in the current
study. That means, all of the caregivers’ behaviours were coded twice by two inde-
pendent coders. The topical segments of the physicians’ explanations were coded
by two trained coders. A"er the training, we calculated Krippendor! ’s ⍺ as an
inter-rater score between the pre-annotators and the trained coders. For measur-
ing inter-rater reliability, the #rst three minutes from three of the ten physician-
caregiver interactions were considered. Krippendor! ’s alpha (α) is suitable for
small sample sizes and for di!erent scale levels (Krippendor!, 20&/). In addition,
possible random agreement that may overestimate the actual agreement is fac-
tored out. Krippendor! (2004) provides the following guidelines for interpreta-
tion of the α value: a satisfactory intercoder reliability is given at a value above
α =.-00, while values between α= ..., and α =.-00 should be evaluated with cau-
tion. Reliability analyses revealed high agreement for gaze behaviour (α= 0.94),
head gestures (α =0.-&), and segments of new topics and elaborations (α =0.-().

(.) Data analysis

The goals of our study were (&) to reveal absolute frequencies and conditional
probabilities of caregivers’ forms of multimodal feedback occurring prior to the

Changes in the topical structure of explanations 267

© 2024. John Benjamins Publishing Company
All rights reserved



transitions into elaborations and those from elaborations into new topics initiated
by the physicians, and (2) to measure the e!ect of caregivers’ forms of multimodal
behaviour on the transitions initiated by the physicians.

All instances of transitions to elaborations (T-EL) and transitions from elabo-
rations to new topics (T-NT) initiated by the physicians and caregivers’ forms of
multimodal feedback behaviour occurring within the time frame of & second pre-
ceding those transitions were extracted. The occurrences of T-EL and T-NT were
treated as the response variable, and caregivers’ forms of multimodal behaviour
were treated as a #xed e!ect.

(.).1 Conditional probabilities
For the analysis of the transitions’ dependence on multimodal behaviour, we used
the de#nition of conditional probability (Dekking et al., 200(). It formalises the
probability of an event A, given that event B occurs:

For example, to calculate conditional probabilities for T-EL following
bimodal behaviour, we replaced the numerator and the denominator of the frac-
tion with absolute frequencies:

– # (A ∩ B) — the number of T-EL initiated a"er one form of multimodal behav-
iour, e.g., bimodal behaviour with gaze aversions and head nodding

– # B — the number all transitions initiated a"er bimodal behaviour with gaze
aversions and head nodding

Here is an example related to the calculation of conditional probabilities for
bimodal behaviour with gaze aversions and head nodding of the caregivers before
transitions into elaborations initiated by the physicians in our study:

The example is interpreted as following: The probability that physicians ini-
tiate T-EL a"er caregivers’ bimodal behaviour with gaze aversions and head nod-
ding results from dividing the instances of T-EL a"er bimodal behaviour with
gaze aversions and head nodding by all transitions a"er bimodal behaviour with
gaze aversions and head nodding across the ten interactions. Conditional proba-
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bilities are calculated separately for all twelve forms of multimodal behaviour and
provide an insight into the relation between the transition types initiated by the
physicians for each form of multimodal behaviour.

(.).2 Generalised linear mixed model (GLMM)
The second research goal was to investigate the e!ect of caregivers’ forms of
multimodal behaviour on the transitions initiated by the physicians. Because a
Shapiro-Wilk test indicated a non-normal distribution (W =0.-2, p< 0.0&), we
used a Generalised linear mixed model (GLMM) in our analysis. The GLMM was
built with the forms of caregivers’ multimodal behaviour and the two types of
transitions initiated by the physicians as interacting #xed e!ects, as well as includ-
ing the di!erent physicians and caregivers as random e!ects. A GLMM allows a
crossing modelling of the factorial levels, in which we speci#ed physicians’ transi-
tion type interacting with the di!erent forms of caregivers’ multimodal behaviour
as the #xed factor. This contrastive interference was followed by pairwise compar-
isons between the two transition types with respect to the twelve forms of multi-
modal behaviour. Before the statistical analysis, the frequencies of transitions for
each form of caregivers’ (non-)verbal behaviour were converted into proportions,
for each interaction separately. By that, the di!erences between the behaviour of
the di!erent physicians interacting with di!erent caregivers were normalised.

In some of the analysed interactions, there were 0 instances of T-EL or T-
NT preceded by some of the forms of caregivers’ multimodal behaviour, turning
some proportions into 0% (0.00) or &00% (&.00). To avoid errors in our statistical
model related to confusion with binominal regression, we applied a zero-in*ation
(Tang et al., 202/) to the data of the response variable, turning proportions of 0.00
into 0.00000& and proportions of &.00 into 0.999999 (using glmmTMB package,
Brooks et al., 20&,). Thus, we built our statistical model as follows:

glmmTMB(PROP_adjusted ~ BEHAVIOUR * TRANSITION + (1 | EX/EE),
data =dataframe, family =beta_family())

In the model, PROP_adjusted are the adjusted proportions of the response
variable, caregivers’ forms of multimodal behaviour and the two types of transi-
tions initiated by the physicians were de#ned as two interacting #xed e!ects, and
the random e!ect represented the di!erent caregivers nested within the di!erent
physicians.
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). Results

).1 Conditional probabilities across participants

We observed (02 cases of transitions between explanation episodes. As the rel-
evant topical transitions initiated by the physicians included those from a new
topic to an elaboration, and one elaboration into another, the total number of T-
EL (n =2-9) was higher than the number of T-NT (n= 2&/). Results for condi-
tional probabilities are illustrated in Figure 2, and absolute frequencies are given
in brackets.

First insights from the frequency analysis suggest that the most frequently
initiated transitions by the physicians occur a"er caregivers’ static gaze and a"er
combinations of static gaze with head nodding and backchannelling. The lowest
numbers of transitions are observed regarding caregivers’ multimodal gaze shi"s
(without aversions).

Figure 2. Conditional probabilities and absolute frequencies. SG — static gaze; GS —
gaze shi" (without aversion); GA — gaze aversion; N — head nodding; B —
backchannelling

With respect to caregivers’ static gaze behaviour, it was more likely that
physicians initiated a T-EL than T-NT a"erwards (see Figure 2). The same ten-
dency was observed for caregivers’ unimodal gaze shi"s (without aversions) and
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bimodal gaze shi"s (without aversions) and head nodding. Caregivers’ gaze shi"s
(without aversions) bimodally with backchannelling or multimodally with both
backchannelling and head nodding was more likely to be followed by T-NT than
by T-EL. For caregivers’ gaze aversions, either unimodally or bimodally with
either backchannelling or head nodding, the probabilities for both types of tran-
sitions were nearly the same. Only for multimodal gaze aversions, a higher proba-
bility for T-NT compared to T-EL was observed.

).2 Analysis of #xed and random e!ects

In addition to our exploration of frequencies and conditional probabilities, we
were also interested in the e!ect of caregivers’ forms of multimodal behaviour
on the two types of transitions initiated by the physicians. To address the second
research goal, we conducted generalised linear mixed e!ects models using
glmmTMB (see /.4.2.).

Overall, the glmmTMB model indicated a slightly better #t of our data
(AIC =−2292, BIC= −2&9-) compared to a null model (without the #xed e!ect),
and also a high proportion of variance including the #xed and the random e!ects
across all participants (Conditional R2 =0.9(). However, at the level of the care-
givers nested within the di!erent physicians we found little variability in the
response variable within each nested combination (&2 = <0.00&, SD< 0.00&). A
higher variability in the response variable was found at the level of the di!erent
physicians (&2 = 0.0/, SD =0.&,). The random e!ects summary suggests that the
proportional variations of transitions across the di!erent physician-caregiver
interactions were higher than proportional variations within each of the interac-
tions.

The #xed e!ects summary of the glmmTMB in Table & contains only results
for those forms of caregivers’ multimodal behaviour that indicated a signi#cant
e!ect on the transitions initiated by the caregivers. A signi#cant e!ect on the
T-EL was indicated by caregivers’ bimodal behaviour with gaze shi"s (without
aversions) co-occurring either with head nodding or with backchannelling, mul-
timodal behaviour with gaze shi"s (without aversions), bimodal behaviour with
gaze aversions co-occurring with backchannels and multimodal behaviour with
gaze aversions. Only caregivers’ multimodal behaviour with gaze aversions indi-
cated a signi#cant e!ect also on the T-NT. The parameter estimates (β) of the
forms of multimodal behaviour related to the parameter estimate of the intercept
(unimodal static gaze) in Table & indicate that physicians initiated T-EL more
likely a"er caregivers’ multimodal behaviour with gaze shi"s (without aversions),
and also that physicians initiated T-NT a"er caregivers’ multimodal behaviour
with gaze aversions. The likelihood that T-EL are initiated a"er bimodal behav-

Changes in the topical structure of explanations 271

© 2024. John Benjamins Publishing Company
All rights reserved



iour with gaze shi"s (without aversions) co-occurring with head nodding or
backchannelling, and that T-EL are initiated a"er bimodal behaviour with gaze
aversions and backchannelling decreases from the intercept in a negative direc-
tion. Thus, only caregivers’ multimodal behaviour with gaze shi"s (without aver-
sions) predicted an increase of T-EL whereas caregivers’ multimodal behaviour
with gaze aversions predicted an increase of T-NT.

Table 1. A #xed e!ect summary for caregivers’ multimodal behaviour with signi#cant
e!ect on the transitions initiated by the physicians

Behaviour Transition M SD β S.E. z p

SG (Int.) T-EL 0.63 0.09  0.11 0.44  0.:; > 0.0;

GSN T-EL 0.:: 0.3; −1.41 0.;9 −:.40 < 0.0;

GSB T-EL 0.03 0.10 −1.69 0.;< −:.9: < 0.01

GSNB T-EL 0.0; 0.16  1.=1 0.;<  :.94 < 0.01

GAB T-EL 0.0< 0.:; −1.6< 0.;< −:.<9 < 0.01

GANB T-EL 0.1; 0.:= −1.4; 0.;9 −:.4< < 0.0;

GANB T-NT 0.63 0.43  :.:4 0.<;  :.64 < 0.01

Note: SG — static gaze; GS — gaze shi" (without aversion); GA — gaze aversion; N — head nodding;
B — backchannelling; (Combinations of the abbreviations refer to bimodal or multimodal behav-
iour.); T-EL — transitions to elaborations; T-NT — transitions from elaborations to new topics

For comparing the proportions of T-EL with the proportions T-NT for each
form of multimodal behaviour, we ran a post-hoc Tukey test. Table 2 summarises
the estimated means (β) for the pairs of proportions that signi#cantly di!ered.
Signi#cant di!erences between the proportions of T-EL and the proportions
of T-NT were found for caregivers’ unimodal gaze shi"s (without aversions)
(β = &.42, S.E.= 0..0, z= 2./,, p< 0.0() and for caregivers’ multimodal behaviour
with gaze aversion, head nodding and backchannelling (β= −2.04, S.E.= 0.(,,
z =−/.((, p< 0.00&). These #ndings suggest that T-EL demonstrated a stronger
relation to unimodal behaviour with gaze shi"s (without aversions) than T-NT.
On the other hand, T-NT demonstrated a stronger relation to multimodal behav-
iour with gaze aversions, compared to T-EL.
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Figure (. Proportions of transitions (MEAN & S.E.) initiated by the physicians for each
form of caregivers’ multimodal behaviour. SG — static gaze; GS — gaze shi" (without
aversion); GA — gaze aversion; N — head nodding; B — backchannelling; Combinations
of the abbreviations refer to bimodal or multimodal behaviour

Table 2. A summary of estimated means for proportions of transitions which indicated
signi#cant di!erences per form of multimodal behaviour

Behaviour Transition M SD β S.E. LCL UCL

GS T-EL 0.61 0.41  0.;3  0.44 −0.33  1.39

GS T-NT 0.:< 0.36 −0.<9  0.41 −1.=0 −0.0<

GANB T-EL 0.1; 0.:= −1.34 −0.39 −:.1: −0.;=

GANB T-NT 0.63 0.43  0.=0  0.4: −0.13  1.;3

Note: GS — gaze shi" (without aversion); GA — gaze aversion; N — head nodding; B — backchan-
nelling; (Combinations of the abbreviations refer to bimodal or multimodal behaviour.); T-EL —
transitions to elaborations; T-NT — transitions from elaborations to new topics
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).( Summary of results

In the #rst part of the analysis, we compared the conditional probabilities between
T-EL and T-NT initiated by the di!erent physicians following twelve forms of
caregivers’ multimodal behaviour. This analysis revealed that all forms of care-
givers’ behaviour with static gaze, as well as unimodal gaze shi"s and bimodal
gaze shi"s (without aversions) with head nodding were more likely to be followed
by T-EL than T-NT. For the other six forms of multimodal behaviour, the analysis
revealed higher probabilities for T-NT than for T-EL. The application of a
GLMM on proportional data indicated positive estimates with signi#cant e!ect
on the transitions only for two forms of multimodal behaviour: (&) multimodal
behaviour with gaze shi"s (without aversions) on T-EL, and (2) multimodal
behaviour with gaze aversions on T-NT. The analysis of pairwise comparisons
also supported the relation between multimodal behaviour with gaze aversions
and T-NT.

5. Discussion

In this paper, we analysed the relations between transitions to elaborations (T-
EL) and transitions from elaborations to new topics (T-NT), which were initiated
by explainers, and di!erent forms of explainees’ multimodal feedback behaviour.
The analysis was based on a sample of ten videotaped interactions between
explaining physicians and attending caregivers, who were asked to agree to an
upcoming surgery of their child. For our analysis, we coded caregivers’ gaze
behaviour (static, shi"ing, and averting from the physicians), head nodding and
backchannelling, which resulted in twelve forms of multimodal feedback. To
relate the topical structure of the explanations to multimodal forms of behaviour,
we segmented the physicians’ explanations into episodes (Roscoe & Chi, 200-)
indicating the di!erent topics and their elaborations. The data analysis pursued
two research goals.

First, we analysed frequencies and conditional probabilities of T-EL and T-
NT initiated a"er each form of caregivers’ multimodal behaviour. Second, we
analysed the e!ect of caregivers’ forms of multimodal behaviour on the fre-
quencies of T-EL and T-NT. Because of non-normal data distribution, we nor-
malised the frequencies of transitions into proportions for each form of caregivers’
behaviour. The proportional types of transitions were analysed in a zero-in*ated
glmmTMB model integrating the interaction of two #xed e!ects, (&) the transi-
tions initiated by the physicians and caregivers’ forms of multimodal behaviour
and (2) a random e!ect with a nested condition — each caregiver interacting with
one of the seven physicians.
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5.1 Caregivers’ static gaze behaviour with or without other modalities

Although the analysis of conditional probabilities suggested that there was a
higher probability of initiating T-EL than T-NT following all forms of multimodal
behaviour with static gaze, the statistical model did not indicate a signi#cant e!ect
of any form of behaviour with static gaze on the transitions. Thus, based on our
dataset, we cannot conclude that non-changing gaze behaviour with or without
other modalities, such as head nodding and backchannelling, could be certainly
related to T-EL or T-NT.

According to Kendon (&9.,) and Bavelas et al. (2002), listeners look at speak-
ers for longer periods with short intervals of aversions from speakers. Further-
more, head nodding and linguistic backchannel responses, such as mhm or yeah
are evoked when speakers establish mutual gaze with listeners (Bavelas et al.,
2002). In the analysed areas of interest in our data, the caregivers were gazing at
the explaining physicians who produced long utterances. In many cases, the care-
givers’ static gaze directed at the physicians or at the presented documentation
materials co-occurred with head nodding and backchannels such as mhm, ok, and
yes. Both modalities are also reported to have multiple and ambiguous interpreta-
tions. Head nodding is one of the most frequent forms of gestural feedback, even
when listeners’ gaze is not directed toward the speaker (Allwood & Cerrato, 200/),
and their interpretation varies between understanding, attention, or agreement
between interlocutors (Allwood & Cerrato, 200/; Gander & Gander, 2020). Sim-
ilarly, di!erent forms of backchannels indicate continuous attention, acceptance
or agreement (Allwood et al., &992; Arnold, 20&2). From our analysis, we can only
conclude that static gaze behaviour, with or without head nodding and backchan-
nelling, can only be related to explainees’ visual attention at the explainers (Argyle
& Cook, &9,.; Goodwin, &9-&; Kendon, &9.,). Future analyses may include the
kinematics for the head gesture, or prosodic features for linguistic backchannels
(Gravano et al., 200,; Lai, 20&0; Ward & Tsukahara, 2000), to resolve the ambi-
guity of head nodding and backchannelling.

5.2 Caregivers’ gaze shi"s and gaze aversions with or without other
modalities

In contrast to our #ndings regarding caregivers’ forms of static gaze behaviour, we
found that unimodal gaze shi"s and bimodal gaze shi"s (without aversions) co-
occurring with head nodding precede T-EL with higher probability than T-NT.
The other forms of gaze shi"s (without aversions) and gaze aversions revealed a
higher tendency to precede T-NL than T-EL. Gaze aversions are a special form
of gaze shi"s, i.e., a change of caregivers’ viewing direction away from the physi-
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cian to the materials or aside. The statistical model indicated that T-EL can be
predicted by caregivers’ multimodal behaviour with gaze shi"s (without aver-
sions). Only caregivers’ multimodal behaviour with gaze aversions demonstrated
a stronger relation to T-NT, based on the analysis of #xed e!ects and pairwise
comparisons. Why are only aversions from the explaining physicians to another
entity or away that co-occur with head nodding and backchannelling associated
with a T-NT and all other forms of gaze shi"s and gaze aversions not?

Gaze shi"s are related to either visual attention drawn by pointing gestures
(Clark, 200/), an act of visual attention to a third entity, or cognitive processes,
such as thinking about the explanandum (Morency et al., 200.). Also, if gaze
shi"s co-occur with head nodding or backchanneling, gaze shi"s may also be
related only to visual attention because head nodding and backchannelling evoke
ambiguous interpretations (see (.&).

In contrast to the relation between caregivers’ gaze shi"s and T-EL, our sta-
tistical analysis suggested that only caregivers’ multimodal behaviour with gaze
aversions, head nodding and backchannelling has a stronger relation to T-NT,
compared to T-EL. Thus, multimodal feedback behaviour may resolve ambiguous
interpretations of (non-)verbal signals, such as head nodding and backchan-
nelling (Allwood et al., &992; Allwood & Cerrato, 200/; Arnold, 20&2; Gander &
Gander, 2020). Also, gaze aversions from the explainer were previously related to
the reduction of cognitive load during thinking about the answer for demanding
cognitive tasks (Doherty-Sneddon & Phelps, 200,; Glenberg et al., &99-; Phelps
et al., 200.). Rossano (200(; 20&/) reports that interlocutors’ gaze withdrawals
from each other are related to a completion of a topical sequence, in compari-
son to interlocutors’ mutual gaze which in 9(% of the cases leads to an expan-
sion of a topical sequence. Our results are in line to what Rossano (200(; 20&/)
observed. Also, our #nding that caregivers’ multimodal behaviour with gaze aver-
sions is related to T-NT could be addressed in further research on multimodal
signals of cognitive processing to discover whether averted gaze from explainers
co-occurring with head nodding and backchannelling signals a closure of a topi-
cal sequence.

5.( Concluding remarks

The presented research provides new insights into the relation between explain-
ers’ T-EL and T-NT and explainees’ multimodal behaviour. Despite the many
open questions regarding some forms of multimodal behaviour, our #ndings con-
tribute to research on multimodal behaviour and its relation to the dynamic
structures of explanations. Our analysis in this study did not provide insights
about the frequencies of mutual gaze between the physicians and the caregivers
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before the transitions. Based on the theoretical background on continuous inter-
actional monitoring of each other’s multimodal behaviour (Clark & Krych, 2004),
analysing the physicians’ gaze directions in the future could provide more con-
crete insights about the focus of monitoring the caregivers’ behaviour. Therefore,
we suggest that future studies relate interlocutors’ mutual gaze to the same types
of transitions. Future works could also include other forms of behaviour, such as
eyebrow movements or prosodic features of backchannels and conduct analyses
on a larger data set.
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Abstract

Gaze behavior, being continuously accessible to interlocutors in face-to-face interactions, serves as a cue
managing turn-taking, regulating the duration of topical sequences, and supporting cognitive processing in
various everyday conversational contexts. The present study seeks to enhance the understanding of the relation
between two forms of interactive gaze behavior – mutual gaze and gaze withdrawals – and the topical structure
in the explanatory discourse. To do so, we analyzed 24 dyadic board game explanations in which one explainer
subsequently explained a board game to three di!erent explainees, and the board game was physically absent
from the shared space. The present study pursues two objectives: (1) to compare the proportional distribution
of mutual gaze and gaze withdrawals immediately preceding topical shi”s across the 24 explanations, and (2)
to determine whether gaze withdrawals are initiated more frequently by the interlocutor who introduces the
topic change, by the listening interlocutor, or by both interlocutors simultaneously. Based on previous research
(Lazarov et al., 2025; Rossano, 2012), we hypothesized that (1) topic changes in explanations are more frequently
preceded by gaze withdrawals than by mutual gaze, and (2) gaze withdrawals are initiated more frequently by
the interlocutor who initiates a topic change than by the other interlocutor. Both hypotheses were veri#ed by
our analysis. Furthermore, our #ndings indicated that the relation between gaze withdrawals and topic changes
is particularly salient at the level of di!erent explainers, as compared to the intra-individual di!erences observed
for each of the explainers interacting with di!erent explainees.
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1 Introduction1

In human–human interaction, the interlocutors’ eye gaze behavior serves multiple functions, such as managing2

turn-taking (Argyle & Cook, 1976; C. Goodwin, 1981; Jokinen, Harada, et al., 2010; Jokinen, Nishida, & Yamamoto,3

2010; Kendon, 1967), signaling cognitive (Glenberg et al., 1998; Phelps et al., 2006) or language processing (Beattie,4

1981), as well as a cue used for feedback elicitation from the addressees (Argyle & Cook, 1976; Bavelas, Black,5

et al., 2002; Kendon, 1967). Furthermore, maintaining eye contact with each other, referred to as mutual gaze6

(Argyle & Cook, 1976; Cook, 1977), and breaking the eye contact, referred to as gaze withdrawal (C. Goodwin,7

1981, 1985; Rossano, 2012, 2013), have both been shown to indicate the interlocutors’ engagement within an8

interaction. Speci#cally, mutual gaze has been associated with the expansion of topical sequences, whereas gaze9

withdrawals have been linked to the closure of topical sequences across various contexts of everyday interactions10

(Rossano, 2012, 2013).11

The relation between the interlocutors’ interactive gaze behavior and the topical structure in conversational12

contexts is also relevant in the context of explanatory interactions. Explanatory interactions about an entity or a13

process (explanandum) are maintained by an explainer (the more knowledgeable person) and an explainee (the14

less knowledgeable person) (Rohl#ng et al., 2021). The explainer’s task is to increase the explainee’s knowledge15

and understanding about the explanandum, which is associated with further processes, such as interactional16

monitoring, sca!olding and co-constructions (Buschmeier et al., 2023; Rohl#ng et al., 2021). While co-constructions17

emerge from the bidirectional (non-)verbal interaction between interlocutors (Rohl#ng et al., 2021), sca!olding18

refers to a process in which a more knowledgeable partner adjusts the explanation to the explainee’s abilities and19

cognitive processing (Wood et al., 1976). By continuously monitoring each other’s behavior over the course of an20

explanation, the explainers and the explainees inform each other about the development of an explanation, for21

example by their verbal and nonverbal forms of behavior, such as their speech, faces, bodies, and gestures (Clark22

& Krych, 2004).23

Explainers employ di!erent explanatory structures, such as elaborations of a previous topic or introductions24

of new topics. The topical structure may be related to di!erent forms of the interlocutors’ multimodal behavior,25

such as their eye gaze behavior, head gestures and vocal backchannels (Lazarov et al., 2025; Rossano, 2012, 2013).26

However, this previous research on interactive gaze behavior in relation to the topical structure of the discourse27

accounts for some limitations: For example, Lazarov et al. (2025) focused solely on the explainees’ eye gaze28

behavior, head gestures, and backchanneling without addressing the explainers’ eye gaze behavior (and thus29

whether the explainers monitored the explainees’ gaze behavior) and its relation to the topical structure of medical30

explanations. Further, Rossano (2012, 2013) investigated the interlocutors’ interactive gaze behavior in the context31

of spontaneous everyday conversational contexts other than interactions that speci#cally target a certain goal,32

which for explanations is the increase in an explainee’s knowledge and understanding (Buschmeier et al., 2023).33

In this article, we address these limitations by examining two forms of interactive gaze behavior – mutual34

gaze and gaze withdrawals – in dyadic human–human explanatory interactions about a board game in relation35
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to changes of explanation topics (i.e., di!erent sub-explananda). In addition, the present study incorporates a36

nested study design in which one explainer explained a board game to three di!erent explainees subsequently. By37

addressing this aspect, the present study seeks to investigate how the gaze withdrawals of each interlocutor, the38

explainer, the explainee or both, are related to topic changes initiated by either party, and whether this relation39

becomes more pronounced only at the level of di!erent explainers, or depending on interacting with di!erent40

explainees.41

2 Theoretical background42

2.1 Interactive eye gaze behavior43

Eye gaze behavior is one of the most continuously pronounced forms of nonverbal communication, as it serves44

two primary functions: (a) facilitating information uptake, for example, on interlocutors’ visual attention and45

emotional expressions, and (b) remaining continuously accessible to others in face-to-face interactions (for a46

review, see Hessels, 2020). However, even in face-to-face interactions, interlocutors do not maintain constant eye47

contact throughout the conversation. The duration of the intervals during which both interlocutors gaze at each48

other (i.e., maintain mutual gaze) over the course of an interaction varies individually and depends on whether49

the interlocutor is speaking or listening (Argyle & Cook, 1976; C. Goodwin, 1981; Kendon, 1967). For instance,50

listeners tend to maintain prolonged gaze at speakers, interrupted with brief gaze aversions, whereas speakers51

tend to look at listeners less frequently, presumably in order to elicit feedback from the listeners (Bavelas, Coates,52

& Johnson, 2002; Brône et al., 2017; Kendon, 1967). In addition, speakers tend to brie$y withdraw their gaze from53

listeners when they formulate utterances, which is assumed to be related to language planning (Allen & Guy,54

1977; Beattie, 1981; Kendon, 1967). When speakers gaze at listeners, they o”en do so to elicit verbal or nonverbal55

feedback, e.g., in the form of head gestures and backchannel responses (e.g., mhm, uh-huh, okay) (Yngve, 1970),56

providing insight into the listeners’ attention and cognitive processing (Argyle & Cook, 1976; Bavelas, Coates, &57

Johnson, 2002; Kendon, 1967). Moreover, speakers tend to seek feedback by brie$y gazing at the listeners toward58

the end of their utterances, and a”er that they withdraw their gaze from the listeners, which is o”en related to59

the conclusion of their turns (Brône et al., 2017; Degutyte & Astell, 2021; Kendon, 1967). In sum, mutual gaze60

between speakers and listeners creates a temporal window that enables two key interactional possibilities: (1) a61

shi” in interaction roles (speaker–listener) between interlocutors (Argyle & Cook, 1976; Kendon, 1967); and (2)62

the elicitation of feedback responses from the listeners by the speakers (Bavelas, Coates, & Johnson, 2002).63

With respect to the topic management in conversations, gaze behavior in$uences the duration and continuity64

of conversational topics (Rossano, 2012, 2013). According to Rossano (2012), topics are extended to 95% of the65

cases when mutual gaze is established between speakers and listeners. Conversely, topics tend to get discontinued66

in 84% of the cases when the interlocutors withdraw their gaze from each other. Rossano (2012) analyzed gaze67

behavior in everyday conversations in various dyadic (and occasionally triadic) human–human interactions68
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using a qualitative, conversation analysis-based approach to observe the interlocutors’ gaze behavior moment by69

moment. In the present study, we investigate the occurrence of mutual gaze and gaze withdrawals prior to topic70

changes in dyadic explanatory interactions, by applying a quantitative statistical approach. Additionally, the71

conversations analyzed in Rossano’s (2012) work include competing multiple activities during the conversations,72

such as dining together, playing cards, or traveling in a car, which require some physical and mental resources to73

be distributed between the speaker and the competing task (C. Goodwin, 1985). In contrast, the present study74

on explainers’ and explainees’ mutual gaze and gaze withdrawals in explanations does not include unrelated75

competing activities apart from the explainees’ participation in the explanations organized by the explainers. In a76

more recent study analyzing ten physician–caregiver explanations about a child’s upcoming surgery, Lazarov77

et al. (2025) found that the explaining physicians more likely initiated topic changes in the explanations a”er78

the caregivers (i.e., the explainees) averted their gaze while signaling attention through co-occurring head79

nodding and vocal backchanneling. By comparison, when the explainees maintain a consistent gaze direction80

(e.g., toward the explainers) with or without other multimodal behaviors, the explainer was more likely to initiate81

an elaboration of a previous topic (Lazarov et al., 2025). In their research, Lazarov et al. (2025) did not consider82

the explainers’ eye gaze behavior, leaving the presence of mutual gaze between the explainers and the explainees83

unaddressed.84

Beyond the conversational management, gaze withdrawals (also called gaze aversions) are further associated85

with cognitive processing. For example, gaze aversion during interaction is linked to cognitive processing in86

adults (Abeles & Yuval-Greenberg, 2017; Allen & Guy, 1977; Glenberg et al., 1998) and children (Phelps et al.,87

2006). Experimental studies have shown that a person’s gaze aversions while thinking, e.g., about a solution88

of challenging arithmetical or verbal tasks, enhance a person’s overall task performance (Glenberg et al., 1998;89

Phelps et al., 2006). Further, gaze aversions have been observed to co-form the so-called ”thinking face” in90

language processing together with other modalities, such as facial mimics and body posture (Bavelas & Chovil,91

2018; M. H. Goodwin & Goodwin, 1986; Heller, 2021).92

Further, gaze aversions aid the mental imagination of invisible objects, for example during matrix imagination93

tasks (Markson & Paterson, 2009). This suggests that gaze aversion may facilitate cognitive processing even94

when external visual referents are unavailable. This is relevant for the present study because the explanandum is95

absent from the shared space between explainers and explainees.96

2.2 The topical structure of explanations97

In explanations, the explainers and the explainees engage in resolving questions such aswhat, how, andwhy (Klein,98

2009). An explanatory interaction about an explanandum can be structured through multiple sub-explananda,99

each corresponding to a speci#c explanation topic (or sub-topic), such as physical objects, abstract concepts, and100

processes. According to Roscoe and Chi (2008), each topic represents a brief episodic segment within the overall101

explanation.102
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The episodic segmentation of explanation topics was applied by Lazarov et al. (2025), who examined the103

relation between the explainees’ multimodal behavior and transitions between di!erent explanation topics in104

physician-initiated explanations concerning an upcoming pediatric surgery of a child. In their study, explanation105

topics corresponded to sub-explananda, including diagnosis, reasons for surgery, medical procedures, and106

treatments. Regarding the interactional responsibility for the topical organization of explanations, Fisher, Lohmer,107

et al. (2023) found that the topics of medical explanations are predominantly and naturally introduced by the108

explainers (the physicians) and to a minimum by the explainees, for example, by asking questions.109

In the context of board game explanations, the board game itself serves as the overarching explanandum,110

which the explainers convey to the explainees. However, board games are organized by logically prescribed111

manuals consisting of pre-de#ned rules. Consequently, a board game explanation typically follows the instructions112

outlined in the manual. Thus, in the present study, di!erent rules represent distinct sub-explananda or sub-topics,113

constituting the topical structure of board game explanations.114

2.3 Hypotheses115

In the present study, we investigated the relation between the topical structure of board game explanations116

and the explainers’ and explainees’ mutual gaze, or gaze withdrawals, respectively. To address our research117

question more speci#cally, we hypothesized that the proportion of gaze withdrawals occurring prior to118

topical changes is higher than the proportion of mutual gaze. Our #rst hypothesis is motivated by previous119

research by (Rossano, 2012, 2013), which suggests that the interlocutors’ gaze withdrawals are associated with120

the closure of topical sequences in everyday conversational contexts. According to Rossano (2012), only 5% of the121

analyzed cases of topical closures were associated with mutual gaze. However, we also predicted that mutual122

gaze may occur prior to topic changes because (1) speakers o”en gaze at the end of their utterances toward their123

interlocutor in order to elicit short feedback responses from them (Argyle & Cook, 1976; Bavelas, Coates, &124

Johnson, 2002; Brône et al., 2017; Kendon, 1967); and (2) the explainees, who are the more listening part during125

the explanation (Fisher, Lohmer, et al., 2023), would maintain prolonged gaze toward the explainers (Argyle &126

Cook, 1976; Bavelas, Coates, & Johnson, 2002; C. Goodwin, 1981; Kendon, 1967), which presumably also includes127

the end of utterance.128

In addition to our #rst hypothesis, we sought to deepen our analysis of gaze withdrawals that occur prior to129

topic changes. Based on previous research on the relation between interactive gaze behavior and management of130

turn-taking in human–human interaction (Allen & Guy, 1977; Argyle & Cook, 1976; Bavelas, Coates, & Johnson,131

2002; C. Goodwin, 1981; Kendon, 1967), and speci#cally the results showing that interlocutors’ brie$y avert their132

gaze prior to formulating an utterance (Allen & Guy, 1977; Kendon, 1967), we generated our second hypothesis:133

Gaze withdrawals are initiated more frequently by the interlocutor who initiates a topic change than134

by the other interlocutor who does not initiate a topic change. For example, we assume that before the135

explainers introduce a new topic, they brie”y withdraw their gaze from the explainees. We assume136
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the same for the explainees. Because the introduction of topics is related to the formulation of utterances, we137

assumed that either the explainers or the explainees will withdraw their gaze before introducing a new topic.138

However, gaze withdrawals prior topic changes may be also observed in the other interlocutor, for example the139

explainee, who does not initiate a topic change. In a recent study, Lazarov et al. (2025) demonstrated that the140

explainees’ withdraw their gaze from the explainers before the explainer initiated topic changes, which could141

have occurred as a signal of cognitive processing (Abeles & Yuval-Greenberg, 2017; Glenberg et al., 1998).142

3 Methods143

3.1 Participants144

In the present study, the data from 32 participants was analyzed. Among them, eight were explainers, and the145

other 24 were explainees. All explainers were German native-speaking adults (age: 𝐿 = 23.6, 𝑀𝑁 = 3.38), two of146

which were male, and six were female. Only 18 of the 24 explainees provided socio-demographic data about age147

(𝐿 = 26.0, 𝑀𝑁 = 9.75), gender (7 male and 11 female) and native language (all German). However, this was not148

problematic for the present study because the research question does not address participants’ gender or age.149

All participants signed a consent form prior to the study, which had been approved by the Ethics Board of the150

university.151

3.2 Materials152

For the data analysis in the present study, we randomly selected a subsample of 24 explanations from the video-153

corpus [BLINDED]. The corpus was compiled to investigate the relation between the explainees’ multimodal154

behavior and their levels of understanding (ranging between understanding and non-understanding) moment155

by moment. The corpus contains 87 dyadic, explanatory interactions between explainers and explainees about156

a collaborative and competitive board game named ’Deep Sea Adventure’ (Sasaki & Sasaki, 2014) in German157

language. According to the corpus design, one explainer explains the board game to three (or two) di!erent158

explainees subsequently. All explanations consist of three phases: 1) the board game was physically absent, 2)159

the board game was physically present, and 3) an interactive game play. The game phases vary in length. For160

the present study, we analyzed only the phase in which the board game was absent from the shared space. The161

mean duration of all 24 explanations overall (incl. all three phases) was 26:49 min (𝑀𝑁 = 05 : 30 min). The mean162

duration of the analyzed phase with the board game absent was 07:04 min (𝑀𝑁 = 03 : 44 min).163

The explanatory interactions were recorded from six camera perspectives: two cameras directed at participants’164

face area, two cameras directed at participants’ torso area, one side-positioned camera, and one camera positioned165

at the top. Additionally, participants’ speech was audio-recorded for speech analysis.166
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3.3 Procedure167

All participants were assigned either the role of explainer, who was responsible for conveying the rules of a board168

game, or explainee, who received an explanation. The explainers were given the opportunity to learn and practice169

the board game on their own a few days prior to the study. In contrast, the explainees were not informed in170

advance about which board game would be explained to them. Both, the explainers and the explainees, should not171

have been familiar with each other prior to the study. Further, they were not informed about the main objective172

of the study prior to it to ensure that their interactions would remain as natural as possible, mirroring everyday173

communicative exchanges. The only instructions provided to the explainers were (1) the sequence in which the174

board game should be introduced to the explainees (i.e., the game phases), and (2) and that their explanations are175

su%ciently comprehensive to enable the explainees to play the game independently a”erward.176

3.4 Data coding177

For the present study, annotators segmented the explanations into explanation episodes, and annotated explainers’178

(EX) and explainees’ (EE) verbal and nonverbal behavior by following an annotation manual. All video data179

was annotated using the so”ware ELAN (Wittenburg et al., 2006). The application of the annotation procedures180

described below is illustrated in Figure 2.181

3.4.1 Explanation topics and topic changes182

Explanation topics The segmentation of the board game explanations into distinct explanation topics was183

conducted based on previous methodological approaches outlined by Klein (2009) and Roscoe and Chi (2008)184

(see 2.2). The list of various sub-explananda anticipated to emerge within the explanations was derived from the185

o%cial game instructions, which served as the primary preparatory material for the explainers prior to the study.186

Thus, the list of explanation topics was arranged according to the following structure:187

• Introduction - Introducing the main explanandum, i.e., the name of the board game and the type of the188

game, e.g., a collaborative and competitive.189

• Preparation - Explaining the overall structure and the components constituting the entire game, e.g., a190

submarine, oxygen bottle, treasure chips, dices, etc., and their physical and functional features.191

• Goal - Explaining the main goal of the game, i.e., to collect as many treasures as possible and return192

successfully to the submarine.193

• Turn progressions - Explaining the players’ turn in the game, including rolling the dice, collecting treasures,194

and the related following consequences for the players, such as the reduction of oxygen and steps.195

• End of a round - Explaining the conditions according to which each comes to an end.196
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• End of the game - Explaining the conditions according to which the entire game is announced over and197

which player wins or loses the game.198

To represent this hierarchy more clearly, the di!erent explanation topics (and sub-topics) were numbered199

similarly to the approach by Fisher, Robrecht, et al. (2023) (see Figure 1). As the schematic illustration of the200

annotation scheme shows, topic groups 2, 4, and 5 contain sub-topics. For these groups, annotators were asked to201

code the related sub-topics, e.g., 2.1, 4.1, 5.1, etc. The segments of explanation topics span either full utterances or202

parts of utterances.203

Examples of coded explanation topics introduced by the explainers:204

(1) Introduction: ”We are going to play a little game, and I hope you enjoy diving (pause) because we are going205

to dive now. (pause) And, I am going to explain you how the game works (pause) without you seeing how the206

game looks. (pause)”207

(2.1) Game framing structure: ”And, (pause) the game consists of (pause) three rounds which are overall one.”208

(2.2) Submarine: ”And as mentioned, we are diving. It means, we will have a (pause) little (pause) submarine209

(pause)”210

(2.3) Oxygen supply: ”in which there is a certain amount of oxygen available. (pause) And this oxygen211

constrains our game turns.”212

Prior to the main annotation process, two annotators coded 10% of the data to ensure reliability (Fleiss’213

𝑂 = 0.79).214

Figure 1: Annotation of explanation topics

Topic changes Following the annotation of the topics, topic changes (also between sub-topics) were annotated215

on a separate tier by creating very brief segments that contained annotations identifying the interlocutor who216

initiated the topic change – either the EX or the EE.217
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Figure 2: Annotation of explanation topics, topic changes and interactive gaze behavior in ELAN. Abbreviations: EX =
explainer (le” camera), EE = explainee (right camera), MG = mutual gaze, GW = gaze withdrawal, TC = topic change.

3.4.2 Eye gaze behavior218

Eye gaze behavior was coded for both, the explainers and the explainees. First, participants’ eye gaze was219

annotated according to three possible directions: (1) toward the interaction partner, (2) toward the table (the220

shared referential space between both participants), and (3) away (see Figure 3). One annotator coded the gaze221

behavior of both the explainers and the explainees using the video recordings captured by the cameras directed222

at the participants’ facial areas. To ensure reliability, a second annotator coded 10% of the dataset during the223

training phase, yielding a Fleiss’ 𝑂 of 0.82.224

Figure 3: Annotation of gaze directions.
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Second, mutual gaze and gaze withdrawals were coded on separate tiers based on the annotations of the gaze225

direction. Mutual gaze was coded when the gaze directions of both participants overlapped. Gaze withdrawals226

between explainers and explainees were determined by the instances in which the gaze direction shi”ed either227

toward the table or away. For the purpose of the present study, only those instances of the gaze withdrawals228

preceding topic changes were annotated. It was further speci#ed within the segments of gaze withdrawals whether229

the explainer, the explainee, or both had initiated the withdrawal before a topic change. A gaze withdrawal by230

either the explainer or the explainee was segmented if one participant averted their gaze without subsequently231

redirecting it toward the other person before a topic change occurred. A gaze withdrawal by both participants232

was annotated if both, the explainer and the explainee, averted their gaze from one another simultaneously prior233

to the topic change.234

Subsequently, the frequencies of the interlocutors’ mutual gaze and gaze withdrawals preceding the topic235

changes were determined by generating overlapping annotations of topic changes with the annotations of mutual236

gaze and gaze withdrawals.237

3.5 Data analysis238

For the analysis of the frequencies of the participants’ mutual gaze and gaze withdrawals that preceded the topic239

changes, random and #xed e!ects were considered. The random e!ect represented the nested design of data240

collection, according to which each of the eight explainers interacted with three di!erent explainees subsequently.241

Additionally, two #xed e!ects were included: (1) the initiator of the topic change – either the explainer or the242

explainee, and (2) the interactive gaze behavior – mutual gaze or gaze withdrawal, the latter initiated by either243

only the explainer, or the explainee, or by both simultaneously. A Shaphiro-Wilk test of normality indicated244

that the frequencies of the participants’ mutual gaze and gaze withdrawals preceding the topic changes were245

not normally distributed (𝑃 = 0.68, 𝑄 < 0.001). In accordance with the structure of the dataset, the observed246

non-normal distribution, and the addressed research objectives in each hypothesis, we conducted two separate247

Generalized Linear Models (GLM) using R Studio (RStudio Team, 2020).248

Analysis of Hypothesis 1 (1) To test our #rst hypothesis investigating the overall proportional occurrences249

of mutual gaze and gaze withdrawals prior to topic changes (regardless which interlocutor initiated the topic250

change), we compared the proportions of mutual gaze with the proportions of gaze withdrawals occurring prior251

to topic changes applying a simple Generalized Linear Model (GLM) without the random e!ect.252

Model:253

glm(cbind(successes, failures) ˜ GAZE GROUPED, data = binomial data, family =254

binomial())255

The response variable in the GLM is represented by the proportional occurrences of each form of interactive256

gaze behavior preceding topic changes initiated by either the explainers or the explainees. The #xed e!ect257
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consisting of two levels (mutual gaze and gaze withdrawals) was represented by the variable ”GAZE GROUPED”.258

The model excludes the random e!ect as the #rst hypothesis addressed the overall occurrences of mutual gaze259

and gaze withdrawals across the dataset.260

Analysis of Hypothesis 2 To test our second hypothesis, which focused on a more detailed analysis of the261

relation between gaze withdrawals and the initiation of topic changes in relation to the participants’ role in262

the explanatory discourse – explainer or explainee – we conducted a Generalized Linear Mixed E!ects Model263

(GLMM). By adding the random e!ect to the statistical model, we provided further insights into the individual264

di!erences between the explainers, as well as the intra-individual variations for each explainer (in relation to the265

nested design of our dataset—one explainer interacting with three explainees).266

glmer(FREQUENCY ˜ INTERACTIVE GAZE * TOPIC INITIATED BY + (1|EX/EE), data = dataset,267

family = poisson())268

In the second model, FREQUENCY of the interlocutors’ gaze behavior occurring prior to topic changes was269

the response variable. The #xed e!ect was represented by the interaction between INTERACTIVE GAZE (#ltered270

for gaze withdrawals only: by the explainers, the explainees, or both) and TOPIC INITIATED BY (the initiator of271

topic change: the explainers or the explainees). In this model, the random e!ect (each explainer interacting with272

three di!erent explainees) was included.273

4 Results274

The analysis of the #rst hypothesis which focused on comparing the overall proportional occurrences of mutual275

gaze and gaze withdrawals prior to topic changes indicated that the proportion of gaze withdrawals was higher276

(𝐿 = 0.80, 𝑀𝑁 = 0.18) than the proportion of mutual gaze (𝐿 = 0.20, 𝑀𝑁 = 0.18). Further, the results revealed277

a considerable variation across the analyzed subsample (see Figure 4). The GLM demonstrated a better model278

#t (𝑅𝑆𝑇 = 341.69) compared to a null-model that includes only the random e!ect (𝑅𝑆𝑇 = 923.39), as well as a279

signi#cant e!ect of both forms of interactive gaze behavior: mutual gaze (𝑈 = →1.55, 𝑀 .𝑉 . = 0.10, 𝑊 = →14.84,280

𝑄 =< 0.001) and gaze withdrawals (𝑈 = 3.11, 𝑀 .𝑉 . = 0.15, 𝑊 = 20.99, 𝑄 =< 0.001).281

In addition to the statistical model, we calculated the predicted probabilities for each form of interactive gaze282

behavior based on the parameter estimates of each predictor:283

𝑄mutual = plogis(→1.5572) = 1
1 + 𝑋1.5572

↑ 0.174

𝑄withdrawal = plogis(1.5572) = 1
1 + 𝑋→1.5572

↑ 0.826

According to the results, the probability of mutual gaze preceding topic changes was 0.174, whereas the284
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probability of gaze withdrawals preceding topic changes was 0.827. With respect to the results from the statistical285

analysis and the post hoc probabilistic analysis, our #rst hypothesis could be veri#ed.286

Figure 4: Proportional distribution of mutual gaze and gaze withdrawals prior to topic changes.

For our second hypothesis, we investigated the relation between the initiator of gaze withdrawals and the287

initiator of topic changes. We found that the interaction partner who initiated a topic change was the one who288

more o”en withdrew their gaze prior to it compared to the frequency of gaze withdrawal of their interlocutor.289

More speci#cally, when the explainers initiated a topic change, they also withdrew their gaze more o”en (𝐿 = 9.75,290

𝑀𝑁 = 7.55) compared to the explainee’s gaze withdrawals (𝐿 = 2.58, 𝑀𝑁 = 3.56). When the explainees initiated291

a topic change, they withdrew their gaze more o”en (𝐿 = 2.29, 𝑀𝑁 = 2.77) compared to the explainer’s gaze292

withdrawals (𝐿 = 0.54, 𝑀𝑁 = 1.18) (see Figure 5). The high standard deviations of all related mean values suggest293

a considerable intra-individual variability across the observed dataset.294
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Figure 5: Gaze withdrawals solely by the explainers, solely by the explainees, or by both before topic changes initiated by
either party.

In some explainer–explainee interactions, there were zero occurrences of gaze withdrawals either by the295

explainers, the explainees, or both observed before the topic changes. In order to avoid overdispersion in the data296

that may comprise the reliability of the results, we adjusted the statistical model to a negative binomial GLMM297

using the glmmTMB package (Brooks et al., 2017). Thus, the statistical model was modi#ed as follows:298

glmmTMB(FREQUENCY ˜ INTERACTIVE GAZE * TOPIC INITIATED BY + (1|EX/EE), data =299

dataset, family = nbinom2())300

The glmmTMB demonstrated a better model #t (𝑅𝑆𝑇 = 592.13) than the initial Poisson-GLMM (𝑅𝑆𝑇 = 714.56).301

Regarding the #xed e!ects, all factorial levels, except for the explainers’ gaze withdrawals preceding the topic302

changes initiated by the explainees, showed a signi#cant e!ect on the outcome variable (see Table 1). The303

results outlined that all three forms of gaze withdrawals, i.e., solely by the explainers, by the explainees, or both304

interlocutors simultaneously, predict topic changes initiated by the explainers.305

To further test our second hypothesis, we conducted pairwise comparisons using simple contrasts. The306

results indicated signi#cant di!erences between the explainers’ and the explainees’ gaze withdrawals prior to307

the topic changes initiated by the explainers (𝑈 = 3.85, 𝑀 .𝑉 . = 1.15, 𝑊 = 4.49, 𝑄 < 0.001). Similarly, for the topic308
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changes initiated by the explainees, the pairwise comparisons revealed signi#cant di!erences between the gaze309

withdrawals by the explainers and the explainees (𝑈 = 0.23, 𝑀 .𝑉 . = 0.09, 𝑊 = →3.64, 𝑄 < 0.001), as well as between310

the withdrawals by the explainees and both interlocutors together (𝑈 = 0.18, 𝑀 .𝑉 . = 0.08, 𝑊 = →4.01, 𝑄 < 0.001). In311

sum, the results from the statistical model indicate that our second hypothesis could also be veri#ed; that is, gaze312

withdrawals are initiated more frequently by the interlocutor who initiated a topic change than by the other313

interlocutor.314

Table 1: Model Summary

Gaze withdrawal by Topic
initiation by

Estimate SE z p

EX & EE EX 1.67 0.26 6.34 < .001
EX EX 0.55 0.27 2.03 .043
EE EX -0.80 0.30 -2.69 .007
EX & EE EE -2.73 0.42 -6.57 < .001
EX EE -0.30 0.56 -0.54 .591
EE EE 2.51 0.52 4.85 < .001
Note. EX = Explainer; EE = Explainee.

Regarding the random e!ects, we observed a lower variation at the level of individual explainers interacting315

with three di!erent explainees (𝑌2 = 0.06, 𝑀𝑁 = 0.24), and higher variation at the level of the individual explainers,316

regardless of the presence of di!erent explainees (𝑌2 = 0.23, 𝑀𝑁 = 0.48). However, the standard deviation for the317

random e!ect that included the interaction with di!erent explainees suggested that, for some of the dyads, the318

presence of di!erent explainees is also related to distribution of the interlocutors’ gaze withdrawals preceding the319

topic changes initiated by either interlocutor. This observation was also supported by the explained proportion320

of variance when both the #xed and the random e!ects were included in the model (Conditional 𝑍2 = 0.72),321

compared to the proportion of variance explained alone by the #xed e!ects (Marginal 𝑍2 = 0.60).322

5 Discussion323

The current study examined the relation between mutual gaze and gaze withdrawals and changes of the topical324

structure across 24 dyadic board game explanations, in which the explanandum (i.e., the board game) was absent325

from the shared space between the explainers and the explainees. The analysis of these two forms of interactive326

gaze behavior followed a top-down approach, by which (1) the overall proportional distribution of mutual gaze327

and gaze withdrawals preceding topic changes was analyzed using a Generalized Linear Model (GLM); and based328

on the results of analysis 1, (2) the relation between the initiator of gaze withdrawals (the explainer, the explainee,329

or both) and the initiator of topic changes (the explainer or the explainee) was analyzed applying a negative330

binominal Generalized Linear Mixed E!ects Model (glmmTMB).331

Our #rst hypothesis that states that the proportion of gaze withdrawals occurring prior to topic change is332

higher than the proportion of mutual gaze could be veri#ed by the results of the statistical analysis. Speci#cally,333

the proportion of gaze withdrawals was signi#cantly higher than the proportion of mutual gaze across the 24334
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board game explanations. These #ndings were consistent with the previous research by Rossano (2012, 2013), that335

demonstrated that the interlocutors’ gaze withdrawals are related to the closure of topical sequences. However,336

in contrast to Rossano’s (2012, 2013) investigation on naturalistic, everyday dyadic (and triadic) conversations,337

the present study focused speci#cally on the context of dyadic explanations, and particularly on the explanation338

phase in which the explanandum was absent from the shared space. In doing so, the current study contributes to339

a deeper understanding of the relation between gaze withdrawals and the topical sequencing in human–human340

interactions. In addition, we also observed instances of mutual gaze preceding topic changes, and the statistical341

analysis indicated a probability of 0.17 for mutual gaze to precede topic changes. Our #nding that a minimal342

amount of the mutual gaze occurrences is associated with the closure of topical sequences is also in line with343

the results from Rossano’s (2012) study on spontaneous conversations. This is not surprising given the di!erent344

functions that gaze behavior in human interactions serves: Interlocutors who are the less verbally active part at345

certain moments during the interaction (in our case the explainees) are more likely to maintain prolonged gaze346

toward a speaker (in our case the explainers) (Degutyte & Astell, 2021). In addition, the explainers may have347

also directed their gaze at the explainees for brief moments to elicit feedback from them (Argyle & Cook, 1976;348

Bavelas, Coates, & Johnson, 2002; Brône et al., 2017; Kendon, 1967), which led to the establishment of mutual gaze349

prior to the topic changes. In this regard, the relation between mutual gaze and the changes of the explanation350

topics accounts for continuous interactional monitoring (Clark & Krych, 2004) in explanatory interactions.351

Our second hypothesis that states that gaze withdrawals are initiated more frequently by the interlocutor352

who initiates a topic change than by the other interlocutor could be also veri#ed by the statistical model and353

the pairwise comparisons. For the topic changes initiated by the explainers, the pairwise comparisons indicated354

a signi#cantly higher frequency of the gaze withdrawals by the explainers compared to gaze withdrawals by355

the explainees. The same signi#cant di!erence was found for the topic changes initiated by the explainees who356

withdrew their gaze from the explainers more frequently than the explainers. These results were in line with the357

assumption that the gaze withdrawals are related to the topic initiation via formulating an utterance (Allen &358

Guy, 1977; Beattie, 1981; Kendon, 1967).359

One of the major #ndings in our analysis is that the explainers were the interlocutors who initiated topic360

changes more frequently than the explainees. Therefore, we will discuss the initiation of gaze withdrawals361

prior to the topic changes initiated by the explainers more deeply. In this relation, the model indicated that the362

initiation of topic changes by the explainers can be predicted by the gaze withdrawals solely by the explainers,363

by the explainees, and by both interlocutors simultaneously. For each predictor there may be di!erent reasons364

related to the dynamic of face-to-face interactions.365

First, the explainers’ gaze withdrawals preceding the topic changes initiated by themselves could be related366

to initiation of a topic change as an act represented by the introduction of a new idea through the formulation of367

an utterance. According to (Allen & Guy, 1977; Beattie, 1981; Kendon, 1967) the speakers tend to withdraw their368

gaze before formulating an utterance in order to free cognitive resources for language planning.369
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Second, the explainees’ gaze withdrawals occurring before topic changes initiated by the explainers could be370

related to previous research on the cognitive function of gaze aversions. Gaze aversions have been previously371

discussed as being a signal to cognitive processing for children and adults, especially regarding challenging tasks372

involving thinking (Abeles & Yuval-Greenberg, 2017; Bavelas & Chovil, 2018; Glenberg et al., 1998; M. H. Goodwin373

& Goodwin, 1986; Heller, 2021). In the context of research on explanatory interactions, the #nding from the374

current study is in line with the recent research on the relation between the explainees’ multimodal behavior375

and the topical changes in medical explanations by Lazarov et al. (2025). In their research, Lazarov et al. (2025)376

found that the explainees’ gaze aversions from the explainers, head gestures and backchannels were signi#cantly377

related to transitions from elaborations to new topics. In the current study, the explainees’ gaze withdrawals were378

analyzed as gaze aversions, and thus, the explainees’ gaze withdrawals from the explainers while the explainers379

were gazing at the explainees and initiating a topic change could be related to the cognitive processing of the380

explanation. Supporting the assumption about the explainees’ cognitive processing, their gaze withdrawals from381

the explainers could be related to the notion that withdrawals from the interlocutor aid the mental imagination of382

invisible objects (Markson & Paterson, 2009). In our study, the explanandum, i.e., the board game, was physically383

absent during the analyzed explanation phase.384

Third, the simultaneous gaze withdrawals by both the explainers and the explainees also appeared to be385

a signi#cant predictor for the topic changes initiated by the explainers. This #nding was also in line with the386

previous research by Rossano (2012, 2013). This type of joint gaze withdrawals was analyzed in an exploratory387

manner. However, this suggests that both the explainers and the explainees reach a point of topical closure, but388

withdraw their gaze for di!erent reasons: Given what we know from previous research, the explainees may389

have averted their gaze in order to cognitively process the explanation, and meanwhile the explainers may have390

completed the current topic and prepared the utterance formulation marking the beginning of the next topic.391

Lastly, the second statistical model explored the variance of the explainers’ and the explainees’ interactive392

gaze behavior related to the initiation of topic changes with respect to the design of the dataset, in which each393

explainer sequentially interacted with three di!erent explainees. The random e!ect indicated that the variance of394

explaining behavior in the form of shaping the topical structure of explanations was more noticeable between395

the individual explainers than within each dyad (that is one explainer interacting with three di!erent explainees).396

This #nding suggested that the topical structure of explanations is determined to a higher extent by the explainers’397

individual explaining behavior and to a lower extent by the presence of di!erent explainees and their feedback398

behavior. One possible reason for this could be that the explainees as the less-knowledgeable participants than399

the explainers are also verbally less active in the explanations (Fisher, Lohmer, et al., 2023), and therefore giving400

the explainers (the more knowledgeable participants) more space for organizing the topical structure of the401

explanations.402
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6 Conclusion403

The present study related two forms of interactive gaze behavior – mutual gaze and gaze withdrawals – to changes404

in the topical structure of 24 board game explanations, in which eight explainers each subsequently explained a405

board game to three di!erent explainees while the board game was absent from the shared space. The revealed406

results support the assumption that gaze withdrawals are associated with changes of the explanation topics.407

In-depth analysis showed that the explainers shape the topical structure of explanations to a greater extent, and408

thus their gaze withdrawals from the explainees are an inherent and predictable part of their explaining behavior.409

However, the explainees’ gaze withdrawals from the explainers as a form of nonverbal feedback behavior also410

predict topic changes initiated by the explainers. Thus, the interactive gaze behavior of the explainers and411

the explainees related to the dynamically changing topical structure of explanations contributes to the general412

understanding of interactional monitoring.413

7 Limitations414

While the present study focused solely on the relation between mutual gaze, gaze withdrawals, and topical changes415

in explanations, it did not investigate the relation between the interlocutors’ mutual gaze and the expansion416

of topics as explored in the research by Rossano (2012, 2013). Additionally, regarding the relation between the417

interlocutors’ gaze behavior and the topic changes in explanations, future research could address other forms of418

the explainees’ feedback behavior, such as head gestures and backchannels, as well as references to explainees’419

understanding or interpreted understanding by the explainers. Including such factors would contribute to a420

more comprehensive understanding of the changing topical structure of explanations as a result of the feedback421

elicitation function of mutual gaze (Argyle & Cook, 1976; Bavelas, Coates, & Johnson, 2002; Kendon, 1967),422

which itself contributes to the entire picture of interactional monitoring (Clark & Krych, 2004). Lastly, a future423

comparative study including explanation phases in which the board game is present on the shared space could424

investigate whether the presence of the explanandum is a contextual factor which in$uences the relation between425

interactive gaze behavior and the initiation of topic changes.426
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Different explanation topics, different gestural dimensions?
Stefan Lazarov & Angela Grimminger, Paderborn University

e-mail: stefan.lazarov@uni-paderborn.de

Background
Ø When the explanandum is absent from the shared space,
Ø explainers rely on co-speech gestures to construct imagined spaces 

and provide the explainees with spatial orientation [1,2] 
Ø by employing gesture dimensions, such as deixis, iconicity, and 

temporal highlighting [3].
Ø Gesture deixis does not decrease even when explainers monitor 

explainees’ understanding [4].
Ø How are gesture iconicity and temporal highlighting along with 

gesture deixis distributed within different categories of explanation 
topics?

Hypothesis
Along the dimension of gesture deixis, gesture iconicity is expected to 
dominate in topics concerning object features, whereas temporal 
highlighting is expected to dominate in topics concerning action processes 
and conditional rules.

Motivation
Ø Iconicity is used to depict object features and actions [3,7,8,9].
Ø Temporal highlighting is used to put emphasis on important syntactic / 

semantic content [3,10].

Results
Ø No significant difference between iconicity and 

temporal highlighting in topics about object features.
Ø Temporal highlighting occurred significantly more often 

than iconicity in topics about action processes and 
conditional rules.

Ø The hypothesis could be partly verified.
Ø Higher variation within each explainer interacting with 

different explainees than across the 8 explainers.

This work was funded by Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) TRR 318/1 2021 - 438445824. 

Tab 1. Annotation of game-specific explanation topics (κ = 0.79).

Fig 2. Annotation of co-speech gestures (κ = 0.94).

Fig 3. Proportional frequencies of gesture dimensions within categories of explanation topics.

Object features Action processes Conditional rules
Game 
preparation
- Submarine
- Oxygen
- Treasure chips
- Empty chips
- Explorer 

tokens
- Dices

Turn Progressions
- Announcing 

directions 
- Reducing the 

oxygen
- Subtracting steps
- Action decision
- Skip each other

End of a round
- Successful return
- Unsuccessful 

return
- Cleaning the 

pathway

End of the game

Fig 1. Data collection design
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SCAN FOR 
SUPPLEMENTARY DATA

AND REFERENCES

contrast Est SE z p
Deixis - Iconicity 1.28 .2 6.51 <.0001
Deixis – Temp. highlighting 1.18 .19 6.06 <.0001
Iconicity – Temp. highlighting -.1 .2 -.49 .877
Tab 2. Pairwise comparisons (Tukey) within object features.

Tab 3. Pairwise comparisons (Tukey) within action processes.

Tab 4. Pairwise comparisons (Tukey) within conditional rules.

A: deixis + iconicity

+ temp. highlighting

C: deixis D: deixis 

go down go up

EXPLAINEE

EXPLAINER
1

3

explanation 3

explanation 2

explanation 1

2

MUNDEX CORPUS [5], N = 24
Øgame absent phase 

(MDuration = 07:04 min, SD = 03:44 min)

ØAnalysis of proportions with GLMM [6]

contrast Est SE z p
Deixis - Iconicity 2.36 .22 10.72 <.0001
Deixis – Temp. highlighting 1.28 .19 6.61 <.0001
Iconicity – Temp. highlighting -1.07 .22 -4.82 <.0001

contrast Est SE z p
Deixis - Iconicity 3.34 .24 14.08 <.0001
Deixis – Temp. highlighting 2.49 .21 11.63 <.0001
Iconicity – Temp. highlighting -.86 .24 -3.58 .001

Discussion
Ø The the continuous use of deixis is related to the absence of an explanandum [2,4,11].
Ø Spatial references and temporal highlighting are performed more frequently than object depictions.

B: deixis + iconicity
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Abstract 
In this study on the use of gesture deixis during explanations, a 
sample of 24 videorecorded dyadic interactions of a board 
game explanation was analyzed. The relation between the use 
of gesture deixis by different explainers and their interpretation 
of explainees’ understanding was investigated. In addition, we 
describe explainers’ intra-individual variations related to their 
interactions with three different explainees consecutively. 
While we did not find a relation between interpretations of 
explainees’ complete understanding and a decrease in 
explainers’ use of gesture deixis, we demonstrated that the 
overall use of gesture deixis is related to the process of 
interactional monitoring and the attendance of a different 
explainee. 

Keywords: explanation; gesture deixis; monitoring; 
understanding 

Introduction 
Explanations are co-constructive interactions in which an 

explainer provides a less-knowledgeable person (explainee) 

with information about an entity or a process (explanandum) 

to increase their knowledge and understanding (Rohlfing et 

al., 2021). To increase explainees’ knowledge and 

understanding, and to resolve understanding-related 

problems, explainers use verbal and non-verbal modes of 

communication, such as speech and gestures, simultaneously. 

Both modalities form an integrated system, which becomes 

apparent in the tight temporal and semantic coupling 

(Kendon, 2004; Kita, 2009; McNeill, 2005). Co-speech 

gestures, which express semantically related content to the 

spoken parts of utterances, can provide interactional guidance 

and support understanding via pointing, representing and 

highlighting certain aspects (de Ruiter, 2000). Although 

previous empirical research has provided findings about 

gestures’ role in contributing to addressees’ understanding 

(Congdon et al., 2017; Habets et al., 2011; Kelly et al., 2004; 

Kelly et al., 2010), it is not yet known how explainers use 

particular gestural functions in relation to their interpretations 

of explainees’ different levels of understanding. 

In this paper, we address this open question and focus 

particularly on explainers’ use of gesture deixis in board 

game explanations in the physical absence of an 

explanandum, i.e., the board game. Because the game was not 

present first, the explainers organized the interaction by 

applying skills of memories and constructive imagination 

(Bühler, 1982; West, 2014). The goals of our study are to 

discover 1) how gesture deixis is used by different explainers 

in the temporal relation to their interpretations of explainees’ 

understanding (assessed retrospectively), and 2) how this 

relation could be explained by explorations of explainers’ 

intra-individual gestural behavior during interactions with 

different explainees. For this purpose, we analyzed the 

behavior of eight explainers, each of them explaining a board 

game to three different explainees consecutively (in total, 24 

explanatory dialogues). We want to clarify that even though 

the present study focusses on gestures, the analyzed gestural 

forms co-occurred with speech in a natural dialogue situation.  

The different dimensions of gestures 
The absence of a physical explanandum may hamper 

addressees’ comprehension of the spatial organization of 

unknown objects. Speech and gesture deixis play an essential 

role in solving the problem of spatial orientation (Bühler, 

1965). Co-speech gestures may serve different functions such 

as highlighting or drawing on a surface shared by the 

interlocutors. For example, drawing invisible objects by 

performing gestures is essential in the successful 

establishment of joint imagined spaces (Kinalzik & Heller, 

2020). In cases when the explanandum is absent from the 

shared referential space, an imaginary presentation of the 

explanandum by explainers’ pointing and drawing behavior 

may be required. Therefore, applying McNeill’s (2006) 

assumption that gestures represent multidimensional 

functions (“iconicity”, “metaphoricity”, deixis, “temporal 

highlighting” (for beats), “social interactivity”, p. 301) to our 

coding seems to be more appropriate than an application of 

McNeill’s (1992) classical formal and functional 

categorization of the different gesture types. The current 

study focuses concretely on the dimension of deixis together 

with other dimensions (e.g., deixis and iconicity, or deixis 

and highlighting) and includes hybrid gestural forms. 

In general, deictic gestures represent behavior (such as 

pointing using extensible body parts) which establishes an 

4805
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indexical link between a reference and a referent (McNeill, 

1992; de Ruiter, 2000). They aim at attracting interlocutors’ 

attention and at contributing to the understanding of spoken 

references (Clark, 2003; Stojnic et al., 2013). Regarding 

McNeill’s dimensions, gesture iconicity represents certain 

features of a referent and is semantically related to the co-

occurring speech (de Ruiter, 2000; McNeill, 1992; Poggi, 

2008). Like gesture deixis, gesture iconicity contributes to the 

attraction of addressee’s attention, and to their memory recall 

and comprehension (Dargue et al., 2021; Kandana-

Arachchige et al., 2021; McKern et al., 2021). In contrast to 

the dimensions of deixis and iconicity, temporal highlighting, 

realized by beat gestures, does not convey semantic 

information, but it emphasizes information by being 

temporally aligned with a related part of a spoken utterance 

and with prosodic marking (Beege et al., 2020; Dimitrova et 

al., 2016). Some research has reported that beat gestures may 

contribute to understanding, however at a much lower degree 

than deixis or iconicity do in native speaking contexts (Austin 

& Sweller, 2014; Dimitrova et al., 2016; Rohrer et al., 2020). 

Thus, we investigate the dimension of gesture deixis in 

observable hybrid forms of co-speech gesture categories to 

account for the multidimensionality of gestures. Together 

with other dimensions, such as iconicity and highlighting, we 

relate explainers’ use of gesture deixis to their interpretations 

of explainees’ understanding. 

Gestures and comprehension 
Previous research relating speakers’ co-speech gestures to 

addressees’ understanding has shown that gestures have a 

general positive effect on understanding (Congdon et al., 

2017; Grimminger et al., 2010). As mentioned in the previous 

section, gesture deixis and iconicity bear semantic 

information, i.e., they convey meaning (McNeill, 1992; 

2006). The semantic congruency between gestures and 

speech has been also related to a faster reaction time and 

gesture interpretation, during addressees’ observation of 

speakers’ gestures (Habets et al., 2011; Kelly et al., 2010; 

Ping et al., 2013). Furthermore, observing gestures has been 

shown to reduce learners’ cognitive load and foster social 

engagement (Li et al., 2021). Although studies have found 

that co-speech gestures can increase understanding, it is not 

yet clear how the use of deictic gestures (and hybrid forms) 

by explainers is related to the dynamics of explainers’ 

interpretations of explainees’ understanding, also with 

respect to interacting with different explainees consecutively.  

Monitoring explainees’ understanding 
Understanding is defined as a cognitive process with gradual 

qualities (levels) ranging between non-understanding, partial 

understanding and complete understanding (Bazzanella & 

Damiano, 1999; Vendler, 1994). In addition to the levels of 

non-understanding and partial understanding, there is another 

state, misunderstanding, which refers to an incorrect 

reception of information. Misunderstandings could be 

resolved after a detection of the problem and the initiation of 

a repair by the explainer (Vendler, 1994). 

In interaction processes, interlocutors monitor each other’s 

(non-)verbal behavior continuously and elicit information 

about the achieved level of understanding of an explanandum 

(Clark & Krych, 2004). Because levels of understanding are 

gradually changing, monitoring explainees’ (non-)verbal 

signals by explainers could lead to a dynamic variation of 

explainers’ strategies of explaining, including variations in 

gesturing. Following this assumption, a dynamic variation in 

gesturing may be observed in relation to explainers’ 

interpretations of explainees’ understanding. Monitoring 

explainees’ understanding could be a challenging task for 

explainers due to the possibility of misinterpretations of 

explainees’ (non-)verbal feedback. Previous research on the 

interpretations of (non-)verbal feedback signals has shown 

that (non-)lexical backchannels (Allwood et al., 1992; 

Arnold, 2012; Bavelas et al., 2000; Ward & Tsukahara, 2000; 

Yngve, 1970) and head nods (Allwood & Cerrato, 2003; 

Gander & Gander, 2020) evoke ambiguous interpretations 

towards either unconditional understanding or solely 

attention. Furthermore, gaze aversions from an explaining 

interlocutor can be misinterpreted by explainers as 

disengagement from a task (Doherty-Sneddon & Phelps, 

2007; Jongerius et al., 2022) rather than as a signal of ongoing 

cognitive processing (Glenberg et al., 1998). Even though 

explainees’ various multimodal signals may lead to 

misinterpretations because they have been reported to be 

ambiguous, it is yet interesting how explainers’ 

interpretations of different levels of understanding may be 

related to characteristics of gesture use on the dimension of 

deixis.  

One way of documenting explainers’ interpretations of 

explainees’ understanding in explanatory dialogues moment 

by moment is the collection of protocolled retrospective 

accounts from the explainers (Kuusela & Paul, 2000). An 

applicable related procedure is the conduction of video-

recall. Video-recall is a post-test procedure after the main 

interaction study which aims at stimulating interaction 

partners’ short-term memory of an interaction that has 

already taken place. Video-recalls can be conducted, for 

example, by presenting a videorecording of an interaction to 

the interaction partners and providing the participants with 

instructions about the demanded focus on specific aspects 

and events of an explanation (see Methods for a detailed 

description of the video-recall procedure in this study). 

The individuality of gestural behavior 
In addition to the relation between explainers’ gesture deixis 

and their interpretations of explainees’ understanding, we are 

also interested in the individual behavior of each explainer 

towards three different explainees. Previous research on 

formal gesture features, such as form and path, has shown 

that gesturing is idiosyncratic, i.e., speaker-individual 

(Bergmann & Kopp, 2009; Priesters & Mittelberg, 2013). 

However, Bergmann & Kopp (2009) suggest that the 

idiosyncratic gesture production by different speakers may 

also vary in relation to the dialogue situation and the presence 

of a different addressee. Further, individuals’ higher gesture 
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rates have been reported when there is a greater the degree of 

expertise between interlocutors (Holler & Stevens, 2007; 

Jacobs & Garnham, 2007; Kang et al., 2015), or when the 

explanandum is not present during an explanation (Holler & 

Stevens, 2007). Based on the previous findings on individual 

gesturing behavior, we would like to extend the research on 

this topic by describing the intra-individual variations of 

different explainers’ gesture deixis related to their 

interpretations of the levels of understanding of three 

different explainees. 

Hypotheses 
In the present study, we investigate the dynamics in 

explainers’ gesture deixis in relation to the monitoring of 

explainees’ levels of understanding. Because explainers were 

required to organize their explanations in the physical 

absence of an explanandum, also drawing on memories and 

imagination (Bühler, 1982; West, 2014) about the spatial 

organization of the board game, we expected the occurrence 

of hybrid gesture forms combining gesture deixis with 

iconicity (e.g., drawing) or highlighting. 

Based on previous studies on the comprehension providing 

function of gestures (Congdon et al., 2017; Grimminger et al., 

2010; Kang et al., 2015), and specifically on deictic (Clark, 

2003; Stojnic et al., 2013) and iconic gestures (Dargue et al., 

2021; Kandana-Arachchige et al., 2021; McKern et al., 

2021), we assume that explainers change the frequency of 

their gestures based on their interpretations of explainees’ 

understanding. Although previous studies have analyzed 

gesture use in experimental conditions in which speech is less 

accessible or less informative, we assume that this also 

accounts for naturalistic conversation settings, such as those 

in the present study. We hypothesized that: 

(1) Following explainers’ interpretation of explainees’ 

complete understanding, explainers’ gesture deixis 

decreases while following explainers’ interpretations 

of explainees’ non-, partial or misunderstanding, 

explainers’ gesture deixis increases. 

Second, we are interested in intra-individual differences in 

forms of gesture deixis. Because of the scarcity of empirical 

work on speakers’ gesturing related to interpretations of 

addressees’ (levels of) understanding, this is addressed in an 

exploratory manner. Based on the previous findings on the 

individual use of gestures by different speakers (Bergmann & 

Kopp, 2009; Priesters & Mittelberg, 2013) and variations 

depending on the addressee (Holler & Stevens, 2007; Jacobs 

& Garnham, 2007; Kang et al., 2015), we hypothesized that:  

(2) The gesture deixis of individual explainers varies 

depending on the attendance of a different explainee. 

We will explore the effect of three different explainees on the 

gesture deixis of one explainer. 

Methods 

Data Corpus and Procedure 
The sample analyzed in the present study has been randomly 

selected from the MUNDEX corpus (“Multimodal 

understanding of explanations”) (Türk et al., 2023). 

MUNDEX is a large video-corpus which contains 87 dyadic, 

explanatory interactions about the board game Deep Sea 
Adventure in German language. It has been collected to 

investigate the monitoring of multimodal signals of 

understanding of explanations. 

 
Dyadic interactions The interactions were videorecorded 

from six different camera angles (two at each participant’s 

face area, two directed towards each participant’s torso, 

hands and head, one side angle, and one top angle over both 

interaction partners). The speech of both interlocutors was 

additionally audio-recorded with individual headsets. In the 

dyadic interactions, an explainer explained a board game 

either to three or two explainees consecutively. The 

interlocutors were unknown to one another. The game was 

given to the explainers one or two days prior to the study, so 

that they could learn it on their own. No guided instructions 

as how to learn the game or additional instructions of the 

game were provided to them by the experimenters in order to 

avoid modeling a way of explaining the game during the 

study. All explainers were thus free to organize the 

explanations by themselves without any guidance by the 

experimenters because the study focused on explanatory 

phenomena natural conversations. The only guidance that the 

explainers received was to begin the explanations without 

presenting the board game to the explainees, then to freely 

choose the moment at which they present the board game to 

the explainees, and finally to play the game interactively. 

Thus, each interaction consists of three timely varying 

phases: game absent, game present and a game play. For the 

present analysis, we randomly selected eight different 

explainers, resulting in 24 explanations in total. The mean 

duration of all 24 explanations overall (incl. all three phases) 

was 26:49 min (SD = 05:30 min). The mean duration of the 

analyzed phases with the board game absent was 07:04 min 

(SD = 03:44 min). 
 
Video-recall task Following the dyadic interactions, each 

explainer and each explainee took part in a video-recall task, 

in which they individually watched the recorded dyadic 

interaction (side angle camera). Before this task, both 

interaction partners were instructed to comment on any 

moment from the interaction for which they recognize 

explainees’ (for the explainers) or their own (for the 

explainees) different levels of understanding, and to use the 

key terms understanding, partial understanding, non-
understanding, and misunderstanding. For this analysis, only 

explainers’ comments were used. Each explainer participated 

three (or two) times in the video-recall task, depending on the 

number of explainees to whom they explained the game. 

Participants 
The subsample used for the current analysis consists of eight 

explainers, who were German native speaking adults (M = 

23.6, SD = 3.38). Among them, two were males, and six were 

females. Only 18 of the 24 explainees provided socio-
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demographic information about age (M = 26.0, SD = 9.75), 

gender (7 male and 11 female) and native language (also 

German). All participants signed a consent form. The study 

had been approved by the Ethics Board of the university. 

Data coding 
All data analyzed in the present study were annotated using 

ELAN software (Max Plank Institute for Psycholinguistics, 

The Language Archive). Three coders annotated the data. 

Coder A annotated explainers’ hand gestures in the dyadic 

interactions and explainers’ comments on explainees’ 

understanding from the video-recall task. Coders B and C 

annotated 10% of the data, respectively, to assess reliability. 

 

Hand gestures For annotating explainers’ hand gestures, 

coder A segmented and annotated gesture phrases (McNeill, 

1992), that is, gestural movements constituted of gesture 

strokes and optional preparation and retraction phases of the 

arm and hand. The recordings from the camera perspective 

directed towards the torso, hand and head of the explainers 

were used (with the audio turned on) because it allowed 

observing explainers’ hand shapes and movements over the 

shared referential space. To ensure reliability, 10% of the data 

were annotated by coder B (κ = 0.94). Coders identified first 

explainers’ pointing behavior based on explainers’ hand / 

finger shape, and then they annotated the relevant gesture 

functions according to the feature definitions provided by 

McNeill (1992, 2006). We observed the dimension of gesture 

deixis not only in the one-dimensional form of deictic 

gestures, but also in hybrid forms including iconicity or beats, 

i.e., deictic-iconic or deictic-beat gestures. Deictic gestures 

were coded based on a single pointing towards a direction or 

a location where an invisible object would be placed, and co-

occurring with the related spoken reference. Deictic-iconic 
gestures were coded based on the criteria for categorical 

deictic gestures complemented by hand or finger shapes or 

movements depicting an object, features of an object, or a 

path. The explainers from our study were observed to point 

at locations while depicting objects by either positioning the 

index finger and the thumb in an object related form or 

drawing objects on the shared referential space by the index 

finger (Streeck, 2008). Deictic-beat gestures were coded 

based on the criteria for categorical deictic gestures, 

complemented by (repetitive) biphasic rhythmic hand / finger 

movements in the presence of prosodic highlighting. 

 
Levels of understanding Coder A annotated the explainers’ 

comments during the video-recall task into the four levels of 

understanding (Vendler, 1994) that the participants were 

given as key terms: understanding, partial understanding, 
non-understanding, and misunderstanding. Many of the 

comments could be directly coded based on the presence of 

these key terms. However, there were other types of 

comments which did not contain the provided key terms for 

understanding from the instructions, but rather synonymous 

or colloquial expressions, for example “to make click” (coll. 

German for understanding) or “to be unable to visualize” (for 

non-understanding). Those expressions were coded as one of 

the levels of understanding. Also, there were comments 

which were not directly related to explainees’ understanding, 

but rather to the quality of explanation, and such unrelated 

comments were not considered in the analysis. Coders were 

trained to sort and decode the relevant information related to 

explainees’ level of understanding. Coder C annotated 10% 

of the data for a reliability check (κ = 0.85). 

Data analysis 
For the analysis, all forms of deictic gestures (deictic, deictic-

iconic, and deictic-beat) were collapsed into a single variable 

(gesture deixis). The number of all forms of deictic gestures 

produced in the gaps between the annotated levels of 

understanding were counted. The gaps represented the time 

between two documented levels of explainees’ understanding 

by the explainers. The number of explainers’ reports on 

explainees’ levels of understanding varied between the 

individual dyadic interactions (Table 1).  

 

Table 1. Number of reported levels of understanding across 

the analyzed subsample of 24 dyadic interactions. 

 

reported levels of: sum range M SD 
understanding 89 1-22 4.94 5.30 

partial understanding 58 1-9 3.41 2.53 

non-understanding 61 1-10 2.54 2.10 

misunderstanding 18 1-8 2.00 2.34 

 

The data frame was structured according to the nested design 

of data collection, i.e., the random effect was structured 

hierarchically in two columns (explainer and explainee). 

Before choosing the appropriate statistical model, we ran 

Shapiro-Wilk normality test, which indicated a non-normal 

distribution of explainers’ gestures across the 24 interactions 

(W = 0.90, p < 0.05). Because of non-normal distribution, we 

ran a Generalized Linear Mixed Effects Model (GLMM) in 

Rstudio (Rstudio Team, 2020), using the lme4 package (Bates 

et al., 2015) with the function:  

 
glmer <- GEST_FREQ ~ UNDERSTAND + (1 | EX/EE) 
 

The frequencies of explainers’ different forms of deictic 

gestures were used as the response variable. The monitored 

levels of understanding (four-level) were the fixed effect 

applying a simple contrast, comparing the levels of partial 

understanding, non-understanding and misunderstanding to 

the reference level of understanding. The random effect was 

defined by the nested study design representing each 

explainer interacting with a different explainee.  

Results 
Our statistical model indicated a balanced good fit (AIC = 

1271.2; BIC = 1283.9) compared to a null model without the 

fixed effect (AIC = 1384.8; BIC = 1391.2), a low proportional 

variance based on the fixed effect (marginal R2 = 0.165), but 
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a higher proportional variance in combination with the 

random effect (conditional R2 = 0.943). The nested random 

effect indicated a greater variance of individual explainers’ 

gesture deixis across interacting with different explainees (σ2 

= 0.21, SD = 0.45) compared to the variance across the eight 

different explainers regardless the attendance of three 

different explainees (σ2 = 0.08, SD = 0.29). The fixed effects 

summary (Table 2 and Figure 1) suggests that the levels 

understanding, partial understanding and misunderstanding 

have a significant effect on the variations of the frequencies 

of gesture deixis across the explainers. 

 

Table 2. Explainers’ frequency of gesture deixis related to 

interpretations of explainees’ understanding.   

 

*** (p < 0.001), ns (p > 0.05) 
U = understanding (intercept), PU = partial understanding, NU = non-
understanding, MU = misunderstanding 
 

 

 

Figure 1: Explainers’ gesture deixis related to interpretations 

of explainees’ understanding. 

 

For testing our first hypothesis whether explainers’ gesture 

deixis decreases after monitoring complete understanding or 

increases after monitored partial, non- and misunderstanding, 

we looked at the estimated means and conducted post-hoc 

pairwise comparisons for significant differences. The results 

are summarized in Table 3. Overall, the results do not suggest 

that explainers’ gesture deixis decreases following the 

interpretation of complete understanding in explainees’ 

behavior. Gesture deixis after monitoring non-understanding 

increases slightly compared to gesture deixis after monitoring 

complete understanding. However, the difference between 

both extremes is not significant (b = -0.05, SE = 0.05, z = 
0.97, p > 0.05). We observed that gesture deixis decreases in 

relation to explainers’ reports of explainees’ partial 

understanding and misunderstanding. The statistical model 

indicated significant differences for the comparison between 

understanding and partial understanding (b = 0.33, SE = 0.06, 
z = 5.83, p < 0.001), as well as for the comparison between 

understanding and misunderstanding (b = 0.67, SE = 0.09, z 
= 7.63, p < 0.001). 

 

Table 3. Explainers’ frequency of gesture deixis related to 

interpretations of explainees’ understanding: Estimated 

means and SE. 

 

Understanding EM SE LCL UCL 
U 3.95  0.14 3.67 4.23 

PU 3.62 0.14 3.33 3.90 

NU 4.00 0.14 3.73 4.28 

MU 3.28 0.16 2.97 3.59 

 

Although the results indicated that monitoring explainees’ 

understanding, partial understanding and misunderstanding is 

related to variations of explainers’ gesture deixis, hypothesis 

1 could not be verified. The frequency of explainers’ gesture 

deixis following interpretations of explainees’ complete 

understanding is not significantly different than the 

frequency of gesture deixis following interpretations of 

explainees’ non-understanding, and it decreases significantly 

following interpretations of explainees’ partial and 

misunderstanding.  

For hypothesis 2, we explored intra-individual differences 

in explainers’ gesture deixis to reveal the random effect 

variations from our statistical model in a descriptive manner. 

The first part of our analysis indicated higher intra-individual 

variations of explainers’ gesture deixis regarding the three 

different explainees compared to inter-individual variations 

between the eight explainers. The individual charts in Figure 

2 illustrate normalized proportions derived from the absolute 

frequencies of each explainer’s gesture deixis related to the 

reported levels of understanding of each explainee. The 

variance of monitored levels of understanding for each of the 

interactions between an explainer (EX) and an explainee (EE) 

is immediately visible: Explainers have not reported on 

monitoring all four levels of understanding in each 

interaction with a different explainee. Thus, we can compare 

the use of gesture deixis only for non-understanding, partial 

understanding and understanding. Regarding the level of 

non-understanding, we observed intra-individual differences 

in the proportions of gesture deixis for EX12, EX13 and 

EX16. All explainers who monitored explainees’ partial 

understanding used gesture deixis differently when 

interacting with a different explainee. Comparable 

differences between the proportions of explainers’ gesture 

deixis related to monitoring explainees’ understanding were 

observed in EX7, EX9, EX11, EX13 and EX19. Our results 

indicate that the use of gesture deixis is related not only to the 

effect M SD b SE z p 
U (int.) 46.19 32.59 3.95 0.14 27.59 *** 

PU 38.0 23.69 -0.33 0.06 -5.83 *** 

NU 61.36 44.94 0.05 0.05 0.97 ns 

MU 27.28 26.48 -0.67 0.09 -7.63 *** 
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attendance of a different explainee but also to the monitored 

level of explainees’ understanding by the explainers. The 

results on the variance at the level of different explainees and 

the influence of the monitored levels of explainees’ 

understanding on the frequencies of gesture deixis, support 

hypothesis 2 that explainers exhibit intra-individual 

variations in gesture deixis regarding the monitored levels of 

understanding.  

 

 

Figure 2: Individual proportional variations of explainers’ 

gesture deixis related to interpretations of explainees’ 

understanding. 

Discussion 
In this study, explainers’ gesture deixis in relation to their 

interpretations of explainees’ levels of understanding when 

explaining a board game was analyzed. Further, explainers’ 

intra-individual variations of gesture deixis when interacting 

with different explainees were addressed. Other than 

hypothesized, the results indicated that monitoring 

explainees’ complete understanding is not followed by a 

decrease in explainers’ gesture deixis. Also, the exploration 

of individual explainer’s gestures revealed that explainers 

adapted their deictic gestures within each interaction with a 

different explainee and their interpretation of the level of 

understanding.  

Based on previous research on addressees’ increasing 

comprehension when observing co-speech gestures (Clark, 

2003; Congdon et al., 2017; Dargue et al., 2021; Kandana-

Arachchige et al., 2021; McKern et al., 2021; Stojnic et al., 

2013), we assumed that explainers’ interpretations of 

explainees’ complete understanding would be associated 

with a decrease in their pointing behavior in the interaction. 

In our analysis, we did not find support for this assumption. 

Explainers’ use of gesture deixis during the explanations in 

the absence of the board game remained stable, even when 

interpreting explainees’ complete understanding. One 

possible reason for explainers’ continuous use of gesture 

deixis could be that the absence of the board game required 

the establishment of joint imagined spaces (Kinalzik & 

Heller, 2020), also by pointing to invisible locations and 

referents. This might have been especially pronounced 

because the explainers familiarized themselves with the game 

instructions before the study, and thus they had become 

experts of the board game, in comparison to the explainees 

who were novices. Because of this knowledge gap during the 

interaction and the physical explanandum being absent, 

explainers may have expected a continuous high demand for 

a visual presentation of the board game components and their 

spatial organization on the imagined space by the less 

knowledgeable explainees (Kang et al., 2015).  

Our results on explainers’ individual use of gesture deixis 

when interacting with different explainees could be related to 

previous findings on speakers’ individual behavior (Priesters 

& Mittelberg, 2013) and possible variations depending on the 

attendance of different addressees (Bergmann & Kopp, 2009; 

Jacobs & Garnham, 2007). Regarding the findings from the 

current study, we conclude that gesture deixis is related not 

only to different explainees, but also to explainers’ 

monitoring of explainees’ understanding. 

In this paper, we focused only on explainers’ retrospective 

reports on explainees’ understanding without considering 

other forms of dynamics, such as explainees’ verbal and 

nonverbal behavior in the interactions or the topical 

organization of the explanations. This is a limitation of the 

study. Therefore, in future analyses we aim to expand our 

research to explore explainers’ gesture deixis within certain 

topics from the explanations, such as specific game rules. 

Thus, the consideration of the topical organization (i.e., 

openings and closures of topics, as well as elaborations of 

topics) would also allow the analysis of explainers’ gesture 

deixis and their relation to dynamics of explainees’ 

understanding within specific explanation episodes. 

Further research will consider more fine-grained statistical 

analyses including hybrid gestural forms (i.e., deictic-iconic, 

deictic-beat) and different forms of explainees verbal and 

nonverbal forms of feedback behavior (e.g., gaze behavior, 

head gestures, and linguistic backchannels). 
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In explanatory dialogues, a more experienced interlocutor (explainer, henceforth EX) aims at 
increasing the understanding of a less experienced interlocutor (explainee, henceforth EE) 
about an entity or a process (i.e., explanandum) via co-constructions and scaffolding [1]. There 
are situations in which the explanandum is absent from the shared referential space between 
the EX and the EE, and EXs need to provide EEs with additional spatial orientation by using 
co-speech gestures indicating certain locations or the shape of invisible objects [2, 3]. 

In the present study, we investigated the relation between the EXs’ gesture deixis and 
EEs’ verbal signals of understanding in dyadic explanations of a board game, in a sample of 5 
German-speaking adult EXs, each explaining a board game to 3 different adult EEs 
individually, resulting in 15 explanatory dialogues. The analyzed explanations are constituted 
by three phases (game absent, game present and game play) [4]. Initial observations of the 
video data indicated an increased gestural behavior by the different EXs during the game absent 
phase (i.e., the explanandum is not visible) compared to the other phases; therefore, only this 
phase was analyzed here. Also based on initial observations of the video data, we followed 
McNeill’s multidimensional view on gestures, including the dimension of deixis [5].  

Our research question and hypothesis are motivated by previous research: In general, it 
was shown that co-speech gestures enhance addressees’ understanding [6]. More specifically, 
speakers’ deictic and iconic gesture rates were found to decrease significantly after addresses’ 
feedback of understanding [7]. Further, it was reported that teachers’ deictic and iconic gestures 
increase after detecting spots of students non-understanding [8]. Based on this, we 
hypothesized that EXs’ gesture deixis would decrease after EEs’ verbal signals of 
understanding and increase after EEs’ verbal signals of partial and non-understanding. 

EEs’ verbal utterances were coded in relation to EEs’ understanding (e.g., backchannels 
ok, yes, alright, and also repetitions of EXs’ utterances), partial understanding (e.g., polar and 
tag questions), and non-understanding (e.g., open questions, corrections), based on a discourse 
annotation scheme (k = 0.89). EXs’ gesture phrases were coded based on the occurrence of 
gesture strokes and with respect to the dimension of gesture deixis, being observed in deictic, 
deictic-iconic, or deictic-beat gestures (k = 0.94). To incorporate the study design of 1 EX 
interacting with 3 different EEs and considering a non-normal data distribution, we conducted 
a Generalized Linear Mixed Effects Regression analyzing EXs’ raw frequencies of gesture 
deixis during the game absent phase.  

The results (Tab.1) indicate a significant effect of the three levels of understanding 
signaled by EEs on the frequencies of EXs’ gesture deixis following these signals. Post-hoc 
comparisons (Tab. 2) reveal that the frequency of EXs’ gesture deixis after EEs’ signals of 
understanding is significantly higher than after EEs’ signals of partial and non-understanding 
(Fig. 1). Contrary to our hypothesis, our findings are not in line with previous research. One 
possible reason for the high frequencies of EXs’ gesture deixis after EEs’ signals of 
understanding could be related to the existing knowledge gap between the more experienced 
EXs and the novice EEs, who were not familiar with the physical appearance of the game 
components and their placement on the shared referential space. Another related reason could 
be that the EXs may have noticed a continuous high demand for spatial orientation on the 
invisible shared referential space in EEs’ (non-)verbal behavior during the game absent phase. 
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EX gesture deixis after: M SD b SE z p 

EE 
understanding (Int.) 87.47 41.44 4.37 0.15 28.36 < 0.001 

partial understanding 21.13 23.10 -1.42 0.16 -22.74 < 0.001 
non-understanding 5.00 13.37 -2.86 0.12 -24.15 < 0.001 

pairwise comparison: b SE z p 
understanding – partial understanding 1.42 0.06 22.74 < 0.001 
understanding – non-understanding 2.86 0.12 24.15 < 0.001 

partial-understanding – non-understanding 1.44 0.13 11.25 < 0.001 

Figure 1: EXs’ gesture deixis related to levels of EEs’ understanding.  

Table 2: Post-hoc pairwise comparisons 

Table 1: A summary of descriptive statistics and fixed effects. 
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